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Preface

The present book includes extended and revised versions of a set of selected papers from
the 16th International Conference on Enterprise Information Systems (ICEIS 2014),
held in Lisbon, Portugal, during April 27-30, 2014. The conference was sponsored by
the Institute for Systems and Technologies of Information, Control and Communication
(INSTICC), held in cooperation with the Association for the Advancement of Artificial
Intelligence (AAAI), IEICE Special Interest Group on Software Interprise Modelling
(SWIM), ACM SIGART - ACM Special Interest Group on Artificial Intelligence,
ACM SIGMIS - ACM Special Interest Group on Management Information Systems,
ACM SIGCHI - ACM Special Interest Group on Computer—Human Interaction, and in
collaboration with the Informatics Research Center (IRC).

The conference was organized in six simultaneous tracks: “Databases and Infor-
mation Systems Integration, Artificial Intelligence and Decision Support Systems,
Information Systems Analysis and Specification, Software Agents and Internet Com-
puting, Human—Computer Interaction, and Enterprise Architecture”. The book is based
on the same structure.

ICEIS 2014 received 313 paper submissions from 50 countries in all continents.
From these, after a blind review process, only 47 were accepted as full papers, of which
24 were selected for inclusion in this book, based on the classifications provided by the
Program Committee. The selected papers reflect state-of-art research work that is often
oriented toward real-world applications and highlight the benefits of information sys-
tems and technology for industry and services, thus forming a bridge between the
worlds of academia and enterprise. These high-quality standards were maintained and
reinforced at ICEIS 2015, which was held in Barcelona, Spain, and will continue to be
reinforced in future editions of this conference.

Furthermore, ICEIS 2014 included five plenary keynote lectures given by Kecheng
Liu (University of Reading, UK), Jan Dietz (Delft University of Technology, The
Netherlands), Antoni Olivé (Universitat Politécnica de Catalunya, Spain), José Tribolet
(INESC-ID/Instituto Superior Técnico, Portugal), and Hans-J. Lenz (Freie Universitét
Berlin, Germany). We would like to express our appreciation to all of them and in
particular to those who took the time to contribute with a paper to this book.

On behalf of the conference Organizing Committee, we would like to thank all
participants. First of all the authors, whose quality work is the essence of the confer-
ence, and the members of the Program Committee, who helped us with their expertise
and diligence in reviewing the papers. As we all know, producing a conference requires
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the effort of many individuals. We wish to thank also all the members of our Orga-
nizing Committee, whose work and commitment were invaluable.

February 2014 José Cordeiro
Slimane Hammoudi

Leszek Maciaszek

Olivier Camp

Joaquim Filipe
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Abstract. Digital visualisation is a way of representing data and information
with the aid of digital means, engages human interpretation on information in
order to gain insights in a particular context. Digital visualisation is always
purposeful that will illustrate relationships; discover patterns and interdependen-
cies; or generate some hypothesis or theory. However, it is still bound to the
semantic (interpretation of visual displays and the meaning in the context) and
pragmatic (effect and intention to be achieved) issues. These two issues can be
addressed by semiotics, a formal doctrine of signs introduced by Peirce back in
the 1930s; where digital visualisation is seen as a process of abduction. Abduction
is a key process of scientific inquiry, which involves norms. Norms are patterns,
regulations, rules and laws which are the reflection of knowledge in a cultural
group or an organisation; which has an effect on the human interpretation on
information. This paper pioneers a new perspective of digital visualisation by
positioning digital visualisation as a process of abduction and proposes the key
principles in digital visualisation.

Keywords: Semiotics - Digital visualisation - Norms - Abduction process -
Hypotheses formation

1 Introduction

Digital visualisation is a way of representing data and information with the aid of digital
means. It ranges from a simple form such as a graph or chart to a complex form like
animated visualisations that allows user to interact with the underlying data through
direct manipulation [1]. The notion of digital visualisation engages human interpretation
on information in order to gain insights in a particular context [2—4]. Hence, it is a
complex process involving multiple disciplines, including the socio-technical element.
The social element relates to human perception in interpreting information. The tech-
nical element on the other hand, refers to the technology used to enable visualisation,
for example the SAS suite [5] that offers visual analytics to support interactive dashboard
and reporting.

A typical process of digital visualisation starts from data collection, followed by data
transformation and filtering, and finally the visual display [adapted from 4]. The primary
goal of digital visualisation is enhance the efficiency of understanding of certain
phenomenon through visualised data and information; but it also aims to address latent
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aspects, such as semantic and pragmatic issues [6, 7]. The semantic issues are related to
the interpretation of visual displays and the meaning in the context. The pragmatic issues
are concerned with the effect and intention to be achieved on the users through digital
visualisation.

Digital visualisation is always purposeful that will illustrate relationships; discover
patterns and interdependencies; or generate some hypothesis or theory. The user’s
hypothesis would very much influence on what data would be interested in the analysis
and be included in the visualisation. Therefore, there will be always a set of questions
highly relevant in any visualisation, such as data availability, access, format (data itself
and display format), meaning (i.e. interpretation), purpose of data presented, and effect
of visualised data on the recipients. Such questions can be best answered by drawing
input from semiotics.

This paper pioneers a new perspective on digital visualisation by positioning digital
visualisation as a process of abduction. Section 2 illustrates the components, process
and the challenges of digital visualisation. Section 3 describes the semiotics perspective
to digital visualisation. Section 4 suggests a set of principles for digital visualisation
aftermath of the notion of semiotics. This paper is concluded with the future research
insights by intertwining the notion of semiotics, abduction process especially with digital
visualisation.

2 Digital Visualisation

2.1 Components and Process

Digital visualisation deals with three components: data, information and knowledge
[adapted from 8], in which can be explained by social and technical perspective (see
Fig. 1). In the social facet, human users perceive data in the forms of e.g. figures,
numbers and charts. Such a presentation of the data enables the human users to
understand the data better and to obtain information efficiently through the
processing of the data, which bring in the meaning and insight of the data to the
user. In the technical facet, digital visualisation assists the users further to gain
knowledge through interaction, interpretation and abstraction of data and informa-
tion to produce generic types or patterns based on classifications of contexts and
application domains. Table 1 summarises the description of the components of
digital visualisation from the social and technical perspective.

The process of digital visualisation captures the intentions from users, exposes the
effect of data and addresses the purposes of data analysis through graphical images.
This is reflected in the four main stages in the process of digital visualisation
[adapted from 4, 9] (see Fig. 2): (1) data collection, (2) data transformation and
filtering, (3) visual mapping and, (4) display and interaction. In the data collection
stage, data is gathered through various sources. The collected data can be structured
or unstructured data. According to Baars and Kemper [10], the structured data is data
that has predefined format and can be processed by computing equipment. Unstruc-
tured data is data that usually does not have a specific format such as social media
data, images, and audio files [11]. The data transformation and filtering stage
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Digital
visualisation

Social -
Human perception

"
Lo B 3

Technical -
Enabling visualisation

Fig. 1. Social and technical facet of digital visualization.

Table 1. Description of the digital visualisation components.

Component | Social (Human Perception) Technical (Enabling Visualisation)

Data Figures, numbers, text Representing abstracted data sche-
matic form, including attributes
or variables for the units of data
(direct display, no deep
processing)

Information | Processed data that answers Showing/emphasising on relation-
what, who, where, when, ship between data items; with
why and how questions interpretation; show semantics

Knowledge | Application of data that Representing the effect on organi-

explains the type or patterns
of a situation or context

sation through visual analytics
on social, on economy, e.g. drop
on sales, decision-making by
looking at alternatives

explores the collected data through various techniques such as extract, transform and
load (ETL) and data mining. Data are extracted from the source databases are trans-
formed into a desired format for analysis purpose, and then loaded into the destina-
tion databases [12]. Some of the common data mining techniques in dealing with
structured data are clustering and categorisation for visualisation purpose. The visual
mapping stage contains a graphic engine that manipulate the process of transforming
the focus data with their geometric primitives (e.g. points, lines) and attributes (e.g.
colour, position, size) to image data. The display and interaction stage provides the
user interface control that enables users to interact with data from multiple perspec-
tives (e.g. drill down, expand), where visual analytics take place [13]. This is the
stage where meaning is interpreted by uses when interacting with data.
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2.2 Challenges

Digital visualisation enables users to interpret and interact with data for a certain
purpose, such as aiding the decision making process. However, digital visualisation is
still prone to the semantic and pragmatic issue [adapted from 6]. Digital visualisation is
more than a simply graphical representation [14]. The semantic issue relates to whether
the visualisation conveys the right level of information to users. Users have a tendency
to establish a relationship based on what they see. Therefore, if the graphical represen-
tation is not pointedly used, it will exacerbate the fallacies of the perceived meaning by
the users. On the other hand, the intention or purpose of digital visualisation is not
reflected, where digital visualisation is seen as an analytical reasoning process [15].
There is always a purpose how digital visualisation should be designed. There are usually
many data sources are required to achieve the purpose. Hence, this leads to challenges
such as data reliability, selection of the right information and the selection of the right
graphics to visualise information. Thus digital visualisation is only effective when there
is a clear purpose (guided by the pragmatic instance) on how data should be visualised
so it conveys a clear meaning to users (incorporated with the semantic aspect) [13].

3 Semiotics Perspective to Digital Visualisation

3.1 Signs and Norms

Semiotics, a formal doctrine of signs introduced by Peirce back in the 1930s [16], shows
great relevance to digital visualisation. A special branch is organisational semiotics
which has been developed by Stamper and his colleagues [17] to study the effective use
of information in business context. Data, under the study through visualisation, are signs.

The human interpretation on information is closely related to the five types of norms
(see Table 2 for the description of norms): perceptual, cognitive, evaluative, denotative
and behavioural [18]. Norms as a generic term are patterns, regulations, rules and laws
which are the reflection of knowledge in a cultural group or an organisation [19]. Norms
and signs (data) are intertwined [20]. In this research context, norms are employed to
interpret the signs; where a sign is a data object that conveys information and produces
an effect towards users in directing or prescribing users’ action, such as an action of
making a decision.

3.2 Abduction in Piercean Logical System

Abduction is a reasoning approach introduced in Piercean logical system [16], together
with induction and deduction. Abduction, according to Peirce [16], is a form of semiotics
interpretation [21], that guides the process of forming a hypothesis, which leads to
introducing new ideas. Deduction is the process of explaining the hypothesis; and
induction, is the process of evaluating the hypothesis. Abduction aims to find the best
explanation of the observed phenomenon [22]. In Piercean logical system, abduction
contributes to the human understanding of a phenomenon, by making sense of the
observed signs [adapted from 23].
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Fig. 2. The process of digital visualization.

Kovacs and Spens’s [24] and Thagard’s [25] propose the abduction process based
on Peirce’s [16] definition on abduction. The abduction process starts by a puzzlement
(an observed phenomenon) that leads to a search for explanation, followed by using
prior knowledge to establish a hypothesis and validating the hypothesis by conducting
more observations.

3.3 Digital Visualisation Is a Process of Abduction

From a semiotic perspective, digital visualisation is a process of abduction which is a
key process of scientific inquiry, i.e. a process of generating new knowledge. Peirce’s
abduction is a reasoning approach to fashion a hypothesis of the observed phenomenon,
hence the more clues that are collected, it is more likely the hypothesis leads to a truthful
conclusion [21]. Digital visualisation is therefore seen as a process of abduction from a
semiotics perspective; in which abduction is a key process of scientific inquiry for
generating new knowledge. On the basis, the process of abduction involves the norms
extensively. When encountering with a new phenomenon, prior knowledge will enable
us to produce some initial, but often, plausible explanations. Abduction thus allows us
to generate hypotheses (which should be plausible) and further to determine which
hypothesis or proposition to be tested [23, 26]. This aligns with Peirce’s definition on
abduction as “the process of forming explanatory hypotheses”, and the “only kind of
argument which starts a new idea” (Peirce, 1935).

Figure 3 illustrates the four key stages in digital visualisation as a process of
abduction: (1) search for explanation, (2) generation of hypotheses, (3) evaluation
and acceptance of hypotheses and, (4) effect from the hypotheses. In the search for
explanation stage, users establish an initial hypothesis based on what they see through
digital visualisation (e.g. graphical display of abstract information). This stage
commences the process of abduction. In the generation of hypotheses stage, users
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start of abduction Search for
explanation Norms
.. J/ Perceptual
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hypotheses
l Behavioural
Effect from the
hypotheses

Fig. 3. Digital visualisation is a process of abduction.

derive some patterns of knowledge based on their prior knowledge. At the same time,
users are anticipating for further insights grounded on what they see. Visual analytics
take place here to enable users interact with data by providing navigations such as
drill down for more information. In the evaluation and acceptance of hypotheses
stage, users verify or refute the perceived visual objects based on their prior knowl-
edge. This stage adopts Popper’s [27] refutationism approach, where the formed
hypothesis can be refuted by the observed facts. And lastly, in the stage of effect from
the hypotheses, users reaffirm or refine the established hypothesis. The five types of
norms (perceptual, cognitive, evaluative, denotative and behavioural) correspond with
each stage in the process of abduction in digital visualisation, which will be illus-
trated in Sect. 4.2.

4 The Principles of Digital Visualisation

Research leads us to believe that the three principles are important in digital visualisation
as illustrated in the following sub sections.

4.1 Digital Visualisation as Shared Semiosis

Digital visualisation is a sign-process that involves the production and consumption of
signs. Any digital visualisation will begin with the awareness of context. The design of
a digital visualisation is usually determined by certain purposes and effects that are
intended to be achieved. On the production side of this process, the producer may wish
to achieve a certain effect as he or she has certain intention and purposes through the
visualisation. The producer of the visualisation may situate the visualisation in a context
and relate it to some purposes. On the consumption side, a user, who could be any one
who sees the visual display in a different context and for a different purpose, may be led
to an effect that is same or totally different from what is intended by the producer. To
ensure the success of the communication through the use of visual display, it is important
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Fig. 4. Shared semiosis process engaging producer and user.

to understand the semiotics in the production and utilisation of visualisation. Figure 4
illustrates the shared semiotic processes (i.e. semiosis) engaging the producer and user.
It is therefore vital to see digital visualisation as a shared semiosis; where there is an
agreement made between the producer and user on how and what data should be visual-
ised, and producer should understand what purpose (or context) user tries to achieve
through digital visualisation.

4.2 Digital Visualisation as Norm-Centric Activities

Effective digital visualisation heavily relies on knowledge expressed as norms. Digital
visualisation is seen as an interactive artefact, which is usually designed based on
producer’s reasoning [28]. As mentioned in Sect. 4.1, the design of digital visualisation
should engage producer and user. Norms serve as the foundation and drive for the design
of adigital visualisation for the producer. On the other hand, the user incorporates norms
into the digital visualisation for discovering new knowledge. Both the producer and user
will invoke their norms in production (design of the graphical display) and utilisation
(use of the graphical display to gain new knowledge and perform certain actions).
Table 2 illustrates the five types of norms and their effect on the producer (or the
designer) and user by taking the digital visualisation design for the monthly sales report
for a department store as an example. The graphical display should clearly indicate how
the values relate to one another, represent the figure correctly and make it easy to navi-
gate between figures. As digital visualisation is a process of abduction, the central role
of the subject who is engaged in the process must be recognised. If the goal of the digital
visualisation is to discover new knowledge, interactivity of digital visualisation to allow
the user’s manipulation of data in visualisation is essential.

4.3 Digital Visualisation as Artefacts as Well as Process

Digital visualisation is seen as an artefact, where it is a set of graphical displays (e.g.
charts and graphs) that conveys information. The graphical displays produce effect
towards designers (who determine the design of the graphical display) and users (who
use the displayed data to perform certain actions). The graphical display should clearly
translate the abstract information, that can be easily, efficiently, accurately and mean-
ingfully perceived [29]. At the same time, there is an important feature (or it can be
called affordance) of digital visualisation is that it is not just static display but allows
(or affords) interactive inquiry. Digital visualisation hence is also seen as a process of
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Table 2. Norms and their effect in Digital Visualisation (with an example of a monthly sales
report for a department store).

Types of norms

Descriptions

Effect on producer

Effect on user

Perceptual Relate to how human Relate to the perception on | Apply the prior knowledge
perceive signs in an sales figures. For to perceive the sales
environment. For example, sales figures figures. For example,
example, the distance are described by month, sales figures displayed
between two bollards is categories of products on the chart are
wide enough to drive and customer gender presented in month and
the car through categories

Cognitive Relate tohow human inter- | Affiliate with the interpre- | Employ the prior knowl-
pret the observed signs. tation of the sales edge to interpret the
For example, an illumi- figures. For example, sales figures. For
nated red light above an the low sales figure of example, the lowest bar
orange and green product A means the that represents product
means stop product is not selling A'in the bar chart means

well in the particular the poor sales of
month. This leads to a product A in the month
graphic representation

to highlight the poor

sales

Evaluative Explain why human have | Associate with the assess- | Assess the performance.
beliefs, values and ment of the sales figure. For example, the low
objectives. For For example, lower sales figures identify
example, frankness in sales figures should poor performance
debating between attract more attention in through the aid of
employee and boss; the display by certain digital visualisation
openness in voicing distinctive shape or which otherwise may
personal views colour not be noticed

Denotative Direct the choices of signs | Relate to the selection of | Deploy the shared knowl-
for signifying based on the graphical display edge of shaping and
the cultural back- that best represents the colour coding between
ground. For example, sales figure. For the producer and the
stop signals are red and example, red means user. For example,
octagonal under performance and certain shape or colour

green means acceptable represent certain mean-
performance that meets ings
the expectation

Behavioural Govern human behaviour | Relate graphic information | Adopt the business knowl-

within the regular
patterns. For example,
if a library book is
overdue than the
borrower must pay a
fine

with actions. For
example, the poor
performance will be
linked with the produc-
tion of some warning
messages for attention

edge to perform
actions. For example,
poor sales lead to
certain corrective
actions such as
strengthening
marketing effort or
reviewing the price

abduction. Affordance, originated by Gibson [30], is extended to the study of the real
world for understanding patterns of human behaviour. Digital visualisation can assist
human to interact with data to enhance understanding of the meaning of data, e.g. to
acquire more information. Furthermore, it will also enable one to discover pattern, regu-
larities and norms from the visualised data, e.g. to obtain knowledge related to types of
problems and situations. With such interactivity, a user is able to explore data visually
to generate, refine and testify his or her hypothesis as an abductive reasoning process.
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5 Conclusions and Future Research Insights

This paper initiates a new perspective on digital visualisation by positioning digital
visualisation as a process of abduction; through the generation, verification, refutation
and refinement of hypotheses. Some insights have been provided in the components and
process of digital visualisation and the semantic and pragmatic challenges embedded
within digital visualisation. Challenges in human perception and intention in digital
visualisation have been addressed by incorporating norms into the semiotics of visual-
isation and visual analytics. This paper posits three key principles, i.e. digital visuali-
sation is seen as: (1) a shared semiosis, (2) norm-centric activities and, (3) artefacts as
well as process. These three key principles contribute to how digital visualisation should
be designed (from the producer’s perspective) and how digital visualisation helps in
gaining new knowledge when new patterns and relationships are discovered (from the
user’s perspective).

This paper has established a vivid implication of semiotics to digital visualisation.
There are three main future research insights proposed on this basis. First of all,
researchers can adopt the three key principles suggested, especially the utilisation of
norms to increase the interactivity of digital visualisation. The interactive feature should
be able to draw and keep the attention of users, and enable users to drill down into data
and customise reporting [6]. In addition, users should be able to interact with each other
through information sharing.

The second potential area that researchers can look into is to understand the perspec-
tive anticipated by users in manipulating the data. In relation to the interactivity of digital
visualisation, it is expected that the users will become more used to interpreting data
and creating new knowledge. Researchers should look into the human factors, the norms
in perceiving and reacting to visualisation result [14] (see Table 2).

The third area researchers can explore is the application of norms captured through
the abduction process into the technical implementation. Apart from the technicality of
the graphical display, researchers can focus on data collection, data processing and
analysis, in conjunction with the trend of big data. Digital visualisation should enable
users to do real time data analysis; and has the hold data in-memory in which it is
accessible to multiple users.
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Abstract. We try to present a first broad overview on data fraud, and
give hints to data fraud detection (DFD). Especially, we show examples of
data fraud that happened at anytime of human mankind, all around the
world, and affects all kind of human activities. For instance, betrayers are
entities of the society, industry, banks, services, health-care, non-profit
organizations, art, science, media or even a government or the Vatican.
We consider four main areas of data fraud: spy out, plagiarism, manip-
ulation and fabrication of data.

Of course, there is not only interest on data fraud itself but on its
detection, too. Although improvements of data fraud detection is evi-
dent, it seems that the intellectual creativity and capacity of the betray-
ers is unlimited. Especially, the Internet with its various services and the
mobile communication opened the Pandora box for criminal acts. Fur-
thermore, one may state the hypothesis that while the ethics behavior of
people decreases over time the data fraud rate is continuously increasing.

There does not exist an omnibus data fraud detector, and the author
supposes there will be never one upcoming due to the heterogeneity of
the domain. For instance, compare the domains“spy out” in industry
and “data fabrication” of observational or experimental studies in sci-
ence. It is a matter of fact that the interest and need of science, business
and governmental authorities is increasing over time for improving tests
of data fraud detection. This paper can be viewed as a modest attempt
for stimulating research into this direction.

1 Introduction

One can best unfold the complexity of data fraud by classifying fraud into four
classes. All of them are driven by three time-invariant features of the societies,
business and human beings: Power, glory and money. As saying goes “Knowledge
is Power” power is the driving force of Spy out in the military and secret service
area, while knowledge and profit(money) are the main factors in business. The
activities of the secret services of all countries like Central Intelligence Service
(CIA) or NSA in USA, Military Intelligence (MI6) in UK, the Russian secret
service (CBP) etc. go back far into history. No doubt, they have ever had influ-
enced failure and success of military actions at any time. Less power and glory
but more profit (money) has been the forcing power of industrial or business
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spy out. There is no sharp boundary to the extensive “silent” storing and analytic
analyses of customer’s data, mostly without explicit permission. Consider only
the massive accumulation of such data by Amazon, Ebay or Google. Together
with nearly unlimited memory and Big Data Analytics it demonstrates the
increasing risk of leaving Recommendation Systems, simple pull/push systems,
and entering into a Total Information World with loss of any privacy of anybody,
anywhere and anytime as an extension of ubiquitous computing.

The second domain of data fraud is related to Plagiarism. It concerns mainly
the illegal usage of data of somebody else, sometimes existing as self plagiarism.
Since the start of the digital era plagiarism M.Sc. or Ph.D. studies have gained
more and more attention, although plagiarism is not limited to master or doc-
toral studies, cf. plagiarism happening in composing, drawing and painting. As
we shall see later the main interest in plag detection in the domain PhD disserta-
tions is caused by spectacular cases and the development of improved methods
(citation based plag detection besides of substring matching), [4], and“swarm
intelligence”. The last approach makes use of the efficiency of many, more or less
independently acting plag hunters pooling information about the same entity.

Our main interest, however, is devoted to Data Manipulation. Its main char-
acteristic is given by the dishonest manipulation of existing own or foreign data.
The objective is gaining prestige or making money. Evidently, data manipula-
tion happened at any time, anywhere and every domain of life is influenced. For
instance, the annual fraud rate of the new U.S. health care system is estimated
to be about 10%, [29]. Consider the scandalous manipulation of clinical trails at
the Medical University of Innsbruck (MUI), Austria, by Dr. H. Strasser, [19], or
the Libor 3(5)-months interest rate manipulation jointly performed by a cartel
of Deutsche Bank, Royal Bank of Scotland (RBS), Union Bank of Switzerland
(UBS), and Barclays Bank, UK, [20]. Greece fudged its annual depths-GDP rates
in the years before the country applied for entering the Euro zone, [22]. In recent
times the dishonest shuffling of ranks for TV shows by non-profit organizations
like ADAC, [23], or ZDF, Germany, [24], or even black money transfers and money
laundry by the Vatican, [25], caused much attention in the media.

A question of historical interest remains to be answered later: Who is known
to be the first betrayer in science? It is a tragedy of science that that profession
is more and more inclined to manipulate data gained from empirical (observa-
tional or experimental) studies. The causes are simple the pressure caused by
the dominating principle“Perish or Publish”, the increasing know-how needed
for applying sophisticated methods of data science, and the need of fund raising
for ongoing research. Yet, there exists a further variant of data fraud which is
far beyond the“simple manipulation” we talked about.

Data Fabrication. seems to be the most awful or“mostly criminal” form of
data fraud. Instead of manipulating data the betrayer selects an easier way of
collecting data: He simply generates the artificial data he needs. Evidently, this
safes cost and time, and, consequently, increases the chances of fund raising or
early publication because application forms or research papers can be submit-
ted with some time lead. Furthermore, the data will perfectly fit the betrayer’s
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Fig. 1. Data fraud types, examples and detectors.

hypothesis or objective if’professionally” created. A shocking case of such aca-
demic data fabrication is related to the Dutch psychologist D. Stapel, Univ. of
Tilburg, [21] whose forgery finally was stopped in 2013.

In the following we shall give a short history of spectacular cases of data
fraud. We pass by spying out, and turn to plagiarism with a special emphasis on
doctoral dissertations.We deeply look at data manipulation, fabrication and the
corresponding detection techniques. From the methodological point of view the
domains manipulation and fabrication strongly overlap. Consequently, the same
methods of detection can be used, i.e. Statistics, Data Mining, and Machine
Learning. Today, that bundle is labeled Data Analytics.

An overview on the four types of data fraud is given in Fig. 1 where we limit
ourselves to one example per each fraud type, and list some fraud detectors at
the bottom line.

2 A Short History of Data Fraud

To best of the author’s knowledge the first spectacular case of data fraud (data pla-
giarism) happened in ancient Egypt. Claudius Ptolemy ( 85 — 165 p. C.) was
a leading astronomer and mathematician at Alexandria, the center of the antic
world of science. He was the father of the Almagest, the famous Arabic star cal-
endar. He used the astronomical data from Hipparchos of Nicaea ( 190 — 120
a. C.), but he did not refer to him, [6]. Historians may argue here that the current
point of view of referencing might not be adequate for that science period. Today
such kind of fraud is called Data Plagiarism. The lesson for detecting such a
fraud is to carefully Check the Provenance of observational data referred to in
a publication.
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Ptolemy
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Fig. 2. Ptolemy, his centric world view, the Almagest, and Hipparchos, images: [10-13].
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Fig. 3. Galileo, his heliocentric system, telescope and plane model, images: [14-17].

There is no doubt that Galileo Galilei (1564 — 1641) was one of the giants in
science. For example, he made ingenious contributions to astronomy and physics.
Especially, his astronomical research on the heliocentric system, and his exper-
iments with bodies sliding down inclined planes are famous. At that time, the
devices for measuring run time of moving objects produced “large” measurement
errors. Galileo believed in the validness of his cinematic hypotheses, and for
supporting them he decided to reduce the measurement errors. Today, there is
no doubt that Galileo’s experiments could not have been run in its way. As [7,
176] stated “The Genius was motivated by the objective of supporting the final
break-through of his ideas.” Refer to [8,27] for further details. Simply speak-
ing, motivated by prestige Galileo used data manipulation thus violating the
Principle of Reproduceability of well-performed experiments.
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A further hero of science was Sir Isaac Newton (1643 - 1726) whose scien-
tific contributions to astronomy, mechanics (acceleration, gravitation and forces)
and mathematics (Calculus) opened a new era of physics, especially kinemat-
ics. In his book Principia Newton convinced due to the reported high precision
of his observations far from being legitimate, [7,9]. Or as [7, 176] or [9, 1118§]
put it “Nobody was so brilliant and effective in cheating than the master math-
ematician.” Newton suppressed the real imprecision of his measurements being
anxious about a non perfect fit and casting doubts on his theory in the sci-
entific community. In order to support his hypotheses he faked the output of
his experiments and the observations by downsizing the errors. Accordingly, this
manipulation contradicts the Principle of Reproduceability. His motive certainly
was not profit, but fear of loss of prestige.

Data manipulation has many variants as we shall see later. One form is the
trick used by experimenters to select and publish only a proper subset of results
or runs. A“representative” case is given by the physicist Robert Millikan, US
Nobel Price Winner, 1868 — 1953. The claim is his strikingly precise measure-
ments of the charge of electrons in 1913 being quite better than those of his rival
Felix Ehrenfeld who experienced large deviations, [7,8]. Milikan’s lab protocols
showed later that he published only the ‘best 58 out of 140’ experiments having
smallest measurement variance, [8,34] and [7, 176-177]. Today such a misbe-
havior of running experiments is called Experimental Selection Bias and
contradicts, of course, the Principle of Reproduceability. Here again Prestige
combined with Nobel price winning expectations was presumable the driving
force of data fraud.

We continue presenting historical cases of data fraud and turn to the Deutsche
Bank as an example from the business sector. Alternatively, we could have
selected from the U.S. economy the Enron case with falsification of balance
sheets, [47]. Josef Ackermann, born 1948, was the chairman of the board of
directors 20022012, and was responsible for all claims. Under his leadership the
Deutsche Bank was involved in many scandals like manipulating the prices of



Data Fraud Detection: A First General Perspective 19

3-Monats-Libor  in Prozent

@
# ».RB,S BARCLAYS

0 :
1.1.2006 8.2.2013
Quelle: Bloomberg/F.A.Z.-Grafik Piron

Fig. 5. Libor manipulation by the cartel, image: [20].

food products, unlawful COs-emission permits and financial derivatives trading,
and, last but not least, manipulating the 3(6) months Libor interest rate within
a bank cartel consisting of Barclays, Deutsche Bank, RBS and UBS, [20]. The
legal task of the group was a“fair price fixing” of both interest rates, but the
cartel used its economic power for down or upraising of the Libor for making
moderate but continuous profits, cf. Fig. 5.

Another domain where forgery typically happens is health care, cf. [29] for
fraud detection in the new U.S. medicare system. Especially medical universities
are affected institutions because of the pressure to economically manage clinics,
fund raising for research or corruption. The last motive was underlying extensive
sport doping and manipulation of facts and figures at the Univ. of Freiburg,
Germany, cf. [27]. Above we already mentioned the case of illegal experiments
at the Medical University of Innsbruck (MUI), Austria, as reported by Nature,
[19]. In Germany tricksters manipulated the lists of organic transplantations
at several of the 49 German transplantation centers like Gottingen, Miinchen,
Miinster, Regensburg etc. [26]. In order to detect fraud in such cases independent
experts are employed who checked with diligence all mails, lab protocols, lists,
reports, time-schedules and revenues and expenditures vouchers with respect
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to facts and prior knowledge in a qualitative and quantitative way. We call
these (qualitative) manual activities assisted by analytical techniques Manual
Inquest of Data Fraud. They are based on Abductive Reasoning, and are
similar to trouble shooting from an investigation point view.

Next, we turn to economics. In this domain data fraud happens for gain-
ing more economic influence or reward. As an example take Greece in the late
nineties. The crucial period for Greece to enter the Euro zone was 1997 — 1999.
Greece manipulated its official macro-economic statistics, and made the EC
member countries, the EC authorities in Bruxelles and Luxembourg and the
public believe that the deficit had fallen under the Maastricht limit of 3%. How-
ever, later the (new) Greece Finance Minister, Mr. Aligoskoufis, confessed: “It
has been proven that the deficit had not fallen below 3% in every year since
1999.” [22]. Indeed, the figures for 1997-1999 were 6.44,4.13 and 3.38%.

Let us close with politics and consider governments who do not completely
obey democratic rules. It is a matter of fact that the elections in Russia 2011
were fudged, [28]. Especially, the result of Putin’s party United Russia is doubt-
ful. Consider the empirical distribution of electoral votes on the percentages of
votes in the interval [0, 100]. Typically, such a distribution is bell-shaped and is
smoothly curved in the center and at both tails. Due to the evident manipulation
of votes the distribution of Putin’s party is heavily skewed to the right (large
percentages), and shows small up-and-down spikes above 30% around the values
35,40,45,...,100%, cf. Fig. 6.

The lesson learned from the last type of data manipulation that sometimes
simply plotting of histograms (empirical distributions) is an effective “starter”
for further investigations on suspectable data.
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Fig. 6. Manipulation of Russian elections in 2011, image: [28] layout modified.

3 Spy Out

One can raise the question whether or not Cheating by copying text or formulas
from neighbors during examinations at school is an entry into the world of spy
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out or plagiarism, and is abnormal or not. No doubt that kind of spying out is
happening at a very low fraud level.

From a historical perspective massive Spy out is related to ancient and
modern populations and their military actions against other countries. It may be
considered as a prerequisite of any war and struggle, and aims for getting better
information about the enemy for improving the success of their own attacks.
Think only of the empires Greek and Persia, Egypt and Hittites, or Roman
and Germanic. The secret services of all modern countries around the globe
are expected to deliver information about the rest of the world. After 9/11 the
National Security Agency (NSA), USA, has scaled-up its computing facilities
for spying out everybody’s data on an extreme large scale. The question arises
whether “Big brother is watching you” is realized or not. Here any kind of world-
wide communication by phone, email, Twitter or any other media is affected.
Even encrypting is not at all safe and a guarantee for people’s privacy. The fact
that even the German chancellor’s telephone is tapped by US authorities is a
nasty perspective.

Let us leave this domain and turn to economics and business. Telephone fraud
became roughly a problem at the end of the eighties. Legal telephone cards with
or without a credit were stolen and manipulated by betrayers which made phone
calls possible free of any charge. Corruption related to data fraud was recently
reported by the German Press Agency and printed in Der Tagesspiegel, a leading
newspaper in Berlin, Germany. Employees of the sanctuary health assurance
company Debeka were accused of having tried to get data of state employees
candidates from corruptive state employees targeting for new contracts, [5].

As buying and selling is an intrinsic part of daily life of consumers, tricksters
and betrayers consider trade as their domain for data fraud. Each trade has a
phase “selecting and putting an item into the shopper basket” and “paying”.
Paying is mostly done by cash, alternatively by EC or credit cards. Forget cyber
money here due to its minimal market share. Card Fraud is concerned with
card theft or the misuse of bank account and PIN data. Therefore, we have the
following four classes of fraud, cf. [2]:

— Theft

— Duplicate Generation
— Skimming

— Pishing.

Theft is a real fraud if a credit card like VISA, AMERICAN EXPRESS
or MASTER is stolen and used for money withdrawals. However, when a card
theft is combined with Card Cloning (in the sense of duplicate production)
things become more tricky and dangerous, and increase the card owner’s risk of
big monetary losses. The thief simply can withdraw money from various sites.
Skimming starts at the other end of the buying chain just to say so. Before
a consumer pays by cash he has to collect money, for instance, from a teller
machine (ATM). Tricksters install a small web cam and a thin keyboard at the
ATM’s site for catching the bank account or credit card number together with
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Fig. 7. Fraud of banking and internet banking.

the PIN from an innocent client. Phishing refers to sending faked emails to
users with a subject like “Full mail box” or “Special offer”, and asking them for
delivering their account, password (PIN) and transaction number (TAN). In a
similar way, novice surfers are redirected to false (criminal) links or attracted
by special (low priced) offers for visiting specially prepared web pages. When
such sites are entered the trickster fishes the bank account, PIN or name, credit
card number and safety code for starting his own criminal transactions. Let us
add Advertising Click Fraud where Pay per click systems are manipulated
by artificially generating clicks by the betrayer for illegally making money at the
expense of the advertising company, [2].

For an overview by a diagram of data fraud related to card usage or Inter-
net banking have a look at Fig.7. There exists a big bundle of Multivari-
ate Explorative Data Analysis Techniques for detecting EC or credit card
fraud, especially methods like Generalized Linear Regression and Classification.

4 Plagiarism

As noted above Plagiarism is considered to be the dishonest use of data of a
second party. It has many facets and exists in many fields of human life like arts,
business and science. The motives are either prestige or mostly profit. A short
overview is given in the diagram in Fig. 8 below.

We present famous cases of plags: Pirating of documents (“Galileo Forgery”)
and doctoral dissertation plag of the former German minister of defense, K.-T.
von Guttenberg. Both cases happened in Germany, and the forgery was proven
in 2012 and 2011, respectively.
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Fig. 9. Discrepancies between the original (“Sidereus Nuncius”) and faked book, image:
A Galileo Forgery.

Galileo’s book “Sidereus Nuncius” was published in 1610, and it is a fact
that 80 legal copies are known to exist worldwide. In 2005, surprisingly, a fur-
ther (faked) copy including until then eighty unknown (faked) ink drawings was
offered by art dealers on the international market. The German expert Horst
Bredekamp, Humboldt Univ. Berlin, used the drawings from the faked copy in
a book he published entitled “Galilei, der Kiinstler”. Finally, in 2012 a British
historian proved the forgery done by the Italian M.M. De Caro. His detection
caused Bredekamp et al. to edit the book “A Galileo Forgery” where he compiles
the events and explains what happened. It is interesting to note that besides of
various material analytical techniques Pattern Matching of symbols (stars)
and characters (L) helped discriminating between the original and faked docu-
ment, cf. Fig. 9.

One of the most spectacular data plagiarism claims corresponding to doc-
toral dissertations was caused by the work of K.-T. von Guttenberg, the former
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minister of defense of Germany. Today his dissertation can be considered one
of the best investigated plagiarism. It may be even considered as a yardstick
for further improvements of academic plagiarism detection software. While most
of the plag software uses simple Substring Matching techniques it was the
idea of B. Gipp (2011), [4], to use a kind of meta analysis based on information
retrieval methods for developing his Citation based Plag Detection (CbPD)
technique. Several steps are built-in: Identify citation patterns by order, non-
lexical proximity and distinctiveness of in-text citations. This idea enabled him
to detect multi-lingual and multi-source detection plagiarism by cross-reference
of the citation structures of an original and its plag. All computational output
is carefully visualized. Especially, the hit rate of detecting disguised plag like
paraphrases and cross-language plag could be clearly increased. It is a great
advantage of Gipp’s approach that his procedure produces higher confidence
levels than the existing matching algorithms for academic plagiarism detection,
[4,30]. Simple string matching or substring search work as follows, cf. the plag
platforms citeplag, Vroniplag etc. Let A be an alphabet, and s; € A™ and
s9 €A™ literal text strings where m < n. Prove s; C sg or sim(sy, $2) > Siow!
We present a barcode representation of the thesis produced by manual inspection
done by the members of the GuttenPlag Wiki project, see Fig. 10. The semantics
of coloring is as follows:

— red bars: multiple sources plag pages
— black: single source plag pages

— white: no plag pages

— blue: content and bibliography pages.

It was found that 64 % of all lines of the text was plagiarized. More details of
v. Guttenberg’s plagiarism case can be unscrambled by using the plag location
and visualization prototype CitePlag developed by Gipp(2013). The software
offers five citation-based approaches using two documents as input - a plag can-
didate and the original - [30]. We present only one illustration here. In Fig. 11
the left image shows the dense citation patterns produced by the Bibliographic
Coupling method in v. Guttenberg’s thesis. The image to the right shows the
concept of citation chunking. Numbers represent matching citations occurring
in both documents, and the letter x indicates non-matches.

50 100 150 200 250 300 350 400 450

Fig. 10. Barcode of Guttenberg’s thesis by plag type, image: [31].
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Fig. 11. Citation chunking of Guttenberg’s thesis and its concept, images: [30].

— Bibliographic Coupling is a similarity measure between two reference lists

— Citation Chunking is a citation pattern matching irrespective of the order of
matching citations

— Greedy Citation Tiling identifies longest citation patterns consisting entirely
of matching citations in the exact same order

— Longest Common Citation Sequence searches for the longest string of citations
matching in both documents in identical order

— Longest Common Sequence of Distinct Citations includes only the first occur-
rence of a matching citation. It ignores repeated citations of the same source
regardless of occurring in the same order in both documents or not.

5 Data Manipulation and Fabrication

As mentioned above Data Manipulation and Fabrication overlap from a
methodological point of view. Of course, the data generation process is quite
different. Therefore it makes sense to present fraud detectors for both fraud
kinds together.

Data manipulation is the dishonest change of the content of existing own or
third party data, irrespectively, whether the content is encapsulated in text doc-
uments or not, i.e. tables, diagrams or photos. In most cases numbers are manip-
ulated. Data fabrication is the criminal production of artificial figures driven by
gaining power, prestige or profit (“Gier”).

In the following we mainly focus on data fraud in science. There exists a lot of
studies on the various types of fraud. A recent field study based on interviews and
questionnaires was published in Nature in 2005, and was authored by Martinson,
Anderson and de Vries, [32]. They addressed N = 7760 scientists who got a grant
from the National Institutes of Health, USA. The final sample size was n = 3247,
i.e. the response rate is only slightly less the 42%. The field study was designed
as an anonymous self-report based on a standardized questionnaire with (10+6)
items of strong and medium fraud types. The study differed between early and
mid-career researchers. Figure 12 summarizes the quite disappointing aggregated
results.
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Fig. 12. Types of data manipulation, compiled in the Martinson et al. study, image: [32].

Empirical data is no longer accessible, designs are doubtful, and inappro-
priately application of statistical methods like sub-setting, sequential testing or
manipulation of p-values. From the author’s point of view the Martinson et al.
report supports the conjecture of time-stability of such findings in psychology,
social science and medicine. Further contributions supporting this hypothesis
are due to J.P.A. Toannidis and L. John, [33,34]. Again, remind yourself that
data manipulation exists everywhere at any time in science. For instance, the
Japanese stem-cell researcher H. Obokata, Kobe, was forced in 2014 to retract
her co-authored papers in Nature because of four main allegations raised about
her research, [35]:

— Irregularities of published images

— Identical text copied from another own paper without reference (self plag)
— Inconsistencies between published papers and later author’s explanation
— Non Reproduceability of experimental results.

Next we present some few cases where statistical methods are not correctly
used leading to surprising results. One has to confess that the borderline between
non professional usage of statistics and data manipulation is fuzzy.

— Although the diastolic and systolic blood pressure are stochastical dependent,
doctors use them independently of each other for their diagnoses worldwide.

— Nowadays, doctors generally consider the PSA value or the related 1 or 5% -
confidence intervals as an important tumor marker of the prostate carcinoma.
As the calcium, phosphate and PSA value are feedback controlled by the
human body, it is doubtful to consider one-dimensional confidence intervals,
thus ignoring correlation.

— Fixing a (nominal) probability of the error of first kind, « , and testing for
various hypotheses based on the same data set increases strongly the effective
underlying «. For instance, checking 20 hypotheses and fixing ay,0m = 5%
leads to aesp &~ 64%. In the long run every hypothesis is “accepted”. There
exists a Bonferroni correction, but this must be handled with care, too.
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5.1 Benford’s Law

In the following we focus on numerical data fraud including manipulation and fab-
rication of figures. It should be stressed that we shall present only a real subset
of statistical and related methods. Clustering, classification, Generalized Linear
Models or even case-based reasoning truly belong to any anti-fraud tool box. For
instance, the last methodology is treated in the context of fraud detection in [46].

Consider a “homogeneous” data set or corpus like revenue and expenditure
transactions in business, assurance claims in health care, main economic indi-
cators of an UNO membership country etc. It was Newcomb (1881) who first
described the phenomena when detecting unexpectedly many usage spots at the
digit 1 of some tables of logarithms at hand, [36]. Benford (1938) gave the first for-
mal proof, [37], and later on, Hill (1995) added more technical details, [38]. Very
interesting examples from a broad range of domains can be found in [39].

Simply speaking, the Benford’s Law states that the distribution of the lead-
ing numeral Dy with range 1,2,...,9 of figures from a well defined corpus C
obeying the law is given by Po(D; = d)) = log(1 4+ 1/d). The formula can be
generalized to the first k digits, i.e. Po(Dy = di,Ds = da,...,Di = di)) =
log(1 + 1/(dyds...dy)). Of course, not all data sets are distributed according to
the Benford’s Law. Sets of identifiers used in database systems or a taxonomy or
house numbers are counter examples. Pinkham (1961) proved that for the distri-
bution fx to be a Benford probability distribution it is equivalent to be scale and
basis invariant [40]. Let us illustrate the law, and assume a betrayer manipulated
a set of bookings by adding faked ones with amounts between Euro 6100 — 6900.
A plot of the empirical and Benford’s Law signals the forgery, see Fig. 13.

5.2 Data-Model Conforming Tests (DMCTSs)

Functional relationships between main business indicators are mostly based on
the four arithmetic operations. If we assume that the included variables are
superimposed by observational or measurement errors they can be modeled as

p(d)
0400

Iempwmm

0.200 -
I:I Benford

0.000

Fig. 13. Manipulated bookings with too many items between Euro 6100 — 6900.
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random variables. Consequently, their functional dependency is captured by a
(generalized) regression model with errors in the variables, [45]. In the linear
case (addition and subtraction) the unobservable (true) values of the variables
can be estimated exactly using the Method of Generalized Least Squares
(GLS). However, if the variables are linked by multiplication and division a
Taylor Approzimation of first kind developed around the mean vector becomes
necessary.

Let (z,2)0 € RP? be noisy observation vectors of the state equation sys-
tem x = & + u, and balance equation system z = ( +v = H(§) + v
where H:RP — RY. Note, that we use small letters for random vec-
tors. If the balance equations model linear relationships they reduce to the

matrix equation ( = HE. For example, in the univariate case we have
. . Revenues
Profit = Revenues — Expenditures = H{ = (1,—1) (Expenditures) repre-

senting a linear equation. The fundamental economic relation Twurnover =
Quantity x Price = H(Quantity, Price) is of non-linear type.

As proven in [45], (¢,{) € RP? can be estimated by GLS with maximum
precision under the hypothesis of Gaussian noise, a linear system and uncorre-
lated noise, i.e. (u,v) ~ N(0,X,,). From the computationally point of view the
estimation problem reduces to minimizing a quadratic form:

v

éons = argmaz ()25t (1)) 1)

and . R
Cers = Hécrs. (2)

The variances on the diagonal of the covariance matrix ¥, are assumed to be
completely known due to prior information while the correlations are set to zero.
This means that for each variable the observational or measurement error should
be known. To some reasonable extent this can justified by the principle Mini-
mal Specifity saying that the covariance matrix ¥, has a block structure, and
all correlations (off-diagonal-elements) vanish. The estimators above have mini-
mal estimation variance according to the Gauss-Markov Theorem, [48]. If the
relationship is linear but non-normality must be assumed ég LS, fG Ls are still best
linear unbiased estimators. However, if products or ratios exist as operators, the
Gauss-Markov Theorem is only approximately true. In any case the estimates have
some convenient characteristics for detecting data-model non-conformity, [45]:

1. (f , é ) fulfill — except for numerical imprecision — the system of balance equa-
tions and

2. ﬁ)g < ¥, and » ¢ < ¥, where relational operator “<” is to be applied to each
single component.

3. “Large” deviations between an observational value and its corresponding esti-
mate are a hint to non-conformity and to reject the data-model consistency.
This can be statistically tested, [45]

4. Error free variables are not changed.
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E¥ c:\qr\modelle\dupont.sht

Umsatz Kosten Kapital
1005 80+4 80+4
? ? ?
Gewinn Return on investment (%)
30015 40020
? ?
Umsatzrendite (%) Kapitalumschlag (%)
20010 ?
? ?

Fig. 14. Reduced DuPont-System as a spreadsheet.

Let us consider a simple illustrating example. We consider the famous
DuPont-Model which is presented in Fig.14. We focus on the (linear) bal-
ance equation Sales = Cost + Profit. Note that we used German labels for the
variables of the model. More formally, ( = & + £. Let the measurements be
imprecise. The observations and the absolute errors of the three quantities are
as follows: Sales(z) =100 £+ 5, Cost(x1) = 80 £ 4 and Profit(zs) = 30 £ 1.5.

Evidently, the measurements (z1,z2,2) do not satisfy the balance equation
because 100 # 80+30. GLS estimation using the software Quantor ([49]), delivers
the following consistent estimates and estimation errors: CA = 110+£3, fl =85%3
and 52 = 25.6+0.9. We confirm 110 ~ 85425, 6. As mentioned above data-model
consistent estimates reduce the imprecision of a data set (or leave it unchanged)
given levels of 90, 95, 99%-confidence. For instance, £, = 5 > £: = 3. Alternative
approaches of GLS are Fuzzy Logic or MCMC Simulation. Details can be
found in [2].

5.3 Inlier Detection

The Benford Law makes clear that a trickster who tries to manipulate numerical
data must be careful and skillful doing so because the law imposes logical restric-
tions on a “human number generator” as we have seen. Generally, further tests
on data manipulation and fabrication exist implying more and more restrictions
on fudged figures.

Some betrayers fearing to be detected because of generating too large num-
bers, prefer to do the opposite, i.e. produce “too many” numbers near the aver-
age. Such a value is called Inlier in Statistics. Roughly speaking, inliers represent
a dense cluster of data items around the mean related to a different density.

A log-score approach of inlier detection under the quite strong assumption
of independence among the random variables considered is due to Weir and
Murray (2011) and leads to a “quick and dirty” treatment of the problem, [41].
The procedure is as follows.
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Fig. 15. Potential inlier range under a Gaussian regime.

Procedure Inlier Test
{Weir and Murray (2011)};
Input: Problem size (u,p),
confidence level (1-alpha),
data matrix X_(nxp);
Output: Scores szi"2, 1n szi”2 for i=1,2,7,n
begin
Standardize data by z=(x-my)/sigma
for all p variables and n test objects;

Compute squared score z_i"2 by summing z_ij
over all p variables and n objects;

Perform chi”2 test;
Plot ln-scores 1ln z_i"2 against i=1,2,...,n
end.

We illustrate the approach by a fictive case study: Consider the energy con-
sumption (electric power and gas ) of Company X. Thus we have p = 2 variables
of interest. The company runs five factories in each of five districts. Altogether,
we have n = 25 objects of interest. As the management has suspicion whether or
not the factories of a specific district falsify their figures the score test supports
assessing the risk of data manipulation.

Figure 16 gives a hint that in district no 3 inliers are present, and that the
reported data may be manipulated. While the overall mean of the five districts
is Inz2 = +0, 29, we observe the mean of district no 3 to be exceptionally small,
Inz3 = —1,53. In such cases the management of company X should start trouble
shooting for finding out the causality of what has happened.
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Inlier Visualization
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Fig. 16. Hint of inlier generation at all factories of district 3.

5.4 Outlier Tests

Now we turn to the problem of detecting outliers. The motive of tricksters pro-
ducing outliers either by manipulation or fabrication of data is typical profit
making when participating in investment banking, stock market selling or pri-
vate borrowing.

A naive approach for detecting outliers is given by the “popular” 3-sigma
Rule. Let us assume that the amounts of transactions, say, have a normal dis-
tribution, i.e. X ~ N(u,c?). Note, that generally the moments of the Gaussian
distribution are unknown and must be estimated from the sample x1, zs, ..., Zn,
mostly assuming identically and independently distributed (i.i.d) observations.
The hypothesis of the test is Hy : x generated by N (u, 02). The alternative hypoth-
esis is Hy : x not generated by N(u,0?). Under a Gaussian regime the confidence
level is (1 — ) = 0,9973 for a 3o-confidence interval. Consequently, the rejection
area of the related outlier test given a suspectable observation x € R is reject Hy if

|z = ul/o > 3. 3)

As the unknown parameters must be estimated from the sample which possi-
bly includes outliers the Masking Effect is caused, [42]. It leads to the masking
of outliers by distorting the estimated mean and standard deviation. The mask-
ing effect can be quantified as follows. The 3o-rule is ineffective to locate outliers
with the same sign at a rate p; = 1/(1 + A\?), [42]. For example, let A = 3. It
follows p; = 10%. We visualize the masking effect in Fig. 17.

Evidently, the outlier 17 can only be certainly located if the true value of
(1, 0) is known. Even using robust estimation by substituting the standard devia-
tion s by the median (MED) of the absolute deviations around the overall median
Z as Hampel (1985) proposed, i.e. MAD(z,)y=12,..n—MED(|z, — &|)v=1,2,... ns
no convincing improvement of the outlier detection is recognizable.
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Fig. 17. Masking effect of outlier detection.

In our context, a more efficient outlier location rule is the ¢-MAD Rule pro-
posed by [42]. The idea is to determine the proper (1 — «,) percentile ¢ of the
distribution of MAD(z,),=1,2,....» by Monte-Carlo simulation. Reject « € R if

‘LE - i‘| > Cn,anMAD(xu)uzl,Z,...,n (4)

where o = a,, = 1 — (1 — &)™ and ¢,,,,, is simulated by solving the inequality

Pho, (X ¢{xeR||lz—2Z| > cna, MAD(x),)p=12,.n}) > 1— & (5)

where @ € (0.5,1) is given. Davies and Gather(1993) showed by example that
for a nominal value of & = 5% the critical values of ¢, should be set equal to
co0 = 3,02, c50 = 3,28, and cj00 = 3,47, [44]. This means that except for very
small sample sizes the 3o-rule is misleading.

A straightforward generalization of outlier detection in multi dimensional
data spaces is to use the Mahalanobis distance, cf. [45]. Assume X~ N(u, )
with ¢ € R? and ¥ € RP*P known. Then reject x € RP if

(= m)"S7 e — 1) > Xp1-a (6)

Of course, the same problems as in the univariate case arise:

— unknown parameters (u, X))
— non normality (skewness, mixed distributions)
— outlier robustness.

Alternative approaches to be investigated are given by an order statistics or
convex hull confidence regions approach. The bottleneck here will be the curse
of high dimension.
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6 Outlook and Perspectives

Data Fraud Detection is a hot topic not only since computers and the Internet
dominate our daily life. We conjecture that the relation fraud rate oc 1/ethical
attitude is true and there seems some evidence of continuously decreasing ethics
in economics, business and society. All important domains like industry, science,
public service, press, clinical and pharmaceutical research, health care, religious
communities etc. are affected by data fraud. Therefore there exists a great need
for improving methodologies and tools for data fraud detection. In science, one
step into the right direction of increasing the transparency among the scientific
community is by the notification of cross-referencing of ongoing related research.
An example for such an authority is the start-up ResearchGate at Berlin,
Germany.

Furthermore, independent, international scientific data centers are needed
where published data must be deposited. The Principles of Repeteability and
Reproduceability are to be obeyed in any case. Observational and Experimental
Selection Bias should become a taboo. This implies checking the correctness and
soundness of experimental designs, collecting data schemes, and applying sound
statistical methods. However, such an inspection of data sets of a third party is
not a very inspiring task for any researcher!

Finally, we have to admit that there exist vague boundaries between data
fraud, fudge, falsification, appraisal, cheat, deception, and scouting. But this
should not stop data fraud hunting at all. The scene reminds a bit of the rela-
tionship between betrayers and detectives. As the saying goes:“In the long run
we get them all!” Or as Di Trocchio put it: “Fraud has been since ever an art.
Recently it has become a science.” [6].
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Abstract. The number of ERP system integration challenges has recently
increased as ERP systems need to be integrated not only with the other business
information systems inside the organization but also with the systems of busi-
ness partners. We examined the development and integration of a customized
ERP system used by a global manufacturing enterprise by interviewing 21
industrial experts. By using Grounded Theory as the data analysis approach,
four groups of factors influencing ERP system integration were revealed.
Business environment sets the constraints for integration that is governed in a
dynamic organizational landscape, hindered by political agendas. Besides the
ERP system vendor, many other ERP development network partners contribute
to ERP system integration. The complexity of system level can further distract
the integration efforts. Our findings can help managers to guide their strategic
decision making on integration issues.

Keywords: Information systems - Enterprise systems - Enterprise resource
planning - ERP - Integration - ERP development network - Stakeholders -
Affecting factors - Moderating factors - Grounded theory

1 Introduction

“If you investigate IT and are searching for an easy integration between systems, there is no
such thing. Or if there is, I'm very interested in hearing more about it.”

—Enterprise architect, adopting organization

This statement from one of our interviewees clearly describes the motivation of this
study and highlights its relevance to practice. Indeed, integration remains a continuous
challenge in organizations. Decades ago, as a partly solution to integration problems
ERP systems were introduced to integrate the core business processes of an organization
[1]. An ERP implementation is difficult because of variety of reasons. It is an expensive
project and a socio-technical challenge that involves both social interactions between
many stakeholders and technical aspects in development or customization of the ERP
system [2]. After choosing the ERP system to be implemented, the project is constant

© Springer International Publishing Switzerland 2015
J. Cordeiro et al. (Eds.): ICEIS 2014, LNBIP 227, pp. 39-56, 2015.
DOI: 10.1007/978-3-319-22348-3_3



40 T. Kdhkonen et al.

balancing between customization of the package and re-engineering of business pro-
cesses to fit into the package [3]. ERP systems tend to change the organizational culture
and way how people have been used to do their work [4]. ERP projects are prone to
failures and some of them even led to total catastrophes [5].

As the field of ERP systems matured, it was soon realized that with an ERP system,
a company could improve its operations and get rid of numerous legacy systems, but
the need for other business information systems interacting with the ERP system did
not vanish [6, 7]. Because of the collaborative nature of modern business, the
boundaries between systems have become fuzzier as systems cross the organizational
borders and integrate with business partners’ systems [8]. Because of the extended role
of the ERP system as the backbone enterprise business suite that connects with cus-
tomers and business partners [9], integration becomes an important consideration
during the ERP development.

However, it has been noted that ERP systems cannot be easily integrated with other
systems [10, 11]. Moreover, it has been suggested that methods for enterprise systems
integration have not been aligned with the advances on integration technologies [7].
Some studies state that integration is not well understood as a concept [12, 13]. A lit-
erature review on Information System (IS) integration research pointed out that we do
not know much about moderating factors of IS integration [12]. In our previous study,
we analyzed the existing literature on ERP system integration and concluded that
integration has not been often studied by means of systematic research approaches [14].

We attempt to fill the gap and contribute to the knowledge on ERP system inte-
gration. In this paper, our interest is to study ERP system integration from the per-
spective of ERP Development network (EDN), by which we mean the involved
organizations in the ERP system development. We used Grounded Theory [15] to
observe and understand the practice of ERP system integration in a global manufac-
turing enterprise. The following research questions were set: (1) what are the factors
that have impact on ERP system integration? And (2) how can these factors be
grouped?

The next section introduces the key concepts used in this study: ERP system
integration and ERP development network. Section 3 presents the research approach
and Sect. 4 reports the findings by describing the four groups of factors influencing
ERP system integration. The novelty of the findings is discussed in Sect. 5 before
concluding the paper.

2 Background

2.1 ERP System Integration

Integration is a general term that has various dimensions and meanings in the domain of
information systems. According to Linthicum [16], integration has technical, business
process and strategic perspectives and it includes data exchange between systems,
standardization of business processes and also cooperation and coordination between
human actors. Integration can happen inside a single organization or it can cross orga-
nization boundaries, which can be considered external integration [17]. Gulledge [13]
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clarified the concept of integration related to enterprise systems by dividing integrationto
“big I, in which business processes are integrated by a single software application such
as ERP, and “little I, in which enterprise systems are linked together by different
approaches, such as database-to-database and application server integration.

When examining integration from the perspective of an ERP system, it can be
concluded that integration consists of various activities. Integration of business func-
tions is the goal of an ERP implementation as the ERP system enables data flow
between business processes [8]. However, numerous other information systems, such
as Decision Support Systems (DSS) and Manufacturing Execution Systems (MES) are
still needed, and application-level integration of ERP and these systems is often nec-
essary [18], [19]. The functionality of an ERP is often enhanced by bolt-on applica-
tions, such as Customer Resource Management (CRM), and Warehouse Management
System (WMS) [20]. Because the purpose of a contemporary ERP is to provide the
backbone for business collaboration, external integration with business partners’ sys-
tems is unavoidable [21]. Another form of ERP system integration is to provide
interfaces for customers and clients to access the system through the Web or on mobile.
This type of integration is called portal-oriented application integration where an
interface is built to display the desired information needed by the intended user group
[16]. In this paper we understand ERP system integration as an activity that builds
interfaces and manages interconnections between the ERP and other internal and
external systems during the ERP system development as a collaborative effort by the
ERP development network.

2.2 ERP Development Network

Many groups of stakeholders are involved in ERP projects [22]. Besides the adopting
organization, an ERP vendor can have the key role in the project by providing support
and tools for development [23]. Consultants are often hired to ERP projects to solve
problems that occur during the implementation [24]. The ERP community has been
defined as a group consisting of an ERP vendor, consultant and implementing orga-
nization and it has been suggested that understanding the relationships and interactions
within this group would be a key milestone in the ERP research [25]. Koch [26] uses
the term “ERP network” in his work but mainly focuses on the complexity of orga-
nizational structures of ERP vendors.

Howeyver, it is often the case that this network of stakeholders involved in ERP
development is even more complex if all the involved organizations are taken into
account. The “flagship” organization, such as SAP or Microsoft can have a major role
in the ERP development when a packaged ERP is adopted. The network also includes
supply chain partners, suppliers of supporting software (databases, operating systems
and tools), as well as vendors of the existing systems that are integrated with the ERP
system. Multiple levels from the key organizations are involved, including the upper
management, business process owners, mid-level managers, the IT-department, busi-
ness representatives and end-users. Furthermore, the network is dynamic, which means
that it constantly changes its shape during the ERP development. In this regard,
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we define the ERP Development Network (EDN) as a dynamic group of stakeholders
from different levels of all the involved organizations that are needed for ERP-related
problem solving during the ERP system development.

3 Research Approach

Qualitative research methods are essential for studies in information systems develop-
ment (ISD) and software development, because of the central role of human behavior in
them and due to the fact that they introduce, besides technological challenges, also
numerous organizational and management issues [27]. Grounded Theory (GT), origi-
nally developed by Glaser and Strauss in 1967, was chosen as the research method for
this study because ERP projects are complex and they include cooperation and col-
laboration of various stakeholders. As an inductive research method that is based on
collecting research data primarily from interviews with practitioners, GT is suitable for
approaching complex organizational phenomena [28]. ERP development is a socio-
technical endeavor making the role of network of stakeholders and human interactions
evident [2]. Respectively, ERP system integration is not purely a technological chal-
lenge but includes also collaboration and knowledge sharing among various stake-
holders [29].

Our specific focus on the integration challenges in ERP development networks
required in-depth knowledge of different stakeholders involved in the ERP project.
Therefore, we needed to approach the subject with an iterative inquiry into the EDN
and with investigation of the challenges presented from different viewpoints. Without
having a predefined theoretical model in mind, we investigated the EDN from the
viewpoint of one stakeholder to another, iteratively collecting and analyzing the data,
which GT supported well. This far GT has not been widely utilized to investigate the
integration in ERP projects. However, we deemed it especially suitable when inves-
tigating broad phenomena, such as ERP system integration, in depth.

GT is a qualitative research method that allows to develop theory iteratively based
on data that is systematically collected and analyzed [30]. Data is usually collected by
interviewing or observing one or several cases, but other sources of evidence like
written documentation or other archive material can be used as well [31]. GT is
considered to be useful for creating context-based and process-oriented descriptions of
organizational phenomena and it provides, in its Strauss and Corbin version, relatively
clear guidelines for the data analysis [15]. The benefit of GT is that it allows a
researcher to trace back to the original sources of data in order to observe how the
theory has been developed and how different instances of data have emerged into
concepts and relationships between them [30].

The data analysis in Strauss and Corbin’s version of GT consists of three coding
procedures: open, axial, and selective coding. In open coding, the transcribed data is
first labelled with codes that capture the meaning of the current piece of data. The most
important procedure in open coding is constant comparison between the pieces of data
in order to find similarities and differences. In axial coding, the connections between
categories are formed. Basically, this is the interpretation of codes, categories, and
properties developed in open coding with the goal of refining the constructs and
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making them more abstract and theoretical [31]. In selective coding, the goal is to
choose a core category and interpret its relationships to other categories and explain it
as a theory.

As data is collected and analyzed iteratively, the main question is when to stop the
process. As a theory emerges, more focus can be needed on some particular aspects of
it. At the same time, categories, dimensions, and properties become more refined as
more data collected. The situation when a researcher finds out that any new set of data
will not bring significant new codes, categories and/or relationships is called theoretical
saturation [30].

3.1 Context Description

The adopting organization (from now on referred as AO) is a large and global man-
ufacturing enterprise with an annual turnover over 9 billion euros. AO decided to build
a fully-customized ERP system for sales and logistics in order to replace several legacy
systems and also to overcome the year 2000 problem without having to make the
necessary updates to all the systems. The implementation started in the middle of 1990s
and during that time, the existing ERP packages did not have the desired functionality
to support business processes of the domain and control the complex supply chain in
AO’s specific business field. The ERP project went through major challenges,
including redesigning the insufficient system architecture and a merger of companies.
Eventually, the project greatly exceeded the intended budget. However, the system is
currently in a global use and it was widely considered as successful in the interviews.
The system is still under a constant development in 2014. The vendor of the system has
remained the same from the beginning and has a long-term relationship with AO.
Major parts of the development have been recently outsourced to Asia by the vendor to
reduce development costs. Benchmarking against ERP products in the market is
constantly being done, but for the time being, AO has decided to keep the system to
handle its core business processes.

Integration of the ERP system has been a challenging endeavor during the early
phases of the project, requiring a vast amount of resources, expertise and strict pro-
cesses, and also being the major consideration of the current development. The system
is integrated with a packaged ERP from SAP that is used for administrative processes
such as financial controlling and human resources. According to AO’s global ERP
strategy the customized ERP system is taken into use in any new facility in order to
achieve synergy benefits. This requires integrating the system with operative systems in
facilities. In order to let customers and partners to access the relevant information, a
web interface to the system has been built. Creating an infrastructure to support mobile
use to access the system with mobile devices has also been under consideration. To
ease the supply chain collaboration, e-business standardization with competitors and
business partners within the same domain has been considered. Integration with cus-
tomers’ ERPs and supply chain partners’ systems, including systems of warehouse and
transportation operators as well as customs systems has also been made.
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3.2 Data Collection and Analysis

The data collection included two interview rounds. In the first round we conducted 17
theme-based interviews between February and May 2013. Instead of determining a
large number of fixed questions addressing specific areas of interest, the questions in
the first round were open-ended, focusing on interviewees’ experiences in the ERP
project. The more detailed questions were asked based on responses of interviewees.
For example, major challenges and successes experienced in the ERP development
were asked. This way, we were able to get a rich set of data for further investigation.

The first round started with discussions with our key contact person from the upper
management in AO. The goals of the research project were briefly presented to him in
order to identify the right persons to interview. The snowballing technique [30] in
which the next interviewee is a referral from the previous one was used for selecting the
interviewees. Rather than interviewing random persons, we navigated through the ERP
development network from one interviewee to another in order to get different view-
points to the same issues. The interviewees had different positions, ranging from upper
management to mid-level management and developers, and included people from the
AO, an ERP vendor and a company providing the middleware to the system. Due to
the long duration of the ERP system development, the roles and responsibilities of the
interviewees have been constantly changing. Some of the interviewees have been
intensively involved during the early implementation of the system whereas the others
are currently working with the system. The duration of interviews ranged from 26 to
100 min, the average being 53 min.

The second data collection round was conducted between May and June 2014. This
round focused more deeply on integration issues. In total, six experts from AO were
chosen, based on the recommendations of the contact person. The question set included
more detailed questions about integration issues, standards, technologies, organizations
and stakeholders dealing with the issues. The list of interviewees’ organizations and
roles is presented in Table 1.

Table 1. The roles and organizations of the interviwees and durations of the interviews.

Representatives of adopting organization Representatives of vendor and middleware
provider
ID Role R1 R2 D Role R1
AO1 Business-IT negotiator 62 100 V1 Software manager 48
AO2 IT manager of business area 49 65 V2 Service owner 32
AO3 Programme manager 32 - V3 Continuous service manager 56
AO4 Enterprise architect 38 - V4 Infrastructure manager 56
AO5 Representative of sales 58 - V5 Project manager 29
AO6 IT support manager 32 - V6 Lead Software Developer 29
AO7 Representative of logistics 31 - V7 Service manager 52
AO8 Project manager 43 - MP1 Middleware manager 73
AO9 Manager of E-business and - 83 MP2 Technical consultant 73
integration
AO10 Head of E-business and integration - 60 AO = Adopting organization
AOl11 Business support manager of a - 83 V = Vendor
business area MP = Middleware provider
AO12 Director of business process _ 34 RI, Rg = d}]rati9n of the first and the second round
development interviews in minutes




ERP System Integration: An Inter-Organizational Challenge 45

Open and Axial Coding. After conducting the interviews, they were transcribed to
text format and analyzed by using ATLAS.ti as the coding tool. The first step in GT is
to open code the data by conceptually labelling the data based on its interpreted
meaning. We grouped the open codes into categories. A category gives the context for
the code and provides the data with more concrete meaning. For example, structural
change is ambiguous if it appears without a category, but providing the code with the

Table 2. Caterogires and their relationships.

Category Description Examples of codes Relationships to other
categories
ERP EDN consists of organizations -actor — database vendor -carries out the ED
development involved in the ERP system -AO-vendor relationship
network development -middleware provider—vendor
(EDN) relationship
-conflicting objective
-evolution
-global network
AO The company that took the ERP -governance model -is a part of the EDN
system into use -organizational culture -collaborates with other
-structural change organizations in the
-enterprise architecture EDN
-political agendas -operates in the BE
Vendor The company that implemented -involvement -is a part of the EDN
the ERP system -role in integration
-role in decision making
Middleware The company involved to -involvement -is a part of the EDN
provider redesign the system -expertise
(MP) architecture
Business Customers and other value chain -different types -are a part of the EDN
partners (BP) partners of AO -setting integration requirements
Individuals Besides the organizations, the -role in ERP development -are a part of the EDN
EDN consisted of Individuals -critical action
-viewpoint on system’s success
ERP Included the development -specifying the system -partly targets
development activities of the ERP system -testing integration
(ED) -deploying the system
-practices supporting integration
Integration Consisted of different forms of -target — internal systems -is mainly determined
integration -target — external systems by AO
-web interface -is done during the ED
-standardization -is affected by BP
-business processes
ERP system AO’s customized ERP system -scope -is the outcome of the
(ES) for sales and logistics® -architecture ED
-flexibility -is a part of the TA
-changed scope
IT-architecture Other information systems and -packaged ERP system -is determined by AO
IA) technologies of AO -facility systems -has connections to BP’s
-middleware systems
-integration platform
Business The business environment and -business processes support of -determines BP
environment domain where AO operated ERP products -can set constraints for
(BE) -change ED
-cost cutting of AO
ERP strategy AO had a certain strategy for its -road-mapping -is determined by AO
ERP systems -exception (local ERPs) -targets the ERP system
-synergy benefits

“From now on referred as the system.
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category Adopting organization clarifies the meaning. The code Adopting organiza-
tion: structural change makes it more meaningful.

In axial coding, the relationships between categories are identified and new cate-
gories may be formed based on them. Open and axial coding are not necessarily
sequential steps in the analysis process, but are often done concurrently. In total, 12
categories were created during open and axial coding. Table 2 shows the categories
created during open and axial coding, some of the codes and relationships between
categories.

There were indications of theoretical saturation in the analysis of the last inter-
views. The data did not produce new codes and already observed phenomena and
patterns repeated.

Selective Coding. In selective coding the core category is chosen and the relationships
of other categories to this category are interpreted. The whole data can be revisited and
looked from the perspective of the core category to support and explain the emerging
theory. Integration was chosen as the core category, because integration issues
emerged from the data as an important matter, and it appeared that integration was a

Codes and categories Individual Groups of
ERP Strategy: factors created factors
-synergy benefits created

-exception ERP Strat
-road-mapping ratesy
Enterprise Architecture
ERP Development: AO: Organizatio
-practices supporting -political agendas Political Agendas nal
integration - landscape
g structural change Supporting practices p
I\IAiddIIewaretprovider: ERP Development: Nature of an' integration
nvolvemen -integration project project
characteristics
l EDN: vendor-MP = Consultants
-relationshi
P - ERP Vendor
= - Vendor:
i::;ré(i:;zirtners. -involvement Business partners EDN
€ -expertise Partners
requirements -rolein integration Standardization partners
EDN: Suppliers of supporting
actor — standardization EDN: software
partners actor — database
: Amount of ERP system
- provider
EF:]P |5|V5tem' " customization
-challenges of custom .
ERP ERP system: ERP System AArcI'wltecture System
_benefits of custom ERP -architecture ) Cha razatenst'lcs of level
flexibility | integrative systems |
ERP Development: -changed scope Com plex_lty of the IT
. architecture
deploying the system -
m Arcltltgfture. Economic situation Business
i i . complexi
Business 'en\'nron'mentf‘ P i Business process support | environment
;:gonomlc situation o of ERP products

/

Business environment:
-business process support of ERP products

o)

Fig. 1. Selective coding: creation of factors from codes and categories.
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major challenge during the project phase of the ERP system development as well as
being one of the current challenges.

By analyzing the relationships between other categories and integration, factors that
have influence on integration were created. A factor can be based on a single code or it
can be based on one or several codes in the same or different categories. For example,
the factor “Consultants” is based on the codes in EDN and Middleware provider. When
naming factors, general names were considered, for example “EDN: actor — database
provider” was renamed to “Suppliers of supporting software”. Finally, factors were
divided into four groups. Figure 1 show factors emerged from codes and categories by
displaying the most important codes that the factors are based on.

4 Factors Influencing ERP System Integration

This section describes how ERP system integration was affected by the identified
factors, divided into four groups: Organizational landscape, EDN partners, System
level and Business environment.

4.1 Organizational Landscape

Organizational landscape consists of the following factors that had impact on ERP
system integration: ERP strategy, enterprise architecture, political agendas, practices
supporting integration and nature of an integration project.

ERP Strategy. AO had an ERP strategy, which considered the two main ERP sys-
tems: the system handled the sales and logistics functionality and the packaged ERP
that was utilized for administrative processes. This consequentially meant that an
integration between these systems had to be made. New managers often questioned the
strategy of having two main ERP systems. AO aimed to deploy these two ERP systems
to any new facility worldwide in order to reach synergy benefits. However, sometimes
the local ERP systems that were used in facilities were remained. This made the IT
architecture more complex and led to further problems, such as difficult integration
scenarios. AO had a 5-year roadmap for the system, but constant changes in the
business and in the organization made it difficult to follow.
“You never reach the ideal world, you end up in having lots of [different systems] here and

there, maybe all the possible ERP vendors in some way. Then you have this company-level
roadmap and it constantly evolves.” —AO1

Enterprise Architecture. Because of the global organization and the challenging
supply chain, the Enterprise Architecture (EA) of AO appeared to be very complex.
When new features were introduced into the system, an internal architecture check was
done first to see if there was a duplicate feature in the IT-architecture and if the new
functionality could be achieved through integration. However, a single and integrated
system used by different business units with different needs caused challenges when
specifying new functionality for the system. Moreover, it was suggested that EA should
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have more central role in the early phases when making development decisions in order
to reduce the complexity.

“Whenever any kind of change to IT is planned, then the architecture is involved. It always
looks to the future, so that it is ensured that the change is being done in as correctly as
possible” —AO4

Political Agendas. The organizational structure of the AO was constantly changing
during the development of the system. For example, a big merger of two companies
took place when the system was not yet taken into use. This changed the governance
model and power structures inside AO: different functional areas became under a
changed leadership. This led to decisions to take some of the functionality away from
the ERP system, to be implemented in other systems, which required additional inte-
grations with the ERP system. As a result, the original scope of the system changed.
This was mentioned as one of the major challenges in the current state of the system
because of the increased the costs. It was also pointed out that the increased complexity
of systems introduced delays when querying order status information from the supply
chain. Furthermore, the major structural change also prolonged the integration projects
between AO and customers — it took years until these projects were carried out again
under a new management that favored e-business.

“[Logistics] started making separate islands, they wanted to “freeze” the system to a certain
point and started to include all kinds of additional systems there. It has been ongoing for ten
years now and we have ended up to serious problems and the costs have increased in that area.
[Consultants] have evaluated the systems and made this great finding that it’s a spaghetti and a
new transportation management system needs to be built there.” —AO1

Practices Supporting Integration. The system replaced several legacy systems. The
parallel run with the legacy systems could take from several months to one year of
time. Appropriate practices to manage the master data while running the system in
parallel with the legacy systems needed to be in place. When deploying the system to
facilities, supporting practices for roll-out approaches and testing of the facility inte-
gration were developed through trial and error. The first deployment of the system
failed due to performance issues. It appeared that the pilot system was tested in an
environment that did not match the real environment and the scope of the system was
not fully realized in the beginning of the development. The importance of testing of the
facility integration was emphasized as a critical factor in deployments.

“The more successful the testing sessions are between the facility system and the ERP, the
better everything will start off. In that sense the testing of the facility integration is absolutely
the key "—AO5

Nature of an Integration Project. Different integration projects were constantly
being done while developing the system further. Some of these projects were done by a
dedicated integration team of AQO, without the need of the vendor to be involved.
Moreover, if a similar integration project had already been done before, the next one
was carried out more rapidly. Sometimes the vendor had to be involved to make
changes to the system, because of the integration requirements. The duration of
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integration projects ranged from several weeks to years, depending on the nature of the
project. However, sometimes a separate integration project was not established. In
these projects, the need for integration was realized in later stages and that caused
problems when allocating resources for carrying out the integration and testing. The
integration requirements, especially the need of integration testing, were sometimes
overestimated in these projects.

“Now and then you underestimate things like the demands of system integration.” —AQOS5

4.2 EDN Partners

The organizations in EDN (others than AO) influenced integration with varying
emphasis. In the context of this implementation, the following organizations had an
impact on ERP system integration: consultants, ERP vendor, business partners,
standardization partners and suppliers of supporting software.

Consultants. Because of the serious performance and scalability issues encountered,
the middleware provider was involved in the beginning of the ERP system imple-
mentation to redesign the system architecture. The original 2-tier architecture was
replaced with a middleware solution based on transaction processing monitors. This
made the system architecture more scalable for a broader user base and enabled the
integration of business functions. The relationship between the middleware provider
and the vendor appeared to be crucial when redesigning the system architecture. The
cooperation with the vendor was considered as challenging in the beginning, but after
the initial conflicts, an improved system architecture was developed.

“Practically, [the vendor] didn’t have a clue of how to make it work [ ...] and when we looked
at it, it seemed that the way of implementing the system and the use of object model was
completely wrong.” -MP2

ERP Vendor. The vendor had the key role in ERP system integration. Because of the
long-term relationship with AO, the vendor built many of the systems used in facilities
and had the required knowledge on these systems when integrating systems. Further-
more, the vendor’s knowledge on AQO’s business was proven to be a major facilitator in
cooperation. Even though both AO and vendor had a rather positive viewpoint on their
relationship, neither of the partners had always been satisfied with this relationship. AO
had even considered of buying the source code of the system from the vendor, but
according to one interviewee, “it did not turn out to be a realistic option”. The other
interviewee considered the relationship as a “forced marriage”. Deploying the system
to facilities was carried out in a close cooperation between AO and vendor.

“We are in a close cooperation daily, we are making things together. [The relationship] is not
a traditional customer-vendor.” —V6.

“We ve had the benefit of very skilled representatives from the vendor side, with a long history
with [the system] and system integration. This is worth its weight in gold, and more.” — AOS
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Business Partners. Because of the complexity of the supply chain, many third party
companies were involved, including freight forwarders, harbor operators and ware-
houses. The system had been integrated with the systems of these parties. This was
occasionally considered challenging. It was pointed out that a sudden need to integrate
an external system with the ERP system can occur. Besides the supply chain partners,
AO worked with customers more intensively. In the early phases of the project, a web
interface was built to allow customers to view the certain information of the system.
Customer integration projects with the most important customers were ongoing. These
projects were often initiated by customers that wanted to improve their own business
processes or made an update to their ERP system. This then called for appropriate
actions by AO that tried to fulfill the integration needs of its customers and other value
chain partners.

"And later came — it was not originally specified as a requirement of the system — this
transportation cost management system came there.” —AO7

Standardization Partners. Standardization partners appeared to be another EDN
group that had an impact on ERP system integration. AO has participated in e-business
standardization efforts within the domain in order to ease the collaboration with
business partners. Through these standards, messaging between the system and external
systems was made easier.

“[It] is a separate messaging standard which has been built for [our] industry. [Our company]
is one of the companies developing that. There are also all our biggest competitors involved in
that work.” —AO9

Suppliers of Supporting Software. The representative of middleware provider esti-
mated that vendor’s choice for the base technologies of the system was slightly affected
by database vendors and their technologies the vendor was initially familiar with. AO
relied on the supplier’s expertise in this matter and the project ended up in difficulties
because of the non-scalable system architecture designed by the vendor. Consultants
from the middleware provider company small in size, were not able to convince AO to
choose their technology until later when architectural problems occurred.

“You should never believe in the sales speeches of salesmen, the organization should have
sangfroid to test the options.” -MP1

4.3 System Level

On system level the amount of ERP system customization, ERP system architecture,
integrative systems’ characteristics and complexity of the IT architecture influenced
ERP system integration.

Amount of ERP System Customization. By having a fully customized ERP, AO
could have a total control over the system and its integration capabilities. AO was not
affected, for example, by the version updates made by the ERP flagship organization,
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such as SAP. In addition, the control of development, being free of licensing costs and
the advanced functionality provided through customization were highlighted as bene-
fits. The vendor saw that in some situations, the new application logic could be directly
built into the system instead of adding additional application layers. However, devel-
opment of a customized system introduced some of the specific challenges, such as
performance issues due to the non-scalable system architecture. Moreover, the devel-
opment was expensive and there were no other parties driving the development as it is
often the case with packaged ERP systems.

“[AO] couldn’t have had a better system what they got when they made a glove to a hand [ ...] 1
have never seen such advanced functionality anywhere, you can just drag a shipping container
and drop it to a ship” -V4

ERP System Architecture. The system had to be flexible enough to enable integra-
tion of various different systems. Moreover, it had to enable the rearrangements as
some of the logistics functionality previously provided by the system was replaced by
external integrations. However, it appeared that replacing certain functionality in the
system was not always straightforward, because of the system architecture. More
modular architectural design that would better enable these modifications, was
emphasized. Also, the system messaging between internal systems was not standard-
ized, but instead, messages had a proprietary format made by the vendor. This has led
to a situation, in which more intermediary was needed and also required the vendor to
be involved in integration.

“[The system] has enabled many things that we have been doing over the years to increase our
competitiveness and supported the organizational changes. We have been able to rearrange the
services by fluently combining different machine lines and production pipelines according to
how we want to arrange our business.” —AO6

Characteristics of Integrative Systems. Because of the heterogeneity of the facility
systems, such as some of them even programmed in Cobol in 1970s, the system
integration approach was different in each location due to varying functionality of the
facility system in question. The system had to be modified based on the characteristics
of the facility system in question. Different approaches for roll-outs were established to
deploy the system.

“In many cases it will require big changes to [the system], depending on the facility. Some
facilities don’t require many changes [...] The ease of the roll-out may vary greatly between
facilities.” —S2

Complexity of the IT Architecture. The IT architecture of AO was a complex one.
Besides the two main ERP systems, it consisted of tens of facility systems, local ERP
systems, integration platforms and many other internal and external systems. Besides
the AQO’s attempt to reduce the complexity, some islands of technology were formed.
The complexity of the IT architecture introduced difficult integration scenarios. For
example, sending an invoice from one office to another involved the system, the global
SAP ERP and a local SAP in the target location, and exchanging the information
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between these systems was problematic. The project that was started four years ago for
internal invoicing was still ongoing.

“So we have [the system], then [one business area] has huge amount of different systems [ ...]
We have a global SAP for finance purposes. Then we have a local SAP in some of our sites. And
we re trying to get all these different systems to work together. It’s a total headache. It’s a
mission impossible, 1 would say.” —AO9

4.4 Business Environment

The business environment had an effect on the other three groups, thus it had an
indirect impact on integration. By defining the domain where AO operated, it also
determined the EDN partners to collaborate with. Economic situation and business
process support of ERP products were identified as factors that had impact on other
groups but eventually they had an impact on integration.

Economic Situation. Because of changing business conditions, AO constantly had to
cut down the development costs. It was suggested that business processes of AO could
be developed further, for example through mobile applications that would provide
interfaces to the users and business partners to access the system. However, economic
situation postponed the development of these features.

“[Mobile interfaces] have a quite big price tag, so that when you have to save in costs, they are
probably the first thing to drop out.” -V6

Business Process Support of ERP Products. During the time when AO made the
decisions about the system, business process support of available ERP products in
the market was not comprehensive. This was seen as the major driver that led to the
decision to make a fully customized ERP system. The business process support of ERP
products affected the amount of customization of the system which in turn affected ERP
system integration.

“[Logistics] is quite complicated and SAP didn’t manage this back then. I still feel that it
wouldn’t.” —AO10

4.5 Summary of Results

Figure 2 displays the four groups of factors that have influence on ERP system inte-
gration. Based on the ERP strategy of AO, the system was integrated with the packaged
ERP system and was to be taken into use in any new facility in order to reach synergy
benefits. When planning new features to the system, enterprise architecture was eval-
uated to investigate if the new functionality could be achieved through integration.
Political agendas taking place in AO led to more fragmented IT architecture and
additional integrations. Practices supporting integration were developed in order to
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Fig. 2. Factors influencing ERP system integration.

enable smooth deployments to facilities. The nature of an integration project deter-
mined how easily the integration was carried out. Sometimes a separate project was not
established because the integration requirements were not realized.

ERP system integration was affected by five EDN partners. Suppliers of supporting
software slightly affected the decisions made on integration technologies. Consultants
were needed to re-design the system architecture. AO’s close relationship with the
vendor as well as vendor’s expertise have aided especially the internal integration.
Business partners introduced additional systems to be integrated with and some of the
integration requirements emerged directly from them. Standardization partners were
involved when further enhancing the supply chain collaboration.

By having a fully customized system, some of the integration challenges that would
emerge with a packaged ERP system could be bypassed. Sometimes integration
introduced changes to the ERP system architecture, which had to enable the rear-
rangements. When deploying the system to a facility, the characteristics of the facility
systems determined how easily the integration was carried out. The complexity of the
IT architecture introduced challenging integration scenarios when trying to transfer the
data between several different ERP systems.

Business environment had an indirect impact on integration by defining the domain
of AO and the business partners and standardization partners to cooperate with. It also
had an impact on the economic situation. Because of the cost cutting of AO, business
process improvement through a mobile infrastructure was postponed. Business envi-
ronment also defined the business process support of ERP products, which was the
main reason for AO to build a customized ERP system.

5 Discussion

The analysis of the EDN of a global manufacturing enterprise highlights the
socio-technical nature of the ERP system integration and the role and impact of dif-
ferent organizations involved in it. The role of EDN has not been often emphasized in
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the studies on ERP system integration. This study reveals that EDN should be taken
into account because the ERP system cannot be isolated from its environment and
business partners. Considering EDN is especially important when managing integration
of the ERP system with other information systems.

The previous studies on affecting factors on ERP implementation and studies on
ERP success factors are partially overlap with our findings and confirm them. For
instance, a socio-technical model for ERP implementation has been proposed in [32].
In this model, ERP implementation process is affected by the external environment and
the organization itself. This model does not discuss about EDN, which may be
explained by the early publication time of the study. Also, our further analysis revealed
that Business environment has no direct effect to integration. Instead, this factor rep-
resents a meta-factor affecting the other factors. This also highlights that ERP inte-
gration challenges do not happen in isolation and therefore should be studied in the
context of EDN.

Although ERP success factors have been studied comprehensively, e.g. in [11, 33],
they are often organizational and lack the EDN perspective. The relationship between
the client (AO) and the vendor has been identified as a success factor in ERP imple-
mentation [33]. Our findings suggest its importance also in ERP system integration. In
addition, our findings suggest that the vendor-consultant relationship can have a key role
when solving integration issues. Moreover, it has been noted that enterprise application
integration (EAI) success factors are similar to general ERP success factors — successful
EAI needs to consider the factors on the levels of business, organization, technology,
project as well as environmental factors [12, 34]. Hoverer, this classification does not
either address the role of EDN. Besides the role of the vendor, our evidence suggests the
important roles of consultants and business partners in ERP system integration. It means
that further studies on ERP system integration should not be limited to understanding the
relationships between the AO and the vendor only, because this perspective lacks the
input from other partners involved in resolving integration issues.

As in all qualitative studies, the findings of this study cannot be easily generalized.
The findings are related only to the specific case and the generalization of the findings
of the study is theoretical [35], i.e. they generalize specific observations to theoretical
concepts. With these concepts we can explain the events in the studied organization and
we also strongly believe that these factors influencing ERP system integration are
similar in other contexts as well. In future, we will study different EDNs and apply the
results of this study in different contexts, e.g. in cases were a packaged ERP is adopted.
Moreover, investigating how integration is governed in EDNs, especially how decision
making on integration evolves in them and what is the role of enterprise architecture in
integration governance are the topics of our future interests.

6 Conclusions

We have proposed empirically grounded factors that had an effect on ERP system
integration in a large manufacturing enterprise. The factors are divided into four
groups: Business environment, Organizational landscape, ERP development network
partners, and System level. The findings reflect the nature of ERP system integration as
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socio-technical endeavor that involves interaction and collaboration between stake-
holders. This perspective is often ignored by ERP integration studies that often focus
on the adopting organization only. Through our findings, managers can better under-
stand the nature of integration in the context of ERP development networks and guide
their strategic decisions on integration issues.

Acknowledgements. This study was funded by Academy of Finland grant #259454.
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Abstract. Data Integration (DI) is the problem of combining a set of
heterogeneous, autonomous data sources and providing the user with a
unified view of these data. Integrating data raises several challenges, since
the designer usually encounters incompatible data models characterized
by differences in structure and semantics. One of the hardest challenges is
to define correspondences between schema elements (e.g., attributes) to
determine how they relate to each other. Since most business data is cur-
rently stored in relational databases, here present a declarative and for-
mal approach to specify 1-to-1, 1-m, and m-to-n correspondences between
relational schema components. Differently from usual approaches, our
(CAs) have semantics and can deal with outer-joins and data-metadata
relationships. Finally, we demonstrate how to use the CAs to generate
mapping expressions in the form of SQL queries, and we present some
preliminary tests to verify the performance of the generated queries.

Keywords: Schema matching - Correspondence assertions - Data
integration + Relational model

1 Introduction

A DI system aims at integrating a variety of data obtained from different data
sources, usually autonomous and heterogeneous, and providing a unified view of
these data, often using an integrated schema. The integrated schema makes a
bridge between the data sources and the applications that access the DI system.
Data in a DI system can be physically reconciled in a repository (materialized
data integration approach), or can remain at data sources and is only consoli-
dated when a query is posed to the DI system (virtual data integration approach).
A data warehouse system [1] is a typical example of the first approach. As exam-
ples of the second approach, we can cite federated information systems [2] and
mediator systems [3]. In the present work, both scenarios can be used, but in
this paper we will focus on the materialized integration approach.

© Springer International Publishing Switzerland 2015
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One of the hardest problems to solve in DI is to define mappings between
the integrated schema (the target) and each data source schema, known as the
schema mapping problem. It consists of two main tasks: i) schema matching to
define/generate correspondences (a.k.a. matches) between schema elements (e.g.,
attributes, relation, XML tags, etc.); and i) schema mapping to find data trans-
formations that, given data instances of a source schema, obtain data instances
of the target schema.

The result of schema matching is a set of correspondences that relate elements
of a source schema to elements of the target schema, where an element can be
a relation name or attribute in the relational model. These correspondences can
be described using a Local-as-view (LAV), a Global-as-view (GAV), or a Global
and Local-asview (GLAV) language. In summary, in a LAV approach, each data
source is described as a view over the integrated schema. In a GAV approach,
the integrated schema is expressed as a view over the data sources. Finally, the
GLAV combines the expressive power of both GAV and LAV. Once the schema
matching is performed, the correspondences are used to generate the schema
mappings. For example, a schema mapping can be codified through an SQL
query that transforms data from the source into data that can be stored in the
target.

Extensive research on schema matching has been carried out in recent
years [4,5]. The majority of the works on this subject identifies 1-1 correspon-
dences between elements of two schemas. For example, a 1-1 correspondence
can specify that element title in one schema matches element film in another
schema, or that relation GENRE matches relation CATEGORY'. This kind of
schema matching is known in the literature as basic matching. Good surveys
can be found in [6,7].

While basic matching is common, it leaves out numerous correspondences of
practical interest, in particular when we consider DI systems. Thus, more com-
plex matches are necessary. A complex matching specifies 1:n, m:n, or n:1 corre-
spondences between elements of two schemas. For example, it may specify that
totalPrice corresponds to unitPrice * quantity; or that name matches con-
catenate(firstName, lastName), where concatenate is a function that applies
to two strings and returns a concatenated string; or even that the average
departmental salary avgWage corresponds to grouping the salaries (salary)
of all employees (emp) by department (dept). Works in [8,9] are examples of
approaches that deals with complex matches.

Some researchers go beyond dealing with complex matches and add semantics
to the correspondences to improve the overall matching quality. In the Sect. 2,
we explain more about complex matches and show a motivation example. The
remainder of the paper is structured as follows. In Sect. 3, we present the neces-
sary background in Correspondence Assertions (CAs), the formalism used in this
work to specify correspondences between elements of schemas. In Sect. 4, we pro-
pose new CAs to deal with join operators and metadata. Section 5 shows how to

1 'We use bold to represent attribute names and UPPERCASE to represent relation
names.
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generate mapping expressions from CAs. Section 6 shows some preliminary tests
to evaluate our approach. Section 7 describes the related work. Finally, Sect. 8
concludes and describes future work.

2 DMotivating Example

Consider a motivating example with the source schemas S; and Ss in Fig. 1,
which contain information about movies. S; keeps a catalog of movies with
information about different types of media (dvd, blue rays, etc.) in which the
movies are available. The names of the relations and attributes are mostly self-
explanatory. Some non-self-explanatory attributes in S; have the following mean-
ing: id is the movie identifier, year is the year of a movie, film is the title of
a movie, number is the tape identifier, name can be a producer or a director
name, and role can be producer or director. FK1 and FK2 are foreign keys.
We use the notation FK(R:L, S:K) to denote a foreign key, named FK, where
R and S are relation names and L and K are list of attributes from R and S,
respectively, with the same length. FK1 is the foreign key of TAPE that refers
to MOVIE and FK2 is the foreign key of MOVIEMAKERS that refers to MOVIE.
S, stores general information about movies and the places (in different cities)
where movies are being shown. We assume that S; can store older movies than
S5. Some non-self-explanatory attributes in S have the following meaning: rate
is the classification of the movie with regard the audience, location and city
are, respectively, the cinema and the name of the city where the movie is shown,
and time is the date when the movie is shown.

* Schema S * Schema M
MOVIE(id, film, year, summary) MOVIE(title, genre, year, description)
TAPE(number, format, id) FILMMAKERS(movie, producer, director)
FKI1(TAPE, (id), MOVIE, (id)) FK4(FILMMAKERS, (movie), MOVIE,(title))
MOVIEMAKERS(id, name, role) SCHEDULE(movie, cinema, startTime)
FK2(MOVIEMAKERS, (id), MOVIE, (id)) FKS5(SCHEDULE, (movie), MOVIE, (title))
% Schema So REMAKES(title, nvYear, ovYear)
FILM(iﬂ,title, year, rate) FK6(REMAKES, (title), MOVIE, (title))
SHOWTIME(id, location, time, city) ~RATING(rate, quantity)
FK3(SHOWTIME, (id), FILM, (id))

Fig. 1. Example of source schemas and a integrated schema.

The integrated schema M, also shown in Fig. 1, provides a unified user view
of movies currently shown in cinemas of Lisbon. It is populated by information
from schemas S; and S,. The relation MOVIE stores movies shown currently at
a cinema. The relation FILMMAKERS keeps information about professionals of
show businesses. The relation SCHEDULE contains information about the schedule
of movies shown in Lisbon. The relation REMAKES keeps the years of movies for
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which there is at least one remake. The relation RATING stores the classification of
movies with regard to suitability audience. Some non-self-explanatory attributes
in M have the following meaning: description is the summary of a movie,
nvYear is the year of the most recent version of a movie, ovYear is the year
of the older versions of a movie, and quantity is the total of movies with the
same rating.

Given the schemas Sy, So, and M, we can consider the correspondences
between the source schemas S; and Sg, and the target schema M. As an exam-
ple, we can state that M.SCHEDULE corresponds to So.SHOWTIME, because both
relations store information regarding the same real world concept?. However,
in this correspondence, it is not clear that M.SCHEDULE only keeps schedules
about movies shown in Lisbon. The additional information: M.SCHEDULE corre-
sponds to So.SHOWTIME when So.SHOWTIME.city = “Lisbon”, specifies better
the matching.

The works reported in [10-12] and [5](chap.3) propose schema matching
approaches that can specify correspondences to deal with situations as required
in the example The reader can see more proposals to add semantics to schema
matching in [8,10,12,13]. However, the following situations have not been fully
covered yet:

1. Correspondences Between Relations Involving Join Conditions Other than
Equality of Attributes. Consider the relation M.REMAKES that keeps a list of
remakes with the years of the oldest versions. Knowing that So.FILM keeps
current movies and S;.MOVIE may contain older versions of the same movie,
we want to indicate which of the current movies are remakes and store this
information in M.REMAKES. The correspondence between these relations can
be specified as: M.REMAKES corresponds to So.FILM join S1.MOVIE where
So.FILM.title = S;.MOVIE.film and S,.FILM.year > S;.MOVIE.year. Usual
schema matching approaches cannot specify this correspondence, because join
conditions are not explicitly defined in schema matching. Moreover, join paths
are normally automatically discovered in the schema mapping phase [14],
and the algorithms used can only find equi-join conditions, so they cannot
automatically discover the condition S,.FILM.year > S;.MOVIE.year. Hence,
we need a schema matching approach that makes it possible to specify the
join between relations and allows general join conditions containing operators
different from equality.

2. Correspondences Between Relations Involving Outer-joins (Full, Left, or
Right). We want to indicate how M.MOVIE is related to source schemas S
and So. M.MOVIE and Ss.FILM represent the same concept of the real world
(i.e., both relations store current movies shown at some cinema). However, it
is not enough to specify that M.MOVIE matches S,.FILM, because there are
attributes in S;.MOVIE (namely, category and summary) that contain infor-
mation required in the schema of M.MOVIE. Hence, we should specify that

2 We use a path representation: an attribute A of a given relation R in a given database
schema D is referred to as D.R.A. For simplicity, we omit the database schema when
the context is clear.
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M.MOVIE is related to both S;1.MOVIE and S».FILM. However, it is not correct
we simply match M.MOVIE to S;.MOVIE because S;.MOVIE can store movies
that are not being shown in a cinema anymore and M.MOVIE can store recent
movies that are not available in dvds yet. In summary, we should specify that:
M.MOVIE corresponds to So.FILM left outer-join S1.MOVIE on So.FILM.title =
S1.MOVIE.film and So.FILM.year = S;.MOVIE.year. Note that the condition
S, . FILM.title = S;.MOVIE.film and Ss.FILM.year = S;.MOVIE.year guaran-
tees that we refer to a same movie stored in both S;.MOVIE and So.FILM.
Again, we cannot specify this type of correspondence since joins (and their
variants) are not explicitly defined in current schema matching approaches.

3. Correspondences Between Data and Metadata. Consider the relations
S1.MOVIEMAKERS and M.FILMMAKERS. Both keep information about the
relationship between a movie, a producer, and a director. We want to
indicate that M.FILMMAKERS corresponds to S;.MOVIEMAKERS since they
represent the same concept in the real world. In addition, we want to spec-
ify the correspondences between the attributes of these relations. Know-
ing that S;.MOVIEMAKERS.name can be a producer name or a director
name, we would like to specify that M.FILMMAKERS.producer corresponds
to S1.MOVIEMAKERS.name when S;.MOVIEMAKERS.role = “producer”
and that M.FILMMAKERS.director corresponds to S;.MOVIEM AKERS.name
when S;.MOVIEMAKERS.role = “director”. However, we cannot spec-
ify these correspondences using traditional schema matching approaches,
because these correspondences involve semantics not covered yet by these
approaches. Actually, we can only specify that M.FILMMAKERS.producer
matches to S1.MOVIEMAKERS.name and M.FILMMAKERS.director matches
to S1.MOVIEMAKERS.name.

In order to deal with these situations, we propose to use a formalism based on
CAs [10,15]. Using CAs, we can declaratively specify basic and complex match-
ings with semantics. We propose to adapt CAs to be able to express schema
matching between relational schemas, as well as to extend this formalism with
new types of CAs to deal with joins, outer-joins, and data-metadata relation-
ships. Finally, we demonstrate how mapping expressions in the form of SQL
queries can be generated from CAs.

3 Background

In this section, we present the basic terminology used in this paper. We also
review the different classes of CAs, and adapt them to the Relational Data
Model (RDM).

3.1 Basic Concept and Notation

We assume that the reader is familiar with the relational concepts. We denote
a relation schema as R(Aj, As, ..., A,), and a foreign key as FK(R:L, S:K).
We say that FK relates R and S.
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A relational schema is a pair S= (R, ), where R is a set of relation schemas
and ) is a set of relational constraints such that: (i) © has a unique primary key
for each relation schema in R; (ii) if 2 has a foreign key of the form FK(R:L,
S: K), then Q also has a constraint indicating that K is the primary key of S.
Given a relation schema R(A;y, Az, ..., A,) and a tuple variable t over R, we
use t[A4;] to denote the projection of t over A;.

Let S= (R, Q) be a relational schema and R and T be relation names of
relation schemas in R. We denote o = FKye FKye---0 FK,,_; a path from R
to T iff there is a list Rq, ..., R,, of relation schemas in S such that Ry = R,
R, =T, and FK; relates R; and R;;1. We say that tuples of R reference tuples
of T through .

3.2 Correspondence Assertions

We use Correspondence Assertions (CAs) in order to express schema matchings
between schema elements. CAs are formal expressions of the general form :
T «— S, where ® is the name of the CA, 7 is an expression formed by elements
of the target schema, and S is an expression formed by elements of a source
schema. The symbol “—” means “is matched from”.

In accordance to [10], there are four types of CAs: Relation Correspondence
Assertion (RCA), Attribute Correspondence Assertion (ACA), Summation Cor-
respondence Assertion (SCA), and Grouping Correspondence Assertion (GCA).
RCAs and SCAs specify the relationship between relations of distinct schemas,
while ACAs and GCAs specify the relationship between attributes of relations
of distinct schemas. We now shortly describe each type of CA, adapting them to
the RDM. In the remainder of this Section, consider: S;= (R;, §2;) be relational
schemas for 1 < i < n, with R; being relation names of relation schemas in R;.

Definition 1. Let o be a selection over Ry. A Relation Correspondence Asser-
tion RCA is an expression of one of the following forms:

1. ¥: S1[Rq] « S2[Ra) 4. : S1[R1] — Ui, Si[Ri]
2. ¥: S1[Rq] = S2[Ra0]
3. 1: S1[R1] < S2[Ra] — S3[R3] 5. : S1[Ra] Mz, Si[Ri] 0

In Definition 1, we say that 1) matches R; and R;, for 1 < i < n. RCAs
express the various kinds of semantic equivalent relationships. Two relations R,
and Ry are semantically equivalent if they represent the same real concept and
there is a 1-to-1 correspondence between their instances. 11, shown in Fig. 2, is
an example of a RCA.

11 specifies that M.SCHEDULE is semantically equivalent to So.SHOWTIME
when the condition So.SHOWTIME.city = “Lisbon” is satisfied. This means that
only a subset of tuples of S;.SHOWTIME, those that satisfy the condition are
involved in the match.

Before we define an Attribute Correspondence Assertion (ACA), we need
introduce the concept of attribute expression, as follows:
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11:M[SCHEDULE]+—S;[SHOWTIME(city = “Lisbon”)]|RCA
12:M[SCHEDULE|emovie«S; [SHOWTIME|eFKs/title| ACA
13:M[RATING]<=groupby (S2 [FILM] (rate)) SCA
14:M[RATING] e quantity< count(Sz[FILM] e rate) |GCA

Fig. 2. Examples of correspondence assertions.

Definition 2. Let Ry and T be relation names in Rs, with A being an attribute
of Re and B an attribute of T. Let also o be a path from Ry to T. An attribute
expression € over Ra is an expression with one of the following forms:

1. SQ[RQ] OA 2. SQ[RQ} (] Q/B O

Definition 3. Let A; be attributes of Ry (for 1 < i < n). Let also &;, for
1 < j < m, be attribute expressions over Ro. An Attribute Correspondence
Assertion (ACA) is an expression of one of the following forms:

1. ¢: S1[Ra] e Ay — & 3. 1: Si[Ri1] @ A1 —(E1,py); -5 (Em; P )iv
2. ¢:Si[Ri] e A1 — w(&1,E2,...,Em) 4. ¥: SiRi)(A1, ..., An)—(E1,...,En)

Where ¢ is a function over attributes of Ra, p; (for 1 < j < 'm) are boolean
conditions over attributes of Ra, and v is a value. We say that b matches Ry
and Ro. O

ACAs specify the relationship between the attributes of relations that are
matched by a RCA. They allow to define 1:1, 1:n, n:1, or m:n relationships
between attributes of relations of different schemas. For example see the ACA 1)
presented in Fig. 2. It specifies the correspondence between M.SCHEDULE.movie
and Ss.FILM.title through a path from SHOWTIME to FILM.

Definition 4. Let o be a selection over Ra. Let also A’; attributes of Ro (for
1<i<m). A Summation Correspondence Assertion (SCA) is an expression of
one of the following forms:

1. 9: sl[Rl] <:gTOUPby(SQ[R2]( /17 /277“4;71))

2. ¢ Sl[Rl} <~ groupby(SQ[RQU](Allv /2’ s 7A;rt))

3. ¥: S1[R1] <= normalise(S2[Ra] (A}, Ab, ..., AL)

4. ¥: S1|R1] <= normalise(Sq[Rao] (A}, A5, ..., AL)) O

In Definition 4, we say that 1) matches R; and Ro. SCAS specify 1:n, n:1, m:n
relationships between relations with distinct schemas. Here we use the symbol
“<" instead of “«—” in order to emphasize that the correspondence is not 1:1
as is usual in the most part of schema matching approaches. SCAS are used
to describe the summary of a relation whose tuples are related to the tuples of
another relation by gathering them into logical groups. This means that a SCA
has only the necessary information to indicate which grouping field is involved in
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the relationship and the process used to grouping the tuples. )3 shown in Fig. 2
is a simple example of a SCA.

GCAs specify the relationship 1:1, 1:n, n:1, or m:n between attributes of
relations that are matched by a SCA.

Definition 5. Let A be an attribute of Ry. Let also &;, for 1 < i < m, be
attribute expressions over Ro. A Grouping Correspondence Assertion (GCA) is
an expression of one of the following forms:

1. d) S1[R1] o A & 51 5. ’l/J S1[R1} o A & ’7(@(81,(‘:2, . ,gm))

2. p: S1[Ri] @ A < p(E1,E, ..., Em) ,
: w,~51[1R1]1oA<:(51, pli;. 2 (Emip v 6. ¥: S1[R1] @ A < v(&1,p).
4. ’(/} 51[R1]0A<:’y(51). 7. ’lb.‘Sl[Rl].AC’Y(gﬁ(gl,gz,...,gm)7p)

Where ¢ is a function over attributes of Ra, p; (for 1 < j <'m) are boolean
conditions over attributes of Ra, v is a value, and 7y is one of the aggregate
functions: sum (summation), mazx (mazimum), min (minimum), avg (average),
or count. We say that ¥ matches Ry and Rs. O

Consider the relations So.FILM and M.RATING. 94, represented in Fig. 2, spec-
ifies that M.RATING.quantity corresponds to the counting of all distinct values
of So.FILM.rate.

Definition 6. Let Sy, So,..., S, and T be relational schemas; Ry be a relation
schema of T, and Ra a relation schema of some S;, 1 < i < n. Let also &;
(for 1 < j < m) be expressions as defined in Definition 2. A schema matching
between schemas S1, So, ..., Sy, and the schema T is a set M of CAs such that:

1. if M has an ACA ) such that v matches Ry and Ra, then M has a RCA 1)/
that matches R1 and Rs.

2. if M has a GCA ) such that v matches Ry and R, then M has a SCA i/
that matches R1 and Rs.

8. if M has a RCA v such that ¥ matches Ry and Ro, then M has an ACA
' S1[RJ(A1, -  Ap) «— (€1, ..., &) that matches Ry and Rs. O

4 Specifying New CAs

In Sect.1, we identified the following types of relationships between schemas
elements that are not properly handled in current schema matching approaches:
(1) matches involving explicit join conditions; (2) matches involving outer-joins;
and (3) matches involving data-metadata. Join (and outer-join) relationships
can express one-to-one or many-to-many correspondences between the relations
involved. Matches involving data-metadata can express many-to-many corre-
spondences between the relations involved. So, we extend our previous defini-
tions of RCA and SCA in order to better specify these types of matchings. In
the following text consider S; relational schemas, R; relation schemes of S; (for
1 <i < 3), 0 ajoin condition between Ry and Rg, and A; attributes of Ry (for
1<j<n)
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Definition 7. A Relation Correspondence Assertion (RCA) is an expression of
one of the following forms:

[R1] < S2[Ra] > S3[R3]0

1. Ezpressions shown in Definition 1 4. 1: S,
5. ’(/) Sl[Rﬂ — SQ[RQ] > 53[R3]9
O

2. 1ﬁ Sl[Rﬂ — SQ[RQ] > 53[R3}9
3. ¢ Sl[Rl} «— SQ[RQ] X 53[R3]9

Definition 8. A Summation Correspondence Assertion (SCA) is an expression
of one of the following forms:

1. Expressions shown in Definition 4 4. 1: S1[R1] <= S2[R2] < S3[Rs]0
2. w S1[R1} = SQ[RQ] > S3[R3]9 5. 1/1.‘ Sl[R1] <~ SQ[RQ] < S3[R3]0
3. ¥: Sy [Rl} <~ SQ[RQ] I 53[R3]0 6. ¢J$1[R1] ¢metadata(SQ[R2](A1,. .. ,An)) O

Consider the three examples about join, outer-join, and data-metadata cor-
respondences described in Sect. 1. The correspondence between M.REMAKES and
both S1.MOVIES and S,.FILM can be specified by the SCA 15 shown in Fig. 3. 15
specifies that M.REMAKES corresponds to a join between S;.MOVIES and So.FILM
where the join condition: So.FiLM.title= S;.MOVIE.film and Ss.FILM.year >
S1.MOVIE.year is satisfied.

15:M[REMAKES|<=S3[FILM|><S1[MOVIE]6, where

6= (Sz[FILM].title=S; [MOVIE] film and Sz [FILM].year > S;[MOVIE].year
16:M[MOVIE]+—S3[FILM| 1<S1[MOVIE|6’, where

0’ = (S2[FILM].title=S; [MOVIE] film and S; [FILM].year = S;[MOVIE].year
17:M[FILMMAKERS| <= metadata (S1[MOVIEMAKERS] (id))

Fig. 3. Examples of CAs involving joins, outer-joins and data-metadata.

The correspondence between M.MOVIE and both So.FILM and S1.MOVIE can
be specified by the RCA g, shown in Fig. 3. ¢4 specifies that M.MOVIE corre-
sponds to a left outer-join between So.FILM and S;.MOVIE.

The correspondence between M.FILMMAKERS and S;.MOVIEMAKERS can be
specified by the SCA 17, shown in Fig. 3. 17 specifies that M.FILMMAKERS cor-
responds to grouping S;.MOVIEMAKERS by the attribute id, being that a data-
metadata translation should be performed (i.e., some data should be converted
into metadata).

Once the schema matching is finished, the CAs generated can be used, for
example, to generate mapping expressions that convert data sources into data
target. We propose that the mapping expressions are automatically generated in
the form of SQL queries, which are used to load the relations (the materialized
views) of the integrated schema.
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5 From CAs to Mapping Expressions

In our proposal, the process to create queries to transform data from a schema
to another one consists of three steps:

1. Indicate the source schemas and the integrated schema using a high-level data
model. In our case, we use the RDM.

2. Define the CA that formally specify the relationships between the integrated
schema and the source schemas.

3. Generate a set of queries based on the CAs generated in step 2, in order to
populate the relations of the integrated schema.

In order to illustrate our approach, consider the integrated schema M and
the sources schemas S; and S, shown in Fig. 1.

Now, we should define CAs between M and S;, and CAs between M and
So. In our work, the CAs are specified using a GAV approach rather than a
LAV one. One of reasons for our choices was due to the GAV approach makes
the query answering easier than LAV one, both in materialized and in virtual
integration approaches.

The process to generate the CAs consists of the following steps:

1. To each relation R” of the target T do:

(a) Identify the correspondences at a relation level (i.e., if there is a RCA or
a SCA matching a target relation R” and some source relation R®).

(b) Identify the correspondences at an attribute level: (1) identify the ACAs
between the attributes of R” and R (if there is a RCA between R and
R9); (2) identify the GCA between the attributes of R and R (if there
is a SCA between RT and R®).

(¢) Determine which RCA and SCA can be combined to form a single CA.

In the current work, CAS were manually specified. However, we can use tradi-
tional schema matching tools (e.g.,[8,9]) as a starting point to find basic match-
ings. Then these basic matchings can be enriched through our formalism (using
the CAs).

Some examples of RCAs, ACAs, SCAs, and GCAs between elements of M
and the source schemas S; and S, can be found in Figs. 3 and 4.

The final step in the process of creating queries to transform data from
a schema to another is the generation of the queries. In our proposal, they
are defined based on the definition of the schemas and the CAs. Here we use
SQL syntax of MySQL, since MySQL is an open source database that allows to
combine the information from many databases in a single query. However, our
CAs can be used to generate queries in any SQL syntax or even other federating
queries languages as SchemaSQL [16].

Let M be a set of CAs that defines a matching between the source schemas
S1, S; and the integrated schema G, that is, M satisfies the conditions stated
in Definition 6. Algorithm 1 shows the procedure to automatically generate the
statements of SQL queries from the CAs in M.
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1g:M[MOVIE]etitle < Sx[FILM]e title

19:M[MOVIE]eyear < Sy [FILM]e year

110:M[MOVIE]egenre <— S;[MOVIE]e category

111:M[MOVIEledescription<—S[MOVIEJe summary

112:M[FILMMAKERS eproducer< (§; MOVIEMAKERS| e name, S1:[MOVIEMAKERS] e role =
= “producer”)

113:M[FILMMAKERS jedirector<(S: [MOVIEMAKERS|e name, S1[MOVIEMAKERS] e role =
= “director”)

114:M[FILMMAKERS|e movie <= S; [MOVIEMAKERS| e FK4 /film

Fig. 4. Examples of ACAs and GCAs.

The Algorithm 1 generates a set of SQL queries, one for each relation schema
R” in the integrated schema. First it spans all ACAs and GCAs that relates
attributes of R, and puts the correct value in lists S, J, and LA, in accordance
to the type of the CA. S keeps the relation schemas that will be included in the
FROM clause, J keeps the join conditions that will be included in the WHERE
clause, and LA keeps the attributes that will be included in the SELECT clause.
The procedure G_SQL_ACA(), shown in Algorithm 2, spans the ACAs, while the
procedure G_SQL_GCA(), shown in Algorithm 3, spans the GCAs. After, the
algorithm spans the RCAs and SCAs, of R, in order to create the SQL query
to load R, using templates in Table 1. In accordance to type of CA besides S,
J, and LA, other variables are needed to keep the join conditions that will be
included in the ON clause (6), the relation schema that will be included in (inner,
outer, left, or right) JOIN clause (RJ), and the grouping attributes that will be
included in the GROUP BY clause (G). Due to space limitations, Algorithms
1, 2, and 3, as well as the Table 1, do not cover the whole set of CAs as defined
in Definitions 3, 5, 7, and 8.

In Algorithms 2, we assumed that ¢() is a pre-defined SQL function or a
user-defined function on SQL. In Algorithms 3, JAux, and Aux are lists used
when it is necessary to create temporary tables in SQL. This occurs when the
SQL query is created from a SCA of metadata. JAux stores the joins that will
be included in the WHERE clause of the temporary table, while Aux keeps the
relation schema that will be the alias of the temporary table.

In Table1, Att() is a function that returns the list of attribute names of a
relation schema. We use the short word outer join to emulate a UNION of a
LEFT JOIN and a RIGHT JOIN, since MySQL does not support directly full
outer-joins.

The SQL queries generated by our algorithms can be used to compute the
data target once, and to recompute them at pre-stablished times in order to
maintain the target data up-to-date (this approach is named rematerialization).
Generally, a more efficient approach is to periodically modify only part of the tar-
get data to reflect updates in data sources (this approach is named incremental
maintenance). Rematerialization is adequate, for example, when the integrated
schema is firstly populated, or in situations involving complex operations.
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Algorithm 1. Generate the SQL query to load a integrated schema G from the
sources.

for all relation schema N = R7 in G do
Let 95 be a RCA or SCA of RT
if ¢ g is a RCA then G_SQL_ACA( RT 4R)
else G_.SQL_-GCA( R” yRr)
append [R7] to S
switch ¢¥r do
case ¥r: GIRT] — S[R]
if J = [ ] then use template T1
else use template T3
case Yr: GIRT] — S1[R1] U S2[R2]
append [R2] to RJ
0 keeps join conditions formed by primary key attributes of R; and Rg
if J =[] then use template T7
else use template T8
case YR: G[RT] — Sl[Rl] > SQ[RQ]@
append [Rz] to RJ
if J = [ ] then use template T5
else use template T6
case ¥r: G[RT] < metadata(S[R](A))
append [A] to AL
if J =[] then use template T13
else use template T4
case Yr: G[RT] < normalise(S[R](A))
append [A] to G
Use template T15
end switch
end for

Algorithm 2. G_.SQL_ACA().
Input: R7, YR

Let S[R] be a source’s relation in ¢
for all attribute AT in RT do
while 394 /14 is an ACA of AT relating it to some atribute of S[R] do
if a: G[RT] o AT — S[R] e A; then append [A;] to LA
if ¥a: GRT] e AT «— ©(S[R] & A;,S[R] e Az,...,S[R] e A,,) then append
(A1, Az, ..., Ay)] to LA
end while
end for

Figure 5 presents the SQL query to transform data from S;.MOVIE and S,.FILM
to M.MOVIE from the RCA ¢ and ACA 15, 19, 119, and 111. The “select” clause
(in line 2) is derived based on ACAS s, 19 , 10 and 111. The “from” clause (in
line 3) implements a join operation as specified by RCA 1. The “on” clause (in
line 4) is based on the join condition indicated in the end of 1.

01. insert into M.MOVIE(title,year,genre,description)
02. select FILM.title as title, FILM.year as year, MOVIE.category as genre,MOVIE.summary as description
03. from So.FILM as FILM left join S1.MOVIE as MOVIE on FILM.title = MOVIE.film and FILM.year = MOVIE.year;

Fig. 5. Query definition to populate M.MOVIE from S».FILM and S;.MOVIE.
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Algorithm 3. G.SQL_.GCA().
Input: RT, g

Let S[R] be a source’s relation in ¢
for all attribute A7 in R” do
while 394 /14 is an GCA of A7 relating it to some atribute of S[R] do
if a: G[RT] o AT «— S[R] e A; then append [A;] to LA
if a: G[RT] o AT « S[R] e o/B), then
for all FK in o do
Let R; and Rg be relation schemas related by FK

Let [a1,...,an] and [by, ..., by,] be lists of key attributes of, respectively, R1 and Ra
append [R1, Rz] to S

append [a; = b1, ..., a, = b,] to J

append [B] to LA

end for
if 4:G[R"] @ AT — (S[R] ® A1,p,) and ¥R is of metadata then
append [A;] to LA
append [Temp_R| to Aux
append [p1] to JAux
end while
end for

Table 1. Templates to generate SQL Statements induced by RCAS and ACAS.

T1 |insert into N (att[1], att[2], . . ., att[n])
select LA[1], LA[2], .. ., LA[n] from S[1] 1: 81[R1] < S2[Ro]
TS5 |insert into N (att[1], att[2], . . ., att[n])
oecsiisar b g AR :$1[R1] ¢ S2[Ra] T S5[Rs]0
left join RJ[1] on 0
T7 |insert into N (att[1], att[2], . . ., att[n]) 1:81[R1] + S2[R2] U S3[R3]
select LA[1], LA[2], . . ., LA[n] from S[1] 1:81[R1] « S2[R2(py)] T S3[R3(p3)]0
outer join RJ[1] on 0
T13|insert into N (att[1], att[2], . . ., att[n])

select att[1], att[2], . . ., A TT[n]

|from (select LA[1], LA[2], . . ., LA[w] from S[1]
where JAux[1] ) as Aux[1]) 1: 81[R1] < metadata(S2[R2](A1)

outer join (select LA[1], LA[2], . . ., LA[w] from S[1]

where JAux[2] ) as Aux[2])

on (Aux[1].ID = Aux[2].ID)

T15|insert into N (att[1], att[2], . . ., att[n])

select LA[1], LA[2], .. ., LA[n] from S[1] 1: 81[R1] < normalise(S2[R2](A1))

group by G[1]

Figure6 presents the definition of the query to transform data from
S1.MOVIEMAKERS to M.FILMMAKERS. For this query, we have to define a
nested select statement to each case-base GCA that relates attributes of
S|.MOVIEMAKERS to attributes of M.FILMMAKERS. Each nested select state-
ment must be joined through an outer-join in order to guarantee both: i)
that duplicate tuples will be merged properly, and 2) not duplicate tuples will
be stored in M.FILMMAKERS. Thus, the clauses “from” (line 3), “outer join”
(line 7), and “on” (line 12) correctly implement the data-metadata relationship
specified by the SCA 7. The “on” clause (line 12) is based on the attribute
indicated in 7. The first nested select statement (lines 4 to 6) is defined based
on the GCAS 12 and ¢14. The second nested select statement (lines 8 to 11) is
similar to the first one, but now it is based on 13 and 114. The “select” clause
in line 2 is based on the left-hand side of GCAs 12, 113 and ¥14.
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01. insert into M.FILMMAKERS(movie, producer, director)

02. select movie, producer, director

03. from

04. (select MOVIE.film as movie, MOVIEMAKERS.name as producer, MOVIEMAKERS.id as ID

05. from S1.MOVIEMAKERS as MOVIEMAKERS, S1.MOVIE as MOVIE

06. where MOVIEMAKERS.id=MOVIE.id and MOVIEMAKERS.role = ‘producer’) as T1_MOVIEMAKERS
07. outer join

08. (select MOVIE.film as movie, MOVIEM AKERS.name as director, MOVIEMAKERS.id as ID

09. from S1.MOVIEMAKERS as MOVIEMAKERS, S1.MOVIE as MOVIE
10. where MOVIEM AKERS.id=MOVIE.id

11. and MOVIEMAKERS.role = ‘director’) as T2_.MOVIEM AKERS

12. on (T1_.MOVIEMAKERS.ID = T2_.MOVIEMAKERS.ID);

Fig. 6. Query definition to populate M.FILMMAKERS from S;.MOVIEMAKERS.

6 Empirical Evaluation

We have performed some preliminary tests to verify that our approach is
tractable for reasonably sized input.

6.1 Study Case Scenario

For our evaluation, we create a case study to simulate a situation close to the real
world. We need to integrate information of three different sources: IES, FSP, and
CDV to get a more complete information about Brazil’s universities. IES contains
data about Brazil’s universities (name, city, state, etc.). It has a single relation
(18S_2011) with 26 attributes and 2366 tuples®. FSP contains data about the
ranking of the Brazil’s universities (ranking, university, grade, etc.). It has two
relations, but only one of them (RANKING, with 13 attributes and 191 tuples)
was used in the evaluation*. CDV contains data about the living cost of some
cities of Brazil. It has a single relation (LIVINGCOST) with 5 attributes and 84
tuples®.

The integrated schema, named G, contains the necessary structure to keep
the information required by the designer. It contains 8 relations with a total of
31 attributes and 8 foreign keys, as can be saw in the Fig. 7.

6.2 Method

We measure the performance of the data translation (i.e., the run time of
the queries to load the schema G). For our tests, we have used a Macbook
Pro/2.3GHz Intel Core (4GB of RAM and 499Gb of HD) running OSx 10.9.5.
All databases were locally stored in this machine using the MySQL 5.6.

We first manually defined the CAs, with the aid of a tool implemented by
us. For this case study, we defined 3 RCAs, 5 SCAs of normalize, 31 ACAs,

31ES data was extract from http://www.dados.gov.br/dataset/instituicoes-de-
ensino-superior.

Y FSP data was extract from http://ruf.folha.uol.com.br/2014/rankingdeuniversi
dades/.

5 CDV data was extract from http://wwwcustodevida.com.br /brasil.


http://www.dados.gov.br/dataset/instituicoes-de-ensino-superior
http://www.dados.gov.br/dataset/instituicoes-de-ensino-superior
http://ruf.folha.uol.com.br/2014/rankingdeuniversidades/
http://ruf.folha.uol.com.br/2014/rankingdeuniversidades/
http://wwwcustodevida.com.br/brasil
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FSP_RANKING(univ.id, census_year, ranking, grade) UNIVERSITY.TYPE(code,

type
FK1(FSP_RANKING, (univ.id), UNIVERSITY, (id)) S)"IFI;T)E(ibge_id, state, s_mark)
LIVINGCOST(city_id, year, livingCost, state_id) PLACE(code, place)
FK3(LIVINGCOST, {city-id), CITY, {city.id)) ORGANIZATION(code, type)
FK4(LIVINGCOST, (state_id), STATE, (ibge_id)) CITY(city-id, city, state_id)
FK2(cITY, (state_id), STATE,
(ibge-id))

UNIVERSITY(id, name, short_name, city_id, place_id, type_.id, org_id, postalCode,
address, telephone, contact, homepage)

FK5(UNIVERSITY, (place_id), PLACE, (code))

FK6(UNIVERSITY, (org-id), ORGANIZATION, (code))

FK7(UNIVERSITY, (city-id), CITY, (city.id))

FK8(UNIVERSITY, (type.id), UNIVERSITY_TYPE, (code))

Fig. 7. The integrated schema G.

and 8 GCAs, being a total of 52 CAs. Using the Algorithm 1, we generate 8
SQL queries: 5 queries of group by, 2 simple select-from queries, and 1 more
complex query that simulates the outer join operator. Some queries use stored
functions defined to looks for the value of a primary key in a target relation
based on the attribute value of a source relation.

For data translation test, we measured the time that MySQL took to load
each target relation using the queries generated by the Algorithm 1. Due to the
run time of SQL queries can change depending on internal and external factors,
we ran each query by 50 times and took the average to each 10 executions. All
tests were performed locally in a same machine and only the MySQL server
and MySQLWorkbench were running at the time. The result of the test can be
observed through the chart shown in Fig. 8.
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Fig. 8. Run time query by quantity of executions chart.
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6.3 Discussion

We noted that the run time to most queries are more or less constant and below
that 60 ms. It is not a surprise that the queries with higher execution time were
those to load FSP_RANKING (about 200ms) and UNIVERSITY (about 590 ms),
because both has more tuples to load than the others. Considering the number
of tuples of the UNIVERSITY (more than 2000) and that the query generated is a
bit complex (includes left-join, right-join, union all, and 5 stored functions), we
believe that 590 ms is a good performance.

7 Related Work

Schema matching is an important step of the data integration process. Typically,
1:1 correspondences between two different schemas are manually defined using
a GUI or are (semi-) automatically discovered using matchers (usually through
heuristics). Each correspondence, in general, only specifies which elements refer
to a same attribute or relation in the real world [17]. AgreementMaker [4], and
OIT Harmony [9] are some examples of tools for schema matching. Agreement-
Maker [4] can match schemas and ontologies using schema information as well as
instance-level data to generate the correspondences. OII Harmony [9] combines
multiple matchers algorithms based on natural-language processing to identify
correspondences between schemas.

Correspondences such as those defined/generated in [4,9] do not provide all
necessary information for discovering expressions to transform data sources in
data target (i.e., the mapping expressions), the next phase in the schema map-
ping process. Richer models for specifying correspondences between schemas
were proposed by [8,11-13] and [5](chap. 3). These approaches allow to define
one-to-one or many-to-one attribute correspondences (i.e., association between
attributes of two schemas). COMA++ [8] is a generic prototype for schema
and ontology matching, schema-based and instance-based, and support a semi-
automatic or manual enrichment of simple 1:1 correspondences into more com-
plex mapping expressions including functions to support data transformations.
[13] describes the IMAP system, which semi-automatically discovers complex
matches, using different kinds of information such as domain knowledge, and
domain integrity constraints to improve matching accuracy. [5](chap. 3) and [11]
allow to express conditional correspondences (i.e., the value of an attribute A
is the same of an attribute B if a given condition is satisfied). More closely to
our approach is the work in [12]. In [12], the authors allow to manually specify
one-to-one correspondence assertions between elements of Entity Relationship
models. Although they cannot specify many-to-many matches, their correspon-
dences have some semantic and allow to specify relationships such as: equiva-
lence, union, intersection, and selection.

[10] specify one-to-one and many-to-many basic, complex, and semantic
matches between elements of object-relational schemas. They can specify most
part of the correspondences specified in [12] and other more complex. For exam-
ple, they can deal with aggregate functions, denormalisations, and grouping (i.e.,
group by in SQL). Joins and outer-joins are implicitly defined based on the
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integrity constraints or match functions®. A distinguished feature of the app-
roach proposed in [10] is that it allows to match, in the same correspondence,
relations and attributes of two or more schemas. Yet, the information they pro-
vide is not sufficient, since they do not explicitly enable the specification of join
paths and its variants, nor to deal with data-metadata relationships.

Data-metadata translations between elements of different relational schemas
have been studied extensively. SchemaSQL [16] and FIRA/FISQL [18] are the
most notable works on this subject. SchemaSQL [16] is a SQL-like metadata
query language that uses view statements to restructure one column of val-
ues of a relation into metadata in another one. FISQL [18] is a sucessor of
SchemaSQL and it is equivalent to the query algebra FIRA. Both SchemaSQL
and FIRA /FISQL were proposed to provide interoperability in relational multi-
database systems. Our SCA of metadata was based on the promote metadata
operator of FIRA.

8 Conclusions

This paper focused on present CAs that deal with 1:1 and m:n matchings between
schemas components, including correspondences involving aggregations, joins,
and metadata. We emphasize that, in our approach, the CAs can specify basic
and complex correspondences with semantics. Using CAs, we shown how SQL
queries can be automatically generated to populate relations (views) of a global
schema.

We presented some preliminary tests to evaluate the performance of the
queries generated from CAs. We intend to realize more tests to evaluate the
performance to different types of queries and other datasets.

We currently are working in as specifying complex correspondences between
relational schemas and (RDF). Some initial work was published in [19]. We intent
extend the initial proposal with the CAs presented here.
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Abstract. Clustering is a major data mining technique that groups a
set of objects in such a way that objects in the same group are more
similar to each other than to those in other groups. Among several types
of clustering, density-based clustering algorithms are more efficient in
detecting clusters with varied density and different shapes. One of the
most important density-based clustering algorithms is DBSCAN. Due to
the huge size of generated data by the widespread diffusion of wireless
technologies and the complexity of big data analysis, new scalable algo-
rithms for efficiently processing such data are needed. In this chapter we
are particularly interested in using traffic data for finding congested areas
in a city. For this purpose, we developed a new distributed and efficient
strategy of DBSCAN algorithm that uses MapReduce to detect dense
areas based on the input parameters. We conducted experiments using
real traffic data of a brazilian city, Fortaleza, and compared our approach
with the centralized and the MapReduce-based approaches. Our prelim-
inary results confirmed that our approach is scalable and more efficient
than the other ones. We also present an incremental version of DBSCAN
considering the MapReduce version of it.

Keywords: DBSCAN - MapReduce - Traffic data

1 Introduction

One of the most important density-based clustering algorithms known in litera-
ture is DBSCAN (Density-based Spatial Clustering of Application with Noise) [4].
Its advantages over other clustering techniques are that it groups data into clus-
ters of arbitrary shape, it does not require a priori number of clusters, and it deals
with outliers in the data set. However, DBSCAN is more computationally expen-
sive than other clustering algorithms, such as k-means, for example. Moreover,
DBSCAN does not scale when executed on large data sets in a single machine.
Recently, many researchers have been using cloud computing infrastructure in
order to solve scalability problems of some traditional centralized clustering algo-
rithms [2]. Thus, the strategy to parallelize DBSCAN in shared-nothing computer
clusters is an adequate solution to solve such problems [9].

© Springer International Publishing Switzerland 2015
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Clearly, the provisioning of an infrastructure for large scale processing
requires software that can take advantage of the large amount of machines and
mitigate the problem of communication between them. It has been increasing
the amount of techniques to manage computer clusters, among which stands out
the paradigm MapReduce [3] and its open source implementation Hadoop [15],
used to manage large volumes of data across clusters of computers.

Hadoop framework is attractive because it provides a simple programming
model that makes it easier for users to implement relatively sophisticated dis-
tributed programs. The MapReduce programming model is recommended for
parallel processing of large data volumes in computational clusters [8]. It is also
scalable and fault tolerant. The MapReduce platform divides a task into small
activities and materializes its intermediate results locally. When a fault occurs
in this process, only failed activities are re-executed.

This chapter is based on [10] which aims at identifying, in a large data set,
traffic jam areas in a city using mobility data. In this sense, a parallel version
of DBSCAN algorithm, based on the MapReduce paradigm, was proposed as a
solution. Related works, such as [6] and [2] also use MapReduce to parallelize
DBSCAN and they are explained on Sect. 3.

The main contributions of this work are: (1) Our partitioning strategy is less
costly than the one proposed on [2]. In [2], the authors present a grid-based
partitioning strategy. Our approach is traffic data aware and it partitions the
data set with regard to one attribute (in our experiments we used the streets’
name); (2) To gather clusters of different partitions, our merge strategy does
not need data replication as [6] and [2]. Moreover, our approach guarantees the
same result of the centralized DBSCAN; (3) We proved that our distributed
DBSCAN algorithm is correct on Sect.4; (4) An incremental and distributed
version of DBSCAN.

The structure of this chapter is organized as follows. Section 2 introduces
basic concepts needed to understand the solution of the problem. Section 3
presents our related work. Section4 addresses the methodology and implemen-
tation of this work, that involves the solution of the problem. The discussion of
the incremental version is presented in Sect. 5. The experiments are described in
Sect. 6. Section 7 presents our conclusion.

2 Preliminary

2.1 MapReduce

The need for managing, processing, and analyzing efficiently large amounts of data
is a key issue in the Big Data scenario. To address these problems, different solu-
tions have been proposed, including the migration/building applications for cloud
computing environments, and systems based on Distributed Hash Table (DHT)
or structure of multidimensional arrays [12]. Among these solutions, there is the
MapReduce paradigm [3], designed to support the distributed processing of large
data sets on clusters of servers and its open source implementation Hadoop [15].
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The MapReduce programming model is based on two primitives of functional
programming: Map and Reduce. The MapReduce execution is carried out as fol-
lows: (i) The Map function takes a list of key-value pairs (K7, V1) as input and a list
of intermediate key-value pairs (K3, V2) as output; (ii) the key-value pairs (Ko, V2)
are defined according to the implementation of the Map function provided by the
user and they are collected by a master node at the end of each Map task, then
sorted by the key. The keys are divided among all the Reduce tasks. The key-value
pairs that have the same key are assigned to the same Reduce task; (iii) The Reduce
function receives as input all values V5 from the same key K5 and produces as out-
put key-value pairs (K3, V3) that represent the outcome of the MapReduce process.
The reduce tasks run on one key at a time. The way in which values are combined
is determined by the Reduce function code given by the user.

Hadoop is an open-source framework developed by the Apache Software Foun-
dation that implements MapReduce, along with a distributed file system called
HDFS (Hadoop Distributed File System). What makes MapReduce attractive
is the opportunity to manage large-scale computations with fault tolerance. The
developer only needs to implement two functions called Map and Reduce. There-
fore, the system manages the parallel execution and coordinates the implementa-
tion of Map and Reduce tasks, being able to handle failures during execution.

2.2 DBSCAN

DBSCAN is a clustering algorithm widely used in the scientific community. Its
main idea is to find clusters from each point that has at least a certain amount of
neighbors (minPoints) within a specified range (eps), where minPoints and eps
are input parameters. Finding values for both the parameters might be difficult,
once it depends on the data and on the information one desires to discover. The
following definitions are used in DBSCAN algorithm and they will be used in
the Sect. 4:

Card(A): cardinality of the set A.

Neps(0): p € Neps(0), if and only if the distance between p and o is less or

equal than eps.

— Directly Density-Reachable (DDR): o is DDR from p, if o € Ngps(p) and
Card(Neps(p)) > minPoints.

— Density-Reachable (DR): o is DR from p, if there is a chain of points
{p1,...,pn} where p; = p and p, = o, such as p;;1 is DDR from p; and
Vie{l,...,n—1}.

— Core Point: o is a Core Point if Card(Neps(0)) > minPoints.

— Border Point: p is a Border Point if Card(Neps(p)) < minPoints and p is
DDR from a Core Point.

— Noise: g is Noise if Card(Neps(q)) < minPoints and ¢ is not DDR from any

Core Point.

DBSCAN finds for each point o, Ngps(0) in the data. If CardNgpys(o) >
minPoints, a new cluster C is created and it contains the points o and
Neps(0). Then each point ¢ € C that has not been visited is also
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checked. If Ngps(g) > minPoints, each point r € Ngps(g) that is not
in C' is added to C. These steps are repeated until no new point is
added to C. The algorithm ends when all points from the data set are visited.

3 Related Work

P-DBSCAN [7] is a density-based clustering algorithm based on DBSCAN for
analysis of places and events using a collection of geo-tagged photos. P-DBSCAN
introduces two new concepts: density threshold and adaptive density, that is used
for fast convergence towards high density regions. However P-DBSCAN does not
have the advantages of the MapReduce model to process large data sets.

Another related work is GRIDBSCAN [14], that proposes a three-level clus-
tering method. The first level selects appropriate grids so that the density is
homogeneous in each grid. The second stage merges cells with similar densi-
ties and identifies the most suitable values of eps and minPoints in each grid
that remain after merging. The third step of the proposed method executes the
DBSCAN method with these identified parameters in the data set. However,
GRIDBSCAN is not suitable for large amounts of data. Our proposed algorithm
in this work is a distributed and parallel version of DBSCAN that uses MapRe-
duce and is suitable for handling large amounts of data.

The paper [6] proposes an implementation of DBSCAN with a MapReduce
of four stages using grid based partitioning.

The paper also presents a strategy for joining clusters that are in different
partitions and contain the same points in their boundaries. Such points are
replicated in the partitions and the discovery of clusters, that can be merged
in a single cluster, is analyzed from them. Note that the number of replicated
boundary points can affect the clustering efficiency, as such points not only
increase the load of each compute node, but also increase the time to merge the
results of different computational nodes.

Similar to the previous work, [2] proposes DBSCANMR that is a DBSCAN
implementation using MapReduce and grid based partitioning. In [2], the parti-
tion of points spends a great deal of time and it is centralized.

The data set is partitioned in order to maintain the uniform load balancing
across the compute nodes and to minimize the same points between partitions.
Another disadvantage is the proposed strategy is sensitive to two input parame-
ters. How to obtain the best values for those parameters is not explained in the
paper. The DBSCAN algorithm runs on each compute node for each partition
using a KD-tree index. The merge of clusters that are on distinct partitions is
done when the same point belongs to such partitions and it is also tagged as a
core point in any of the clusters. If it is detected that two clusters should merge,
they are renamed to a single name. This process also occurs in [6].

This work has similar approach to the papers [6] and [2] because they con-
sider the challenge of handling large amounts of data and use MapReduce to
parallelize the DBSCAN algorithm. However, this chapter presents a data par-
titioning technique that is data aware, which means partitioning data according
to their spatial extent. The partitioning technique proposed by [2] is centralized
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and spends much time for large amount of data as we could see on our exper-
iments. Furthermore, unlike this work to merge clusters, [6] and [2] proposed
approaches that require replication, which can affect the clustering efficiency.
The cluster merging phase in this work checks if points previously considered as
a noise point becomes a border or core point.

4 Methodology and Implementation

Mobility data has been fostered by the widespread diffusion of wireless technolo-
gies, such as call details records from mobile phones and GPS tracks from naviga-
tion devices, society-wide proxies of human moving behaviour. These data opens
new opportunities for discovering the hidden patterns and models that charac-
terize the trajectories humans follow during their daily activity. This research
topic has recently attracted scientists from several fields, being not only a major
intellectual challenge, but also a very important issue to domains such as urban
planning, sustainable mobility, transportation engineering, public health, and
economic forecasting [5].

The increasing popularity of mobility data has become the main source for
evaluating the traffic situation to support drivers’ decisions related to displace-
ment in a city in real time. Traffic information in big cities can be collected from
GPS devices or from traffic radars, or even gathered from tweets. This information
can be used to complement the data generated by cameras and physical sensors
in order to guide municipality actions in finding solutions to mobility problems.
Through these data it is possible to analyze where the congested areas are within
a city in order to discover which regions are more likely to have traffic jams. Such
discovery may assist the search for effective reengineering traffic solutions in the
context of smart cities. This is an application for our propose approach.

Normally the traffic data indicates the name of the street, the geographic
position (latitude and longitude), the average speed of vehicles at the moment,
among others. We address in this chapter the problem of discovering density
areas, that may be represent a traffic jam. We also consider that frequent updates
can happen in the data set. After insertions or deletions to the dynamic data-
base, the clusters discovered by DBSCAN has to be updated. So we discuss
how the incremental approach of DBSCAN [11] algorithm can be applied on our
distributed approach.

In this section, we focus on the solution of finding density areas or clusters
from raw traffic data on MapReduce. We formulate the problem as follows:

Problem Statement. Given a set of d-dimensional points on the traffic data
set DS = {p1,p2,...,pn} such that each point represents one vehicle with the
average speed, the eps value, the minimum number of points required to form a
cluster minPoints and a set of virtual machines VM = {vm1,vma, ...,vm,, } with
a MapReduce program; find the density areas on the traffic data with respect
to the given eps and minPoints values. In this chapter, we only consider two
dimensions (latitude and longitude) for points. Furthermore, each point has the
information about the street it belongs to.
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Fig. 1. The phases of distributed and parallel DBSCAN execution.

4.1 MapReduce Phases and Detection of Possible Merges

This section presents the implementation of the proposed solution to the prob-
lem. Hereafter, we explain the steps or phases to parallelize DBSCAN using the

MapReduce programming model as we can see on Fig. 1.

— Executing DBSCAN Distributedly. This phase is a MapReduce process.

Map and Reduce functions for this step are explained below.

1. Map function. Each point from the data set is described as a pair
(key,value), such that the key refers to the street and the value refers to a
geographic location (latitude and longitude) where the data was collected.

As we could see on Algorithm 1.

2. Reduce function. It is presented on Algorithm 2. This function receives
a list of values that have the same key, i.e. the points or geographical
positions (latitude and longitude) that belongs to the same street. The
DBSCAN algorithm is applied in this phase using the KD-tree index [1].

Algorithm 1. First MapReduce - Map.

Input: Set of points of the data set T'
1 begin
2 L for pe T do
3

L create Pair(p.street name, p.Lat, p.Lon)

The result is stored in a database. This means that the identifier of each
cluster and the information about their points (such as latitude, longitude, if

it is core point or noise) are saved.

— Computing Candidate Clusters. Since there are many crossroads between
the streets in the city and the partitioning of data is based on the streets, it
is necessary to discover what are the clusters of different streets that intersect
each other or may be merged into a single cluster. For example, it is common
in large cities have the same traffic jam happening on different streets that
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Algorithm 2. First MapReduce - Reduce.
Input: Set P of pairs (k,v) with same k, minPoints, eps
1 begin
2 DBSCAN(P, eps, minPoints)
3 L Store results on database;

intersect to each other. In other words, two clusters may have points at a
distance less than or equal to eps in such a way that if the data were processed
by the same reduce or even if they were in the same partition, they would be
grouped into a single cluster. Thus, the clusters are also stored as a geometric
object in the database and only the pairs of objects that have distance at
most eps will be considered in the next phase that is the merge phase. Tuples
with pairs of candidate clusters for merge are passed with the same key to the
next MapReduce. As we could see on Algorithm 3.

Algorithm 3. Find merge candidates clusters.
Input: Set C of Clusters
Output: V is a set of merge candidates clusters
begin
for C; € C do
L Create its geometry Gj;

1
2
3
4 for all geometries G; and G; and i <> j do
5 if Distance(Gi,G;) < eps then
6 L L V — <C7,, CJ>

7 return V;

Algorithm 4. Second MapReduce - REDUCE.

Input: Set V of pairs (C;, C;) of clusters candidates to merge
1 begin
for (C;,C;) € V do
if CanMerge(C;, Cj) then
L L Rename Cj; to C; in V

=W N

— Merging Clusters. It is also described by a MapReduce process. Map and
reduce functions for this phase are explained below.
1. Map function. It is the identity function. It simply passes each key-value
pair to the Reduce function.
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2. Reduce function. It receives as key the lowest cluster identifier from all
the clusters that are candidates to be merged into a single cluster. The
value of that key corresponds to the other cluster identifiers that are
merge candidates. Thereby, if two clusters must be merged into a single
cluster, the information about points belonging to them are updated. The
Algorithms 4 and 5 are executed in this phase.

Lines 2 to 5 from Algorithm 5, we check and update the neighbors of
each point p; € C; and p; € ;. This occurs because if C; and C; are
merge clusters candidates, there are points in C; and C; that the distance
between them is less or equal than eps. On the lines 6 to 11, the algorithm
verifies if there is some point p; € C; and p; € C; that may have become
core points. This phase is important, because C; and C; can merge if
there is a core point p; € C; and another core point p; € Cj, such that
p; is DDR from p; as we can see on lines 12 to 15 on the Algorithm 5. In
the next section, we present a proof that validate our merge strategy.

This work considers the possibility that a noise point in a cluster may
become a border or core point with the merge of clusters different of
our related works. We do that on the line 16 of Algorithm 5 calling the
procedure updateNoisePoints(). Considering that p; € C;, p; € C; and
Pi € Neps(pj), if p; or p; were noise points before the merge phase and
it occurred an update on Neps(p;) and Neps(pj), pi or pj could not be
more a noise point, but border point or core point. That is checked on
the procedure updateNoisePoints().

Our merge phase is efficient, because it does not consider replicated data as
our related work. Next, we prove that our strategy merges clusters candidates
correctly.

4.2 Validation of Merge Candidates

Theorem 1. Let Cy be a cluster of a partition Sy, Co be a cluster of a partition
So, and S1 N Sy = (. Clusters C; and Co should merge if there are two points
p1 € C1 and py € Cy that satisfy the following properties:

— Distance(p1,p2) < eps;
— Neps(p1) > minPoints in S; U Sy;
~ Neps(p2) > minPoints in S; U Ss;

Proof. First, we can conclude that there are at least two points p; € C; and
p2 € C5 such that the distance between them is less than or equal to eps,
otherwise it would be impossible for any points from C; and Cs to be placed in
the same cluster in the centralized execution of DBSCAN because they would
never be Density-Reachable (DR). Moreover, such condition is necessary to allow
the merge between two clusters. Still considering the points p; and p,, we have
the following possibilities:

1. p; and ps are core points in C7 and Cs respectively;
2. p1 is core point in C; and ps is border point in Cy;
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Algorithm 5. CanMerge.
Input: Clusters C;, C; candidates to merge

1 begin

2 for p; € C; do

3 for p; € C; do

4 if ((pi € Neps(p;)) then

5 L L setAdjacent(pi, pj)

6 for p; € C; do

7 if (Card(Neps(pi)) > minPoints) then

8 L p;i.isCore « true

9 for p; € C; do
10 if (Card(Neps(pj)) > minPoints) then
11 L p;.isCore « true

12 for p; € C; do

13 for p; € C; do

14 if (Adj(pi,p;) A pi.isCore A p;.isCore) then
15 merge < true

16 updateNoisePoints();

17 if (merge) then

18 for pj € Cj do

19 L pj.cluster <3

20 return merge

3. pi is border point in C; and ps is core point in Cy;
4. p; and ps are border points in C; and C5 respectively;

Analyzing the first case, where p; is a core point, by definition
Card(Neps(p1)) > minPoints. Considering the partitions S; U Ss, we observe
that ps € Neps(p1). When being visited during the execution of DBSCAN, the
point p; would reach point ps directly by density. As ps is also a core point,
all others points from C5 could be density reachable from p;. Thus, the points
from clusters C; and C5 would be in the same cluster. Similarly, we can state
the same for point po, as it could reach by density all points from C; through
point p;. In this case, C; and Cy will be merged.

The analysis is analogous in the second case, where only p; is a core point.
Thus, when visiting p; its neighbors, particularly ps, will be expanded. Consid-
ering the space Sy U Sz, suppose that Ne,s(p2) < minPoints. So, the point py is
not expanded when visited and point p; will not reach the core point belonging
to cluster Cy, that is a ps neighbor. In this case, C7 and C5 will not be merged.

Similarly one can analyze the third case and reach the same conclusion of
the second case.
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For the fourth and last case, consider that none of the two points p; and ps
have more than or equal to minPoints neighbors, i.e., Neps(p1) < minPoints
and Neps(p2) < minPoints in S; U Sa. When visited, neither will be expanded,
because they will be considered border points. In the case that only one of
them has more than minPoints neighbors in S; U Sy (the previous case), we
could see that such condition is not enough to merge the clusters. Therefore, the
only case in which such clusters will merge is when Ne,s(p1) > minPoints and
Neps(p2) > minPoints in S1USs or in the first case (p1 and py are core points).

5 Incremental Version DBSCAN

Due to the high rate of updates in some data sets, the results of a data mining
algorithm execution may change very often, and so the analisys. Also, when it
comes to large volumes of data, it is infeasible to rerun the algorithm at every
data set update.

Incremental data mining means applying data mining algorithms on incre-
mental database, i.e., that changes with time. The goal of incremental data min-
ing algorithms is to minimize the scanning and calculation effort for updated
records [13].

Typically, updates are applied on the data set periodically. Thus, the clusters
computed by the clustering algorithm have to be updated as well. Due to the
very large size of the databases, it is highly desirable to perform these updates
incrementally [11]. The paper [11] examines which part of an existing clustering
is affected by an update of the database in a centralized way.

On this chapter we present how the algorithms for incremental updates of a

clustering can be applied after insertions and deletions based on our distributed
DBSCAN.

5.1 Insertions

Consider that we have the clusters derived from the original data set using our
DBSCAN algorithm. Let C be the clustering using DBSCAN, such that C =
{So0, ..., S, Out} where Out is called the set of outliers and Vi, € {0, ...,m},.S;
be a DBSCAN cluster.

For each new point inserted on the data set, a geometric object is stored
on the database. We can imagine that each new point is a cluster S!, so
C' = {S{,...,S,}. We should compare the elements of C' and C’ in order to
find possible merges between them, or if the new points just create new clusters
and some outliers. Thus, we can apply the Computing candidate clusters and
Merging clusters phases described on the Sect.4.1 to find the merges between
C and ¢’ or to find the new clusters. For S; € C’ that do not merge with any
cluster or create a new cluster, S§- becomes an outlier on the whole data set.

Note that for incremental DBSCAN we just reuse only two phases of our pro-
posed distributed and parallel DBSCAN. It is cheaper than executing DBSCAN
from scratch for the updated data set.
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5.2 Deletions

As well as insertions of new entries on the data set might happen, the deletion of
old entries is also possible. Considering this, one can easily see that the deletion
of some particular points or even of a subset of the data set might change the
clustering result. For example, a core point might become a border point or
a noise point and break a cluster into two. Similar cases are considered and
presented on [11], where the authors proved the correctness of their strategy.
When it comes to a distributed version of DBSCAN, the deletion of entries in
the data set is a special case due to the phisycal distribution of the data across
a computer cluster.

Considering a previous clustering processing, for each point in the data set,
whether it belongs to a cluster or it is an outlier. As stated in [11], a point
removal affects only a part of the data set, that belongs to the same cluster
of the point to be removed. Thus, in a distributed scenario, each cluster would
be assigned to a specific machine, and if the point to be removed belongs to a
cluster S;, the processing needs to be done only on the machine that contains
this cluster. Such strategy allows multiple parallel point removals from multiple
clusters with no interference between them. Furthermore, the processing on the
machine is similar to the one proposed originally on [11], but with the benefits
of executing it at the same time for several clusters.

6 Experimental Evaluation

The experimental evaluation was performed in a private cloud environment at
the Federal University of Ceara. In total, 11 virtual machines running Ubuntu
12.04, each with 8GB of RAM and 4 CPU units, were deployed for this purpose.
The Hadoop version used on each machine was 1.1.2 and the environment vari-
ables were set according to the Table 1. Each scenario was carried out 5 times
and reported the average, maximum and minimum observed values of execution
time.

The data sets used in the experiments were related to avenues from Fort-
aleza city in Brazil and the collected points were retrieved from a website that
obtains the data from traffic radar. Each entry contains the avenue’s name, the
geographic position of vehicles (latitude and longitude), as well as its speed at
a specific moment of time. In the context of the problem, what our approach
identifies groups with high density of points from the data set that have low
speeds. The results can be used to detect traffic jam areas in Fortaleza city.

The first test varied the eps value and kept the same amount of points in each
street, i.e., of the original data set that corresponds to 246142 points. The eps
values used were 100, 150, 200, 250, 300 and 350, while keeping the value of 50
to minPoints. As it was expected, the Fig. 2 shows that with the increase of eps,
the processing time has also increased, because more points in the neighborhood
of a core point could be expanded.

The Fig. 3 illustrates the variation of the number of points from the input
data set related to the processing time. The number of points used was 246142,
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Table 1. Hadoop configuration variables used in the experiments.

Variable name

Value

hadoop.tmp.dir

/tmp/hadoop

fs.default.name

hdfs://master:54310

mapred.job.tracker

master:54311

mapreduce.task.timeout | 36000000
mapred.child.java.opts | -Xmx8192m
mapred.reduce.tasks 11
dfs.replication 5

324778, 431698 and 510952 points. As expected, when the number of points
processed by DBSCAN is increased, the processing time also increases, showing
that our solution is scalable.

The Table 2 presents a comparison of our approach execution time and cen-
tralized DBSCAN execution time. We varied the number of points that was
246142, 324778, 431698 and 510952 points for eps =100 and minPoints = 50.
In all cases, our approach found the same clusters that centralized DBSCAN on
the data set, but spent less time to process as we expected.

The Figs. 4 and 5 show a comparison between our approach and DBSCANMR,
[2] that has the partitioning phase centralized, different of our approach. On the
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Table 2. Comparing the execution time of our approach and centralized DBSCAN for
eps=100 and minPoints = 50.

Data set | Our Approach [ms] | Centralized [ms]
246142 197263 1150187.6
324778 | 254447 2002369

431698 | 330431 3530966.6
510952 | 409154 4965999.6

[ Data set Variation for DBSCanMR
[l Data set Variation for Our approach
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Fig. 4. Varing the data set size and comparing our approach with DBSCANMR.
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Fig. 5. Varing eps and comparing our approach with DBSCANMR.

both experiments, our solution spent less processing time than DBSCANMR,
because DBSCANMR spends great cost to build the grid during the centralized
partitioning phase.

Moreover, DBSCANMR  strategy is sensitive to two input parameters that
are the number of points that could be processed on memory and a percent-
age of points in each partition. For these two parameters, the paper does not
present how they could be calculated and what are the best values. We did the
experiments using the first one equals to 200000 and the second as 0,49.

We did not compare our approach with the other related work [6]. However,
we believe that our approach presents better results than [6], because our merge
strategy does not need data replication, that can affect the clustering efficiency for
a large data set.

The Fig.6 presents the points plotted for 246142 points of data set. Note
that each color represents an avenue of Fortaleza. On the Fig.7, we can see
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Fig. 6.

Fig. 7. Clusters found after run our approach for 246142 points (eps=100 and min-
Points = 50).

the clusters found by our approach using eps =100 and minPoints=50. Each
cluster found is represented by a different color on the Fig.7. Note that the
merge occurred where there are more than one avenue that crosses each other
as we expected.

7 Conclusions

Clustering is a major data mining technique that groups a set of objects in such
a way that objects in the same group are more similar to each other than to
those in other groups. Among many types of clustering, density-based clustering
algorithms are more efficient in detecting clusters with varied density and dif-
ferent shapes. One of the most important density-based clustering algorithms is
the DBSCAN.

In this chapter we present a distributed DBSCAN algorithm using MapRe-
duce to identify congested areas within a city using a large traffic data set. We
also discuss an incremental version for DBSCAN using our distributed DBSCAN.
This incremental version is cheaper than running the distributed DBSCAN from
scratch.

Our approach is more efficient than DBSCAN-MR as confirmed by our exper-
iments, while varying the data set size and the eps value. We also compare our
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approach to a centralized version of DBSCAN algorithm. Our approach found
the same clusters as the centralized DBSCAN algorithm, moreover our approach
spent less time to process, as expected.
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Abstract. The “food safety” issue has concerned governments from
several countries. The accurate monitoring of agriculture have become
important specially due to climate change impacts. In this context, the
development of new technologies for monitoring are crucial. Finding pre-
viously unknown patterns that frequently occur on time series, known as
motifs, is a core task to mine the collected data. In this work we present
a method that allows a fast and accurate time series motif discovery.
From the experiments we can see that our approach is able to efficiently
find motifs even when the size of the time series goes longer. We also
evaluated our method using real data time series extracted from remote
sensing images regarding sugarcane crops. Our proposed method was
able to find relevant patterns, as sugarcane cycles and other land covers
inside the same area, which are really useful for data analysis.

Keywords: Time series * Frequent motif - Remote sensing image

1 Introduction

One of the issues being pursued by the database researchers is how to take
advantage of the large volume of data daily generated by the plethora of sen-
sors placed in many environments and systems. The information gathered by
the sensors are usually stored in time series databases, being a rich source for
decision making for the owners of such data. One of the main tasks when mining
time series is to find the motifs present therein, that is, to find patterns that
frequently occurs in time series. That is, the motifs provide key information to
mine association rules aimed at spotting patterns indicating that some events
frequently lead to others.

Existing applications involving time series, such as stock market analysis,
are not yet able to record all the factors that govern the data stored in the time
series, such as political and technological factors. On the contrary, climate vari-
ations nowadays have most of its governing factors being recorded, using sensing
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equipments such as satellites and ground-based weather stations. However, the
diversity of data available makes it hard to discover complex patterns that can
support more robust analyzes. In this scenario, finding motifs has an even greater
importance.

An example of time series, is the one extracted from remote sensing imagery
containing Normalized Dierence Vegetation Index (NDVI) measurements. The
NDVT time series present the vegetative strength of the plantation [14]. To follow
the development of a crop is strategic for agribusiness practices in Brazil, since
agriculture is the country’s main asset. The accurate monitoring of agriculture in
the whole world have become more and more important specially due to climate
change impacts. The “food safety” issue has concerned governments from several
countries and the development of new technologies for monitoring, as well as the
proposition of mitigation and adaptation measures, are crucial. In this sense,
remote sensing can be an important tool to improve the fast detection of changes
in the land cover besides to aid at monitoring the crop cycle.

Since the volume of time series databases as well as the length of the series is
growing at a very fast pace, it is mandatory to develop algorithms and methods
that can deal with time series in the scenario of big data. In this paper we
present the TrieMotif, a new method to extract motifs from time series and a
new algorithm to index them in a trie data structure that performs well over
large time series, which is up to 3 times faster than the state-of-the-art method.
We evaluated TrieMotif over both synthetic and real data time series, obtaining
very promising results.

This paper is organized as follows. Section 2 summarizes the main concepts
used as basis to develop our work. Section 3 describes the TrieMotif algorithm
and Sect. 4 discusses its evaluation. Section 5 shows the TrieMotif performance
on real data obtained from remote sensing images. Section 6 concludes this paper.

2 Background and Related Works

A time series motif is a pattern that occur frequently. They were first defined in
[11] and a generalized definition was given in [2]. In this section we recall these
definitions and notations, as they will be used in this paper. First we begin with
a definition of time series:

Definition 1. Time Series: A time series T' = t1,...,t,, is an ordered set of m
real-valued variables.

Since we want to find patterns that frequently occur along a time series, we will
not work with the whole time series, we are aiming only at parts of a time series,
which are called subsequences and are defined as follows.

Definition 2. Subsequence: Given a time series T of length m, a subsequence
Sp of T is a sampling of length n < m of contiguous positions from 7" beginning
at position p, that is, S, =tp, ..., tpyn_1 for 1 <p<m-—n+1.
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Fig. 1. The best matches of a subsequence S, are probably the trivial matches that
occur right before or after S,.

In order to find frequent patterns, we need to define a matching between patterns.

Definition 3. Match: Given a distance function D(S,,S;) between two sub-
sequences, a positive real number R (range) and a time series T' containing a
subsequence S, and a subsequence Sy, if D(S,,5,) < R then S, is called a
matching subsequence of Sp,.

On subsequences of the same time series, the best matches are probably subse-
quences that are slightly shifted. Matching between two overlapped subsequences
is called a trivial match. Figure 1 illustrates the idea of a trivial match. The triv-
ial match is defined as follows:

Definition 4. Trivial Match: Given a time series 7', containing a subsequence
Sp and a matching subsequence Sy, we say that S, is a trivial match to S, either
if p = g or if there is no subsequence Sy beginning at ¢’ such that D(S,, S¢/) > R,
and either ¢ < ¢’ < p or p < ¢’ < ¢q. That is, if two subsequences overlaps, there
must exist a subsequence between them that is not a match.

These definitions allow defining the problem of finding Frequent K-Motif. First,
all subsequences are extracted using a sliding window. Then, since we are inter-
ested in patterns, each subsequence is z-normalized to have zero mean and one
standard deviation [6]. The K-Motif is defined as follows.

Definition 5. Frequent K-Motifs: Given a time series T, a subsequence of
length n and a range R, the most significant motif in 7' (1-Motif) is the subse-
quence F{1} that has the highest count of non-trivial matches. The K*" most sig-
nificant motif in 7' (K -Motif ) is the subsequence F1%7} that has the highest count
of non-trivial matches, and satisfies D(F 15}, F{i}) >2R, forall 1 <i< K.

The Nearest Neighbor motif was defined by Yankov et al. [17], and it represents
the closest pair of subsequences. In our proposed work, we focus on the Fre-
quent K-Motif problem and we will be referring to them as K-Motif. Since the
K-Motifs are unknown patterns, a brute-force approach would compare every
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Fig. 2. A time series subsequence of size n = 128 is reduced to a PAA representation
of size w = 8 and then is mapped to a string of a = 3 symbols aabbcccb.

subsequence with each other. It has quadratic computational cost on the time
series size, since it requires O(m?) distance function evaluations.

An approach to reduce the complexity of this problem employs dimension-
ality reduction and discretization of the time series [11]. The SAX (Symbolic
Aggregate approXimation) technique allows time series of size n to be repre-
sented by strings of arbitrary size w (w < I) [10]. For a given time series, SAX
consists of the following steps. Firstly, the time series is z-normalized, so that the
data follow normal distribution [4]. Next, the normalized time series is converted
into the Piecewise Aggregate Approximation (PAA) representation, decreasing
the time series dimensionality [5]. The time series is then replaced with w values
corresponding to the average of the respective segment. Thus, in the PAA repre-
sentation, the time series is divided into w continuous segments of equal length.
Finally, the PAA representation is discretized into a string with an alphabet of
size a > 2. Figure 2 shows an example of a time series subsequence of size n = 128
discretized using SAX with w = 8 and a = 3. It is also possible to compare two
SAX time series using the MINDIST function. The MINDIST lower bounds the
Euclidean distance [12], warranting no false dismissals [3].

Chiu et al. proposed a fast algorithm based on Random Projection [2]. Each
time series subsequence is discretized using SAX. The discretized subsequences
are mapped into a matrix, where each row points back to the original position of
the subsequence on the time series. Then, the algorithm uses the random projec-
tion to compute a collision matrix, which counts the frequency of subsequence
pairs. Through the collision matrix, the subsequences are checked on the origi-
nal domain seeking for motifs. Although fast, the collision matrix is quadratic
on the time series length, requiring a large amount of memory. Also using the
SAX discretization, Li and Lin [8,9] proposed a variable length motif discovery
based on grammar induction. Catalano et al. [1] proposed a method that works
on the original domain of the data. The motifs are discovered in linear time and
constant memory costs using random sampling. However, this approach can lead
to poor performance for long time series with infrequent motifs [13].
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Several works proposed to solve the motif discovery problem taking advantage
of tree data structures. Udechukwu et al. proposed an algorithm that uses a suffix
tree to find the Frequent Motif [15]. The time series are discretized considering
the slopes between two consecutive measures. The symbols are chosen according
to the angle between the line joining the two points and the time axis. Although
this algorithm do not require to set the length of the motif, the algorithm is
affected by noise. A suffix tree was also used to find motifs in multivariate time
series [16]. Keogh et al. solved a problem similar to the motif discovery using a
trie structure to find the most unusual subsequence in a time series [7].

The TrieMotif algorithm is up to 3 times faster and requires up to 10 times
less memory than the current state of the art, the Random Projection approach,
because TrieMotif selects only the candidates that are most probably a match
to a motif. Using this approach, TrieMotif reduces the number of unnecessary
distance calculations.

3 The TrieMotif Algorithm

In this section we present the TrieMotif algorithm. Since a motif is an unknown
pattern, one of the problem of finding them is the need to compare every sub-
sequence with every other. On this context, we intend to reduce the number of
subsequence comparisons by discarding subsequences that are discrepant from
each other. Let S, be a possible motif, matching subsequences might have values
similar to S; and therefore they might be on a region near S, as shown in Fig. 3.
The TrieMotif algorithm defines this area by setting an upper and a lower limit
to S, this way, we only compare possible matching subsequences. The TrieMotif
algorithm consists of three stages:

— First, all subsequences are extracted from the time series and converted into
a symbolic representation;

— The subsequences are indexed using a Trie and a list of possible non trivial
matches (candidates) are generated for each subsequence using the Trie index;

— The distances between the motif candidates on the original time series are
calculated.

On the first stage, all subsequences S; of size n are extracted using a slid-
ing window and are z-normalized. These subsequences pass through a dimen-
sionality reduction process to reduce the computational cost on the next stage.
A subsequence of size n can be represented as a sequence of size w, via the PAA
algorithm. On the next step of this stage, subsequences are converted into a
symbolic representation. This representation is obtained by dividing the inter-
val of the subsequence values into a equal size bins, where each bin receives
a symbol. Each value in the subsequence is converted into the symbol of the
corresponding bin. Figure 4 shows an example that converts a subsequence S of
size m = 128 and values between [—2.83,1.36] into a string of size w = 8 using
an alphabet a of 3 symbols. Initially the subsequence passes through a dimen-
sionality reduction via PAA with w = 8. Then, assuming a = 3, three bins are
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Fig. 3. Subsequences S; that satisfy Fig.4. A time series subsequence of
D(Sq, Si) < R are possibly in the high- size m = 128 is converted into a string
lighted area. of a = 3 symbols and size w = 8.

created: a = [—2.83,—-1.43), b = [-1.43,-0.03) and ¢ = [-0.03,1.36]. Notice,
that we kept the zero mean and the standard deviation requirements. Finally,
the symbolic representation of S is S = abebecc.

To find the top K-Motifs, the brute force algorithm calculates the distance
of each subsequence S; to every other subsequence. Our proposal reduces the
number of distance calculations by selecting only candidates S; that may be
a match — the trivial matches are discarded on the next stage. To select the
candidates we index all subsequences (already represented as a string) in a trie.
For example, consider the subsequences Sy, So, S3 and S4, w = 4 and a = 4,
as shown in Fig. 5. After processed in the first stage, they become Sy = aabd,
Sy = babd, Ss = abda and S, = deca respectively. Figure 6(a) shows how the trie
is built.
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(a) Original time series. (b) PAA representantion.

F:ig. 5. Sym‘tzolic conversion process of t}le subsequences S1, S2, S3 and Ss to the strings
S1 = aabd, S2 = babd, S3 = abda and Sy = dcca.

An exact search on the trie would return candidates faster, but some can-
didates S; that are a match could be discarded. If we search for candidates of
§1, although Sy is probably a match, it would not be selected. To solve this
problem, we modified the exact search on the trie to a range-like search. On the
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exact search, when the algorithm is processing the j** element of gq (§q 7D,
it only visits the path of the trie where Nodesympor = S’q [4]- In our proposed
approach, we associate numerical values to the symbols. For example, A is equal
to 1, B is equal to 2, and so on. Therefore, we can take advantage of closer
values to compute the similarity when comparing the symbols. On our modified
search, the algorithm also visits paths where |§q [7] = Nodesympor| < 6. That is,
if S,[j] = band § = 1, then the algorithm visits the paths of a, b and ¢ (one
up or one down). As backtracking all possible paths might be computationally
expensive, we exploit pruning of unwanted paths by indexing the elements of
the strings in a non-sequential order. This approach is interesting, because time
series measures over a short period tend to have similar values. For example,
if in a given time there is a b symbol, probably the next symbol might be a, b
or ¢ (even in large alphabets). Taking that into account, we interleave elements
from the beginning and the end of the string, i.e., the first symbol, then the last
symbol, then the second and so on.

Figure 6(a) shows how the modified search behave when searching for candi-
dates to S;. On the first level, S1[1] = A and the algorithm will visit the paths
of the symbols a and b. On the next level, S;[4] = D and it will visit the paths
of ¢ and d. This process is repeated until it reaches a leaf node. In this example,
it will return the candidates §1 and SQ, but .§3 and §4 will not be checked. Fig-
ures 6(a) and 6(b) also show that changing the order of the elements can reduce
the backtracking. If the subsequences were indexed using the sequential order,
our modified search would also visit the path of S5 for at least one more level
(marked in blue), while changing the order, this path is never visited.

S:=babd

Sil]=a S:=abda Si[l]=a

Ses=dcca T TN T —

[a[b]c]d] si2] =
[ a[b[c]d] [alblcd alb[c[d] [a[blc[d] S:31=b
alb[c]d] [a[b[c]d a[b[c]d alb[c[d] siB1=b EEl.ﬂ [a]b]c]d] EEl [a[b]c[d] s:i41=d

Si S
(a) Non—sequentlal order mdexmg. (b) Sequential order mdexmg.

Fig. 6. By selecting candidates using our modified search, the algorithm backtracks
only on nodes of the strings Sy and S» paths. Creating the trie index using normal
order increases the backtracking, since the algorithm visits part of the string Ss path
(Color figure online).

On the last stage, after obtaining a list of candidates for each S,, we calculate
the distance between S, and S; on the original time series domain, discarding
trivial matches of S;. We also make sure that the K-Motifs satisfy Definition 5

Algorithm 1 shows how to use the TrieMotif algorithm to locate the top K-
Motifs. First, all subsequences .S; are converted into a symbolic representation S,
and every 5’1- is indexed into a trie index. Through the Trie index, we can reduce
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the number of non-trivial match calculations by generating a set C' of the possible
candidates for every S;. Then, we check on the original time series domain if the
subsequences C; in C satisfies D(S;,C;) < R and it is not a trivial match. Since
it is not possible to know the top K most frequent motifs before computing every
subsequence, we store the motif on a list (ListO f Motif). As the last step of the
algorithm, it is needed to check if the top K-Motifs satisfies Definition 5. To
do so, we sort ListO fMotif by the decreasing number of non-trivial matches.
Thus, the most frequent motifs appear at the list head. Thereafter we iterate
through the sorted ListOfMotif and whenever F1%} satisfies Definition 5, we
insert F{?} in the result set TopK Motif, otherwise F{%} is discarded.

To improve the efficiency of the method, we also calculate every distance
using the “early abandonment” approach. Note that, although we presented a
method to symbolic represent time series subsequences, it is possible to use others
symbolic representations, such as the SAX algorithm. In those cases, provided
that the distance function is the Euclidean one, it is possible to take advantage
of the low complexity of the MIN DIST and discard calculations on the original
time series whenever MINDIST(S,, S;) > R, since the MINDIST is a lower
bound to the Euclidean distance.

4 Synthetic Data Analysis

To validate our method, we performed tests on a synthetic time series generated
by random walk of size m = 1,000. We also embedded a motif of size 100 in
four different positions of the time series. Figure 7(a) shows the planted motif
and its variants. The motifs were planted on positions 32, 287, 568 and 875, as
shown in Fig. 7(b). We ran the TrieMotif using the bin discretization method
with n = 100, R = 2.5, w = 16, a = 4 and § = 1. As expected, the TrieMotif
was able to successfully find the motif on the planted positions.

Knowing that our method is able to find motifs, we made a series of exper-
iments varying the length of the time series to evaluate the method efficiency.
We compared our method with the brute force algorithm and with a Random
Projection method, since it used extensively and is the basis of others algorithms

Original Motif ——

27 Variation 1 40 b
Variation 2 Time Series
3 Variation 3 60 Motif
0 10 20 30 40 50 60 70 80 90 100 0 100 200 300 400 500 600 700 800 900 1000
Time Time
(a) Planted motif and its variants. (b) A random walk time series with the implanted motif

marked in blue.

Fig. 7. Planted motifs into a longer dataset for evaluation tests.
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Algorithm 1. K-TrieMotif Algorithm.
Input: T, n, R, w, a, §, K
Output: List of the top K-Motif

1: ListOfMotif «— ()

2: for all Subsequence S; with size n of T' do
3 S — ConvertIntoSymbol(S;, w, a)

4: Insert SA'Z in the Trie index

5: end for

6: for all Subsequence 5'1 of T do

7:  C «— GetCandidatesFromTrie(S;, §)

8  MotifS «— 0

9: for all C; € C do
10: if NonTrivial Match(S;, C;, R) then
11: Add Cj to MotifS
12: end if
13:  end for
14:  Insert MotifS in the ListO fMotif
15: end for

16: Sort ListOfMotif by size in decreasing order

17: TopKMotifs < ()

18: k0

19: for all (F'" € ListOfMotif) and (k < K) do

20:  if (Distance(F1, F1%) < 2R), VF € TopK Motif then
21: Discard F1%

22: else

23: Insert F{} in TopK Motif
24: k++

25: end if

26: end for

27 return TopK Motif

in the literature. We searched for motifs of size n = 100 and used the Euclidean
distance. For both Random Projection and TrieMotif we used the same parame-
ters for the discretization, @ = 4 and w = 16. We ran the Random Projection
with 100 iterations. For the TrieMotif, we used both bin and SAX representa-
tions with § = 1. We varied the time series length from 1,000 to 100, 000. Each
set of parameters were tested using 5 different seeds for the random walk. All
tests were performed 5 times, totalizing 25 executions. The wall clock time and
memory usage measurements were taken from these 25 runs of the algorithm.
The presented values correspond to the average of the 25 executions. As it is
too time consuming, the brute-force algorithm was not executed for time series
with lengths above 40,000. The experiments were performed in an HP server
with 2 Intel Xeon 5600 quad-core processors with 96 GB of main memory, under
CentOS Linux 6.2. All methods (TrieMotif, Random Projection and Brute-force)
were implemented using the C++ programming language. The time spent com-
parison is shown in Fig. 8(a) and the memory usage is shown on Fig. 8(b).
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Fig. 8. Comparison of the TrieMotif with brute force and random projection.
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Fig. 9. Comparison of the number of visited nodes on the trie index using sequential
and non-sequential order.

As expected, both Random Projection and TrieMotif performed better than
the brute-force approach. For time series of length below 10,000, both Random
Projection and the TrieMotif had similar performance. However, as the time
series length grows, the TrieMotif presented a increasingly better performance.
This result is due to the fact that TrieMotif selects only the candidates that
are probable matches for a motif, reducing the number of unnecessary distance
calculations. TrieMotif also presents better performance using SAX because the
interval of values is different for each symbol. The symbols corresponding to val-
ues near 0 are smaller and therefore, less candidates are selected. The TrieMotif
also consumes less memory than the Random Projection, since the Random
Projection algorithm needs at least m? memory for the collision matrix. From
Fig.8(b), we can see that the memory requirements of our method is significantly
less demanding than Random Projection, requiring 10 times less memory than
the state of the art (the Random Projection approach).

We also checked the differences between indexing the subsequences in sequen-
tial and non-sequential order. For this test we counted the number of nodes vis-
ited for each query on the trie index varying the query size. We executed the
queries for every subsequence of the random walk time series. The presented
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values correspond to the average these executions. Figure9 shows that the
TrieMotif algorithm visited less nodes when using non-sequential order indexing.

5 Real Data Analysis

We also performed experiments using data from real applications. For this eval-
uation, we extracted time series from remote sensing images with two different
spatial resolution. The spatial resolution of a remote sensing image specifies
the size of the area that the pixel represents on the earth surface. On the first
experiment, we extracted data from AVHRR/NOAA! images, a low spatial res-
olution image with a spatial resolution of 1 kilometer, i.e., each pixel represents
an area of 1km x 1km on the ground. The AVHRR/NOAA images correspond to
monthly measures of the Normalized Difference Vegetation Index (NDVT), which
indicates the soil vegetative vigor represented in the pixels of the images and is
strongly correlated with biomass. We used images of the Sdo Paulo state, Brazil
(Fig. 10), corresponding to the period between April 2001 and March 2010. From
these images, we extracted 174,034 time series of size 108. Each time series corre-
sponds to a geographical point in Sao Paulo state, excluding the coastal region.
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Fig. 10. State of Sao Paulo, Brazil.

In order to find the motifs in the time series database, we submitted all the
time series to the TrieMotif algorithm, generating a single index. The Sao Paulo
state is one of the greatest producers of sugarcane in Brazil. In this work, we

! Advanced Very High Resolution Radiometer/National Oceanic and Atmospheric
Administration.
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Fig. 11. Top 4-Motif for the Sdo Paulo state area.

consider a complete sugarcane cycle of approximately one year, each starting
in April and ending in March. We looked for the top 4-Motifs of size n = 12
(annual measures). We ran the TrieMotif algorithm using bin discretization with
R =15 w=4,a=4and é§ = 1. The experiments were performed using the
same computational infrastructure of the synthetic data.
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Fig. 12. The Sao Paulo state was divided into 5 regions of interest. Region 1 (purple)
corresponds to water/cities, Region 2 and 3 (blue and green respectively) to a mixture of
crops and grassland, Region 4 (yellow) is sugarcane crop and Region 5 (red) corresponds
to forest. The black lines represent the political counties of the state. The south of the
state is a forest nature federal reserve (Color figure online).

Figure 11 shows the top 4-Motifs for the Sao Paulo state. The plots are not
z-normalized due to the experts restrictions for analyzing them. As expected,
the two most frequent patterns (Figs.11(a) and 11(b)) have a behavior similar
to a sugarcane cycle, with high values of NDVI on April and low values on
October. This behavior is due to the fact that sugarcane harvesting begins in
April, when the NDVI slowly starts to decrease. On October, the harvest finishes
and the soil remains exposed, when the NDVI has the lowest value. From October
to March, the sugarcane grows and the NDVI increases again. This pattern
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lRegion[ Color [# of Series[ Represents

1 Purple| 2,804 Water and Cities
Blue | 55,815 Grassland and
Green | 50,785 Perennial Crops
Yellow| 48,301 Sugarcane crops

Red 16,329 Forest

N | W

Fig. 13. Number of time series in each region of interest.

was found on almost every area of the Sdo Paulo state and according to the
experts was not a coherent result. To overcome this problem, we divided the
Sao Paulo state into 5 regions of interest as shown in Fig. 12. The regions were
obtained through a clustering algorithm and the results were analyzed by experts
in the agrometeorology and remote sensing fields. According to the experts, the
region 1 found by the algorithm corresponds to water and urban areas, regions
2 and 3 correspond to a mixture of crops (excluding sugarcane) and grassland,
region 4 corresponds to sugarcane crops and region 5 to forest. Figure 13 shows a
summary of each region of interest and the number of time series in each region.
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Fig. 14. Top 4-Motif for region of interest 1.
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Fig. 15. Top 4-Motif for region of interest 2.

Figures 14, 15, 16, 17 and 18 show the top 4-Motif for each region of interest.
Once again, the plots are not z-normalized due to the experts restrictions for ana-
lyzing them. The 1-Motif found on region 1 (Fig.14(a)) has a pattern with low
values and variation, which experts say correspond to urban regions. The other
Motifs found in region 1 (Figs. 14(b), (c) and (d)) have a pattern that corresponds
to water regions. Figures 15 and 16 show patterns with a higher value of NDVI
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Fig. 16. Top 4-Motif for region of interest 3.
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Fig. 17. Top 4-Motif for region of interest 4.
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Fig. 18. Top 4-Motif for region of interest 5.

and with a high variation, which experts attribute to agricultural areas. The top
3-Motifs found on region 4 (see Figs.17(a), (b) and (c¢)) is clearly recognized by
agrometeorologists as a sugarcane cycle. Figure 18 shows a pattern with high val-
ues of NDVI and low variations, corresponding to the expected forest behavior,
where the NDVT follows the local temperature variation.

The results obtained by the TrieMotif algorithm on the most prominent
regions confirmed the correctness of the algorithm. However, the most interesting
results correspond to patterns that were not expected by the experts. According
to them, for some regions, the 4-Motifs found do not resemble the previously
known patterns. The 4-Motifs found on both regions 2 and 3 (Figs. 15(d) and
16(d) respectively) indicates the presence of sugarcane and the 4-Motif found on
region 4 (Fig.17(d)) does not resemble a sugarcane cycle. This result indicates
the need for a further inspection in the areas where these patterns occur.

On the second experiment, we used data extracted from MODIS? images.
Each pixel in a MODIS image represents an area of 250 m x 250m, thus a higher
spatial resolution. MODIS images correspond to biweekly NDVI measures. We
used images of the Sao Paulo state, Brazil, corresponding to the period between

2 Moderate-Resolution Imaging Spectroradiometer.
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April 2004 and March 2005. Since MODIS images have a higher spatial resolution
than AVHRR/NOAA images, they allow a better analysis of certain regions. We
focused our analysis only on sugarcane crops regions and we extracted 40,133
time series of size 24. We ran the TrieMotif algorithm using bin discretization
with R = 1.5, w = 4, a = 4 and § = 1. This time, we looked for the top 8-
Motifs of size n = 24, annual measures for the MODIS images time series. The
experiments were performed using the same computational infrastructure of the
synthetic data.
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Fig. 19. Top 4-Motif for region of interest 1.

The results are shown on Fig. 19. As expected, the most frequent motif was
a sugarcane cycle pattern (Fig.19(a)) with high values of NDVI on April and
low values on October. This time, the experts were also able to identify regions
with different harvest periods (Figs.19(b), (d) and (e)). And once again, they
were able to spot regions with unexpected frequent patterns. Figure 19(f) shows
a region where there was a problem with the sugarcane crop on March and
Figs. 19(c), (g) and (h) show regions that might not be sugarcane regions.

6 Conclusions

Finding patterns in time series is highly relevant for applications where both the
antecedent and the consequent events are recorded as time series. This is the
case of climate and agrometeorological data, where it is known that the next
state of the atmosphere depends in large amount of its previous state. Today,
a large network of sensing devices, such as satellites recording both earth and
solar activities, as well as ground-based whether monitoring stations keep track
of climate evolution. However, the large amount of data and their diversity makes
it hard to discover complex patterns able to support more robust analyzes. In
this scenario, is very important to have powerful and fast algorithms to help
analyzing that data.
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In this paper we presented the TrieMotif, a technique that provides, in an
integrated framework, an automated technique to extract frequent patterns in
time series as K-Motifs. It reduces the resolution of the data, speeding up the
sub-sequence comparison operations, indexes them in a trie structure and adopts
heuristics commonly employed by the meteorologists to prune from the similarity
search operations those branches that do not represent interesting answers. In
this way, our technique is able to select only candidate subsequences that have
high probability to match a motif, thus reducing the number of comparisons
performed.

Experiments performed over data from both synthetic and real applications
showed that our technique indeed perform in average 3 times faster them the
state of the art approach (Random Projection), including the best methods pre-
viously available. It also requires less memory, and the experiments revealed that
it requires up to 10 times less memory than the competitor methods. For a qual-
itative analysis, we presented the results to experts in the field (meteorologists),
whom confirmed that the results are indeed correct and useful for their day-to-
day activities to process climate data. For future works, we intend to explore
data from larger regions, as the whole Brazil and South America. We also intend
to explore data from different sensors in order to evaluate improvements that
may be needed on sugarcane crop regions.
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Abstract. Predicting the fix time (i.e. the time needed to eventually
solve a case) is a key task in an issue tracking system, which attracted
the attention of data-mining researchers in recent years. Traditional
approaches only try to forecast the overall fix time of a case when it
is reported, without updating this preliminary estimate as long as the
case evolves. Clearly, the actions performed on a case can help refine
the prediction of its (remaining) fix time, by using Process Mining tech-
niques, but typical issue tracking systems lack task-oriented descriptions
of the resolution process, and store fine-grain records, just registering case
attributes’ updates. Moreover, no general approach has been proposed
in the literature that fully supports the definition of high-quality derived
data, which were yet proven capable to improve prediction accuracy con-
siderably. A new fix-time prediction framework is presented here, along
with an associated system, both based on the combination of two kinds
of capabilities: (i) a series of modular and flexible data-transformation
mechanisms, for producing an enhanced process-oriented log view, and
(#) several induction techniques, for extracting a prediction model from
such a view. Preliminary results, performed on the logs of two real issue
tracking scenarios, confirm the validity and practical usefulness of our
proposal.

Keywords: Data mining - Prediction - Business process analysis - Bug
tracking

1 Introduction

Issue tracking systems (a.k.a. “trouble/incident ticket” systems) are widely used
in real collaboration environments, in order to manage, maintain and help resolve
various issues arising within an organization or a community.

An important problem in such a context concerns the prediction of the fix
time, i.e. the time needed to solve a case. Several data-mining works [1,9,10]
recently approached this problem in the specific field of bug tracking systems, a
popular sub-class of issue tracking systems, devoted to support the notification
and fixing of bugs affecting some software artifact, within a software develop-
ment/maintenance community.
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J. Cordeiro et al. (Eds.): ICEIS 2014, LNBIP 227, pp. 108-128, 2015.
DOI: 10.1007/978-3-319-22348-3_7



An Approach to the Discovery of Accurate and Expressive Fix-Time 109

The approaches proposed so far mainly try to induce discrete (i.e. classification-
oriented) or continuous (i.e. regression-oriented) predictors from historical bug
logs, by resorting to classical propositional prediction methods, and simply regards
each bug case as a tuple, encoding all information available when the bug was ini-
tially reported, and labelled with a discrete or numerical (target) fix-time value.
Therefore, all the data recorded along the life of a bug/issue case (e.g., changes
made to properties like its priority, criticality, status, or assignee) are completely
disregarded, despite they could turn useful for refining, at run-time, the prediction
of (remaining) fix times.

The discovery of predictive (state-aware) process models [4,5,13] is a young
line of research in the field of Process Mining. Unfortunately, the approaches
developed in that field assume that log records be mapped to well-specified
process tasks, which are, instead, hardly defined in real bug/issue systems, where
the logs only store the sequence of changes made to a case’s attributes. In fact,
despite many systems support the design of workflows, these are rarely used in
real applications. Moreover, different repositories tend to exhibit heterogeneous
data schemes, even if developed over the same platform (e.g., Bugzilla).

In this work, we right attempt to overcome the limitations of current solu-
tions by proposing a novel approach to the discovery of (state-aware) fix-time
prediction models, out of low-level bug/issue logs, which can fully exploit all
information stored in the form of both case attributes and attribute modifica-
tion records. In order to reach a suitable abstraction level over case histories, a
modular set of parametric data-transformation methods is defined, which allow
to convert each case into a process trace (with update records abstracted into
high-level activities), and to possibly enrich these traces with derived/aggregated
data. In particular, the analyst is offered the possibility to effectively exploit tex-
tual descriptions, by summarizing them into a lower-dimensional concept space,
with the help of SVD-based techniques. A high-quality process-oriented view of
log data is so obtained, which can be analyzed with predictive process mining
methods, to eventually induce a predictive process model, capable of supporting
fix-time forecasts, at run-time, for future cases. The approach has been imple-
mented into a system, provided with an integrated and extensible set of data-
transformation and predictive learning tools, along with a series of functionalities
for browsing, evaluating and analysing the discovered process models.

The remainder of the paper is organized as follows. After discussing rele-
vant related works in Sect. 2, we introduce some basic concepts and notation in
Sect. 3. Several core event manipulation methods and trace manipulation ones
are presented in Sects. 4 and 5, respectively. Section 6 illustrates the whole app-
roach to the discovery of predictive fix-time models, while Sect.7 its current
implementation. We finally discuss a series of tests in Sect.8, and draw a few
concluding remarks in Sect. 9.
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2 Related Work

As mentioned above, previous fix-time prediction works focus on the case of
bug tracking systems, and resort to classical learning methods, conceived for
analyzing propositional data labelled with a discrete or numerical target.

Random-forest classifiers and linear regressors were trained in [9] and in [1],
respectively, in order to predict bug lifetimes, using different bug attributes
as input variables. Different standard classification algorithms were employed
instead in [10] to the same purpose. Decision trees were also exploited in [7], in
order to estimate how promptly a new bug report will receive attention. Stan-
dard linear regression was also used in [8] to predict whether a bug report will
be triaged within a given amount of time.

As mentioned above, none of these approaches explored the possibly of imp-
roving such a preliminary estimate subsequently, as long as a case undergoes
different treatments and modifications. The only (partial) exception is the work
in [10], where some information gathered after the creation of a bug is used
as well, but just for the special case of unconfirmed bugs, and till they were
definitely accepted. Conversely, we want to exploit the rich amount of log data
stored for bug/issue cases (across their entire life), in order to build a history-
aware prediction model, capable of providing accurate run-time forecasts for the
remaining fix time of new (unfinished) cases.

Predicting processing times is the goal of an emerging research stream in
the field of Process Mining, which specifically addresses the induction of state-
aware performance model out of historical log traces. In particular, the discovery
of an annotated finite-state model (AFSM) was proposed in [13], where the
states correspond to abstract representations of log traces, and store processing-
time estimates. This learning approach was combined in [4,5] with a predictive
clustering scheme, where the initial data values of each log trace are used as
descriptive features for the clustering, and its associated processing times as
target features. By reusing existing induction methods, each discovered cluster
is then equipped with a distinct prediction model — precisely, an AFSM in [4],
and classical regression models in [5].

Unfortunately, these Process Mining techniques rely on a process-oriented
representation of system logs, where each event refers to a well-specified task;
conversely, common bug tracking systems just register bug attribute updates,
with no link to resolution tasks. In order to overcome this limitation, we want
to help the analyst extract high-level activities out of bug/issue histories, by
providing her/him with a set of data transformation methods, tailored to fine-
grain attribute-update records, like those stored in typical bug/issue tracking
systems.

The effectiveness of derived data in improving fix-time predictions was pointed
out in [2], where a few summary statistics and derived properties were computed
for certain Bugzilla repositories, in a pre-processing phase. We attempt to gen-
eralize such an approach, by devising an extensible set of data transformation
and data aggregation/abstraction mechanisms, allowing to extract and evaluate
such derived features from a generic bug/issue resolution trace.
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3 Basic Concepts and Notation

We next illustrate the structure and main characteristics of issue/bug resolution
logs, which are the source for extracting a process-oriented fix-time prediction
model.

For the sake of concreteness, let us focus on the structure of bug reposito-
ries developed with Bugzilla (http://www.bugzilla.org), a general-purpose bug-
tracking platform, devoted to support people in various bug-related tasks — e.g.,
keep track of bugs, communicate with colleagues, submit/review patches, and
manage quality assurance (QA). We pinpoint that this choice does not limit
the generality of our approach, since similar strategies take place in most real
bug/issue -tracking applications.

Usually bug/issue resolution tasks are carried out in an unstructured fashion,
without being enforced by a prescriptive process model. Such applications mainly
looks like a repository, where an extensible set of attributes are kept for a case
(concerning the resolution of a bug/issue), and possibly updated along the entire
life of that case.

For example, in the Bugzilla repository of project Eclipse (also used in our
tests), the main attributes associated with each bug b are: the status and
resolution of b; who entered b into the system (reporter); the last solver b was
assigned to (assignee); the component and product affected by b; b’s severity’s
and priority’s levels; a milestone; the list of users to be kept informed on b’s
progress (CC); the lists of other bugs depending on b (dependsOn), and of related
documents (seeAlso).

Some attributes (e.g., reporter) are static, whereas others (e.g., assignee,
status, resolution) may change while a case evolves. In particular, the status
of a bug b may take the following values: unconfirmed (i.e. b was reported by an
external user, and it must be confirmed by a project member), new (i.e. b was
opened/confirmed by a project member), assigned, resolved (i.e. a fix was made
to b, but it needs to be validated), verified (i.e. a QA manager has validated
the fix), reopened (if the last fix was insufficient), and closed. For a resolved bug
b, the resolution field may take one of these values: fized, duplicate (i.e. b is
a duplicate of another bug), works-for-me (i.e. b has been judged unfounded),
invalid, won’t-fiz.

In any Bugzilla repository, the whole history of a bug is stored as a list of
update records, all sharing the same structure, which consists five predefined
fields (in addition to a bug identifier): who (the person who made the update),
when (a timestamp for the record), what (the attribute modified), removed (the
former value of that attribute) and added (the newly assigned value).

Figure 1 reports, as an example, all the update records of a single Ecplise’s bug.

Traces and Associated Data. The contents of a bug/issue tracking repository
can be viewed as a set of traces, each storing the sequence of events recorded
during a case. As explained above, each of these events concerns a modification
to a case attribute, and takes the form of the records in Fig. 1.
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Who When What Removed Added

svihovec | 2012-06-20 10:12:27 EDT |CC margolis, svihovec
Target Milestone --- 0.8.1 Final

jinfahua | 2012-06-20 22:21:22 EDT|[CC jinfahua, pfyu
Assignee edt.ide.ui-inbox | songfan

pfyu 2012-06-21 03:52:44 EDT || Attachment #217671 Flags review?

svihovec | 2012-06-21 11:09:34 EDT |CC jspadea, jvincens

pfyu 2012-06-25 05:04:17 EDT | CC WXWU

jspadea |2012-07-02 10:26:15 EDT || Assignee songfan jspadea

jspadea ||2012-07-02 15:21:21 EDT || Status NEW RESOLVED
Resolution - FIXED

lasher 2012-07-18 15:27:24 EDT || Attachment #218182 Flags iplog+

mheitz |[2013-01-03 10:44:55 EST | Status RESOLVED CLOSED

Fig. 1. Activity log for a single Bugzilla’s bug (whose ID is omitted for brevity).
Row groups gather “simultaneous” update records (sharing the same timestamp and
executor).

Let E be the universe of all possible events, and 7 be the universe of all
possible traces defined over them. For any event e € E, let who(e), when(e),
what(e), removed(e), and added(e) be the executor, the timestamp, the attribute
modified, the former value and new value stored in e, respectively. In the case
of Bugzilla repositories, each of these dimensions just corresponds to a label.
This does not happen, however, in other issue tracking systems, where an event
record can encode a change to multiple attributes, and gather different kinds
of information on the organizational resource involved (e.g., her/his role, team,
department, etc.). In such a case, the representation of log events can be gener-
alized, by letting who(e), when(e), what(e), removed(e), and added(e) take the
form of a tuple (over some suitable attribute space).

For each trace 7 € T, let len(7) be the number of events in 7, 7[i] be the i-th
event of 7, for any ¢ = 1 .. len(7), and 7(i] € T be the prefiz trace gathering the
first ¢ events in 7.

Prefix traces have the same form as fully unfolded ones, but only represent
partial case histories. Indeed, the prefix traces of a case depicts the evolution of
the case across its whole life. For example, the activity log of Fig. 1 (which just
stores the history of one bug) will be represented as a trace 7., consisting of 12
events, one for each of the update records (i.e. rows of the table) in the figure;
in particular, for the first event, it is who(7e,[1]) = svihovee, what(7.,[1]) = CC,
added(7e;[1])) = {margolis, svihovec}.

As mentioned above, typical tracking systems store several attributes for each
case (e.g., reporter, priority, etc.), which may take different values during its
life. Let Fy, ..., F}, be all of the attributes defined for a bug. Then, for any (either
partial of completed) trace 7, let data(7) be a tuple storing the updated values
of these attributes associated with 7 (i.e. the values taken by the corresponding
case after the last event of 7), and data(7)[F;] be the value taken by F; (for
i1 =1.n).

Finally, a log L is a finite subset of 7, while the prefix set of L, denoted by
P(L), is the set of all possible prefix traces that can be extracted from L.
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Fiz-time Measurements and Models. Let i : 7 — R be an unknown function
assigning a fix-time value to any (sub-)trace. The value of jir is known over
all P(L)’s traces, for any given log L; indeed, for any trace 7 and prefix 7(i],
it is fp(7(i)) = when(r[len(r)]) — when(7[i]). For example, for the trace 7., (2]
encoding the first 2 events in Fig. 1, it is [ip (7, (2]) = when(7[12]) —when(7[2]) =
197 days.

A Fiz-time Prediction Model (FTPM) is a model for estimating the remaining
fix time of a case, based on its current trace. Learning such a model, which
approximates the unknown function piw, is an induction task, where log L plays
as the training set, and the value fip(7) of the target measure is known for each
(prefix) trace 7 € P(L).

4 Event Manipulation Operators

In the discovery of an F'T PM model we want to consider both case histories (i.e.
all sequences of update records) and case properties (e.g., the affected product,
severity level, reporter). To this end, we will regard some of the actions performed
on a case as a clue for the activities of an unknown (bug/issue resolution) process,
in order to eventually exploit Process Mining techniques. In fact, simply defining
such activities as all possible changes to the status of a case would lead to
discarding relevant events, such as the (re-)assignment of the case to a solver,
or the update of key properties (like its severity, criticality, or category). On the
other hand, we do not either want to look at all attribute updates as resolution
tasks, since many of them are hardly linked to fix times, and they may even
produce a noise-like effect on the discovery of fix-time predictors.

4.1 Activity-Oriented Event Abstraction

An event abstraction function « is a function mapping each event e € E to an
abstract representation «(e), which captures relevant facets of the action per-
formed. In current process mining approaches, log events are usually abstracted
into their associated tasks, possibly combined with other properties of them
(e.g., their executors), under the assumption that the events correspond to the
execution of work-items, according to a workflow-oriented view of the process
analyzed.

In our framework, such a function « is intended to turn each issue/bug -
tracking event into a high-level bug/issue-resolution activity, by mapping the
former to a label that captures well its meaning. Since only attribute-update
events are tracked, the analyst is allowed to define this function in terms of their
fields (i.e. who, when, what, added, and removed).

The default instantiation of «, denoted by @ and conceived for Bugzilla’s
records, is defined as follows (with + denoting string concatenation):

ae) = what(e)+ “="+added(e), if what(e) € {status,resolution} (1)
ae) = “A”4what(e), otherwise
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This particular definition of « focuses on what attribute was modified, while
abstracting any other event’s field (namely, who, when, removed, and added); as
an exception, the assigned value is included in the abstract representation when
the update concerns the status or resolution, as such information, character-
izing the state of a bug, can improve fix-time predictions. For example, for the
first two events of trace 7., (gathering all the records in Fig. 1), it is @(7e,[1]) =
ACC, and @(7e;[2]) = ATargetMilestone, while the activity label of the last
event (7;[12]) is status:=closed.

Different event abstraction functions can be defined by the analyst, in order to
focus on other facets of bug activities, or to change the level of detail, depending
on the specific bug attributes (and associated domains) available in the applica-
tion scenario at hand. For instance, with regard to the scenario of Sect. 3, one may
refine the representation of severity-level changes by defining two distinct activ-
ity labels for them, say ASeverity-Eclipse and ASeverity-NotEclipse, based
on the presence of substring “eclipse” in the e-mail address of the person who
made the change.

4.2 Macro-Events’ Restructuring

In real bug tracking environments, multiple fields of a case are often modified
in a single access session, and the corresponding activity records are all stored
with the same timestamp, in a rather arbitrary order. For example, in our tests,
we encountered many cases where the closure of the bug (i.e. an event of type
status:=closed) preceded a “contemporaneous” change to the assignee (or a
message dispatch).

Regarding each set of contemporaneous events as one macro-event, the ana-
lyst can define three kinds of data-manipulation rules, in order to rearrange them
based on their fields: (i) a predominance rule, assigning different relevance levels
to simultaneous events (with the ultimate aim of purging off less relevant ones);
(i) a set of merging rules, indicating when two or more contemporaneous events
(with the same predominance level) must be merged together, and which activity
label must be assigned to the resulting aggregated event; (iii) a set of sort rules,
specifying an ordering relation over (non-purged and non-merged) simultaneous
events.

Any combination of the above kinds of rules will be collectively regarded,
hereinafter, as a macro-event criterion. The default instantiation of this crite-
rion, tailored to Bugzilla’s bugs, is summarized in Table 1, where each event is
given a “predominance” level, only based on what attribute was updated in the
event. Such levels acts as a sort of priority score in the selection of events (the
lower the level, the greater the priority): an event is eventually kept only if there
is no simultaneous event with a lower level than it. In particular, events involv-
ing a change to the status or resolution hide assignee/priority/severity
updates, which, in their turn, hide changes to the milestone or CC.

A merging rule is defined in Table1 only for 1-level simultaneous events,
which states that, whenever the status and resolution of a bug are modified
contemporarily, the respective events must be merged into a single macro-event,
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which is labelled with the concatenation of their associated activity labels. For
example, this implies that the ninth and tenth events in Fig. 1 will be merged
together, and labelled with the string “state:=resolved + resolution:=fized”.

Also the default sort rule (shown in the table as an ordering relation <) only
depends on the what field, and states that events involving attribute milestone
must precede those concerning CC, and that priority (resp., severity) updates
must precede severity (resp., assignee) ones. In this way, e.g., the first two
events in Fig. 1 will be switched with one another.

Table 1. Default macro-event criterion: predominance, merging and sort rules over
simultaneous events. No merging rules for levels 2 and 3, and no sort rules for level-1
events are defined.

Predominance levels Merging rules Sort rules
(lev.) | (bug attributes) (macro-event activity label) | (ordering relation)
1 status, resolution a({-, -, status, _, )+ “+”
+ a({, -, resolution, _, _))
2 priority, severity, — priority<severity<assignee
assignee
3 milestone, CC — milestone<<CC

Ezxample 1. Let us apply all default log abstraction operators introduced above
(i.e. the event abstraction function in Eq.1 and the macro-event criterion of
Table 1) to the bug trace 7., encoding the events in Fig. 1. For the sake of concise-
ness, we only consider events involving the attributes in Table 1. The resulting
trace 7., consists of 8 events, which are associated with the following activ-
ity labels, respectively: [y=“Amilestone”, l;=“ACC”, I3= “Aassignee”, I4=
“ACC”, ls= “ACC”, lg= “Aassignee”, ;= “status:=resolved+resolution:=
fized”, lg= “status := closed”, where I; denotes the activity label of 7. _[i], for
i €{1,...,8}. The respective timestamps (at 1-hour granularity) of these events
are: t1 = to =(2012-06-20 10EDT), t3 =(2012-06-20 22EDT), t4 =(2012-06-21
11EDT), t5 =(2012-06-25 05EDT), ts =(2012-07-02 10EDT), t; =(2012-07-02
15EDT), tg =(2013-01-03 11EST). <

5 Trace Manipulation Operators

By applying the event manipulation operators introduced in the previous section,
each bug history can be turned into a “process trace”, i.e. a sequence of resolution
tasks. In order to profitably apply process-oriented prediction techniques, such
a trace must be converted into some abstract state-oriented form, capturing
somewhat the stage reached by the corresponding bug case along the resolution
process. On the other hand, the accuracy of fix-time prediction can be empowered
by taking advantage of context information stored for each case, in the form of
native or derived trace attributes. These two issues are discussed in details next,
in two separate subsections.
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5.1 State-Oriented Trace Abstraction

For each trace 7, a collection of relevant prefixes (i.e. sub-traces) rp(7) is selected,
in order to extract an abstract representation for the states traversed by the
associated bug, during its life. Two strategies can be adopted to this end, named
event-oriented and block-oriented. In the former strategy all possible 7’s prefixes
are considered, i.e. rp(7) = {7(i] | ¢ = 1...len(7)}, whereas in the latter only
prefixes ending with the last event of a “macro-activity” are selected, i.e. rp(7) =
{7(]] | 1 <i<len(r) and when(r[j]) > when(r[i]) Vj € {i+1,...,len(T)} }.
Independently of the selection strategy, each trace 7/ in rp(7) is turned into
a tuple state®(7’), whose attributes are all the abstract activities produced by a
given event abstraction function « (e.g., that in Eq. 1). The value taken by each
of these activities, say a, is denoted by state(7')*[a] and computed as follows:

state®(7")[a]= SUM({ 6(7'[1]) | a(7'[i]) = a for i = 1..len(7")}) (2)

where § is a function assigning an integer weight to each event, based on its
properties; by default it is (i) d(e) = |added(e)|, if e is not an aggregation of
multiple simultaneous events (i.e. it corresponds to one raw update record) and
e involves a multivalued attribute (like CC, seeAlso), or (ii) 6(e) = 1 otherwise.

Any prefix trace 7/ is hence encoded by an integer vector in the space of the
abstract activities extracted by «, where each component accounts for all the
occurrences, in 7/, of the corresponding activity. Such a vector captures the state
of a bug (at any step of its evolution) through a summarized view of its history.

Ezample 2. Let us consider the trace 7., shown in Example 1. The unfolding of
this trace gives rise to 8 distinct prefix sub-traces, denoted by 7., (1], 72.(2], - - .,
7..(8]. Five abstract activities occur in these traces:

a1=“Amilestone”,

GQZ“ACC”,

az="“Aassignee”,
as=“status:=resolved+resolution:=fired”,

as="“status :=closed”.

As concerns trace abstractions, all components of state®(7.,(1]) (i.e. the tuple
encoding the state reached after the first step) are 0 but that associated with a;
and ay, which are state®(7.,(1])[a1] = 1, and state®(7.,(1])[az] = 2. If using the
event-oriented strategy, the above traces will generate 8 state tuples:

)=
state® (Téx(?)]) <1,4,1,0,0> state® ( -(4))=(1,5,1,0,0),
state® (Téz( ]) (1,5,2,1,1). <

Such a state-oriented representation of a log L will be eventually exploited
to induce a fix-time prediction model (i.e. a FTPM) for L, as explained in the
next section.



An Approach to the Discovery of Accurate and Expressive Fix-Time 117

5.2 Insertion of Additional Trace Attributes

In order to possibly improve the accuracy of discovered prediction models, we
want to give the analyst the possibility to inject additional attributes, accounting
for the context where resolution tasks took place.

More specifically, our framework is meant to supports different kinds of oper-
ators for inserting additional data into bug traces, or for transforming a given
(raw or derived) bugs/events attribute, and making it more expressive: (i) indica-
tors’ derivation operators, (ii) attribute enrichment operators, and (iii) attribute
summarization operators.

Indicators’ Derivation. The first kind of operators is essentially meant to com-
pute some statistics over some suitable trace collection. In fact, the insertion of
such additional data was already considered in previous bug analysis works [8,9].
We defined five standard indicator derivation operators, which allow for auto-
matically inserting the following fields into each given trace 7, respectively:
(i) a workload measure indicating the overall number of cases currently opened
in the system globally, and several variants of it, computed over specific groups
of cases (e.g., all bugs regarding the same product version, component or OS as
7); (%) an analogous collection of counters for the cases fixed in the past year
(globally, and for the version/component/OS associated with 7); (i) a “rep-
utation” coefficient, computed for the reporter of 7 as in [2]; (i) the average
fix time for various groups of related cases (e.g., all bugs concerning the same
project or reporter as 7) and closed in the past year; (v) several seasonality
dimensions (such as, week-day, month, and year) derived from the date of the
last event in 7.

Attribute Enrichment. This class of operators is meant to extend the values of an
attribute with correlated information, extracted from the same repository. As a
standard attribute enrichment mechanism, we consider the possibility of replac-
ing users’ identifiers (possibly appearing, e.g., in who fields of bug history records,
or in certain bug attributes) with their respective e-mail addresses — actually,
no further information on people is available in many real bug repositories. To
implement such an operator, a greedy matching procedure was developed, which
founds on comparing any user ID with all the email addresses appearing in var-
ious attributes of the bugs.

Clustering-based Attribute Summarization. These operators aim at reducing the
dimensionality of an attribute by partitioning its domain into classes. In partic-
ular, in order to get an effective level of abstraction over a trace attribute, say F,
we considered the problem of finding a partition of F’s domain exhibiting high
correlation with fix-time measurements, based on a given aggregation hierarchy
H over F. Let dom(F') be the domain of F, and h € N be the height (i.e. the
number of levels) of H. Let also H(4) be the i-th level of H (for i = 0,1...,h),
and values(H, i) be the values forming that aggregation level. Each level of H
corresponds to a partition of dom(F'), with a distinguished aggregation degree;
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in particular, level 0 (H’s leaves) just encodes the raw values in dom(F') without
any aggregation, and level h just consists of one node (H’s root). Such a hierar-
chy may be already available for the attribute (this is the case of email addresses
and software products, which follow an implicit meronomical and taxonomical
scheme, respectively), or it can be computed automatically through clustering
methods. Let Cy be a cut of the given hierarchy H, and values(Cy) be the
associated nodes, i.e. the set of aggregated F’s values identified by Cy. Any
such a cut can be associated with a loss measure, denoted by Loss(Cg), w.r.t.
the target metrics pp, as follows:

> ey e (rllen(r)]) — fip(r, Cn))?
|

Loss(Crr) = P

where [p(7,Cp) is average performance value over all trace prefixes owning
a value of F' that was assigned to the same Cg’s node as 7. An optimal cut
of H is one minimizing this loss measure, among all those satisfying a user-
defined property. A greedy procedure has been implemented in our framework
for computing such a cut, based on a maximal constraint on cut’s size (i.e.
number of nodes in the cut).

Text-oriented Attribute Summarization. In many real application scenarios, bug/
issue handling systems store free-text contents for each case, ranging from notes
to messages. In particular, in the case of Bugzilla’s bug repositories, a summary
field is kept for each bug case, providing a short description of the problem
occurred. Let us assume that the textual contents of any bug 7 are stored into
a vector text(7), encoding a bag-of-word representation for the concatenation of
all 7’s free-text fields, based on classic vector-space model and TF-IDF weights.
Clearly, such a textual description can hold important information on the nature
and characteristics of a bug, and it can help improve the estimation of its fix
time, as pointed out in [6]. However, as the vocabulary used in such descriptions
may be rather large and sparse, extending the attributes of each trace with a
mere bag-of-word view of its text contents will hardly improve the accuracy of
fix-time predictions; indeed, such an overly detailed representation might even
confuse the learner and lead to overfitting and imprecise models.

In order to face this issue, we introduced a further kind of text-oriented
attribute-summarization operators, meant to grasp a concise high-level repre-
sentation of text contents. The standard implementation of this operator class
relies on computing a low-rank approximation of the term-by-bug matrix, based
on Singular Value Decomposition (SVD) techniques [12]. The mapping of cases
to the underlying concept space (i.e., the U matrix in the U x ¥ x V7T factor-
ization of the term-by-bug matrix) is used to build a low-dimensional (and more
abstract) representation of text contents. Such summarized “latent-semantics”
vectors will be used to complement the attributes of each trace, so obtaining a
richer description of the corresponding bug/issue case.
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6 FTPM Discovery Algorithm

This section is meant to offer a summarized view of our whole approach to the
discovery of a Fix-time Prediction Model (FT'PM), based on a given set of raw
bug records.

The approach is illustrated in Fig.2 as a meta-algorithm, named FTPM
Discovery, encoding the main steps of our (process-oriented) data-transformation
methodology, and the eventual application of a predictive induction method to the
transformed log.

The algorithm takes as input a bug/issue tracking repository, storing a col-
lection of records (like those at the beginning of Sect. 3), and some parameters
regarding the application of data-manipulation operators. In order to apply the
abstraction operators introduced in Sect. 4, these data are first turned into a set
of traces (i.e. a log).

Based on a given filtering criterion ®, function filterEvents possibly removes
uninteresting events (e.g., outliers or noisy data), which may confuse the learner.

Function handleMacroEvents allows us to apply a given macro-event crite-
rion I" (like that described in Table 1) to rearrange each group of simultaneous
log events according to the associated predominance, reordering and/or merging
rules.

Steps 4 and 5 are meant to possibly associate each trace 7 with additional
“derived” data, to complement the original contents of data(r) with context
information.

Input: Collection B of bug/issue records, filtering criterion @, a macro-event cri-
terion I, event abstraction function «, and prefix selection strategy S €
{BLOCK, EVENT}

Output: An F'T'PM (Fix-time Prediction Model) for B

Method: Perform the following steps:

1 Convert B into a log L of traces;

L :=filterEvents(L,¢);

L := handleMacroEvents(L, I');

L := deriveTraceAttributes(L);

L :=refineTraceAttributes(L);

if S = BLOCK then

RS={7(i]) | 7€ L,1 <i<len(r),and

when(t[j]) > when(7[i]) Vj € Ns.t.i < j <len(7)};
8 else
9 RS={r({])|T € L,and1 <i<len(r)};

10 end if

11 M := mineFTPM(RS, a);

12 return M.

~N QN bW

Fig. 2. Meta-algorithm FTPM Discovery.
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Basically, function deriveTraceAttributes is devoted to insert new trace
attributes, with the help of indicators’ derivation operators and of attribute
enrichment operators like those defined in the previous section.

Conversely, function refineTraceAttributes is meant to transform a num-
ber of (raw or derived) cases’/events’ attributes, and eventually them into more
expressive ones, by way of attribute-summarization operators.

Steps 6-10 are simply meant to extract a set RS of relevant (sub-)traces out of
P(L), based on the chosen event selection strategy S. RS is then used by function
mineFTPM as a training set, in order to eventually induce an FTPM. To this
end, as explained in Sect. 4, each trace T € RS is converted into a tuple labelled
with the fix-time measurement pup(7), and encoding both the representation
of 7’s state (w.r.t. the given event abstraction function «), and its associated
(augmented) data tuple data(7). More precisely, data(7) and state®(r) are used
as descriptive/input attributes, while regarding the actual remaining-time value
ur(7') as the target of prediction.

At this point, various learning methods (including those mentioned in Sect. 2)
can be used to induce a regression or classification model. Different solutions
for carrying out this task have been implemented in our prototype system, as
described next.

7 The Implemented System

A prototype system was developed to fully implement the approach above, and
support the discovery and analysis of FT PMs. The system allows the analyst
to flexibly and modularly apply all the data-processing operators presented in
this work, in an interactive and iterative way, as well as to define and store (in a
reusable form) new variants of them, according to a template-based paradigm.

The conceptual architecture of the system is shown in Fig. 3. System’s func-
tionalities are organized in three layers, which concern respectively: the storage,
handling and manipulation of log data (Data Management and Processing), the
implementation of core data mining techniques (Data Mining), and the handling
and evaluation the prediction and clustering models found with these techniques
(Models” Management).

The Log Repository Gateway module supports the importation of historical
data stored in a remote bug/issue tracking repository. Its current implementation
allows for connecting to the web interface of any Bugzilla repository, and con-
verting the histories of selected bugs into bug traces. The imported log, possibly
cleaned according to suitable filtering rules, is stored in the Event Log archive.

The Event Manipulation and Trace Manipulation modules provide various
data-transformation mechanisms (possibly already stored in the form of Event/
Trace Transformation Rules), in order to produce enhanced views of the log,
which are more suitable for fix time prediction. More specifically, the first mod-
ule is responsible for manipulating groups of simultaneous events according to a
desired macro-event criterion (sub-module Macro-events’ manipulation), as dis-
cussed in Sect.4, and for extracting high-level activity labels from event prop-
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Fig. 3. Logical architecture of the implemented system.

erties (sub-module Fvent abstraction). On the other hand, the Trace Manip-
ulation module allows to build a state-oriented abstraction for each selected
trace (sub-module State-oriented encoding), while possibly enriching each trace
with additional (derived and/or summarized) attributes (sub-module Attribute
derivation), as explained in Sect.5.2. In particular, one can extract high-level
trace attributes capturing the semantics of text case fields, based on an SVD
analysis of the term-by-case matrix. This task leverages the Text Mining module
(from the Data Mining layer), implementing core text processing functionalities
(including tokenization, stemming, TF-IDF encoding), and SVD calculations.

Each “refined” log view, obtained with of the above described functionalities.
can be used as input for module Predictive Models’ Mining. To this end, the
abstracted traces are delivered to either the Regression or Classification sub-
module, depending on which learning task was chosen by the user. Preliminary
to the induction of a prediction model, the traces can be possibly partitioned
into groups by one of the predictive clustering methods implemented by the
Predictive Clustering module, which will also produce a set of decision rules for
discriminating among the discovered clusters. In this case, each cluster will be
eventually equipped with a distinct fix-time predictor.

All clustering and predictive models discovered can be explored and stored for
subsequent analyses. The Models’ Management layer also supports the evalua-
tion of prediction models via several accuracy metrics (e.g., rmse, mae, precision,
recall). Moreover, the Aggregated views module can compute aggregate statis-
tics and graphics, concerning the distribution of any trace attribute in any trace
cluster (like that in Fig. 4).

Regression Algorithms. Several alternative learning methods are currently imple-
mented in our system, which support the induction of a FT PM, from a propo-
sitional training set like that described in the previous section. These methods,
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ranging from classical regression methods to state-aware Process Mining ones
are listed next:

— IBK, a lazy (case-based) naive regression method available in Weka [12], used
with £ = 1, Euclidean distance, and nominal attributes’s binarization;

— RepTree, implementing the homonymous regression-tree method [12], while
using variance reduction and 4-fold reduced-error pruning;

— CATP, implementing the approach in [4], which first partitions the traces into
clusters, via a multi-target predictive clustering strategy, and then equips each
cluster with an “A-FSM” predictor, as in [13] (using no history horizon and
the bag-oriented trace abstraction);

— AATP-IBK and AATP-RepTree [5], which still adopt a multi-target predictive
clustering scheme for partitioning fully-unfolded traces, and regressors IBK
and RepTree, respectively, as the base learner for each discovered cluster.

Classification Algorithms. Like in previous bug analysis works, the analyst can
also induce a classification model for the prediction of (discrete) fix times, after
defining a set of a-priori classes in terms of fix-time ranges (possibly with the help
of automated binning tools). To this end, a number of existing classifier-induction
algorithms can be exploited, including popular decision-tree learning algorithm
J48 (with 3-fold reduced error pruning), and the Random Forest Algorithm [3]
(with size 10).

8 Experimental Evaluation

We performed a series of tests with our prototype system against two real
datasets: a log from project Eclipse’s Bugrzilla repository, and a collection of
traces from a problem management system BPI Challenge [11]. In all tests,
FTPM Discovery was used to find different numeric fix-time predictors, by vary-
ing the underlying regression algorithm, combined with the event-based prefix
selection strategy (i.e. S = EVENT).

The accuracy of the discovered models was evaluated with the standard error
metrics root mean squared error (rmse) and mean absolute error (mae) — both
computed via 10-fold cross validation, and normalized by the average fix time
(i.e. 59 and 179 days for bug cases and problem management cases, respectively),
for ease of interpretation.

8.1 Experiments on Bug Logs of Project Eclipse

A sample of 3906 bug records (gathered from January 2012 to March 2013) was
turned into a set of bug trace like those described in Sect.3. The length of full
bug traces ranged from 2 to 27, while bug fix time ranged from one day (i.e.,
a bug is opened and closed in the same day) to 420 days, with an average of
about 59 days.
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Log Manipulation Steps and Enhanced Log Views. In order to put this log into
a more suitable for prediction, we applied some of the log manipulation mecha-
nisms defined in our framework. Five views of the original log, named Ly, ..., Ly,
were produced by incrementally applying the basic event abstraction function
@ in Eq.1 and all the data-processing functions appearing in algorithm FTPM
Discovery (cf. Figure2).

— The basic “abstracted” view Ly was obtained by only applying the event
abstraction function @ to the selected bug traces;

— A “cleaned” view L1, consisting of 2283 traces, was produced making Lq undergo
a specific instantiation of function filterEvents, removing the following data:
(i) bugs never fixed, (i) “trivial” bug cases (i.e. all bugs opened and closed
in the same day), and (74) trace attributes (e.g., version, whiteboard, and
milestone) featuring many missing values, and bug/event fields (e.g. summary)
containing long texts.

— View Ly was produced by restructuring the simultaneous events in Ly with the
default implementation of function hanldeMacroEvents (based on the rules
of Table1).

— View L3 was obtained by applying all the derivation mechanisms described in
Sect. 5. As a result, each trace is equipped with the new attributes: week-day,
month, and year; indicators workload, workload_version, workload_compo-
nent, workload 0S (i.e. the number of bugs open in the system in general,
an for the same product version, component and operating system, resp.);
reporter_avgFT, project_avgFT (average fix-time for all past years’ bugs
with the same reporter or project, resp.); coefficient reporter_reputation [2].

— View L, was obtained by the built-in implementation of abstractTrace-
Attributes, applied to Lz. In particular, all people identifiers in the reporter
bug attribute were replaced with a number of reporters’ groups representing
different organizational units (namely, {oracle, ibm.us, ibm.no_us, vmware,
other}), and extracted semi-automatically from e-mail addresses. A simi-
lar approach was used to produce a binary abstraction (namely {eclipse,
not_eclipse}) of attribute assignee, and an aggregate representation of both
product and component. Each bug was finally equipped with a series of
attributes encoding a low-dimensional representation of its textual contents,
computed with the help of the SVD-based technique described before.

Prediction Results. Table 2 reports the normalized rmse and mae errors obtained,
with different regression methods available in our system, on the five log views
described above. Two different learning setting were considered to this end: using
bug history information (originally registered in terms of attribute-update events),
and neglecting it. Note that the latter setting is intended to provide the reader with
a sort of baseline, mimicking the approach followed by previous fix-time prediction
works.

In general, it is easily seen that results obtained in the “no bug history”
setting — where only the initial data of reported bugs are used as input variables
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Table 2. Regression results on Eclipse bugs. Rows correspond to different F'T'PM
induction methods, tested in two learning settings: without and with bug history events.
Columns Lo, ..., Ls correspond to different views of original data, obtained with our
log manipulation operators.

Predictors rmse mae

Setting Methods Lo Ly Lo L3 Ly Lo Ly Lo L3 Ly

No Bug History |IBK 1.051 |1.051 |1.050 |1.092 |1.093 |0.569 |0.569 |0.561 [0.583 |0.584

(Baseline)

RepTree 0.973 |0.973 |0.970 [0.966 0.925 |0.562 |0.562 |0.552 |0.547 |0.546
Avg (no history) |0.973/0.973/0.970/0.966 |0.925|0.562|0.562/0.552/0.547|0.546

History-aware CATP 0.967 |0.873 |0.880 [0.737 0.640 |0.510 |0.467 |0.440 |0.380 |0.316
IBK 0.983 |0.823 |0.807 |0.793 |0.803 |0.430 |0.360 |0.360 |0.347 |0.345
AATP-IBK 1.003 |1.007 |0.827 |0.800 |0.710 |0.437 |0.473 |0.367 |0.353 |0.305
RepTree 1.013 |0.883 |0.907 |0.910 |0.773 |0.533 |0.473 |0.473 |0.477 |0.351
AATP-RepTree 0.970 |0.930 |0.887 |0.783 |0.657 |0.510 |0.530 |0.437 |0.390 |0.306
Avg (history- 0.987/0.903|0.862|0.8059/0.717|0.484|0.461|0.415|0.389|0.325

aware)

for the prediction — are rather poor, if compared to the average ones obtained in
the “history-aware” setting. Indeed, the errors measured in the former setting are
rather high, no matter which inductive method (i.e. IBK or RepTree) is used, and
which pre-processing operations are applied to the original logs. Interestingly,
this result substantiates our claim that exploiting bug activity information helps
improve the precision of fix-time forecasts.

On the other hand, in the second setting, both rmse and mae errors tend to
decrease when using more refined log views. In particular, substantial reductions
were obtained with the progressive introduction of macro-event manipulations
(view Ls), and of derived and abstracted data (views Ls and Ly, respectively).

Very good results are obtained (in the history-aware setting) when using
some kind of predictive clustering method, be it single-target (RepTree) or multi-
target (CATP, AATP-RepTree and AATP-IBK). However, trace-centered clustering
approaches (namely, CATP, AATP-RepTree, AATP-IBK achieve better results than
RepTree, which considers all possible trace prefixes for the clustering. The benefit
of using a clustering procedure is quite evident in the case of IBK, which generally
gets worse achievements than any other approach, presumably due to its inability
to fully exploit derived data. Indeed, still focusing on the history-aware setting,
we note that IBK gets more precise when embedded in the predictive clustering
scheme of AATP-IBK.

8.2 Experiments on the Problem Management Log

The analyzed log comes from a problem handling system (named VINST),
offered by Volvo IT Belgium as a benchmark dataset [11] for 2013 BPI Challenge.

The main attributes of each problem resolution case p are: p’s impact (i.e.,
medium, low, high); the product affected by p; the support team currently
solving p, and the associated functional division and organization line;
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Table 3. Regression results on the VINST problem management system’s logs. Rows
and columns still correspond to different FT'"PM induction methods and different log
views, respectively.

Predictors rmse mae

Setting Methods L 4 L 4

No Bug History (Baseline) | IBK 0.924 | 0.818 | 0.499 |0.363
RepTree 0.937 | 0.539 |0.523 |0.245
Avg (no history) 0.931 | 0.679 | 0.511 | 0.304

History-aware CATP 0.930 |0.563 |0.542 |0.278
IBK 0.916 | 0.802 |0.466 |0.357
AATP-IBK 0.914 |0.613 |0.465 |0.242
RepTree 0.888 | 0.508 |0.470 |0.235
AATP-RepTree 0.887 | 0.467 |0.466 | 0.205
Avg (history-aware) | 0.907 | 0.591 | 0.482 | 0.265

the country where the support team is located (organization country); the
resource currently operating on p and its nationality (resource country); the
status and substatus of p. More specifically, the status of a problem may
take the following values: accepted, queued, completed, and closed. Attribute
substatus gives finer grain information on the resolution stage reached by a
problem, and can be: assigned, awaiting_assignment, cancelled, in_progress, wait
(i.e. information from third parts is needed to correctly diagnose the issue),
unmatched, and closed. With respect to the formalization of Sect.3, for any
event e, what(e) takes the form of a pair (status,substatus) (i.e. both case
attributes are modified contemporaneously), while added(e) (resp., removed(e))
stores the new (resp., old) values associated with these attributes.

Log Manipulation Steps and Enhanced Log Views. A sample of 1487 issue records
(from January 2006 to May 2012) was turned into a set of traces, with lengths
ranging from 3 to 37, and fix times ranging from 1 to 2255 days (179 days in the
average).

By applying only a subset of our log manipulation operators, we generated
two (slightly) refined views of the original log, named L{ and L], as follows:

— View L, was obtained by only applying, to the selected problem traces, a
basic event abstraction function, just amounting to extracting a combination
of the values assigned to attributes status and substatus;

— View L} was produced by equipping each trace with several attributes derived
from its starting time: the global workload indicator (i.e. the number of prob-
lems open at that time), and the starting week-day, month and year. Each
trace was also enriched with an attribute firstOrg, indicating which organi-
zation line was initially chosen to work on it. Neither filtering nor macro-events
restructuring was employed to generate this view.
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Prediction Results. Table 3 shows the normalized rmse and mae errors obtained,
with different regression methods, on the two log views described above, still
considering two learning settings: with and without information on the past
history of a case.

Similarly to the bug tracking scenario, a neat decrease in both error mea-
sures is achieved when working with the more refined log view L| (w.r.t. Lg),
even though this latter was obtained by just using very simple log manipula-
tion operators. Moreover, the performances of baseline predictors seem to get
improved when exploiting information on past case history (“history-aware” set-
ting) and/or some kind of predictive clustering method (compare AATP-RepTree

and AATP-IBK to RepTree and IBK, respectively).
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Fig. 4. Aggregated statistics for some trace clusters found (with AATP-IBK) on the
Eclipse log.

Table 4. Clusters found on the bug scenario (left) and the problem management
scenario (right).

id

condition

condition

Cc2

Reporter_avgFT > 137.4 days A workload > 600
A Component € {Data, LuaTools, Graphiti, MOTT,
documentation, Editor, General, Define, Photran,

Scout, Report, runtime, RDT, Website }

product € {PROD659, PROD476, PROD289, ...}
A year > 2011 A workload > 437

product € {PROD378, PROD660, PROD473, ...}
A year > 2011

54.46 days < Reporter_avgFT < 117.9 days
A Component € {IDE, Deployment, EDT, spdy,
JavaGen, documentation, runtime }

product € {PROD276, PROD277, PROD372, ...}
A firstOrg € {Line C, Line B, Line V2, Line G4}
A year > 2011 A workload > 219

Cc2

o

16.57 days< Reporter measure < 54.47 days
A Component € {Search, Extra, Model, . .. }

A Product € {Data, JDT, EclipseLink, STEM,
Jubula, Platform, Linux, Orbit, WTP, OSEE, MDT,
PTP, Virgo, JSDT, Orion}

product € {PROD659, PROD793, PROD597,
PRODY6, PROD671, PROD231, PROD637,
PROD209, PROD13, PRODS812, PRODS13,
PRODI153} A 2010 < year <2011

A workload > 587

C28

yvear < 2010 A workload < 11
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8.3 Qualitative Results: Discovered Clusters
and Aggregate Statistics

Table4 shows the classification rules associated with some of the (about 30)
clusters discovered, on each of the application scenarios, when using our app-
roach with AATP-IBK as base regressor. Beside supporting accurate cluster-based
predictions, these rules offer a readable and interesting description of differ-
ent context-dependent execution variants discovered for both issue resolution
processes. In particular, in the case of Ecplise’s bugs, most of the discovered
variants mainly depend on the reporter-based average fix time, on the compo-
nent/product affected, and on the workload indicator. Conversely, the variants
discovered for the problem management scenario are mainly linked to the prod-
uct, the workload and the year when the problem was reported.

Figure 4 shows a chart for the distribution of certain reporters’ groups (com-
puted over attribute reported with one of ours attribute summarization proce-
dures) in some of the clusters discovered (namely, ca, c11, Coa, C25, C28).

9 Conclusions

We proposed a framework and an associated system for predicting issue/bug res-
olution times, which fully exploit case attributes’ change logs. A rich collection of
flexible data-transformation methods allows the analyst to produce high-quality
process-oriented logs, and eventually reuse regression/classification to discover a
state-based prediction model. Encouraging results obtained on real logs empiri-
cally proved the validity of our approach, and the interestingness of discovered
models.

As to future work, we plan to extend our approach as to deal with a wider
variety of target measures, ranging from Quality of Services measures to process-
centric Key Performance Indicators. We will also investigate the application of
our methods to the logs of other kinds of data-centric and lowly-structured
collaboration environments.
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Abstract. The Unrelated Parallel Machine Scheduling Problem with
Setup Times (UPMSPST) is a problem that belongs to the AN'P-Hard
class and it is frequently found in many practical situations, like in textile
and chemical industries. The objective in UPMSPST is to schedule jobs
in machines in order to achieve the maximum completion time, known
as makespan. In an attempt to solve this problem, it is proposed two
algorithms: the AIV and the HIVP. Both algorithms are based on [ter-
ated Local Search (ILS) and Variable Neighborhood Descent (VND). The
difference between AIV and HIVP is that the first one generates a greedy
initial solution, while the second applies a partially greedy procedure to
construct the initial solution and it includes the Path Relinking (PR)
technique. Neighborhoods based on swaps and multiple insertions are
investigated in the developed algorithms. ATV and HIVP were tested on
benchmark test problems from literature and statistical analysis of the
computational results showed the superiority of them, outperforming the
previously best known solutions for UPMSPST.

Keywords: Unrelated parallel machine scheduling - Iterated local
search - Random Variable Neighborhood Descent - Makespan

1 Introduction

This paper deals with the Unrelated Parallel Machine Scheduling Problem with
Setup Times (UPMSPST), which can be formally defined as follows. Let N =
{1,...,n} be a set of jobs and let M = {1,...,m} be a set of unrelated machines.
The UPMSPST consists of scheduling n jobs on m machines, satisfying the
following characteristics: (i) Each job j € N must be processed exactly once by
only one machine k € M. (ii) Each job j € N has a processing time p;; which
© Springer International Publishing Switzerland 2015
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depends on the machine k € M where it will be allocated. (iii) There are setup
times S;;i, between jobs, where k represents the machine on which jobs 7 and
j are processed, in this order. (iv) There is a setup time to process the first
job, represented by So;i. The objective is to minimize the maximum completion
time of the schedule, the so-called makespan or also denoted by Ci,.x. Because
of such characteristics, UPMSPST is defined as Ras | Sijk | Cmax [1]- In this
representation, s represents the unrelated machines, S;;; the setup times and
Chnax the makespan.

Figure 1 illustrates a schedule for a test problem composed by two machines
and seven jobs. In Table1 are presented the processing times of these jobs in
both machines. The setup times of these jobs in these machines are showed in
Table 2.

Table 1. Processing times in machines M1 and M2.

N OO W N =
—_
\]
w
[N}

Table 2. Setup times in machines M1 and M2.

M1|1]/2/3/4|5|6/ 7 M2|1|2|3|4| 5| 6|7
1 10/1/8/1/3 9/6/1 |0[4]|6/5/10| 3|2
2 |4|0|73|7|8/4|2 |1|0/6/2| 7| 7|5
3 |7/3/0/2{3/5/3/3 |2/6/0/6| 8 14
4 |3/8/3/0(5/2/2/4 |5|7/1/0[12/10/6
5 [8(3|7/9]/0/5/7|5 |7|9/5|7] 0| 4|8
6 |8/8/1/2/2/0/9/6 |9/3/5/4| 9 03
7 11/4|5/2]/3|/5/0|7 |3/2/6/1] 5| 6|0
ma ([ 2 [
Mzl s [ I ___lIEN
Time | 1 1 1 1 1 | I
0 20 40 60 80 100 120 130140

Fig. 1. An example of a possible schedule.
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It can be observed that in machine M1 the jobs 2, 1 and 7 are allocated in
this order. In machine M2 the schedule of the jobs 5, 4, 6 and 3, in this order,
is also perceived by this figure. The cross-hatched areas of the figure represent
the setup times between jobs and the numbered areas the processing times. On
the line below the schedule there is the timeline, in which the times 120 and 130
represent the completion times of each machine.

As the job 6 is allocated to machine M2 its processing time pgo will
be 23. Its predecessor and its successor are the jobs 4 and 3, respectively.
So, in this example, are computed the times Sigo = 5 and Sgzo = 5. Thus,
it can be calculated the completion time of machine M1 as Spo1 + p21 + S211 +
p11 + S171 + p71 = 120. Equivalently it is also calculated the completion time of
machine M2 as Spso + ps2 + Ssa2 + Paa + Sae2 + De2 + Ses2 + ps2 = 130. After
the calculation of the completion times of machines M1 and M2, it can be con-
cluded that the machine M2 is the bottleneck machine. In other words, M2 is
the machine that has the highest completion time, the makespan.

The UPMSPST appears in many practical situations, like in textile and chem-
ical industries [2]. On the other hand, the UPMSPST is in N'P-Hard class, as
it is a generalization of the Parallel Machine Scheduling Problem with Identical
Machines and without Setup Times [3,4]. The theoretical and practical impor-
tance instigate the study of the UPMSPST. Under these circumstances, finding
the optimal solution for UPMSPST using exact methods can be computation-
ally infeasible for large-sized problems. Thus, metaheuristics and local search
heuristics are usually developed to find good near optimal solutions.

In order to find these near optimal solutions for the UPMSPST, this paper
proposes two algorithms based on Iterated Local Search — ILS [5] and Variable
Neighborhood Descent — VND [6]. The first algorithm is called ATV, it starts
from an initial solution constructed on a greedy way by the Adaptive Shortest
Processing Time — ASPT rule. Then, this initial solution is refined by ILS,
using as local search the Random VND procedure. In this procedure, here called
RVND, there is no fixed sequence of neighborhoods, because they are sorted on
each application of the local search. In [7] the authors showed the effectiveness
of RVND over the conventional VND. The second algorithm named HIVP is
an endeavour to upgrade AIV, constructing the solution by a partially greedy
procedure and including the Path Relinking — PR technique.

Both algorithms were tested using benchmark instances from [8] and the
computational results showed that they are able to produce better solutions
than the ones found in literature, with lower variability and setting new upper
bounds for the majority of instances.

The rest of this paper is structured as follows. Firstly, works that inspired
the development of this paper are described. Then, the methodology used for the
deployment of this paper is presented. The computational results are shown on
sequence. Finally, this paper is concluded and possible proposals to be explored
are described.
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2 Literature Review

In literature are found several works that seek to address the UPMSPST and
similar problems. These approaches were inspirations for the development of this
paper.

In [9] propose the development of seven heuristics with the objective of min-
imizing the weighted mean completion time. In [10], a problem with common
due dates is addressed and four heuristics are implemented for minimizing the
total weighted tardiness. In [11] aim to minimize the total weighted tardiness,
considering dynamic releases of jobs and dynamic availability of machines and
they used four dispatching rules in order to generate initial solutions and a Tabu
Search as the basis for the development of six search algorithms. This problem
is also addressed in [2], where a Branch-and-Price algorithm is developed.

More recent references are found when dealing with the UPMSPST. In [12]
created a Three-phase Partitioning Heuristic, called PH. In [13] it is proposed a
Metaheuristic for Randomized Priority Search (Meta-RaPS). In [14] bet in Tabu
Search for solving the UPMSPST. In [15] implement the Ant Colony Optimiza-
tion (ACO), considering its application to problems wherein the ratio of jobs
to machines is large. In [16] it is implemented a Restricted Simulated Anneal-
ing (RSA), which aims to reduce the computational effort by only performing
movements that the algorithm consider effective. In [17] is defined and proved a
set of proprieties for the UPMSPST and also implemented an Genetic Algorithm
and a Simulated Annealing using these proprieties. A hybridization that joins the
Multistart algorithm, the VND and a mathematical programming model is made
in [18]. In [19] solve the UPMSPST using Genetic Algorithms, with two sets of
parameters, yielding two algorithms, GA1 and GA2. In [19], the authors created
and provided test problems for the UPMSPST [8]. Also in [8] are presented the
best known solutions to the UPMSPST so far.

3 Methodology

3.1 Representation and Evaluation of a Solution

To represent a solution s it is used a vector v of m positions, with each position
representing a machine. In addition, each machine is associated with a list of
jobs allocated to it. The order of the jobs in this list represents the sequence of
execution.

The evaluation of a solution s is done by calculating the processing time of
the machine that will be the last to conclude the execution of its jobs. In other
words, the evaluation value is the makespan.

3.2 Proposed Algorithms

In this section two algorithms, ATV and HIVP, are proposed for solving UPM-
SPST. The details of operation of these algorithms are described below.
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The ATV Algorithm. The first proposed algorithm, named AIV, combines the
heuristic procedures Iterated Local Search (ILS) and Random Variable Neighbor-
hood Descent (RVND). The main structure of AIV is based on ILS, using the
RVND procedure to perform the local searches.

The pseudo-code of AIV is presented in Algorithm 1.

The Algorithm 1 has only two input parameters: (1) timesLevel, which rep-
resents the number of times in each level of perturbation; (2) executionTime,
the time in milliseconds that limits the execution of the algorithm.

First of all, ATV begins initializing the variable that controls the time limit,
currentTime (line 1). Next, it initializes three empty solutions: the current solu-
tion s, the modified solution s’ and the solution that will store the best solution
found bestSol (line 2).

In line 3 a new solution is created based on the Adaptive Shortest Processing
Time (ASPT) rule (see Subsect.3.3). Then, this new solution passes through
local searches at line 4, using the RVND module (see Subsect. 3.6).

Algorithm 1: AIV.

input : timesLevel, executionTime

currentTime < 0;

Solution s, s’, bestSol;

S < ASPT() ; /* see subsection 3.3 %/
S < RVND (s) ; /* see subsection 3.6 */
bestSol + s;

level < 1;

Update currentTime;

while currentTime < executionTime do

9 S’ < s;

10 times «+ 0;

11 maxPerturb < level + 1;

12 while times < timesLevel do

13 perturb < 0;

14 S’ < s;

15 while perturb < maxPerturb do

perturb ++;

s’ «— perturbation (s’) ; /* see subsection 3.8 %/

® N v AW =

18 end

19 s’ < RVND (s’) ; /% see subsection 3.6 x/
20 if f(s’) < f(s) then

S+ 8]

updateBest (s, bestSol);

times <+ 0;

24 end

25 times ++;

26 Update currentTime;
27 end

28 level ++;

29 if level > 4 then

30 | level «—1;

31 end

32 end

33 return bestSol;
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Algorithm 2: HIVP.

Input :timesLevel, executionTime
Output : bestSol

1 currentTime < 0;

2 Solution s, s’, bestSol;

3 elite + {};

4 s+ CPGypss () ; /+ see subsection 3.4 %/
5 S < RVND(s); /% see subsection 3.6 x/
6 bestSol < s;

7 elite + elite U {bestSol};

s level + 1;

9 Update currentTime;

10 while currentTime < executionTime do

11 S’ s;

12 times <+ 0;

13 maxPerturb <+ level + 1;

14 while times < timesLevel do

15 perturb < 0;

16 S’ «+s;

17 while perturb < maxPerturb do

18 perturb ++;

19 s’ «— perturbation (s’) ; /* see subsection 3.8 %/
20 end

21 s’ < RVND(s'); /+ see subsection 3.6 */
22 elite «+ update (s’);

23 pr < random (0,1);

24 if pr < 0.05 e |elite| > 5 then

25 el < random (1,5);

26 s’ < PR (elite [el], s") ; /+ see subsection 3.7 */
27 end

28 if f(s’) < f(s) then

29 S+ 8’;

30 times < 0;

31 updateBest (s, bestSol) ;

32 elite < update (s);

3 end

34 times ++;

35 Update currentTime;

36 end

37 level ++;

38 if level > 4 then

39 \ level < 1;

40 end

41 end

42 return bestSol ;

In the next step, the current best known solution, bestSol, is updated (line 5)
and the level of perturbations is set to 1 (line 6).

After all these steps, the execution time is recalculated in line 7.

The iterative process of ILS is situated in lines 8 to 32 and it finishes when
the time limit is exceeded. A copy of the current solution to the modified solution
is made in line 9.

In lines 10 and 11 the variable that controls the number of times in each level
of perturbation (times) is initialized, as well as the variable that limits the max-
imum number of perturbations (max Perturb). The following loop is responsible
to control the number of times in each level of perturbation (lines 12-27).

The next loop, lines 15 to 18, executes the perturbations (line 17) in the
modified solution (see Subsect. 3.8). The number of times this loop is executed
depends on the level of perturbation. With the perturbations accomplished,
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the new solution obtained is evaluated and the RVND procedure is applied in this
new solution until a local optimum is reached, in relation to all neighborhoods
adopted in RVND.

In lines (20-24) it is verified if the changes made in the current solution were
good enough to continue the search from it. When the time is up, in bestSol will
be stored the best solution found by AIV.

Each module of AIV will be detailed afterwards.

The HIVP Algorithm. The second proposed algorithm, HIVP, is an attempt
to improve the AIV algorithm, differing only by two procedures: the construction
of the initial solution and the incorporation of an intensification/diversification
technique, the Path Relinking — PR [20]. The Algorithm 2 presents the pseudo-
code of HIVP.

Since HIVP is an upgrade of AIV, only the different lines will be
described next. The elite set is initialized at line 3. At line 4 the solution s
receives a solution generated by the partially greedy procedure CPGppss (see
Subsect. 3.4). Following, s passes through local searches using the RVND proce-
dure (see Subsect. 3.6) and bestSol receives the resulting solution from RVND.
This solution is inserted in the elite set (line 7). In the iterative loop of HIVP,
after the application of the RVND in the modified solution (line 21) the elite
set is updated and a random real number between 0 and 1 is generated (lines
22 and 23). If this number is less than or equal to 0.05 and the elite set is full
(with 5 solutions) it is performed an intensification/diversification of the search
using the PR technique - lines 23 to 27 (see Subsect. 3.7). The modified solution
and a random solution from the elite set are the input parameters of PR. If the
modified solution is considered an improvement (line 28), then the elite set is
updated at line 32.

3.3 ASPT: The Adaptive Shortest Processing Time Rule

The Adaptive Shortest Processing Time (ASPT) rule is an extension of the Short-
est Processing Time rule [21].

In ASPT, firstly, it is created a set N = {1,...,n} containing all jobs and a
set M ={1,...,m} that contains all machines.

From the set N, the jobs are classified according to an evaluation function
gk- This function is responsible to obtain the completion time of the machine k.
Given a Candidate List (CL) of jobs, it is evaluated, based on the g function,
the insertion of each of these jobs in all positions of all machines. The aim is to
obtain in which position of what machine that the candidate job will produce
the lowest completion time, that is, the gmin.

If the machine with the lowest completion time has not allocated any job
yet, its new completion time will be the sum of the processing time of the job
to be inserted with the initial setup time for such job.

If this machine has some job, its new completion time will be the previous
completion time plus the processing time of the job to be inserted and the setup
times involved, if it has sequenced jobs before or after.
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This allocation process ends when all jobs are assigned to some machine,
thus producing a feasible solution, s. This solution is returned by the heuristic.
The algorithm is said to be adaptive because the choice of a job to be inserted
depends on the preexisting allocation.

3.4 CPGpgpss: The Partially Greedy Procedure

The CPGypss procedure is a partially greedy constructive method which also
uses the evaluation function gi to classify the jobs. The same Candidate List
(CL) created in ASPT is generated here. Notwithstanding, instead of deter-
ministically choosing the job that produces the gmin, the C PG gpss procedure
chooses a candidate in the CL based on the Heuristic-Biased Stochastic Sampling
(HBSS) [22]. The jobs in the CL are chosen according to a probability arising
from a bias function.

In Table 3 are presented the following bias functions: Random, Logarithmic,
Polynomial of degree 2, Polynomial of degree 3, Polynomial of degree 4 and
Exponential. The first column shows the index of the candidates. In each cell of
the table there is the probability of the candidate ¢ be chosen using the respective
bias function. For example, if the bias function selected is the Exponential, the
fifth element of the CL will have 1.2 % chance of being chosen.

The bias function chosen in this work was the Exponential, this choice
was made based on empirical tests. With the bias function selected, it can be
explained how the CPG gpss procedure constructs a solution.

Initially, as in ASPT, all the jobs and machines are stored in the sets N and
M, respectively. Then, all jobs are inserted in the CL.

While there are jobs in the CL: firstly, jobs are classified according to the
gr function (see Subsect. 3.3), analyzing their inclusion at the last position of a
machine and creating a list named Rank. Rank is composed by combinations
of (4, k), with j € LC and k € M, ordered according to the value calculated by
the g; function.

A probability according to the Exponential bias function values, as presented
in Table3, is associated to each pair in Rank. Secondly, the Wheel Selection
method is performed, in order to select which job will be inserted in the partial

Table 3. Table containing bias functions. Source: [22].

Rand | Log | Linear | Poly? | Poly® | Poly* | Exp
0.033 | 0.109 | 0.250 |0.620 | 0.832 |0.924 |0.632
0.033 | 0.069 | 0.125 |0.155 | 0.104 | 0.058 |0.233
0.033 | 0.055|0.083 |0.069 | 0.031 |0.011 |0.086
0.033 | 0.047{0.063 |0.039 |0.013 | 0.004 | 0.031
0.033 | 0.042 | 0.050 |0.025 |0.007 |0.001 |0.012
-30|0.033 | 0.678 0.429 | 0.092 |0.013 | 0.002 | 0.006

| U | W N
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Fig. 2. Example of a multiple insertion movement.

solution. Then, the selected job is removed from LC' and all pairs containing this
job are removed from Rank. This loop is executed until all jobs are inserted in
the solution, generating a feasible solution.

3.5 Neighborhood Structures

Three neighborhood structures are used to explore the solution space. These
structures are based on swap and multiple insertion movements of the jobs.

Multiple Insertion. The Multiple Insertion (MI) movement consists in real-
locating a job from a position and inserting it on any position of the entire
schedule, including the machine that it was previously allocated. The MI move-
ment belongs to the N™(.) neighborhood. To exemplify this movement, Fig. 2
illustrates the transfer of the job 4 from the second position of machine M2 to
the second position of machine M1.

Swap in the Same Machine. The Swap in the Same Machine (SSM) move-
ment, as the name suggests, is done by swapping the positions of two jobs
presented in the same machine. The SSM movement belongs to the NS5 (.)
neighborhood. Figure 3 shows the swap of jobs 5 and 6in machine M?2.

Swap Between Different Machines. The Swap Between Different Machines
(SDM), which belongs to the NP (.) neighborhood, consists in swapping two
jobs that are allocated in different machines. This movement can be better exem-
plified by Fig. 4, where the swap of the jobs 7 (M 1) and 5 (M2) is perceived.

3.6 RVND: The Random Variable Neighborhood
Descent Procedure

The Random Variable Neighborhood Descent — RVND procedure [7,23] is a vari-
ant of the VND procedure [6].
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Fig. 4. Example of a swap between different machines movement.

Each neighborhood of the set {NMI NSSM NSDPMY described in Sect. 3.5
defines one local search. Unlike VND, the RVND explores the solution space
using these three neighborhoods in a random order each time the procedure
is triggered. The RVND is finished when it is found on a local optimum with
relation to the three considered neighborhoods.

Following are described the local searches procedures used in RVND.

FI};;: Local Search with Multiple Insertion. The first local search uses
multiple insertions movements (N*Z(.) neighborhood) with the First Improve-
ment strategy. In this search, each job of each machine is inserted in all positions
of all machines.

The selection of the jobs to be removed respects the allocation order in the
machines. That is, initially, the first job is selected to be removed, then the second
job until all jobs from a machine are chosen. The machines that will have their
jobs removed are selected based on their completion times. The search starts
with machines with higher completion times to machines with lower completion
times.

By contrast, the insertions are made from machines with lower completion
times to machines with higher completion times. The jobs are inserted starting
from the first position and stopping at the last position.

The movement is accepted if the completion times of the machines involved
are reduced. If the completion time of a machine is reduced and the completion
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time of another machine is added, the movement is also accepted. However,
in this case, it is only accepted if the value of reduced time is greater than the
value of time increased.

It is noteworthy that even in the absence of improvement in the value of
makespan, the movement can be accepted. Upon such acceptance of a movement,
the search is restarted and only ends when it is found a local optimum, that is,
when there is no movement that can be accepted in the neighborhood of multiple
insertion.

FlIspyp: Local Search with Swaps Between Different Machines. The
second local search makes swap movements between different machines, exploring
the N9MP () neighborhood. For each pair of existing machines every possible
swap of jobs between them are analyzed.

Exchanges are made from machines that have higher completion times to
machines with lower completion times. The acceptance criteria are the same as
those applied in the first local search. If there are reductions in completion times
on two machines involved, then the movement is accepted. If the reduced value
of the completion time of a machine is larger than the completion time plus
another machine, the movement is also accepted. Once a movement is accepted,
the search stops.

BI sspr: Local Search with Swaps on the Same Machine. The third
local search examines the N99M(.) neighborhood and uses the strategy Best
Improvement.

The machines are ordered from the machine that has the highest value of
completion time to the machine that has the lowest value of completion time.

For each machine, starting from the first, all possible swaps involving pairs
of jobs are investigated. The best movement is accepted if the completion time
of the machine is reduced and, in this case, the local search is repeated from this
solution; otherwise, the next machine is analyzed.

This local search only ends when no improvements is found in 30 % of the
machines.

3.7 Path Relinking

The Path Relinking — PR [20] technique makes a balance between intensification
and diversification of the search. Its objective is to explore existing paths between
high quality solutions. These high quality solutions are stored in an elite set.

In order to a solution s’ enter in this elite set, one of the following conditions
must be satisfied: (i) be better than the best solution of the elite set, in terms of
the makespan value; (ii) be better (lower makespan) than the worst solution of
the elite set and differentiate itself from all solutions of the elite set at least by
10 %. The diversity criterion, when comparing two solutions, is the percentage
of jobs allocated in different positions.

The Backward Path Relinking (BKkPR) strategy is used. According [20] BkPR
usually outperforms forward path relinking. Thus, a path is constructed from a
base solution to a guide solution, being the best solution as the base solution and



142 M.N. Haddad et al.

the worst solution as the guide solution. In this work, this strategy is applied
over the following solutions: (1) a solution chosen randomly in the elite set;
(2) the solution returned by the RVND local searches.

The attribute chosen for building the path is the position of a job. Initially,
the jobs positions of the guide solution are inserted in a list named &. In each iter-
ation is analyzed the insertion, in the base solution, of an attribute that belongs
to the guide solution. Following, the other copy of this job is removed from the
base solution. Moreover, if the machine that receives this job has another differ-
ent job at the same position, then this job is relocated to another position that
has not set its attribute from the guide solution yet.

With all attributes from guide solution analyzed, it is included to base solu-
tion the attribute which produces the lower cost. This cost is given by the sum
of all completion times of all machines in base solution. After the insertion of
an attribute, to this new base solution is applied the FI3,; local search, defined
next. It is important to highlight that once an attribute is inserted in base solu-
tion, this attribute can not be changed.

Following, the selected attribute is removed from @. These steps are repeated
until @ is empty. At the end of the algorithm the base solution will have the
same scheduling as the guide solution and the best solution found during this
procedure is returned.

FI%;;: Local Search with Multiple Insertion. As the local search FI},,,
the local search FI%,; also explores the N™I(.) neighborhood with the First
Improvement strategy. But it differs by two characteristics: (i) the only accep-
tance criterion is the improvement of the makespan; (ii) when an improvement
occurs, the method is stopped and the new solution is returned.

3.8 Perturbations

A perturbation is characterized by applying an insertion movement in a local
optimum, but this movement differs when inserting the job in another machine.
The job will be inserted into its best position, that is, in the position that
will produce the lowest completion time. Doing so, sub parts of the problem are
optimized after each perturbation. The machines and the job involved are chosen
randomly.

In both AIV and HIVP, the number of perturbations applied to a solution is
controlled by the level of perturbation. A level [ of perturbation consists in the
application of [ + 1 insertion movements. The maximum level allowed for the
perturbations is set to 3.

If timeslevel perturbed solutions are generated without an improvement in
the current solution the perturbation level is increased. If an improvement of
the current solution is found, the level of perturbation is set to its lowest level

(1=1).
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3.9 Efficient Evaluation of the Objective Function

The evaluation of an entire solution after every movement, multiple insertion
or swap, demands a large computational effort. Aiming to avoid this situation,
it was created a procedure that evaluates only the processing and setup times
involved in the movements. In this way, in order to obtain the new completion
time of each machine it is necessary few additions and subtractions.

Taking the example of the multiple insertion movement illustrated in Fig. 2,
the new completion time of machine M2 is obtained by subtracting from its
previous value the processing time of job 4 pss and also subtracting the setup
times involved, Ss42 and Syg2. The setup time Ssgo also needs to be added to the
completion time of machine M2. In machine M1, the processing time of job 4
pa1 and the setup times Sa41 and Sy11 are included in the new completion time.
Then, the new completion time of machine M1is M1 =120—443+17+3 = 139
and the new completion time of machine M2 is M2 =130—-7—-32—-5+4 = 90.
Although the given example is for the multiple insertion movement, it is trivial
to apply the same procedure for a swap movement.

4 Computational Results

Using a set of 360 test problems from [8] the computational tests were performed.
This set of test problems involves combinations of 50, 100 and 150 jobs with 10,
15 and 20 machines. There are 40 instances for each combination of jobs and
machines. The best known solutions for each of these test problems are also
provided in [8].

ATV was developed in C++ language and HIVP was developed in Java lan-
guage. All experiments were executed in a computer with Intel Core i5 3.0 GHz
processor, 8 GB of RAM memory and in Ubuntu 12.04 operational system.

The parameters used in both AIV and HIVP are: (i) the number of iterations
on each level of perturbation: timeslevel = 15; (ii) the stop criterion: Timemax,
which is the maximum time of execution, in milliseconds, obtained by Eq.1. In
this equation, m represents the number of machines, n the number of jobs and
t is a parameter that was tested with three values for each instance: 10, 30 and
50. It is observed that the stop criterion, with these values of ¢, was the same
adopted in [19].

Timemax = n X (M/2) Xt ms (1)

With the objective to verify the variability of final solutions produced by the
algorithms it was used the metric given by Eq. 2. This metric is used to compare
algorithms. For each algorithm Alg applied to a test problem ¢ is calculated the
Relative Percentage Deviation RPD; of the solution found fiAlg in relation to
the best known solution f;.

In this paper, the algorithms ATV and HIVP were executed 30 times, for
each instance and for each value of ¢, calculating the Average Relative Percent-
age Deviation RPD{"? of the RPD; values found. In [19] the algorithms were
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executed 5 times for each instance and for each value of ¢.

RPD; =

FAL
il =1

Ir

(2)

Table 4. Average Relative Percentage Deviation of the algorithms AIV, HIVP and
GA2 with ¢ = 10/30/50.

Set of Instances | AIV?® HIVP? GA2P

50 x 10 3.69/1.83/1.30 2.27/0.25/-0.44 | 7.79/6.92/6.49
50 x 15 1.52/-0.77/-1.33 | -0.6/-2.78/-3.47 | 12.25/8.92/9.20
50 x 20 5.26/2.01/1.65 -2.14/-4.06/-4.68 | 11.08/8.04/9.57
100 x 10 5.06/2.93/2.00 4.45/2.04/1.23 15.72/6.76/5.54
100 x 15 1.80/-0.40/-1.29 2.17/-0.64/-1.78 | 22.15/8.36/7.32
100 x 20 0.52/-1.64/-2.89 | 0.58/-2.44/-3.92 |22.02/9.79/8.59
150 x 10 3.77/1.99/1.07 4.21/2.15/0.98 18.40/5.75/5.28
150 x 15 1.83/-0.24/-1.04 |3.37/0.42/-0.44 24.89/8.09/6.80
150 x 20 -1.04/-3.10/-4.00 | 1.22/-2.19/-3.39 | 22.63/9.53/7.40
RPD*9 2.49/0.29/-0.50 1.72/-0.8/-1.77 | 17.44/8.02/7.35

2Executed on Intel Core 15 3.0 GHz, 8 GB of RAM, 30 runs for each instance
PExecuted on Intel Core 2 Duo 2.4 GHz, 2 GB of RAM, 5 runs for each

instance

In Table4 are presented, for each set of instances, the RPD{"? values
obtained for each value of ¢ = 10,30,50 by AIV and HIVP, and also it con-
tains the RPD;"Y values obtained by GA2, a genetic algorithm developed in
[19]. To our knowledge, the results reported in the literature for this set of test
problems are only presented in [19] and the best algorithm tested by the authors
was GA2.

There are three values of RPD;"Y separated by a’/’ for each set of instances
in the table. Each separation represents test results with different values of ¢,
10/30/50. If a negative value is found, it means that the reached result outper-
formed the best value found in [19] on their experiments.

The best values of RPD*"9 are highlighted in bold. It is remarkable that
HIVP is the algorithm that found the best results. Not only it improved the
majority of best known solutions, but also it won in 63 % of the sets of instances.
The algorithm AIV found the best results in 37% of the remainder sets of
instances.

A table with all results found by both algorithms and also the previous best
known values for the UPMSPST can be found in http://www.decom.ufop.br/
prof/marcone/projects/upmsp/Experiments. UPMSPST_AIV_HIVP.ods

The box plot, Fig.5, contains all RPD*"Y values for each algorithm. It is
notable that 100% of the RPD values encountered by both ATV and HIVP
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Table 5. Results from Tukey HSD test.

Algorithms | diff Iwr upr P
GA2-AIV | 10.077407 | 7.495481 |12.659333 | 0.0000000
HIVP-AIV |-1.041481 |-3.623408 |1.540445 |0.6018344
HIVP-GA2|-11.118889 -13.700815 | -8.536963 | 0.0000000

outperformed the ones obtained by GA2 algorithm. By the way, it is observed
that 75 % of solutions found by the developed algorithms are near the best known
solutions. Besides, more than 50 % of solutions found by the HIVP algorithm are
better than the best known so far. With AIV this percentage drops to 25 %.

The results were submitted to the Shapiro-Wilk test [24] to verify if the
sample satisfies the normality test, so that it can be decided which test to use
for analyzing statistical differences between all algorithms. The Shapiro-Wilk
returned, with significance level of 5%, W = 0.9261 and p = 0.2692. As p =
0.2692 > 0.05 then it can be concluded with 95% of confidence level that the
sample are taken from a normal distribution.

Thus, in order to verify if exist statistical differences between the RPD val-
ues, it was applied an analysis of variance (ANOVA) [25]. This analysis returned,
with 95% of confidence level and threshold = 0.05, that p = 2 x 10716, As
p < threshold, it is possible to ensure that exist statistical differences between
the RPD values.

A Tukey HSD test, with 95 % of confidence level and threshold = 0.05, was
used for checking where are these differences. Table 5 contains the differences in
the average values of RPD (diff), the lower end point (lwr), the upper end point
(upr) and the p-value (p) for each pair of algorithms.

The p-value shows that when comparing ATV to GA2 there is a statistical
difference between them, because it was less than the threshold. The same con-
clusion can be achieved when comparing HIVP to GA2. However, when AIV is
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95% family-wise confidence level
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Fig. 6. Graphical results from Tukey HSD test.

compared to HIVP they are not statistically different from each other, since the
p-value was greater than the threshold.

By plotting the results from the Tukey HSD test (Fig. 6) it is more noticeable
that HIVP and AIV are statistically different from GA2, as their graphs do not
pass through zero. Comparing algorithms HIVP and AIV it can be perceived that
they are not statistically different from each other, because the graph passes
through zero. Thus, with a statistical basis it can be concluded, within the
considered instances, that AIV and HIVP are the best algorithms on obtaining
solutions for UPMSPST.

5 Conclusions

This paper studied the Unrelated Parallel Machine Scheduling Problem with
Setup Times (UPMSPST), aiming to the minimization of the maximum com-
pletion time of the schedule, the makespan.

In order to solve the UPMSPST it was proposed two algorithms based on
Iterated Local Search (ILS) and Variable Neighborhood Descent (VND). The first
algorithm was named AIV and it implements the Adaptive Shortest Processing
Time (ASPT) rule to create an initial solution. The Random Variable Neigh-
borhood Descent (RVND) procedure was used to perform the local searches,
randomly exploring the solution space with insertions and swap movements.
A perturbation in AIV is an application of an insertion movement. The second
algorithm, called HIVP, is an attempt to upgrade AIV, constructing the solution
using a partially greedy procedure and incorporating the Path Relinking (PR)
technique in order to intensify and diversify the search.

The two developed algorithms were applied to instances taken from literature
and the results were compared the genetic algorithm GA2, developed in [19].
Statistical analysis of the computational results showed that ATV and HIVP are
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able to produce 100 % of better solutions than GA2. HIVP and AIV were also
able to generate new upper bounds for these test problems. Although HIVP
seems to be better than AIV, statistically this was not proved. Nevertheless, it
can be concluded that both AIV and HIVP are two efficient algorithms when
dealing with the UPMSPST.

For future works it is proposed the application of both algorithms on the
entire set of test problems available in [8]. An improvement that will be studied
is an incorporation of a Mixed Integer Programming (MIP) model to AIV or
HIVP for solving related sub problems.
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Abstract. Hospitals are nowadays collecting vast amounts of data
related with patient records. All this data hold valuable knowledge that
can be used to improve hospital decision making. Data mining tech-
niques aim precisely at the extraction of useful knowledge from raw
data. This work describes an implementation of a medical data mining
project approach based on the CRISP-DM methodology. Recent real-
world data, from 2000 to 2013, were collected from a Portuguese hospi-
tal and related with inpatient hospitalization. The goal was to predict
generic hospital Length Of Stay based on indicators that are commonly
available at the hospitalization process (e.g., gender, age, episode type,
medical specialty). At the data preparation stage, the data were cleaned
and variables were selected and transformed, leading to 14 inputs. Next,
at the modeling stage, a regression approach was adopted, where six
learning methods were compared: Average Prediction, Multiple Regres-
sion, Decision Tree, Artificial Neural Network ensemble, Support Vector
Machine and Random Forest. The best learning model was obtained by
the Random Forest method, which presents a high quality coefficient of
determination value (0.81). This model was then opened by using a sensi-
tivity analysis procedure that revealed three influential input attributes:
the hospital episode type, the physical service where the patient is hos-
pitalized and the associated medical specialty. Such extracted knowledge
confirmed that the obtained predictive model is credible and with poten-
tial value for supporting decisions of hospital managers.

Keywords: Medical data mining - Hospitalization process - Length of
stay - CRISP-DM - Regression - Random forest
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1 Introduction

In recent decades, hospitals have been collecting large amounts of data into their
clinical information systems. All this data hold valuable knowledge and therefore
there is an increasing potential of the use of Data Mining (DM) [1], to facilitate
the extraction of useful knowledge and support clinical decision making, in what
is known as medical data mining [2]. There are several successful medical data
mining applications, such as the prediction of mortality [3] and degree of organ
failure [4] at Intensive Care Units, and the segmentation of tissue from magnetic
resonance imaging [5], among others.

This work focuses on the prediction of the Length Of Stay (LOS), defined
in terms of the inpatient days, which are computed by subtracting the day of
admission from the day of discharge. Extreme LOS values are known as prolonged
LOS and are responsible for a major share in the hospitalization total days and
costs. The use of data-driven models for predicting LOS is of value for hospital
management. For example, with an accurate estimate of the patients LOS, the
hospital can better plan the management of available beds, leading to a more
efficient use of resources by providing a higher average occupancy and less waste
of hospital resources [6,7].

DM aims at the extraction of useful knowledge from raw data [1]. With the
growth of the field of DM, several DM methodologies were proposed to systematize
the discovery of knowledge from data, including the tool neutral and popular Cross-
Industry Standard Process for Data Mining (CRISP-DM) [8], which is adopted
in this work. The methodology is composed of six stages: business understanding,
data understanding, data preparation, modeling, evaluation and implementation.

This study describes the adopted DM approach under the first five stages
of CRISP-DM, given that implementation is left for future work. The main
goal was to predict generic LOS (for all hospital services) under a regression
approach using past patterns existing in the hospitalization process, based on a
DM techniques. The data is related with a Portuguese hospital, based on recent
data collected from the hospitalization process between 2000 and 2013, including
a total of 26462 records from 15253 patients. At the preprocessing stage, the
data were cleaned and attributes were selected, leading to 14 inputs and the
LOS target. During the modeling stage, six regression methods were tested and
compared: Average Prediction (AP), Multiple Regression (MR), Decision Tree
(DT) and state-of-the-art regression methods [9], including an Artificial Neural
Network (ANN) ensemble, Support Vector Machine (SVM) and Random Forest
(RF). The predictive models were compared using a cross-validation procedure
with three popular regression metrics: coefficient of determination (R?), Mean
Absolute Error (MAE) and Root Mean Squared Error (RMSE). Moreover, the
best predictive model (RF) was opened using a sensitivity analysis procedure
[10] that allows ranking the input attributes and also measuring the average
effect of a particular input in the predictive response.

This work is organized as follows. Firstly, the relevant related work is pre-
sented (Sect.2). Then, the adopted DM approach is detailed in terms of the
CRISP-DM methodology first five phases (Sect. 3). Finally, closing conclusions
are drawn (Sect.4).
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2 Related Work

Nowadays, hospital managers are pressured to accomplish several goals, such
as providing better health care, increasing the number of available beds for
new admissions and reduce surgical waiting lists. Under this context, LOS is
used worldwide as a highly relevant measure to analyze the hospital resources
consumption and to monitor hospital performance [7]. Given the importance
of LOS, a large number of studies have adopted a data-driven approach for
modeling LOS. In the next few paragraphs, we present some examples of related
studies.

In 1998, Merom et al. [11] estimated the rate of inappropriate hospital days
(failure of established criteria for admission) and the identification of the vari-
ables associated with this impropriety. During such study, 1369 patients from
24 hospitals were analyzed under a multiple regression model. Several attributes
were used in their analysis: occupation, group age, gender, inappropriate days,
government, another hospital entity, another diagnosis, origin, admission diag-
nosis and period of stay.

In 2007, Abelha et al. [12] evaluated LOS of patients submitted to a non-
cardiac surgery and admitted to a surgical Intensive Care Unit (ICU) between
October 2004 and July 2005. The attributes used to categorize patients were:
age, gender, body mass index, physical status, type and magnitude of surgery,
type and duration of anesthesia, temperature on admission, LOS in the ICU
and in hospital mortality in the ICU and hospital. A simple linear regression
model was adopted and from the results it was found that the average LOS was
4.2248.76 days.

In 2010, Oliveira et al. [13], proposed to evaluate factors associated with
higher mortality and prolonged LOS in ICUs. The study included 401 patients
consecutively admitted to the ICU, within a six-month period. The collected
attributes were: gender, age, diagnosis, personal history, APACHE II score,
mechanical ventilation days, endotracheal reintubation, tracheostomy, LOS in
the ICU, ICU discharge or death. In terms of results, the average LOS in the
ICU was 8.2+10.8 days. The study concluded that factors such as APACHE II,
reintubation and tracheostomy were associated with higher mortality and pro-
longed LOS in the ICU.

Also in 2010, Karla et al. [14] studied the temporal trends of the workflow
in the internal medicine service of an University Hospital. The data analyzed
were obtained in that service for three different time periods spanning through
13 years. The most relevant data features data were: date of admission, date
of departure or death, gender, age, residence code, financial entity and primary
diagnosis. Their results have confirmed several changes in LOS behavior through
time (e.g., the number of admissions in the internal medicine service statistically
increased from 1991 to 2004).

More recently, Freitas et al. [15] analyzed in 2012 LOS outliers based on inpa-
tient episodes of Portuguese public hospitals belonging to the national health sys-
tem, with data collected between 2000 and 2009. The variables used for analysis
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were: age, distance from residence to hospital, year of discharge, comorbidities,
A-DRG complexity, readmission, admission and DRG type, discharge status and
hospital type. In the analysis they used logistic regression models to examine the
association of each variable with the time of admissions outliers, and model with
all variables to calculate the adjusted odds ratios and respective confidence inter-
vals (95 %). In terms of results, nine million inpatient episodes were analyzed, of
which 3.9 % were considered high LOS outliers. They concluded that age, type
of admission and hospital type attributes were significantly associated with high
LOS outliers.

In the same year (2012), Azari et al. [6] explored a classification approach to
predict LOS. The main attributes of their analysis were: specialty services, days
elapsed since the first act of the year, primary condition group (generalized code
for the principal diagnosis) and Charlson index (diagnostic code) and LOS. The
LOS was divided in three different classification groups: one to two days, greater
than two and less than seven days, and longer or equal to seven days. The study
concluded that the performance of classification techniques could be improved
by incorporating a clustering step during the training stage.

Also in 2012, Castillo [7] developed a statistical model to predict the LOS in
Mexican public hospitals. The following attributes were used: age, gender, occu-
pation, education level, previous visits, origin, surgical first diagnosis, diagnosis,
surgical procedure, number of surgical procedures and ward. The best predictive
model was given by a probabilistic model based on a cluster analysis.

Finally, Sheikh-Nia in 2012 [16] used a sequential ensemble of classification
algorithms to predict LOS of patients in the next year, based on the patient
previous medical history. The main attributes considered were: age at first claim,
gender, provider, year, medical specialty, number of days from the first record,
primary condition group, Charlson index and LOS. The results showed that all
of the independent classifiers exceeded the baseline by a factor of 1.78 for the
ANN, 1.20 for K-Nearest Neighbor and 1.17 for DT.

Instead of predicting LOS in specialized medical services, as in UCI [12,13]
or internal medicine [14], in this work we predict generic LOS, for all hospi-
tal services (e.g., internal medicine, general surgery, pneumology), which is a
more challenging task. Also, as a case study, we only analyze data from one
hospital. Nevertheless, we approach a much larger dataset (with 26462 records
collected from 2000 to 2013), when compared with the datasets used by some of
the mentioned works (e.g., Merom et al. [11] included data from 1369 patients
and Oliveira et al. [13] analyzed only 401 records). In addition, the attributes
that we adopt (described in Sect. 3) were defined by a hospital expert’s medical
panel and are commonly available at the hospitalization process. Most of the
proposed attributes (e.g., gender, age, episode type, medical specialty) were also
adopted by the literature (as shown in Sect.3.3). Moreover, in contrast with
several literature works [6,7,16], we do not perform a classification task, which
requires defining a priori which are the interesting LOS class intervals. Instead,
we adopt the more informative pure regression approach, which predicts the
actual number of LOS days and not classes.
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3 CRISP-DM Methodology

In this section, we describe the main procedures and decisions performed when
following the first five phases of the CRISP-DM methodology for LOS predic-
tion of a Portuguese hospital, namely: business understanding (Sect.3.1), data
understanding (Sect. 3.2), data preparation (Sect.3.3), modeling (Sect. 3.4) and
evaluation (Sect. 3.5).

3.1 Business Understanding

The prediction of LOS is inserted within the wider problem of hospital admission
scheduling, where there is a pressure to increase the availability of beds for new
patients. In this particular Hospital, most patients come from the emergency
department and from the region of Lisbon. The goal was set in terms of predicting
LOS using regression models, thus favoring predictions that are closer to the
target values. As a baseline business objective (to determine if there is success),
we defined a coefficient of determination with a minimum value of R?=0.6,
which often corresponds to a reasonable regression.

In terms of software, we adopted open source tools, using structured query
language (SQL) to extract data from the hospital database and the R tool for the
data analysis (http://www.r-project-org). In particular, we adopt the rminer
package [17], for applying the DM regression models (i.e., AP, MR, DT, ANN,
SVM and RF) and sensitive analysis methods.

3.2 Data Understanding

The data was collected between October 2000 and March 2013. During this
period, a total of 26462 inpatient episodes were stored, related with 15253
patients and associated with the distinct hospital medical specialties.

The selection of relevant data attributes for LOS prediction was performed
by an expert medical panel. The panel was composed with 9 physicians from
different medical specialties (e.g., internal medicine, general surgery, gynecol-
ogy). The panel presented a total of 28 attributes that were considered related
with LOS and that were analyzed in the data preparation phase (Table1). The
first seven rows of Table1 are related with the patient’s characteristics while
the remaining rows are related with the inpatient clinical process. The descrip-
tion column of the table contains in brackets the attribute type (date, nominal,
ordinal or numeric), as found in the original hospital database.

3.3 Data Preparation

In this phase, a substantial effort was performed using a semi-automated app-
roach to preprocess the data. In particular, the R tool was adopted to perform
an exploratory data analysis (e.g., histograms and box plots) and preprocess the
original dataset. The processing involved the operations of cleaning, discarding
redundant attributes, handling missing values and attribute transformations.
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Table 1. List of attributes related with LOS prediction (attributes used by the regres-
sion models are in bold.

Name Description (attribute type)

Patient Characteristics:

Sex Patient gender (nominal)

Date of Birth Date of birth (date)

Age Age at the time of admission (numeric)
Country Residence country (nominal)
Residence Place of residence (nominal)
Education Educational attainment (ordinal)
Marital Status Marital status (nominal)

Inpatient clinical process:

Initial Diagnosis Initial diagnosis description (ordinal)
Episode Type Patient type of episode (nominal)
Inpatient Service Physical inpatient service (nominal)
Medical Specialty Patient medical specialty (nominal)

Origin Episode Type | Origin episode type of hospitalization (nominal)

Admission Request Date | Date for hospitalization admission request (date)

Admission Date Hospital admission date (date)

Admission Year Hospital admission year (ordinal)

Admission Month Hospital admission month (ordinal)

Admission Day Hospital admission day of week (ordinal)
Admission Hour Hospital admission hour (date)

Main Procedure Main procedure description (nominal)

Main Diagnosis Main diagnosis description (ordinal)

Physician ID Identification of the physician responsible for the

internment (nominal)

Discharge Destination Patient destination after hospital discharge (nominal)

Discharge Date Hospital discharge date (date)

Discharge Hour Hospital discharge hour (date)

GDH Homogeneous group diagnosis code (numeric)
Treatment Clinic codification for procedures, treatments and

diseases (ordinal)

GCD Great diagnostic category (ordinal)

Previous Admissions | Number of previous patient admissions (numeric)

Target attribute:
LOS Length Of Stay (numeric)
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During the exploratory data analysis step, a few outliers were first detected
and then confirmed by the Physicians. The respective records were cleaned: one
LOS with 2294, an age of 207 and 29 entries related with a virtual medical
specialty, used only for testing the functionalities of the hospital database. After
cleaning, the database contained 26431 records.

Then, fourteen attributes from Table 1 were discarded in the variable selec-
tion analysis step: Date of Birth (reason: reflected in Age); Country (99 %
patients were from Portugal); Residence (30 % of missing values, very large num-
ber of nominal levels); Admission Request Date (48 % of missing values, reflected
in Admission Date); Admission Date (reflected in Admission Month, Day, Hour
and LOS); admission year (not considered relevant); Physician ID (19 % of miss-
ing values and large number of 156 nominal levels); Initial Diagnosis (63 % of
missing values); and attributes not known at the patient’s hospital admission
process (i.e., GDH, GCD, Treatment, Discharge Destination, Date and Hour).
The remaining 14 attributes (bold in Table 1) were used as input variables of
the regression models (Sect.3.4). As shown in Table2, all input attributes pro-
posed in this study (except for Marital Status) were also used in previous works,
which is a clear indication that the selected attributes (bold in Table 1) can have
a potential predictive LOS value. In particular, there are three input variables
(gender, age and main diagnosis) that were used in five or more studies.

Next, missing values were replaced by using the hotdeck method [18], which
substitutes a missing value by the value found in the most similar case. In particu-
lar, the rminer package uses a 1-nearest neighbor applied over all attributes with
full values to find the closest example [17]. The following attributes were affected
by this operation: Education (11771 missing values), Marital Status (10046 val-
ues), Main Procedure (19407 values) and Main Diagnosis (19268 values).

Table 2. List of input attributes proposed in this work and that were also used in the
literature.

Attribute Name Previous LOS studies that adopted this attribute
Sex 7,11-14,16]

Age 7,12-16]

Education 7]

Episode Type 7,15]

Inpatient Service 7]

Medical Specialty 6,

16]
]

Admission Month 14]
Admission Day 14]
Admission Hour 14]

Main Procedure ,12]
,7,11,13,14,16]

7]

Main Diagnosis

[7,
[
[
[
[
[
Origin Episode Type | [11
[
[
[
(7,1
[6,7
[

Previous Admissions
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Finally, several attributes were transformed, to facilitate the modeling stage.
To reduce skewness and improve symmetry of the underlying variable distrib-
ution, the logarithm transform y=In(z+1) was applied to the Previous Admis-
sions and LOS variables. This is a popular transformation that often improves
regression results for right-skewed variables [19]. Also, the Admission Hour vari-
able was standardized to include only 24 levels. Moreover, the values of nominal
attributes with a large number of levels were recoded /standardized to reduce the
number of levels: Education (transformed from 14 to 6 levels), Main Procedure
(from hundreds of values to 16 levels) and Main Diagnosis (from hundreds to
19 levels). Finally, using medical knowledge, we transformed the Age numeric
attribute into 5 ordinal classes: A - lower than 15 years; B - between 15 and 44;
C - between 45 and 64; D - between 65 and 84; and E - equal or higher than 85.

3.4 Modeling

Due to its importance, in the last decades, several methods have been proposed
for regression, such as DT, ANN, SVM and RF [9]. In this phase, we tested six
regression methods, as implemented in the rminer package [17]: AP, MR, DT,
ANN, SVM and RF.

The AP is a naive model that consists in predicting the same average LOS (7,
as found in the training set) and is used as baseline method for the comparison.

The DT is a branching structure that represents a set of rules, distinguishing
values in a hierarchical form.

The MR is a classical statistical model defined by the equation:

I
§=00+ Y B (1)

i=1

where (g, ..., [; are the set of parameters to be adjusted, usually by applying
an ordinary least squares (OLS) algorithm.

ANN is based in the popular multilayer perceptron, with one hidden layer
of H hidden nodes and logistic activation functions, while the output node uses
the linear function. Since ANN training is not optimal, the final solution is
dependent of the choice of starting weights. To solve this issue, rminer first
trains NV, different networks and then uses an ensemble of these networks such
that the final output is set in terms of the average of the distinct N, individual
predictions.

The SVM model performs a nonlinear transformation to the input space by
adopting the popular Gaussian kernel. SVM regression is achieved under the
commonly used e-insensitive loss function. Under this setup, the SVM perfor-
mance is affected by three parameters: v — Gaussian kernel parameter; ¢ and C'
— a trade-off between fitting the errors and the flatness of the mapping. Finally,
RF is an ensemble of T unpruned DT, where each tree is based on a random
feature selection with up to m features from bootstrap training samples. The
RF predictions are built by averaging the outputs of T trees. RF is a substantial
modification of bagging (fit of several models to bootstrap samples of training
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data) and on many problems RF performance is similar to boosting, while being
more simpler to train and tune [9].

The rminer package full implementation details can be found in [17]. Under
this package, before fitting the MR, ANN and SVM models, the input data is
first standardized to a zero mean and one standard deviation [9]. Except for the
hyperparameters of the most complex methods (ANN, SVM and RF), rminer
adopts the default parameters of the learning algorithms, such as: MR and ANN
— BFGS algorithm, as implemented in nnet package; DT - CART algorithm,
as implemented in the rpart package; SVM - sequential minimal optimization
algorithm, as implemented in the kernlab package; and RF - Breiman’s random
forest algorithm, as implemented in the randomForest package.

In this work, we set N, = 3 for the ANN ensemble. Also, heuristics were
adopted to set two of the three SVM hyperparameters [17]: C' = 3 (for standard-
ized data) and € = 30, +/log (N)/N, where o, denotes the standard deviation of
the predictions given by a 3-nearest neighbor and N is the dataset size. For RF,
we adopted the default T'= 500 value. For the most complex methods, rminer
uses grid search to select the best hyperparameter values: H for ANN, v for
SVM and m for RF. In this work, the grid method searches ten values for each
hyperparameter (H €{0,1,...,.9}; v € {271%,2713 .. 23}; and m € {1,2,...,10}).
During the grid search, the absolute error is measured over a validation set
(with 33 % of the training data). The configuration that corresponds to the low-
est validation error is selected. Finally, the selected model is retrained with all
training data.

The method used for estimating the predictive performance of a model was
a 5-fold cross-validation, which divides the data into 5 partitions of equal size.
In each 5-fold iteration, a given subset is used as test set (to measure predictive
capability) and the remaining data is used for training (to fit the model). To
assure statistical robustness, 20 runs of this 5-fold procedure were applied to all
methods. For demonstration purposes, we present here a portion of the R/rminer
code used to test the RF model:

library(rminer) # load the library

# read the data:

d=read.table("data.csv",header=T,sep=",")

# execute 20 runs of 5-fold using RF:

M=mining(LOS~.,data=d,Runs=20, method=c("kfold",5),
model="randomforest", search="heuristic10")

# save the results into a file:

savemining (M, "rf.results")

3.5 Evaluation

To evaluate the predictions, three regression metrics were selected, the coefficient
of determination (R?), Mean Absolute Error (MAE) and Root Mean Squared
Error (RMSE), which can be computed as [20]:
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where N denotes the number of predictions (test set size), y; is the target value
for example 4, 7, is the average of the target values in the test set and g; is the
predicted value for example 1.

R? is a popular regression metric that is scale independent, the higher the
better, with the ideal model presenting a value of 1.0. The lower the RMSE and
MAE values, the better the predictions. When compared with MAE, RMSE is
more sensitive to extreme errors. The Regression Error Characteristic (REC)
curve is useful to compare several regression methods in a single graph [21]. The
REC curve plots the error tolerance on the x-axis versus the percentage of points
predicted within the tolerance on the y-axis.

Table 3 presents the regression predictive results, in terms of the average of
the 20 runs of the 5-fold cross-validation evaluation scheme. From Table 3, it is
clear that the best results were obtained by the RF model, which outperforms
other DM models for all three error metrics. A pairwise t-student statistical
test, with a 95 % confidence level, was applied, confirming that the differences
are significant (i.e., p-value<0.05) when comparing RF with other methods. We
emphasize that a very good R? value was achieved (0.813), much higher than
the minimum success value of 0.6 set in Sect. 3.1.

Table 3. Predictive results (average of 20 runs, as measured over test data; best values
in bold).

Metrics

Method | R? MAE |RMSE
AP 0.000 |0.861 |1.085
MR 0.641 |0.446 |0.650
DT 0.622 10.415 | 0.667
ANN  [0.736 1 0.340 |0.558
SVM 1 0.745 |0.296 | 0.547

RF 0.813* | 0.224* | 0.469"*
* statistically significant under a
pairwise comparison with other
methods.

The REC analysis, shown in Fig. 1, also confirms the RF as the best predictive
model, presenting always a higher accuracy (y-axis) for any admitted absolute
tolerance value (x-axis). For instance, for a tolerance of 0.5 (at the logarithm
transform scale), the RF correctly predicts 85.4 % of the test set examples. The
REC results are further complemented in Table 4, which compares the accuracy
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Fig. 1. REC curves for all tested models.

Table 4. RF vs SVM accuracy for some absolute deviation values (average of 20 runs,
best values in bold).

Absolute Deviation | SVM Accuracy | RF Accuracy
0.0 0.0% 15.6%
0.1 50.1 % 61.3%
0.2 63.3 % 70.9%
0.3 70.9 % 77.2%
0.4 76.3% 81.8%
0.5 80.6 % 85.4%
0.6 84.0% 88.2%
0.7 86.7 % 90.3%
0.8 89.0% 91.9%
0.9 80.8% 93.3%
1.0 92.3% 94.4%

of the best two models (RF and SVM) for eleven absolute deviation values within
the range [0,1]. The table confirms the superiority of the RF model, which always
presents higher accuracy values, with a difference that ranges from 2.1 % points
(for a tolerance of 1.0) to 15.6 (for a tolerance of 0.0).

The quality of the predictions for the RF model can also be seen on Fig. 2,
which plots the observed (z-axis) versus the predicted values (y-axis). In the
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plot, values within the 0.5 tolerance are shown with solid circles (85.4 % of the
examples), values outside the tolerance range are plotted with the 4+ symbol
and the diagonal dashed line denotes the performance of the ideal prediction
method. It should be noted that the observed (target) values do not cover the
full space of LOS values, as shown in Fig.2. This is an interesting property of
this problem domain that probably explains the improved performance of RF
when compared with other methods, since ensemble methods (such as RF) tend
to be useful when the sample data does not cover the tuple space properly. The
large diversity of learners (i.e., T=500 unpruned trees) can minimize this issue,
since each learner can specialize into a distinct region of the input space.

It should be noted that the presented predicted results were computed over
the logarithm transform scale (see Sect. 3.3). In Fig. 2 and within a 0.5 tolerance
(solid circles), the predictions are above the origin point (point A, z=0) and
below the right upper observed values (point B, x=4.2). This means that at
the normal scale (z/, using the inverse of the logarithm transform), the RF
model error is capable of correctly predicting 85.4 % of the examples with a real
maximum error that ranges from 0.7 days (point A, 2’ =0) to 26.0 days (point
B, 2/ =65.7 days).

When compared with DT and MR, the ANN, SVM and RF data-driven
models are difficult to be interpreted by humans. Yet, sensitivity analysis and
visualization techniques can be used to open these complex models [10]. The
procedure works by analyzing the responses of a model when a given input
is varied though its domain. By analyzing the sensitivity response changes, it
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Fig. 3. Input importance bar plot for the RF model.

is possible to measure input relevance (higher changes denote a more relevant
input) and average impact of an input in the model. The former can be shown
using an input importance bar plot and the latter by plotting a Variable Effect
Characteristic (VEC) line curve or segments.

To extract explanatory knowledge from the RF model and open the black-box,
we applied the Data-Based Sensitivity Analysis (DSA) method, as implemented in
the Importance function of the rminer package. DSA has the advantage of being
a fast method that can measure the overall influence of a particular input, includ-
ing its iterations with other inputs (Cortez and Embrechts, 2013). The DSA algo-
rithm was executed over the RF model fit with all data. The obtained sensitivity
responses were first used to rank the RF inputs, according to their relevancy in
the predictive model (Fig. 3). Then, the average effects of the most relevant inputs
were analyzed using VEC line segments (Figs. 4, 5 and 6).

The input importance bar plot (Fig.3) ranks the Episode Type (30.1%
impact) as the most relevant attribute, followed by Inpatient Service (12.3 %) and
Medical Specialty (10.1 %). Overall, the bar plot shows a much greater influence
of the inpatient clinical process attributes (e.g., Episode Type, Medical Spe-
cialty, Previous Admissions) when compared with the patients’ characteristics
(e.g., Education, Sex). This is an interesting outcome for hospital managers. In
the next paragraphs, we detail the particular influence of the top three inputs
by analyzing their VEC line segments.
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Figure 4 shows the global influence of the most relevant input (Episode Type),
which is a nominal attribute with two classes. The VEC line segments clearly
confirm that the ambulatory type (scheduled admission, typically involving a
1day LOS) is related with an average lower LOS (0.1 in the logarithm transform
scale, 0.1 days in the normal scale) when compared with the internment type
(1.58 in the logarithm scale, 3.9 days).

Next, we analyze the average influence of the Inpatient service (Fig.5). The
greatest LOS is associated with five services: medicine, average LOS of 1.45,
corresponding to 3.3 days at the normal scale; orthopedics, average of 1.39, cor-
responding to 3.0 days; specialties, average of 1.37, corresponding to 2.9 days;
surgery, average of 1.36, corresponding to 2.9 days; and pneumology, average of
1.32, corresponding to 2.7 days.

Finally, we analyze the third most relevant attribute, the Medical Specialty
(Fig.6). The internal medicine is related with the highest average LOS (1.64,
corresponding to 4.2 days). The second highest average LOS (1.50, corresponding
to 3.5 days) is related with orthopedics. Two Medical Specialty values are ranked
third in terms of their average effect on LOS: general surgery and urology, both
related with an average LOS of 1.40, corresponding to 3.1 days.

These results were shown to hospital specialists and a positive feedback was
obtained, confirming meaningful and interesting effects between these attributes
and the average expected LOS. Moreover, we would like to stress that the top
four relevant attributes were also in agreement with several literature works
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(Table 2). For instance, the Episode Type was proposed by [7,15], the Inpatient
Service was adopted by [7], the Medical Specialty was used in [6,16], and the
Main Procedure was approached in [7,12]. We also highlight that Education and
Marital Status are two of the proposed attributes that are scarcely adopted by
the literature. Yet, these attributes were ranked at 7th and 8th place, with a total
contribution of around 10 % of the input importance (Fig.3), thus confirming
their added value for the LOS prediction model.

4 Conclusions

Due to advances in Information Technology, hospitals are collecting vast amounts
of data related with their clinical information systems. All this data can hold
valuable knowledge. The development of the Data Mining (DM) field has created
new exciting possibilities for extracting such clinical knowledge, in what is known
as medical data mining. This work describes an implementation of a medical data
mining project approach based on the CRISP-DM methodology. In particular,
a DM approach was applied to estimate the Length Of Stay (LOS) of patients
at their hospital admission process. We analyzed recent real-world data from a
Portuguese hospital, involving a large dataset that included 26462 records (from
15253 patients) and an initial set of 28 attributes (as defined by a medical panel).

The DM approach was guided by the popular CRISP-DM methodology,
under a regression approach. After the data preparation phase of CRISP-DM, a
cleaned dataset (without outliers and missing data) was achieved, with a total
of 26431 records, 14 input attributes and the LOS target. During the mod-
eling phase, six distinct regression models were explored: Average Prediction
(AP), Multiple Regression (MR), Decision Tree (DT), Artificial Neural Network
(ANN) ensemble, Support Vector Machine (SVM) and Random Forest (RF).
These models were compared and tested under a robust evaluation scheme that
used 20 runs of a 5-fold cross-validation. Finally, at the evaluation phase of
CRISP-DM, the obtained results were analyzed.

The best prediction performance was achieved by the RF model, which
presents a very good coefficient of determination value of R? =0.81 and that is
21 % points higher than the minimum threshold of R? =0.60 set in the business
understanding phase. A Regression Error Characteristic (REC) curve analysis
revealed that the RF model can correctly predict 85.4 % of the examples under a
tolerance deviation that ranges from 0.7 (for observed LOS of 0 days) to 26 days
(for observed LOS of 66 days). At the same evaluation phase of CRISP-DM,
sensitivity analysis and visualization techniques were used to extract explana-
tory knowledge from the best predictive model (RF). The sensitivity analysis
revealed a high impact of inpatient clinical process attributes, instead of the
patient’s characteristics. In effect, the top three influential input attributes were:
the hospital Episode Type, the Inpatient Service where the patient is hospital-
ized and the associated Medical Specialty. Moreover, the average influence of
each of these input attributes in the prediction model has been detailed by using
a Variable Effect Characteristic (VEC) analysis. Such analysis has confirmed
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that several input values associated with high LOS, such as: ‘internment” (for
Episode Type), “medicine” (for Inpatient Service) and “internal medicine” (for
Medical Specialty).

The obtained DM predictive and explanatory knowledge results were consid-
ered credible by the hospital specialists and are valuable for hospital managers.
By having access to better estimates of the LOS that is more likely to occur in the
future and which factors affect such estimates, hospital managers can make more
informed decisions. Such informed decisions can lead to a better planning of the
hospital resources, resulting in a better hospital management performance, with
an increase in the number of available beds for new admissions and reduction of
surgical waiting lists.

In the future, we intend to address the implementation phase of CRISP-
DM by testing the obtained data-driven model in a real-environment (e.g., by
designing a friendly interface to query the RF model). After some time, this
would allow us to obtain additional feedback from the hospital managers and
also enrich the datasets by gathering more examples. The proposed approach
has also the potential to predict well LOS using data from other hospitals, since
we address generic LOS and use 14 variables that are easily available at the
hospitalization process.
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Abstract. This work deals with the deploying of router nodes using artificial
immune systems techniques, particularly for industrial applications of wireless
sensor networks. Possible scenarios include configurations with sensors blocked
by obstacles. These nodes make possible the transmission of data from sensors
to the gateway in order to meet criteria especially those that lead to a low degree
of failure and reducing the number of retransmissions by the routers. These
criteria can be set individually or in groups, associated with weights. Router nodes
deploying is accomplished in two phases, the first uses immune networks concepts
and the second employs potential fields ideas for deploying the routers in such
way that critical sensors attract them while obstacles and other routers repel them.
A large number of case studies were considered from which some representative
ones were selected to illustrate the method, for different configurations in the
presence of obstacles.

Keywords: Artificial immune systems - Node positioning and wireless sensor
networks

1 Introduction

Data transmission in wireless technology has grown dramatically in society. The wire-
less technology has taken over the world and the field of industrial automation is no
exception. Main advantages are reduced installation time of devices, no need of cabling
structure, cost saving projects, infrastructure savings, device configuration flexibility,
cost savings in installation, flexibility in changing the existing architectures, possibility
of installing sensors in hard-to-access locations and others.

Safety, reliability, availability, robustness and performance are of paramount impor-
tance in the area of industrial automation. The network cannot be sensitive to interference
nor stop operation because of an equipment failure, nor can have high latency in data
transmission and ensure that information is not misplaced [1, 3].
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In industrial automation environment, data transmission in a wireless network faces
the problem of interference generated by other electrical equipment, such as walkie-
talkies, other wireless communication networks and electrical equipment, moving obsta-
cles (trucks, cranes, etc.) and fixed ones(buildings, pipelines, tanks, etc.). In an attempt
to minimize these effects, frequency scattering techniques and mesh or tree topologies
are used, in which a message can be transmitted from one node to another with the aid
of other nodes, which act as intermediate routers, directing messages to other nodes until
it reaches its final destination. This allows the network to get a longer range and to be
nearly fault tolerant, because if an intermediate node fails or cannot receive a message,
that message could be routed to another node. However, a mesh network also requires
careful placement of these intermediate nodes, since they are responsible for doing the
forwarding of the data generated by the sensor nodes in the network to the gateway
directly or indirectly, through hops. Those intermediate nodes are responsible for
meeting the criteria of safety, reliability and robustness of the network and are also of
paramount importance in the forwarding of data transmission. They could leave part or
all the network dead, if they display any fault [7]. Most solutions to the routers placement
solve this problem with optimization algorithms that minimize the number of inter-
mediate router nodes to meet the criteria for coverage, network connectivity and
longevity of the network and data fidelity [8, 9].

This work proposes to solve this problem using Artificial Immune Networks,
based on the human immune system. The algorithms based on immune networks
have very desirable characteristics in the solution of this problem, among which we
can mention: scalability, self-organization, learning ability and continuous treat-
ment of noisy data [10].

The present work is divided into four sections. Section 2 discusses briefly artifi-
cial immune systems. Section 3 presents the application of artificial immune systems
to the node positioning problem and Sect. 4 discusses case studies results including
obstacles and conclusions.

2 Immune Systems Foundations

Artificial immune systems (AISs) are models based on natural immune systems
which protect the human body from a large number of pathogens or antigens [13].
Due to these characteristics the AISs are potentially suitable for solving problems
related to computer security and they inherit from natural immune systems the prop-
erties of uniqueness, distributed sensing, learning and memory efficiency. In fact, the
immune system is unique to each individual. The detectors used by the immune
system are small, efficient and highly distributed and are not subject to centralized
control. Moreover, it is not necessary that every pathogen is fully detected, because
the immune system is more flexible, there is a compromise between the resources
used in the protection and breadth in coverage.

Anomaly detection is another important feature, since it allows the immune system
to detect and respond to pathogens (agents that cause diseases) for which they have not
previously been found. The immune system is able to learn the structures of pathogens
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and remember these structures so that future responses to these agents are faster. In
summary, these features make the immune system scalable, robust and flexible. The
immune system uses distributed detection to distinguish the elements of the organism
itself, the self, and foreign to the body, the non-self. The detection of the non-self is a
difficult task because its number, of the order of 1016, is much superior to the number of

self-patterns, around 10°, taking place in a highly distributed environment. It should be
also noted that all these actions occur while the living organism must continue in oper-
ation and the available resources are scarce.

Cells that perform the detection or recognition of pathogens in the acquired or adap-
tive immune system are called lymphocytes that recognize pathogens joining them. The
antigens are detected when a molecular bond is established between the pathogens and
the receptors present on the surface of lymphocytes. A given receiver will not be able
to join all antigens. A lymphocyte has approximately 100,000 receptors on its surface
which however have the same structure, and therefore can only join with structurally
related epitopes (the site on an antigen at which a specific antibody becomes attached).
Such epitopes define a similarity subset of epitopes which lymphocytes can detect.

The number of receivers that can join the pathogens defines the affinity of a lympho-
cyte to a certain antigen. Lymphocytes can only be activated by an antigen if their
affinities exceed a certain threshold. As this threshold increases, the number of epitopes
types capable of activating a lymphocyte decreases, i.e., the similarity subset becomes
smaller. A receiver may be obtained by randomly recombining possible elements (from
the memory of the immune system), producing a large number of possible combinations
indicating a wide range in the structure of the receptors. Although it is possible to

generate approximately 10" receptor types, the number present at a given instant of time

is much smaller, in the range of 10® to 10'* [12]. The detection is approximate, since it
is a difficult task to evolve structures that are complementary to receptor epitopes for
which the organism has never encountered before. If an exact complementarity was
needed, the chance of a random lymphocyte epitope join a random would be very small.
An important consequence of that approximate detection is that one single lymphocyte
is capable of detecting a subset of epitopes, which implies that a smaller number of
lymphocytes is required for protection against a wide variety of possible antigens.

2.1 Metaphors of the Immune System

The main algorithms that implement the artificial immune systems were developed from
metaphors of the immune system: the mechanism of negative selection, the theory of
immune network and the clonal selection principle.

The function of the negative selection mechanism is to provide tolerance to self-
cells, namely those belonging to the organism. Thus, the immune system gains the
ability to detect unknown antigens and not react to the body’s own cells. During the
generation of T-cells, which are cells produced in the bone marrow, receptors are
generated by a pseudo-random process of genetic arrangement. Later on, they
undergo a maturation mechanism in the thymus, called negative selection, in which
T cells that react to body proteins are destroyed. Thus, only cells that do not connect
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to the body proteins can leave the thymus. The T cells, known as mature cells,
circulate in the body for immune functions and to protect it against antigens.

The theory of immune system network considers several important aspects like the
combination of antibodies with the antigens for the early elimination of the antigens.
Each antibody has its own antigenic determinant, called idiotope. In this context, Jerne
[14] proposed the Immune Network Theory to describe the activity of lymphocytes in
an alternative way. According to Jerne [14], the antibodies and lymphocytes do not act
alone, but the immune system keeps a network of B cells for antigen recognition. These
cells can stimulate and inhibit each other in various ways, leading to stabilization of the
network. Two B cells are connected if they share an affinity above a certain threshold
and the strength of this connection is directly proportional to the affinity they share.

The clonal selection principle describes the basic features of an immune response to
an antigenic stimulus, and ensures that only cells that recognize the antigen are selected
to proliferate. The daughter cells are copies or clones of their parents and are subject to
a process of mutation with high rates, called somatic hypermutation. In the clonal selec-
tion the removal of daughter cells are performed, and these cells have receptors that
respond to the body’s own proteins as well as the most suitable mature cell proliferation,
i.e., those with a greater affinity to the antigens [5].

3 Router Nodes Positioning

Router Nodes positioning has been addressed in the literature by several researchers.
Cannons et al. [4] proposed an algorithm for positioning router nodes and determine
which router will relay the information from each sensor. Gersho and Gray [6]
proposed one to promote the reliability of wireless sensors communication network,
minimizing the average probability of sensor transmission error. Shi et al. [11]
proposed a positioning algorithm of multi-router nodes to minimize energy consump-
tion for data transmission in mobile ad hoc network (MANET - Mobile Ad Hoc
Network). The problem was modeled as an optimization clustering problem. The
suggested algorithm to solve the problem uses heuristic methods based on the k-
means algorithm. Costa and Amaral [2] described an approach for router nodes place-
ment based on genetic algorithm which minimizes the number of nodes required for
network routers, decreasing the amount critical nodes for all involved devices and the
number of hops of the transmitted messages.

The use of wireless sensor network in industrial automation is still a matter of concern
with respect to the data reliability and security by users. Thus, an appropriate node
positioning is of paramount importance for the wireless network to meet safety, relia-
bility and efficiency criteria.

Positioning of nodes is a difficult task, because one should take into account all the
obstacles and interference present in an industrial environment. The gateway as well as the
sensors generally have a fixed position near the control room. But the placement of router
nodes, which are responsible for routing the data, generated by the sensors network to the
gateway directly or indirectly, is determined by the characteristics of the network.



Applying Artificial Immune Systems for Deploying Router Nodes 171

The main characteristics of wireless sensor networks for industrial automation differ
from traditional ones by the following aspects: The maximum number of sensors in a
traditional wireless network is on the order of millions while automation wireless
networks is on the order of tens to hundreds; The network reliability and latency are
essential and fundamental factors for network wireless automation. To determine the
number of router nodes and define the position in the network, some important aspects
in industrial automation should be considered. It should be guaranteed:

(1) Redundant paths so that the system be node fault-tolerant;

(2) Full connectivity between nodes, both sensors and routers, so that each node of
the network can be connected to all the others exploring the collaborative role
of routers;

(3) Node energy efficiency such that no node is overwhelmed with many relaying
information from the sensors;

(4) Low-latency system for better efficiency in response time;

(5) Combined attributes for industrial processes to avoid accidents due to, for example,
high monitored process temperature;

(6) Self-organization ability, i.e. the ability of the network to reorganize the retrans-
mission of data paths when a new sensor is added to the network or when a
sensor stops working due to lack of power or a problem in wireless communi-
cation channel.

All these factors must be met, always taking into consideration the prime factor
security: the fault tolerance. In the end of the router nodes placement, the network of
wireless sensors applied to industrial automation should be robust, reliable, scalable
and self-organizing.

The positioning of router nodes in industrial wireless sensor networks is a complex
and critical task to the network operation. It is through the final position of routers that
one can determine how reliable, safe, affordable and robust the network is.

In the application of immune systems to router nodes positioning reported in this
work, B cells that make up the immune network will be composed by a set of sensor
nodes and a set of router nodes. The sensor nodes are located in places where the
plant instrumentation is required. These nodes have fixed coordinates, i.e. they
cannot be moved. For security to be guaranteed it is necessary to have redundant
paths between these nodes and the gateway. The set of router nodes will be added to
allow redundant paths. The position of these nodes will be changed during the
process of obtaining the final network. The stimulation of the B cells, corresponding
to the set of routers, is defined by the affinity degree among B cells in the training
of the network. In this work, the role of the antigen is viewed more broadly as the
entity that stimulates B cells. Thus, the function of the antigen takes into considera-
tion possible missing paths to critical sensors, the number of times that a router is
used and its proximity to sensors. The modeling of B cells affinity is the weighted sum
of the three criteria that the positioning of each router will answer. The criteria are:
fault degree of each router, number of times each router is used depending on the
path and number of sensor nodes neighboring to each router.
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3.1 The Proposed Router Nodes Algorithm

In the proposed algorithm, process dynamics can be divided into two processes: network
pruning and cloning, and node mutation of the network routers.

In the pruning process, n, router nodes that during a certain time failed to become
useful to the network will be removed from it. The cloning process is responsible for
generating n, clones of router nodes that were over stimulated. The clones may suffer
mutations of two kinds:

(i) Hypermutation — for positioning new elements in the network which are inversely
proportional to the degree of stimulation of the router node selected;

(i) Net Mutation — for positioning the new information into the network in order to
assure the new clones are neighbors of the selected clone [16].

After the inclusion of the new router nodes, a stop condition is performed. If the
condition is not met, all routers undergo an action of repulsive forces, generated by
obstacles and routers for other nodes, followed by attractive forces created by critical
sensor nodes. Those critical nodes are the ones that do not meet the minimum number
of paths necessary to reach the gateway. The actions of repelling potential fields have
the function of driving them away from obstacles, to allow direct line of sight for the
router network nodes to increase the reliability of transmission and also increase the
distance among the routers to increase network coverage. On the other hand, the attrac-
tive potential fields attract routers to critical sensors, easing the formation of redundant
paths among sensors and the gateway. After the action of potential fields, from the new
positioning of routers, a new network is established and the procedure continues until
the stopping criterion is met.

The algorithm proposed in this work deals with a procedure based on artificial
immune networks, which solves the problem of positioning the router nodes so that
every sensor device is able to communicate with the gateway directly and or indirectly
by redundant paths.

Figure 1 shows the main modules of the algorithm. The first module is called immune
network, and the second, is called potential fields (i.e. positioning module) containing
elements used in positioning sensor networks using potential fields [15].

The immune network module performs an algorithm that can be described by the
following steps:

— Creation: Creation of an initial set of B cells to form a network.

— Evaluation: Determination of the B cells affinity to calculate their stimulation.

— Pruning: Performs the resource management and remove cells that are without
resources from the network.

— Selection: Selects the most stimulated B cells to be cloned.

— Cloning: Generates a set of clones from the most stimulated B cells.

— Mutation: Does the mutation of cloned cells.

In the stage of creation, an initial set of routers is randomly generated to initiate the
process of obtaining the network, and the user can specify how many routers to place it
initially.
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Fig. 1. The proposed algorithm.

In the evaluation phase, a network which is represented by a graph is formed with
sensor nodes and router nodes. From this graph, values of several variables are obtained
that will be used to calculate the affinity. Examples of such variables are the number of
paths that exist between each sensor and the gateway, the number of times that a router
is used on the formed paths, etc.

It should be stressed that the affinity value is calculated for each router and comprises
three parts. The first part provides the degree of fault of each network router - this affinity
is the most important of all. It defines the value or importance each router has in the
network configuration. This is done as follows: a router is removed from the network,
and the number of paths that remain active for the sensors send information for the
gateway is evaluated. If the number of active paths remaining after the node removal is
small, the router node needs another nearby router to reduce their degree of fault.

Furthermore, if the node suffers battery discharge or hardware problems, other paths
to relay information should be guaranteed until the problem is solved.

The second part relates to the number of times that each router is used in paths that
relay the information from the sensors to the gateway. The greater the number of times
it is used, more important is that router.

The third part relates the number of sensor nodes neighboring to each router — one
can say that the more sensor nodes neighbors, the greater the likelihood that it will
become part of the way that the sensor needs to transmit your message to the gateway.
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4 Case Studies and Conclusions

Case studies were simulated in a 1 X 1 square scenario. The cloning procedure consid-
ered that only the router with higher affinity would be selected to produce three clones
in each generation. For each case study 10 experiments were carried out that demon-
strated the algorithm’s ability to create at least two redundant paths to get the information
from any sensor to the gateway.

Two set of results will be presented. The first set does not consider obstacles which
are treated in the second set.

4.1 Case Studies with no Obstacles

Two configurations were considered to demonstrate the functionality of the proposed
algorithm. The configurations used in the simulation were motivated by oil and gas
refinery automation applications.

The first one called PosA consists of five network nodes, where node 1 is the gateway
and nodes 2, 3, 4 and 5 are fixed sensors. The gateway has direct line of sight with all
the network nodes as shown in Fig. 2.

PosA Configuration
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Fig. 2. Sensors and gateway for PosA configuration. Node 1 is the gateway and nodes 2 to 5 are
the sensors.
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The second one (PosB) considers a network with nine nodes, where node one is the
gateway and the others are fixed sensors. As in configuration PosA, PosB has direct line
of sight with all the network nodes as shown in Fig. 3. For both configurations it will be
considered that there is no connectivity among them, i.e. the distance between them will
be greater than their operating range.

For the case study simulations considered, the goal is to get any two paths for each
sensor to transmit the monitored sensor data to the gateway node. The operating range
for both cases is 0.2, i.e. for both configurations there is no connectivity between any
sensor and the gateway.

Table 1 describes the parameters used in the case study 1. After completion of ten
experiments, the best network configuration can be seen in Fig. 4, and the consolidations
of the tests are shown in Table 2.

PosB Configuration
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Fig. 3. Sensors and gateway for PosB configuration. Node 1 is the gateway and nodes 2 to 9 are
the sensors.

Table 1. Case study 1. PosA configuration parameters.

Simulation Parameters Values Method

No. of generations 50 -

Initial no. of routers 10 -

Mutation operator as indicated in Fig. 1 - Hypermutation (Type 1)
Affinity - Fault degree
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Table 2. Network performance for case study 1. PosA configuration.

Network Min. | Average Max. | Standard deviation
Number of nodes 13 13.7 15 0.67

Number of routers 8 8.7 10 0.67

Number of critical sensors 0 0 0 -

Number a router is used 1 2.1 3 0.57

Figure 4 also shows that one of the paths from sensor node 3 to the gateway shows
three jumps (3-7-8-1) i.e. the information had to be relayed by two routers to reach the
gateway node. Regarding the degree of fault, all eight routers have 20 % degree of fault
tolerance. This means that 80 % of the paths from the sensors to the gateway continue
to exist even after the removal of a node. With respect to the maximum number of routers
used in terms of paths, the router node 8 is used twice in the paths 3-8-1 and 3-7-8-1.
Consequently, this router will have a greater battery consumption than the others, which
could make it stop working and be disconnected from the network. But even if that
happens, there will still be a path (3-7-10-1) for node 3 to communicate to the

gateway.
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Fig. 4. Best router nodes positioning for case study 1 in PosA configuration. Node
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gateway, nodes 2 to 5 are the sensors, and nodes 6 to 13 are the router nodes.
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Table 3. Case study 2. PosB configuration parameters.

Simulation Parameters Values | Method

No. of generations 15 -

Initial no. of routers 3 -

Mutation Operator (as Net mutation (Type 2)

indicated in Fig. 1)

Affinity - Fault degree, number of times a router is used
and number of neighbor sensors

Case study 2 considers configuration PosB for the sensors and gateway. Table 3
shows the parameters used in the case study 2 simulations. The goal is still obtain at
least two paths for each sensor and gateway but now the affinity criteria consider fault
degree, number of times a router is used and number of neighbor sensors. After ten
experiments the best network configuration is shown in Fig. 5 and the network perform-
ance is seen in Table 4. Table 4 indicates that even using a low number of initial routers
the algorithm was able to reach a positioning result meeting the goals and avoided again
critical nodes.

Figure 5 also shows that node 3 in the path 3-15-17-13-1 features four hops to the
gateway. That means that the information sent by these devices will be delayed when
received by the gateway node, since it will need to be relayed through three intermediate
nodes. Regarding to the degree of fault, the intermediate node 22 has 22 % degree of
fault, and all the other routers have an index less than 22 %. Thus if node 22 is lost for
device failure or end of battery, it results that information sent by sensor 5 will not reach
the gateway. Regarding to the maximum number of routers used in terms of paths, router
nodes 10 and 13 are used three times in the paths 3-15-17-13-1, 3-26-13-1, 4-13-1, 9
-18-12-10-1, 9-24-10-1 and 2-11-10-1.That means that these devices will have their
lifetime reduced because their high levels of retransmission. As far as the number of
sensors to neighboring routers is concerned, routers 15, 19, 22 and 26 can relay the data
sent by two sensors, and the sensors are also used with relays. This makes these sensors
and routers consume more power, and as a result, battery runs out sooner.

Table 4. Network performance for case study 2. PosB configuration.

Network Min. | Average Max. | Standard deviation
Number of nodes 23 253 28 1.49

Number of routers 14 16.3 19 1.49

Number of critical sensors 0 0 0 -

Number a router is used 3 3.7 5 0.67
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Fig. 5. Best router nodes positioning for case study 2 in PosB configuration. Node 1 is the
gateway, nodes 2 to 9 are the sensors, and nodes 9 to 26 are the router nodes.

4.2 Case Studies with Obstacles

Two configurations with obstacles were considered to illustrate the proposed router
nodes positioning algorithm in environments with obstacles.

The first configuration (PosC) comprises two circular obstacles with a radius of 0.1,
and five nodes, in which node 1 is the gateway and the others are sensor nodes. Initially,
the gateway has not direct line of sight with sensor nodes 3 and 5 and is not connected,
i.e. out of range, to any of the network nodes, as depicted in Fig. 6.

The second configuration (PosD) has eight obstacles: three circular ones have radius
of 0.05, another circular one has radius 0.15 and four rectangular obstacles with different
sizes. Besides, the gateway is node 1 and nodes 2 to 8 are the seven sensor nodes.
Initially, the gateway has not direct line of sight to any of the sensor nodes and is not
connected to any network node as it is out range to the other nodes. Moreover, sensor
nodes have also not a direct line of sight with each other and are also not connected as
they are out of range with each other too. Figure 7 shows the PosD configuration.

In this section, case studies 3 and 4 are considered using the configurations PosC
and PosD.

For case study 3, the network configuration is cross shaped, the operating range of
the network nodes is 0.2 and the positioning procedure lead to two disjoint paths for the
sensors send data to the gateway.
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Fig. 6. Sensors and gateway for PosC configuration. Node 1 is the gateway and nodes 2 to 5 are

the sensors.

Case study 4 uses configuration PosD and considers the same operating range as in
the case study 3, 0.2, and now three disjoint paths are required.
Tables 5 and 7 show the used parameters for case studies 3 and 4 respectively.

Table 5. Case study 3. PosC configuration parameters.

Simulation Parameters Values Method
No. of generations 30 -
Initial no. of routers 10 -
Mutation Operator (as indicated Net mutation (Type 2)
in Fig. 1)
Affinity - Fault degree, number of times a router is used and

number of neighbor sensors

Table 6. Network performance for case study 3. PosC configuration.

Network Min. | Average Max. | Standard deviation
Number of nodes 19 19.9 22 0.99

Number of routers 14 14.9 17 0.99

Number of critical sensors 0 0 -

Number a router is used 2 2 0
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Fig. 7. Sensors and gateway for PosD configuration. Node 1 is the gateway and nodes 2 to 8§ are
the sensors.

Table 7. Case study 4. PosD configuration parameters.

Simulation Parameters Values Method
No. of generations 100 -
Initial no. of routers 10 -
Mutation Operator (as indicated Net mutation (Type 2)
in Fig. 1)
Affinity - Fault degree, number of times a router is used and
number of neighbor sensors

Figure 8 shows the best configuration obtained from the 10 experiments. Table 6
shows the network performance for case study 3.

It can be seen in Fig. 8 that the sensor nodes 3 and 5 in the paths 3-16-17-20-1,
3-19-7-10-1, 5-13-11-18-1 and 5-12-14-15-1 show four jumps to the gateway. This
means the data sent by these devices suffer a delay when received by the gateway, since
it will need to be relayed through three intermediate nodes. With respect to the degree
of fault, the intermediate nodes 7, 10, 11, 12, 13, 14, 16, 17 and 19 have a 30 % degree
of fault, and the other router nodes have an index lower than 30 %. So 70 % of the paths
from the sensors to the gateway, continue to exist even after the removal of a node.
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Fig. 8. Best router nodes positioning for case study 3 in PosC configuration. Node 1 is the
gateway, nodes 2 to 5 are the sensors, and nodes 6 to 20 are the router nodes.

Figure 9 shows the best configuration out of ten experiments for case study 4 and
Table 8 shows the network performance for case study 4.

Figure 9 indicates that for sensor nodes 3 and 6, the paths 3-20-22-24-7-40-63-53-36-1,
3-50-49-61-4-52-15-56-39-1 and 6-58-61-4-60-31-15-37-26-1 show nine hops to the
gateway. This means that the data sent by these devices suffer a delay in the gateway, since
it will need to be relayed by eight intermediate nodes. With respect to the degree of fault, the
router node 32 have 21 % degree of fault, and the other router nodes have an index lower than
21 %. This means that 79 % of the paths from the sensors are still present even after a node

removal.
Table 8. Network performance for case study 4. PosD configuration.
Network Min. | Average Max. | Standard deviation
Number of nodes 59 60.50 63 1,18
Number of routers 51 52.50 55 1.18
Number of critical sensors 0 0 0 -
Number a router is used 5 54 8 0.97
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Fig. 9. Best router nodes positioning for case study 4 in PosD configuration. Node 1 is the
gateway, nodes 2 to 8 are the sensors, and nodes 9 to 63 are the router nodes.

This work proposed a positioning algorithm for router nodes in wireless network using
immune systems techniques. The algorithm creates redundant paths to the data collected
by the sensors to be sent to the gateway by any two or more paths, meeting the criteria of
degree of failure, the number of retransmission by routers and number of sensors to neigh-
boring routers. The algorithm allows each criterion is enabled at a time or that they be
combined with weights. The affinity function, which works as an objective function, is
multi-objective, so several other objectives could be jointly considered.
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Abstract. Aspect-oriented programming (AOP) was proposed with the
purpose of improving software modularization by treating crosscutting
concerns. Since its introduction, there is no consensus about the impact
on performance of the use of AOP techniques to deal with crosscutting
concerns. This article explores further the evaluation of performance by
proposing a systematic literature review to find out how performance
is affected by the introduction of aspects. Then, an experiment is per-
formed to find results about the performance of AOP and weavers. This
experiment showed the assessment of several versions of an application.
According to this study, the difference concerning resource consumption
through variation of weavers can be considered irrelevant considering
web applications.

Keywords: Aspect-oriented programming - Systematic literature
review - Crosscuting concerns + Performance - MVC framework

1 Introduction

Aspect Oriented Programming (AOP) [1] was proposed as an attempt to deal
with crosscutting concerns aiming to improve modularization. AOP has gained
importance since its introduction to implement crosscutting concerns, with vary-
ing degree of success [2-5]. Within AOP, crosscutting concerns are implemented
as aspects and are further weaved into code. The way aspects are weaved into
code may affect performance as the weaving process introduces new code to the
original programs.

The impact on performance, caused by AOP techniques, has motivated pre-
vious works in scientific literature. Liu [6] showed that the aspect-oriented
approach does not have significant effect on performance, and that in some
cases, aspect-oriented software even outperform the non-aspect one. Addition-
ally, introduction of a large number of join points does not have significant effect
on performance. Remko [7] assessed the performance effects between programs
created by a weaver and a hand-coded version. This work came to the conclusion
that simple advices give no real performance penalties, but the more sophisti-
cated advices are, the slower they become. Kirsten [8] compared the four leading
© Springer International Publishing Switzerland 2015
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AOP tools at the time (2004) and, when it comes to performance, he postu-
lated that, in general, code with aspects performs similarly to that of a purely
object-oriented solution, where the crosscutting code is scattered throughout the
system.

The use of AOP to implement crosscutting concerns and its impact on per-
formance is the motivation for this study. First, a systematic literature review is
performed. The goal of this systematic review is to understand the extent of the
impact of AOP on the performance of software systems, if there is an impact.
The purpose of the experiment described following the review is to find results
about performance and aspect-oriented implementations. Considering the fact
that AOP techniques add additional complexity in software in order to treat
cross-cutting concerns, this addition can generate an overhead in software exe-
cution, leading to impact on performance.

Considered factors or independent variables for evaluating performance in
AOP software include the weaver, the type of weaving, the type of advice, the
number of join points, the size measured in lines of code, and the number of
classes to be loaded in the load-time weaving process. In order to evaluate the
impact of AOP techniques on performance, this article proposes the evaluation
of a major factor that may impact these techniques: the type of weaving. The
factors number of lines of code, types of advices, number of joinpoints and number
of classes to be loaded during load-time weaving will be considered in future
research. Therefore, the hypotheses of this article is that changing the weaving
process sensitize the outcomes.

2 Protocol for Systematic Review

The main question that motivated the systematic literature review [9] we con-
ducted in this paper is: Does the use of aspect-oriented techniques to implement
crosscutting concerns impact software performance ? A derived research ques-
tion is “If the impact exists, how meaningful is it ?”. The answer to both ques-
tions could help developers to reason about the feasibility of the use of AOP
techniques to handle crosscutting concerns on architectures where performance
is itself a concern. The systematic review started by searching in a number of
software engineering conferences and journals. The search was performed con-
sidering publications in the past 6years. The chosen conferences were: AOSD
(International Conference on Aspect-Oriented Software Development) and ICSE
(International Conference on Software Engineering). The chosen journals were:
JSS (Journal of Systems and Software), IST (Information and Software Technol-
ogy), SCP (Science of Computer Programming), TSE IEEE (IEEE Transactions
on Software Engineering), TOSEM (ACM Transactions on Software Engineer-
ing Methodology). ENTCS (Electronic Notes in Theoretical Computer Science),
which can be considered a series, was also included.

The search string was (“Aspect-oriented programming” AND “perfor-
mance”). The search has retrieved 338 papers. From these 338 papers, a sub-
selection has been made with the purpose of separating those relating AOP with
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Table 1. Search results and selected papers.

Publication | Retrieved papers|Relevant papers|Selected papers| Data source

JSS 38 2 1 ScienceDirect

IST 32 10 5 ScienceDirect

SCP 32 2 1 ScienceDirect

TSE 1 1 1 IEEExplorer
TOSEM 21 3 1 ACM Digital Library
ENTCS 26 3 1 ScienceDirect

AOSD 127 9 3 ACM Digital Library
ICSE 61 2 2 ACM Digital Library
Total 338 32 15

Table 2. Selected papers.

Venue/year | Reference
1 |ICSE/07 [10]
2 | SCP/08 [11]
3 |IST/09 [12]
4 |ENTCS/09 | [13]
5 |IST/09 [14]
6 | ICSE/09 [15]
7 |AOSD/09 |[16]
8 |JSS/10 [17]
9 |ACM/10 [18]
10 | IST/10 [19]
11| AOSD/10 |[20]
12 | I1ST/10 [21]
13| AOSD/10 |[22]
14 | IEEE/12 4]
15 |IST/12 [23]

any performance metrics. In a first step, 32 papers were selected and classified
as relevant. For the first selection, the title, the keywords and the abstract were
read. If the subject was pertinent to AOP and performance, the introduction
and the conclusion were read as well. In case of doubt about the relevance of the
paper, specific keywords were searched in the paper, such as aspect, crosscutting
and performance. There were also relevant papers which used other terms, includ-
ing cost, payload and overhead when considering assessment of performance of
some AOP technique, and in those cases, they were selected too.
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In a second step, of the 32 relevant papers, only those ones which assess
the performance of implementation of some crosscutting concern were selected
to be fully read. As a result, 15 papers were selected in total. Several types of
concerns have been classified by the papers as crosscutting concerns, even though
some of them were domain specific. However, papers which had crosscutting
concerns implemented through some AOP technique but which did not consider
any assessment of the used technique(s), or this assessment was incomplete, were
discarded. The summary of the filtering process can be seen in Table1 and the
final selection of papers is presented in Table 2.

3 Systematic Review Results

All 15 selected papers were fully read for the evaluation. The selected papers were
evaluated based on two sets of criteria: Application Type and Performance.

3.1 Application Type Criteria

The first set of criteria concerns about Application Type and encompass the
following metrics: number of assessed studies, lines of code (size, in LOCs),
original programming language (Original PL), aspect programming language
(Aspect PL) and application domain.

The application type is related to the type of application of the case studies
or experiments which have been assessed by the papers. The following types were
retrieved from the papers: Middleware, Web Service, Embedded, Platform, Sys-
tem or Application, Language or Extension (Language) and Framework. Cases
where their case studies were described as Monitoring Systems were classified
as System or Application. Papers which did not mention the application type of
their experiments have been classified under the closest definition of these ones
already mentioned. The number of assessed studies indicates only those studies
that were implemented by some AOP technique and were assessed by some kind
of metric.

The application domain includes: e-commerce, industrial application, Office,
Bank and Generic. Cases where there is no specific domain, for example a toolkit
or a language extension, were classified as Generic. Some papers, mostly in appli-
cation type, did not mention the application domain and were also classified by
proximity.

The summary of studies is presented in Table 3. Cases where no metric was

presented or in which it was not possible to identify were classified as not avail-
able (NA).

3.2 Performance Criteria

The second set of criteria concerns Performance. Four metrics were extracted
from the papers: weaving type, implemented crosscutting concerns, used perfor-
mance method, and performance overhead.
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Table 3. Summary of studies.

Type Article |Studies |Size Original PL |Aspect PL  |Domain
Middleware [17] 2 NA Aspect] Generic
[15] 3 12.7KLOC, |Java FlexSync
113Kb, Industrial
190Kb
Embedded [13] 1 NA ObjectTeams,
Java
[23] 2 NA GPL NA
[21] 1 NA JBoss AOP  |Generic
System or [14] Aspect] Office
. [16] 1 46KLOC Java Java, Aspect] |Generic
Application T KALA Bank
o e
spect], .
TBoss AOP Industrial
[4] 3 1.6KLOC, |C++ AspectC++
13.9KLOC,
51.6KLOC
Language [20] 1 118KLOC  |JavaScript AspectScript Generl?
[18] 2 Java NA Industrial
Framework |[22] Compatible |Generic
NA .
1 with Aspect]
Platform [12] NA NA
E-commerce
Web Service |[19] Java Aspect]

The weaving type indicates the type of weaving performed by the studies
in the papers. Two main kinds were considered: Compile-time and Runtime
wWeaving.

Several kinds of crosscutting concerns were retrieved from the papers. There
were cases where the crosscutting concerns were domain specific. Papers which
treated only one concern in the study prevailed, but there were cases where more
than one concern was considered, one of them domain specific [4].

The performance methods retrieved were the measurements of running or
execution time (ext), business operations per second (bos), average memory over-
head (avmo), CPU usage (cpu), qualitative observation of the overall execution
(obs), parsing time (pat), and average number of method calls per second (met).
Some papers presented more than one assessed variable. In these cases, when
there was performance reduction, the considered measurements were based on
the worst case. Some cases related the performance overhead as negligible (negl).

The results of the performance assessment performed by the papers are
presented in Table4. In the Performance Overhead column, the “+” and the
“—” signs means decrease and increase in performance, respectively. If a sign is
followed by negl, it means that the paper reported a degradation or gain in
performance, but this result is negligible according to the authors.
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Table 4. Performance analysis of studies.
Weaving Article |Crosscutting concerns  |Performance |Performance overhead
Method
[17] Stylistic ext, avmo ext: -negl, avmo: +1.03x
to 1.1x
[15] Synchronization bos negl
. [13] Maintainability, Extensi-|ext -2x for 100 instances
Run-time bility and Reusability
[21] Reconfigurability ext, cpu, avmo |ext: +1.1x to 1.22x, cpu:
+NA, avmo: +NA
[14] Monitoring Qualitative Ob-|not observable
servation
[16] Security pat +up to 1.16x
[20] Expressiveness met, cpu met: +up to 16.1x, cpu:
negl
[11] Transaction Management |NA + NA
[4] Caching, CheckFwArgs,|ext, avmo ext: + up to 1.18x, avmo:
Compile-time Excepter, Singleton, Trac- +upto 1.15x
ing, CadTrace, FwErrs,
FetTypeChkr, Timer,
UnitCrt, ViewCache,
ErcTracing, QueryConfig,
QueryPolicy
[22] Comunication between |ext + factor up to 31.08x
threads
[19] Device adaptation ext negl
Compile-time |[10] Constraint validation ext + varies according to ap-
/ runtime proach
Domain Spe-|[18] Cache met +1.015x
cific
NA [23] Safety NA + NA
[12] Security ext + varies according to ap-
proach

3.3 On the Target Applications

From the first set of criteria, related to Application type, it is possible to con-
clude that most papers, 10 out of 15, assessed only one study or experiment.
However, only four of them showed the LOC or size of their assessed stud-
ies. The two studies that have evaluated more systems, evaluated three small-
scale systems (at most 50KLOC or 190 Kb). The larger evaluated system had
118KLOC. One hypothesis for such lack of large scale studies is that AOP is not
extensively adopted such as OOP or procedural programming. Therefore, the
low adoption from the community restricts the availability of large systems for
experimentation.
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The prevailing application type was System or Application. That is reasonable
to expect because in general this kind of applications are more frequent and
more accessible. The prevailing application domain was Industrial applications
followed by applications with no specific domain, hereby classified as Generic. We
can observe that there is reasonable variability in terms of Application Type and
Application domain. We could observe that in Middleware software the overhead
was negligible. In the category System or Application, there is a tendency of more
impact in the performance.

The LOC seems not to influence because the larger studies systems had negli-
gible impact on execution time and CPU performance. The Application Domain
also seems not to influence the performance because of the high variation in
the results. The application domain did not present a clear influence in perfor-
mance. The Industrial domain, which has the larger number of studies, had also
presented negligible and positive impact in performance.

Finally, concerning the implemented crosscutting concerns in the applica-
tions, there was no prevailing concern in the studies, and surprisingly, none of
the studies implemented common concerns such as Logging or Exception Han-
dling. This can be an indicative that the studied cases were not representative
in terms of typical aspect-oriented software.

3.4 On the Used Programming Languages

The prevailing original programming language was Java with 11 out of 15 studies
and the prevailing aspect programming language was AspectJ with 6 out of 15
studies. JBoss AOP was present only in two cases, and Spring AOP was not
used in any of them. Considering the impact of the programming language in
performance, we can observe that the original programming language that has
significant number of studies is Java, but there was no clear indication that Java
is an influence factor. In the same way, AspectJ, which is the prevailing aspect
language, has shown no direct influence on the performance because it presented
either negligible or positive impact in performance. Although only two studies
were carried out with JBoss AOP, both studies have shown a positive impact in
performance.

3.5 On the Type of Weaving

From the second set of criteria, it is possible to conclude that run-time is the most
common weaving type process presented by papers in the experiments. One of the
reasons for this choice, instead of compile-time weaving, is the fact that runtime
weaving allows aspects to be added to the base program dynamically, which
is better for a context-aware adaptation of the applications [13]. Some papers
not only used the runtime weaving process but also extended it to adequate
the process to their studies. Also concerning the weaving process, the papers
in general postulated that runtime weaving requires more effort at runtime,
impacting on performance, but no proofs about this assumption were found in
this research.
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3.6 On the Experimental Setting of Reviewed Papers

Papers assessed their experiments in different ways, but the prevailing perfor-
mance metric was measurement of execution time (ext). The performance over-
head varied according to a set of variables such as the used approach, imple-
mented concern, the aspect programming language, weaving type process and
the used aspect weaver.

The workload is strongly influenced by the target application, which defines
several other sub-factors: the kind of join points, pointcuts and advices, the
ratio of occurrence of AOP constructs and the other non-AOP constructs, the
requirement of the application for specific type of weaving. Considering the space
for combination of levels for these factors, it is challenging (if not impossible)
to find a real world application (or a set of them) that can have all the possible
levels. Therefore, an alternative could be the design of a synthetic application
that could be use as a benchmark for performance evaluation of AOP techniques.
This benchmark would need to be meaningful to mimic real world scenarios and
would need to be comprehensive to guarantee that all important factors and
their respective levels would be considered.

4 Experimental Settings

In order to produce further evidences on the impact of the type of weavers in
the performance of AOP programs, we decided to conduct our own experiment.
This section explains the conditions of the experiment and how the experiment
was executed. The section is organized as follows. In Subsect. 4.1 the environ-
ment in which the experiment was performed is explained. Subsection 4.2 shows
the versions of the case study. Subsection 4.3 explains about the scenario of the
experiment. Subsection 4.4 shows the plan of the experiment designed for exe-
cuting the tests.

4.1 Environment

The original software in which the experiment was performed is a web application
system called SIGE. Designed in 2011, it has the purpose of automating the
management of information of academic and administrative units at Federal
University of Uberlandia. The System was developed in Java. SIGE uses two
frameworks, Struts (version 2.3.3) and Spring (version 3.0.0). SIGE also access
a DB2 database.

The crosscutting concern implemented by AOP is Logging, responsible for
logging some methods in service and DAO layers of the system for purposes
of auditing. In order to perform the experiment, a copy of the last version of
SIGE was produced and named as version V0. Version VO has as size 297.915
LOC, considering files of the following extensions: java, jsp, js, html, xml and css.
From version V0, other versions were built. This work adopted the same idea
of inheritance from Object Orientation for extended versions. Each extended
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versions preserve the same properties of the parents and override the interested
properties so the proposed factors could be measured and analyzed.

Three weaving processes were considered regarding AOP. These are compile-
time weaving, load-time weaving, and runtime weaving. The class responsible for
implementing the Logging aspect is the AspectProfiler class. The adopted style
for enabling AOP into the class was the AspectJ annotation Style, provided
by the Spring AOP AspectJ support. Each method is composed of an advice
annotation where a pointcut expression is used to match the join points, which
is a method execution for all expressions. Despite the fact that AspectJ has
several definitions for join points, those used in the AspectProfiler class always
represent a method execution because of the Spring AOP framework restriction
which limits join points to be only method executions. This kind of join point was
adopted as default in order to enable comparisons among the different considered
weavers. This class was the only class used to implement the Logging aspect and
had its content varied in versions, according to the purpose of each version. Each
phase of the experiment explains how this content was modified for its purposes.

Two types of invocations were considered to perform the experiment, internal
and external invocations. External invocations are generated by the JMeter! tool
while internal invocations are generated by a JUnit class, which are explained
in details in Sect. 4.4.

VO
V1
No AOP
V3 V2 V4
LTW cTW RTW

Fig. 1. Versions for the case study.

Concerning system settings, all tests were executed under the same hardware
and software conditions. The hardware was composed of one notebook with Intel
Core i5-2410M 2.30 GHz processor and 4 GB of RAM memory running Ubuntu
12.04 LTS operational system. The used Java version was 1.7.0. Before all test
measurements, memory and swap conditions were verified through Ubuntu Sys-
tem Monitor and were always under 55 % and 2% respectively. The running
processes during applications were, besides regular Ubuntu processes, Eclipse,
System Monitor, LibreOffice calc, VisualVM and, in specific stages, JMeter.

! https://jmeter.apache.org)/.
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Despite the fact that only 4 assessed versions of the experiment access the data-
base, a running DB2 database was necessary for the application context to run.
The version of the running DB2 database was 9.7. Network was disabled during
tests in order to avoid CPU interruptions.

4.2 Versions

Figure 1 shows the design of proposed versions. The image is divided into versions
that will be compared to each other. It contains the original version (version VO0),
one version with no AOP involved (version V1) and three other versions weaved
by three different weaving processes, which are compile-time weaving (CTW),
load-time weaving (LTW) and runtime weaving (RTW), respectively versions
V2, V3 and V4.

4.3 Scenario

The chosen scenario for the experiment was the user authentication scenario.
This scenario was chosen because it is composed of several method calls in dif-
ferent system layers and it does not present complex business rules.

The scenario was refactored so that the invocations do not access the data-
base. The reason for not using the database access is due to the fact that the
resources consumed by I/O operations would influence the measurements of the
logging aspect. Likewise, at the data access object (DAQ) layer, all methods of
the scenario returns with the minimum of processing and simulate a successful
authentication. This refactoring did not alter the purpose of the methods or
the scenario sequence of operations. The resulting version, named V1, was used
to build all other versions where factors were varied so the outcomes could be
measured.

4.4 Plan of the Experiment

In order to measure the outcomes, a default experiment plan was made. This
plan is composed by a parameter with fixed value and parameters with variable
values, which are set in each system version. The parameter with fixed value is
the number of test executions, which defines how many times the test is executed
to generate outcomes data and was set to 15.

One of the parameters with variable value is the loop Count variable, present
in the JUnit test class for internal invocations and configured in the JMeter
experiment plan for external invocations. The loop count defines how many
times each internal invocations or HT'TP request is executed on the scenario in
a test. It was initially set to 10.000. The criteria to choose is because this number
should be high enough to emphasize the small impact on performance caused
by some interested factor, but low enough to allow the assessment of the set of
invocations in an acceptable time. From a set of considered options, which were
1, 10, 100, 1.000, 10.000 and 100.000, the number 10.000 was the best choice for
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versions with disabled database and which used internal invocations as default
measuring method.

CPU, memory and time were measured in two forms, depending on the type
of invocation. For internal invocations, the execution of each test is launched
through Eclipse. A breakpoint is set at the beginning of test execution in JUnit
test class, where the start method of StopWatch is invoked and starts time count-
ing. This breakpoint is necessary for the process inspection through VisualVM
tool. When the JUnit running thread stops at the breakpoint, VisualVM is con-
figured to inspect only memory and CPU in the application process. After these
steps, breakpoint is released, the process run and the current aspect mechanism
perform over the scenario method executions. After the end of the process exe-
cution, StopWatch class calculate the elapsed time in milliseconds and shows it
at Eclipse console while VisualVM generates the real time report of memory and
CPU history. CPU and memory are manually retrieved and, the highest values
of the graphics, respectively, in percentage and megabytes (MB), were always
considered.

For external invocations, no breakpoint is necessary for VisualVM to inspect
CPU and memory. After the launch of tomcat through Eclipse debug, VisualVM
is capable of inspecting the running process of tomcat before the beginning of
the invocations. After configuring VisualVM to inspect CPU and memory on
tomcat process, the JMeter experiment plan is invoked. After the execution of
the test, JMeter report provides the time report while CPU and memory are
retrieved manually, as done for the internal invocations.

5 Design of the Experiment

The experiment plan was run in each phase with the proper parameters. This
Section explains the design of the experiment, showing the phases, their details
and purposes.

5.1 Versions of the Software

The purpose of this phase is the generation of versions containing different weav-
ing processes and serves as template to be used for building the other versions.
In this Section the building process of versions V1, V2, V3 and V4 is presented.

Version V1. The purpose of this version is to establish baselines of values
related to the dependent variables to be compared with values obtained in other
phases of the experiment.

Version V2. From version V1, version V2 was built. This version has the
purpose of assessing the impact on performance by adopting the compile-time
weaving process, provided by the Aspect] weaver. The results of this phase
are compared to the results of version V1, this way it is possible to assess if
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the weaver AspectJ sensitizes the dependent variables through the compile-time
weaving process. In this version all log generation messages were removed from
the scenario methods. The weaver was provided by the plugin of the AspectJ
Development Eclipse Tools. This plugin, when enabled, forces the project to
re-compile, thus injecting the aspect code bytecodes to the classes at compile
time.

The following parameters were set:

— Weaver: AspectJ compile-time weaver;

— Number of advices: 6;

— Type of advices: 2 before, 2 around, 2 after, having log messages invoked only
on before advices;

— PointCut Expressions: interception of all methods present in service and DAO
packages.

Version V3. From version V2, version V3 was built. This version has the
purpose of assessing the impact on performance by adopting the load-time
weaving process, provided by the Aspect] weaver. Like in version V2, the
results of this phase are compared to the results of version V1 in order to verify
if this weaver, using this weaving process, sensitizes the dependent variables. In
this version, the AspectJ plugin, which is responsible for compiling the aspects,
was disabled and the weaving type paremeter was overridden to the load-time
weaving process. The load-time weaving process is used in the context of Spring
Framework. AspectJ is responsible for weaving aspects into the application’s
class files as they are being loaded into JVM. From an aop.xml file created in
META-INF folder, which was added to the build path of the project, with the
necessary configuration to weave aspects of AspectProfiler class into the project
classes, this file specifies the loading of two classes to the JVM, and one DAO
class containing the methods of the scenario.

Version V4. From version V2, version V4 was built. This version has the
purpose of assess the impact on performance by adopting the runtime weaving
process, provided by the Spring AOP framework. Like in versions V3 and V2,
the results of this phase are compared to the results of version V1 in order
to verify if this weaver, using this weaving process, sensitizes the dependent
variables. In this version, the AspectJ capability provided by the AspectJ plugin
was disabled and the weaver overridden to Spring AOP.

This phase has the purpose of analyzing AOP together with two layers which
impacts performance significantly, which are the chain of mechanisms present in
the front end controller provided by the MVC framework, in this case Struts 2,
and the access to the database, here represented by DB2.

Previous tests reported that the time spent to assess each external invoca-
tion of this version varied between 6000 and 7000 ms. The time consumed to
assess the initial value for the loop count parameter, which is 10.000, would be
impracticable, which addresses the loop count value to be overridden to a new
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value, for less. Besides this difficulty on measuring time, the maximum values of
CPU and memory are manually selected on the chosen profiling tool, which is in
this case VisualVM, and the higher this value, the higher the difficulty to select
these maximums. However, in terms of assessing the impact on performance, the
lower this value, the less the impact on performance would be noticed, which
addressed this number to be 50.

6 Results

This Section presents the results of versions for each region of the map of versions
for the proposed factors, as follows.

The weaver factor was varied in versions of the software. The values of the
measures are shown in box plot graphs and grouped by dependent variable. In
Figs. 2, 3 and 4 graphs are represented containing the consumption of time, CPU
and memory for versions V1, V2, V3 and V4 respectively.

Results of versions V2, V3 and V4 were compared with results of version V1.
Table 5 shows this comparison to the averages of the dependent variables.

Time(ms)

14000

- -

T T T
No AOP Compile-time weaving  Load-time weaving Runtime weaving
Weaving Type

Fig. 2. Time consumption for versions V1, V2, V3 and V4.
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T T T |
No AOP Compile-time weaving  Load-time weaving Runtime weaving

Weaving Type

Fig. 3. CPU consumption for versions V1, V2, V3 and V4.
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No AOP Compile-time weaving  Load-time weaving Runtime weaving
Weaving Type

Fig. 4. Memory consumption for versions V1, V2, V3 and V4.

Table 5. Comparison between averages of dependent variables of versions V2, V3 and
V4 with V1.

Compared to V1 | Time(%) | CPU(%) | Memory (%)
V2 +3,41 —8,5 +3,24

V3 +7,32 —4,56 +30, 69

V4 41,40 | —2,58 | 439,93

7 Conclusions

The systematic review and the further analysis of the retrieved papers pre-
sented in this article show that there are few experiments concerning AOP and
performance in scientific literature. More specifically, too few experiments were
reported about the performance of AOP techniques when implementing crosscut-
ting concerns. From the results, it is clear that there is no prevailing implemented
concern in the studies. On the contrary, most of the implemented concerns were
domain specific. Most papers postulated that runtime weaving requires more
effort at run-time, impacting on performance. In order to produce further evi-
dences on the impact of the type of weavers in the performance of AOP programs,
we decided to conduct our own experiment. The experiment showed the assess-
ment of several versions of an application, where measurements were made with
and without the presence of heavy system layers in terms of resource consump-
tion which are the database and the whole chain of mechanisms of the MVC
framework.

The variation of weavers showed that the weaver is a factor which sensitizes
performance. When analyzed isolated, in other words, without the presence of
the resources consuming mentioned elements, weavers showed a performance
variation of about 40 % from one to another in two outcomes in certain circum-
stances where the pointcuts match were high.

Results of this experiment have shown that, in general, in applications which
have database calls and/or MVC frameworks, the impact on performance caused
by AOP solely could be considered to be negligible. However, this impact could
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be meaningful for applications without these layers and where AOP would be
widely used. According to this study, the difference concerning resource con-
sumption through variation of weavers can be considered irrelevant considering
common web applications, but nothing can be confirmed about embedded appli-
cations where resource consumption might be limited.

The analyzed crosscutting concern was Logging. However, the focus of the
analysis was on the AOP interception mechanism of each tool and not in the
AOP implementation of the crosscutting concern itself. The implementation
through AOP of crosscutting concerns by frameworks such as Spring could be
more studied and compared to manual implementations with regard to perfor-
mance. Future works could also study the performance of AOP techniques for
embedded applications, where hardware conditions are limited.

Threats to validity were considered as follows. The considered outcomes were
measured through three different tools. Time outcome was provided by Stop-
Watch class on internal invocations and displayed at Eclipse console, and by
JMeter on external invocations, displayed on a summarized report. CPU and
memory, however, were not provided directly by any tool. Differently from time,
which could be measured in absolute values, CPU and memory varies during the
tests. As VisualVM did not provide the average of each one in a time shift, the
used metric for obtaining these values was a manually selection of the maximum
values of the graphs generated by VisualVM for each one. Measurements where
the maximum values were far higher from the average values represent a threat
to validity, once that these top points could not represent the real behaviour of
the outcomes related to the application. Besides, mistakes on manual selection
could have influenced wrong results.

The external invocations generated by JMeter were configured to be sequen-
tial. Despite the fact that on real production environments calls to the appli-
cation generate multiple threads working simultaneously, sequential calls were
more proper for this experiment because they do not require a possible extra
effort to be scheduled. Besides, in order to achieve a possible impact on perfor-
mance, the number of calls needed to be high in most cases, considering that the
impact provoked by AOP instrumentation was discrete. This high number of calls
would not be supported by the web container in case these calls were generated
by multiple threads simultaneously. This restriction addressed the experiment
to be based on sequence calls only.
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Abstract. Buffer overflow vulnerability is one of the commonly found sig-
nificant security vulnerabilities. This vulnerability may occur if a program does
not sufficiently prevent input from exceeding intended size and accessing
unintended memory locations. Researchers have put effort in different directions
to address this vulnerability. How, authorized reports and data showed that as
more sophisticated attack vectors are being discovered, efforts on a single
direction are not sufficient to resolve this critical issue well. In this paper, we
characterize buffer overflow vulnerability in four patterns and propose ABOR,
a framework to remove buffer overflow vulnerabilities from source code auto-
matically. It only patches identified code segments, which means it is an opti-
mized solution that eliminates buffer overflows at the maximum while adds
runtime overhead at the minimum. We have implemented the proposed
approach and evaluated ABOR over a set of real world C/C++ applications. The
results prove ABOR’s effectiveness in practice.

Keywords: Buffer overflow - Static analysis + Automatic bug fixing * Security
vulnerability

1 Introduction

Buffer overflow in C/C++ is still ranked as one of the major security vulnerabilities [1],
though it has been 20 years since this vulnerability was first exploited. This problem
has never been fully resolved and has caused enormous losses due to information

leakage or customer dissatisfaction [1].

To mitigate the threats of buffer overflow attacks, a number of approaches have
been proposed. Existing approaches and tools focus mainly on three directions [2]:

Prevent buffer overflow attacks by creating a run-time environment, like a sandbox,
so that taint input could not directly affect certain key memory locations;
Detect buffer overflows in programs by applying program analysis techniques to
analyze source code;
Transform the original program by adding additional verification code or external
annotations.
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For approaches in the first direction, as modern programs are becoming more complex,
it is difficult to develop a universal run-time defense [2]. For approaches in the second
direction, even if buffer overflow vulnerabilities are detected, the vulnerable programs
are still being used until new patches are released. For the third direction, though it is
well-motivated to add extra validation to guard critical variables and operations, the
existing approaches will add considerable runtime overhead. For example, a recent
novel approach that adds extra bounds checking for every pointer may increase the
runtime overhead by 67 % on average [3].

We noticed though none of the existing methods can resolve the problem fully, they
share many commonalities and also have differences. In this paper, we first integrate
existing methods and characterize buffer overflow vulnerability in the form of four
patterns. We then propose a framework—ABOR that combines detection and removal
techniques together to improve the state-of-the-art. ABOR iteratively detects and
removes buffer overflows in a path-sensitive manner, until all the detected vulnera-
bilities are eliminated. Unlike the related methods [3—6], ABOR only patches identified
code segments; thus it can eliminate buffer overflows while keeping a minimum run-
time overhead.

We have evaluated the proposed approach on a set of benchmarks and three
industrial C/C++ applications. The results show that the proposed approach is effective.
First it can remove all the detected buffer overflow vulnerabilities in the studied sub-
jects. Second we also compare ABOR with methods that focus on buffer overflow
removal. On average, it removes 58.28 % more vulnerabilities than methods that apply
a straight-forward “search and replace” strategy; it inserted 72.06 % fewer predicates
than a customized bounds checker.

The contribution of the paper is as following:

e The proposed approach integrates and extends existing techniques to remove buffer
overflows automatically in a path-sensitive manner.

e The proposed approach guarantees a high removal accuracy while could keep a low
runtime overhead.

e The proposed approach contains an exhaustive lookup table that covers most of the
common buffer overflow vulnerabilities.

The paper is organized as follows. Section 2 provides background on buffer overflows
vulnerability. Section 3 covers the proposed approach that detects buffer overflows and
removes detected vulnerability automatically. Section 4 evaluates the proposed
approach and Sect. 5 reviews the related techniques that mitigate buffer overflow
attacks. Section 6 concludes the paper.

2 Background

In this section, we give background information about buffer overflow vulnerability
and attack. We also introduce a collection of rules for preventing such attacks.
Buffer overflow based attacks usually share a lot in common: they occur anytime
when a program fails to prevent input from exceeding intended buffer size(s) and
accessing critical memory locations. The attacker usually starts with the following
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attempts [1, 7]: they first exploit a memory location in the code segment that stores
operations accessing memory without proper boundary protection. For example,
a piece of code allows writing arbitrary length of user input to memory. Then they
Locate a desired memory location in data segment that stores (a) an important local
variable or (b) an address that is about to be loaded into the CPU’s Extended instruction
Counter (EIP register).

Attackers attempt to calculate the distance between the above two memory loca-
tions. Once such locations and distance are discovered, attackers construct a piece of
data of length (x1 + x2). The first x1 bytes of data can be any characters and is used to
fill in the gap between the exploited location and the desired location. The second x2
bytes of data is the attacking code which could be (a) an operation overwriting a local
variable, (b) a piece of shell script hijacking the system or (c) a handle redirecting to a
malicious procedure.

Therefore, to prevent buffer overflow attack, it is necessary to ensure buffer writing
operations are accessible only after proper validations.

Figure 1 shows an example of one buffer overflow vulnerability. For the sample
procedure _encode, node sl uses the C string function strcpy to copy a bulk of data to a
destination buffer. Such a function call is vulnerable because strcpy does not have any
built-in mechanism that prevents over-sized data from being written to the destination
buffer. And before node sl, there is no explicit validation to constraint the relationship
between the pvpbuf’s size and req_bytes’s length. At nodel4, the variable req_bytes is
defined as an array length of 1024 and it receives a bulk of data size of 1024 from user
input via the command-line. Along the path (n9, n10, nl1, n12, n13, nl4, nl5, nl6, sl),
the variable pvpbuf is defined as an array size of c2. However there is no validation to

#define min_size=10:

#define max_size=1024:

/*addr is an existing array with the size of
ADDRSIZE,

n2 and nl6 are two basic blocks that are not related
with pvpbuf and req_bytes*/

int _encode (bool bslashmode, char *addr. int

ADDRSIZE){
/*nl*/ do{
/*n2*/ BLOCKI1:

/*n3*/ }while(...):

/*n4*/ int ¢c1=0: int c2=0:

/*n5*/ int PSBUFSIZE= max_size:
/*n6*/ int *pvpbuf:

/*n7*/ if (bslashmode == TRUE){

/*n8*/ pvpbuf = new int [PSBUFSIZE]:
Yelse{
/*n9*/ while(c1< ADDRSIZE){
/*n10*/ if(addr{c1]!="#")
/*n11*/ c2++:
/*n12*/ cl++:
}
/*n13*/ pvpbuf = new int [c2]:

}
/*n14*/ char req_bytes[1024]:
/*n15*/ scanf("%1024s". req_bytes):
/*n16*/ BLOCK2:
/*s1*/ strcpy(pvpbuf.req_bytes):
}//END _encode

Fig. 1. A sample code with exploited buffer overflow vulnerability.



ABOR: An Automatic Framework for Buffer Overflow Removal 207

ensure c2 is larger than 1024, in order to prevent pvpbuf being overwritten. Therefore
the system running this procedure _encode becomes vulnerable due to the existence of
(9, n10, n11, n12, n13, nl14, nl15, nl6, sl).

3 The Proposed Approach

In this paper, we propose Automatic Buffer Overflow Repairing (ABOR), a framework
that integrates and extends existing techniques to resolve the buffer overflow vulner-
abilities in a given program automatically. Figure 2 demonstrates the overall structure
of the framework. ABOR consists of two modules: vulnerability detection and vul-
nerability removal. ABOR works in an iterative way: once the vulnerability detection
module captures a vulnerable code segment, the segment is fed to the removal module;
the fixed segment will be patched back to the original program. ABOR repeats the
above procedure until the program is buffer-overflow-free. In this section, we introduce
the two modules of ABOR in detail.

3.1 Buffer Overflow Patterns

We first review some basic definitions of static analysis [8, 9]. A control flow graph
(CFG) for a procedure is a graph that visually presents the control flow among program
statements. A path is one single trace of executing a sequential of program statements.
A variable in a program is called an input variable if it is not defined in the program
solely from constants and variables. An abstract syntax tree (AST) is a tree structure
that represents the abstract syntax of source code written in a particular programming
language. We call a program operation that may cause potential buffer overflows as a
buffer overflow sensitive sink (bo-sensitive sink). In this paper, we shorten the name
“bo-sensitive sink” to sink. The node that contains a sink is called a sink node.

There are many methods to protect sinks from being exploited [10-14]. One
general way is to add extra protection constraints to protect sinks [2]. After a careful
review, we collect a list of common sinks and the corresponding protection constraints.
We characterize them in a form of four patterns:

ABOR

Vulnerability
Detection
Are all the sinks checked? l

4

Vulnerable I
Program

Vulnerability
Removal

Fig. 2. Overview of ABOR.
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Pattern#1: A statement is a bo-sensitive sink when it defines or updates a des-
tination buffer with an input from either (1) a C stream input function which is
declared in < stdio.h >, or (2) a C ++ input function inherited from the base class
istream. The protection constraint shall ensure the length of the destination buffer
is not smaller than the input data.

Pattern#2: A statement that copies/moves the content of a block of memory to
another block of memory is a bo-sensitive sink. The protection constraint shall
ensure that the copied/moved data is not larger than the length of the destination
memory block.

Pattern#3: A statement is a bo-sensitive sink when it calls a C stream output
function when (1) this function is declared in < stdio.h > ; or (2) this function
contains a format string that mismatches its corresponding output data; or (3) the
function’s output is data dependent on its parameters [12]. The protection con-
straint shall ensure that:

e the output data should not contain any string derived from the prototype [15]:
%l[flags][width][.precision][length]specifier;

e or all the character “%” in the output data has been encoded in a backslash
escape style, such as “\%”.

Pattern#4: A statement other than the above cases but referencing a pointer or
array is a bo-sensitive sink. Before accessing this statement, there should be a
protection constraint to do boundary checking for this pointer or array.

We use the above four patterns as a guideline to construct the buffer overflow

detection and removal modules of ABOR. In order to specify these cases clearly, we
use metadata to describe them exhaustively at the AST level. The metadata is main-
tained in Table 1 (Here we only show a fragment of Table 1; the full table is presented
on our website). Each row in Table 1 stands for a concrete buffer overflow case. The
column Sink lists the AST structure of sinks. The column Protection Constraint
specifies the AST structure of the constraint which could prevent the sinks being
exploited. Additionally, in order to concrete the protection constraints ABOR needs to
substitute in constants, local variables, expressions, and also two more critical data
structures: the length of a buffer and the index of a buffer.

Table 1. Detail of ABOR pattern lookup table (a fragment).

Pattern | Sink Protection Constraint Required

Intermediate Variable

gets(dst) dst_length > SIZE_MAX" | /*The destination buffer dst’s length
(bytes).*/ dst_length

memcpy dst_length > t; /[The destination buffer dst’s length,
(dst, src_length > t; in terms of bytes. dst_length,
src, t) /IThe source buffer src’s length, in

terms of bytes. src_length

ISIZE_MAX stands for the max value of unsigned long
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In C/C++, there is no universal way to retrieve a buffer’s length and index easily.
To resolve this, ABOR creates intermediate variables to represent them. In Table 1, the
last column Required Intermediate Variable records the required intermediate variables
for each constraint.

3.2 Buffer Overflow Detection

Among the existing detection methods, approaches working in a path sensitive manner
offer higher accuracy because they target at modeling the runtime behavior for each
execution path: for each path, path sensitive approaches eventually generate a path
constraint to reflect the relationship between the external input and target buffer, and
the path’s vulnerability is verified through validating the generated path constraint.

In the current implementation of ABOR, we modified a recent buffer overflow
detection method called Marple [16] and integrated it into ABOR. We chose Marple
mainly because it detects buffer overflows in a path sensitive manner, which offers high
precision.

Marple maintained a lookup table to store the common bo-sensitive sinks’ syntax
structure. For each recognized bo-sensitive sink node and the path passing through the
sink node, Marple generates an initial constraint, called query and backward propagates
the query along the path. The constraint will be updated through symbolic execution
when encountering nodes that could affect the data flow information related to the
constraint. Once the constraint is updated, Marple tries to validate it by invoking its
theorem prover. If it is proved the constraint is unsatisfiable, Marple concludes this path
buffer-overflow-vulnerable. Figure 3 demonstrates how ABOR integrates and extends
Marple:

(1) ABOR replaces Marple’s lookup table with Table 1. We enforce Marple to search
for the syntax structures listed in the column Sink of Table 1. Additionally,
Marple will raise a query based on the column Protection Constraint.

(2) ABOR uses a depth-first search to traverse a given procedure’s control flow
graph: each branch will be traversed once. If a bo-sensitive sink is found, the

A path with sink

¢<— ————————— 4 Symbolic Execution |

Constraint propagation
Next e e e :
path <--------- - Constraint Solving: Z3

Constraint solving

/

Vulnerability Confirmation

Fig. 3. Vulnerability detection in ABOR.
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segment starting from the sink back to the procedure entry will be constructed to
be a set of paths and each path will be fed to Marple for processing.

(3) ABOR replaces Marple’s constraint solver with Z3 (Z3, 2013), a latest SMT
solver from Microsoft with strong solvability.

(4) If one path is identified vulnerable, ABOR records the sub-path that causes the
vulnerability or infeasibility [16]. Later, paths containing any of such sub-paths
will not be examined.

(5) We follow the way Marple handles loop structures: we treat a loop structure as a
unit and try to compute each loop’s impact on the propagating constraint, if and
only if such impact is linear.

We illustrate the above procedure with an example. In Table 4, sl is a sink node.
Therefore, Marple raises a constraint as pvpbuf_length > req_bytes_length. It propa-
gates backward along the paths that pass through s1 and tries to evaluate the constraint.

For example, along the path (nl, n2, n3, n4, n5, n6, n7, n9, n10, n11, n12, n9, n13,
nl4, nl5, nl6, sl), the constraint is updated at node n13 and becomes c2 > 1024. The
variable c2 is affected by the loop [n9, n10, n11, n12, n9]. The variable c2 is used in the
loop, and it is data dependent on the input-ADDRSIZE. There exists a counterexample
to violate the constraint ¢2 = 1024. So this path is identified as being vulnerable. The
method introduced in Sect. 3.3 will be used to remove this vulnerability.

3.3 Buffer Overflow Removal

The removal module takes an identified vulnerable path, analyzes the sink’s AST and
picks the corresponding constraint to protect the sink. The main challenge is to concrete
the selected protection constraint into valid C ++ code.

ABOR propagates backward along the given path to enable the intermediate
variables simulating their semantics. It maintains Table 2 to assist this propagation.

Table 2. Update intermediate variable during propagation.

Syntax Structure Update Operation

Buffer definition

*buffer = new wildcard T [n]; T buffer | buffer_length = n * sizeof(T);
[n];

Buffer referencing

*T * p = buffer; p_length = buffer_length; &&

p_index = buffer_index;

Array index subscription

sbuffer(i] = wildcard ‘ buffer_index = i;
Pointer arithmetic

P ++; p—; ‘ p_index ++; p_index—;
°p = ptn; ‘ p_index = p_index +n;

Free memory
free (p); delete [] p; ‘p_length = 0; p_index = NULL;
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In Table 2, the column Syntax Structure stands for the AST structure ABOR searches
for during the propagation. The column Update Operation stands for how ABOR
updates the corresponding intermediate variables.

The algorithm removeVul shown in Table 3 shows the workflow of ABOR’s
removal module. This algorithm takes an identified vulnerable path pth and its control
flow graph G as parameters. It inserts defensive code into G to remove the vulnera-
bility. The defensive code includes statements to update intermediate variables and a
predicate to protect the sink. After this, removeVul concretes the protection constraint
by substituting required local variables, expressions, constants and intermediate vari-
ables. The protection constraint is used to construct a predicate node. This predicate
node wraps the sink node to provide protections. At last, removeVul converts the
modified control flow graph back to source code. Therefore, the vulnerability caused by
the sink has been removed by ABOR.

Table 4 presents a full example of using ABOR. The vulnerable program is in the
left side column. The procedure of ABOR is as follows:

Table 3. Vulnerability removal in ABOR.

Input: G: the CFG of a procedure;
pth: the identified vulnerable path
sink: the sink node

Global &: based on Table 1, 8 is the protection constraint for the sink
Variables: {v}: based on Table 1, {v} is the set of required intermediate variables
G’: the CFG with the inserted defensive code
Output: SrcFile’: the converted program
Algorithm removeVul (G, pth , s)
begin

1. § =NULL; {v}=0; G’=G;

2. CFGNode cur_node = NULL; //the current traversed CFGNode

3. <9, {v}> = LookupT1(sink ); //this sub-procedure lookups in Table 1 and gets the metadata

4 for (cur_node := From sink To pth’s entry node) do

// update intermediate variables

for each vin {v} do

6. Insert a CFGNode into G’ as the its Entry Node’s immediate post-dominator, to declare v

and initialize v=0;

if ( LookupT2(cur_node, v ) ==TRUE) then

8. /*this sub-procedure lookups in Table 2 to check whether the current CFG Node
contains AST matching the Syntax Structures in Table 2*/
Insert a CFGNode into G’ as cur_node’s immediate post- dominator, to perform the
corresponding update operation in Table 2;

“

>

9. endIf
10. endFor
11.  endFor

12. Concrete § with required local variables, expressions, constants and intermediate variables in {v};

13.  Use & as condition to construct a predicate and insert this predicate node into G’ as sink’s
immediate dominator’s immediate post-dominator;

14.  Place sink and the rest part of G’ on the predicate’s TRUE branch;

15.  Add an exception-handling node on the predicate’s FALSE branch and link this FALSE branch to
G’s exit node.

16. G’ > SrcFile’ // convert G’ back to source code

End
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Table 4. An example of applying ABOR.

Vulnerable path Sink Pattern Protection Constraint
/*s1%/
n9,nl((;1, L’ln 22’ ,r?13 S’I’f]’frﬂg’jlzl’ 6:1) strepy(pvpbuf, Pat;ern length(pvpbuf)>length(req_bytes)
req bytes)
Vulnerable Program Repaired Program
#define min_size 10; #define min_size 10;
#define max_size 1024; #define max_size 1024;
/*addr is an existing array with the | /*addr is an existing array with the size of ADDRSIZE,
size of ADDRSIZE, n2 and n16 are two basic blocks that are not related to pvpbuf
n2 and n16 are two basic blocks that and req_bytes*/
are not related to pvpbuf and
req_bytes*/ int _encode (bool bslashmode, char *addr, int ADDRSIZE){
int _encode (bool bslashmode, char | /*p1*/ int pvpbuf temp0_size=0;
*addr, int ADDRSIZE){ int req_bytes0_size=0;
/*nl*/ do{
/*nl*/ do{ /*n2*/  BLOCKI;
/*n2*/  BLOCKI; /*n3*/ }while(...);
/*n3*/ }while(...); /*n4*/ int c1=0; int c2=0;
/*n5*/ int PSBUFSIZE= max_size;
/*n4*/ int c1=0; int c2=0; /*n6*/ int *pvpbuf;
/*n5*/  int PSBUFSIZE= max_size; /*n7*/ if (bslashmode == TRUE){
/*n6*/ int *pvpbuf; /*n8%*/  pvpbuf = new int [PSBUFSIZE];
/*n7*/ if (bslashmode == TRUE){ /*p2*/  pvpbuf_temp0_size=PSBUFSIZE;
/*n8*/  pvpbuf= telse{
new int [PSBUFSIZE]; /*n9*/  while(c1<ADDRSIZE){
telse{ /*n10*/ if(addr[c1]!="#)
/*n9%/  while(c1<ADDRSIZE){ /*n11%/ c2++;
/*n10%*/ if(addr[c1]!="#") [*nl2%*/ cl++;
/*nl1%*/ c2++; }
/*n12%/ cl++; /*n13*/  pvpbuf = new int [c2];
} /*p3*/  pvpbuf_temp0_size=c2;
/*n13*/ pvpbuf = new int [c2]; 1
} /*n14*/ char req_bytes[1024];
/*n14*/ char req_bytes[1024]; /*p4*/  req_bytes_temp0_size=1024;
/*n15%/ scanf("%1024s", req_bytes); /*n15%/ scanf("%1024s", req_bytes);
/*n16%/ BLOCK2; _~¥/*n16*/ BLOCK2;
/*s1*/ strepy(pvpbuf,req_bytes); /*p5* if(pvpbuf_temp0_size >=req_bytes_temp0_size)
}//END _encode /*s1*/  strcpy(pvpbuf,req_bytes);
else
/*p6*/  cerr<<“Attempt to cause buffer overflow
reject”;
}//END _encode

(1) ABOR’s buffer overflow detection module finds that the path (nl, n2, n3, n4, n5,
n6, n7, n9, n10, nl1, n12, n13, n14, nl5, nl6, s1) is vulnerable. The path will be
passed to removeVul.

(2) removeVul traverses the sink node s1’s AST and determines that the first pattern
shall be applied. The constraint is to validate that the length of pvpbuf is larger
than or equal to the length of req_bytes.

(3) ABOR inserts one node pl into the CFG and creates two intermediate variables
with an initial value of 0: pvpbuf tempO_size for the length of pvpbuf and
req_bytes_temp0_size for the length of req_bytes. ABOR inserts another three
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nodes p2, p3, and p4 into CFG, to manipulate the two intermediate variables to
track the lengths of pvpbuf and req_bytes.

(4) ABOR constructs the protection constraint as pvpbuf temp0_size 2 req_bytes_
temp0_size and transforms the original program by wrapping statement sl with
statements p5, and p6.

(5) Atlast, ABOR converts the modified CFG back to source code, which is listed in
the right side column of Table 4. Therefore, the vulnerability has been removed.

4 Evaluation

4.1 Experiment Design

We have implemented the proposed approach as a prototype system based on the
CodeSurfer infrastructure [20]. The prototype has two parts: Program Analyzer and
ABOR. The Program Analyzer receives C/C++ programs as input and utilizes Code-
Surfer to build an inline inter-procedural CFG. This CFG is then sent to the ABOR for
the vulnerability detection and removal.

Nine systems are selected to evaluate ABOR’s performance: (a) six benchmark
programs from Buffer Overflow Benchmark [17] and BugBench [18] are selected for
the evaluation, namely Polymorph, Ncompress, Gzip, Bc, Wu-ftdp and Sendmail; and
(b) three industrial C/C++ applications, namely RouterCore, PathFinder, and RFID-
Scan, are selected. This is to further evaluate the effectiveness of the proposed approach
on real-world programs.

For each system, we first run ABOR and then manually validate the results. The
experiments are carried out on a desktop computer with Intel Duo E6750 2-core
processor, 2.66 GHz, 4 GB memory and Windows XP system.

4.2 Experimental Results

4.2.1 System Performance
We evaluate ABOR’s performance in terms of removal accuracy and time cost.

Removal Accuracy. For benchmark systems, the experimental results are shown in
Table 5(a). A false negative case occurs if we manually find that the proposed method

Table S5(a). Vulnerabilities removed by ABOR in benchmarks.

System KLOC | #Reported | #Repaired | #FP | #FN
Polymorph-0.4.0 | 1.7 15 15 0 |0
Ncompress-4.2.4 | 2.0 38 38 0 0
Gzip-1.2.4 8.2 38 38 0 |0
Bc-1.06 17.7 |245 245 0 |0
Wu- ftdp-2.6.2 0.4 13 13 0 |0
Sendmail-8.7.5 0.7 21 21 0 |0
Total 30.7 |370 370 0 |0
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Table 5(b). Vulnerabilities removed by ABOR in industrial programs.

System KLOC | #Detected | #Repaired | #Manual | #FP | #FN | ErrorRate(%)
RouterC~ | 137.15 | 217 217 309 3 41 |14.23
Pathfinder | 104.23 | 79 79 103 1 25 125.24
RFIDscan |219.36 | 312 312 406 2 96 |24.13
Total 460.74 | 608 608 818 6 162 |20.53

failed to remove one buffer overflow vulnerability. A false positive case occurs if we
manually find the proposed method patched a piece of code that is actually buffer
overflow free. We calculate the error rate of the proposed method by dividing the total
number of vulnerabilities by the sum of the number of false positives and false neg-
atives. The column KLOC stands for thousands of lines of code. The column #Reported
records the real reported number of vulnerabilities while column #Repaired records the
number of vulnerabilities removed by ABOR. The columns #FP and #FN stand for the
numbers of false positives and false negatives respectively. For all the systems, the total
number of reported buffer overflow vulnerabilities is 370. Therefore, ABOR can cor-
rectly remove all the vulnerabilities reported in previous work [17, 18].

For industrial programs, the results are shown in Table 5(b). The columns KLOC,
#Repaired, #FN and #FP have the same meaning with Table 5(a). Additionally, the
column #Detected stands for the number of detected vulnerabilities; and the column
#Manual stands for the number of vulnerabilities discovered from manual investiga-
tions. The manual investigation double checked the detection result and analyzed the
reason behind the cases that ABOR failed to proceed. As shown in Table 5(b), our
approach detects 608 buffer overflow vulnerabilities and can successfully remove all of
them. The results confirm the effectiveness of the proposed approach in removing
buffer overflow vulnerabilities. However, due to implementation limitations, ABOR’s
detection modules didn’t capture all the buffer overflow vulnerabilities in the industrial
programs. On average, the error rate of our proposed method is 20.53 %, which
consists of 19.80 % false negative cases and 0.73 % false positive cases. The details of
the error cases are discussed in Sect. 4.2.3.

Time Cost. We measured the time performance of the proposed approach on both
benchmarks and industrial programs. Table 6 records the time spent on processing each
program individually. ABOR is scalable to process large programs. The time cost over
the entire 9 systems is 4480 s, which is nearly 75 min. It is also discovered that a large
amount of time is spent on vulnerability detection, which is 77.77 % of the total time.
The vulnerability removal process is relatively lightweight, which costs only 22.23 %
of the total time.

4.2.2 Comparison
There are another two types of commonly used removal methods [2], which are “search
& replace” and “bounds checker”.

Search and Replace. The first category of methods replaces those common vulnerable
C string functions with safe versions. If a program contains a large number of C string
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Table 6. The time performance of ABOR.

System Total time (ms) | Detection time Removal time
Time(ms) | % Time (ms) | %
Polymorph 95.25 81.91 | 85.99 13.34 | 14.01
Ncompress 214.32 160.81 | 75.03 53.51|24.98
Gzip 3698.16 2388.71 | 64.59 1309.45 | 35.41
Bc 149469.60 132026.90 | 88.33 | 17442.66 | 11.67
Wu- ftdp 221.13 185.33 | 83.81 35.80|16.19
Sendmail 134.82 103.76 | 76.96 31.06 | 23.04
Routercore | 2446656.17 1781649.13 | 72.82 | 665007.07 | 27.18
Pathfinder | 654987.43 564359.17 | 86.16 | 90628.22 | 13.84
RFIDscan | 1224366.67 1003880.72 | 81.99 | 220485.98 | 18.01
Total 4479843.55 3484836.44 | 77.77 | 995007.09 | 22.23

functions, this category of methods can achieve a good effect. Additionally, they are
straight-forward for implementation [19]. But as the fast development of attacking
techniques based on buffer overflows [2], the “search and replace”, methods will miss
many buffer overflows in real code.

Bounds checker: The second category of methods chases high precision by
inserting effective validation before every memory access. In practice, they are usually
used by mission-critical systems [2, 3]. However, they normally bring in high runtime
overhead as a number of inserted validations are redundant.

ABOR is the method that only patches identified detected vulnerable code segment
in a path-sensitive way. So it guarantees the removal precision while it can keep a low
runtime overhead. Using the same benchmarks and industrial programs, we compare
ABOR with the other two main categories of removal methods.

First, we compare ABOR with the “search and replace” category. In Fig. 4(a), we
compare ABOR with a recent “search and replace” method from Hafiz and Johnson [6].
It maintains a static database that stores common C/C++ vulnerable functions with their
safe versions.
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Figure 4(a) represents the histograms on the number of removed buffer overflows.
It contains a pair of bars for each test case. The shadowed ones are for ABOR while the
while bars are for the applied “search and replace” method. The Longer bars are better
as they represent the higher removal precision. For the entire 9 systems, in total, the
“search and replace” method removes 570 vulnerabilities while ABOR removes 978
vulnerabilities (41.72 % more). This is mainly because (1) many vulnerable codes are
not covered by the static database of the “search and replace” method; (2) even after
using a safe version of certain C/C++ functions, the vulnerabilities are not removed due
to improper function parameters.

Second, we compare ABOR with the bounds checker” category. At the current
stage, we implemented a customized bounds checker following a novel approach from
Nagarakatte et al. [3]. It will insert predicates to protect every suspicious sink.

Figure 4(b) represents the histograms on the number of inserted predicates. As with
more inserted predicates, runtime overhead will increase. Figure 4(b) contains a pair of
bars for each test case. The shadowed ones are for ABOR while the white ones are for
the applied bounds checker. Shorter bars are better as they represent the fewer number
of inserted predicates. For the entire 9 systems, in total, the applied bounds checker
inserts 3500 predicates. ABOR only patches confirmed sinks so it only inserts 978
predicates, which are 72.05 % less than the applied bounds checker.

Last but not least, though detection of buffer overflow is not a new research, till
now, no approaches can detect buffer overflow with full coverage and precision. As the
proposed approach uses these approaches, it is also limited by the accuracy of these
approaches.

4.2.3 Discussion
It is also found that ABOR caused some false positive and false negative cases when
processing the industrial programs. We further investigate these error cases and found
the errors are mainly caused by implementation limitations. We categorize them into
three types:

Error I- inaccuracy from alias analysis: it is difficult to implement a comprehensive
alias analysis (CodeSurfer, [20]). Table 7(a) shows a false-negative example from

Table 7. Examples of errors from processing the industrial programs.

(a) false-negative due to aliased pointer (b) false-negative due to loop
void send(char mode){ for(...... )
// ptr and slt are two pointers x=x&Yy;
while(ptr < slt)
ptrt+; char * buff = new char[x];
/*n1*/ if(*ptr<sizeof(worduser)){ strepy( buff, input);
/*n2*/  cin.get(slt,80) ;
/*n3*/  worduser[*ptr] =mode; }}

(c) false-positive due to plat-based data type
/*n1*/ WORD index=0;
char buff[65536];

/*n2*/  buff[index] = cin.get();
index++;}
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RouterCore that is caused by inaccurate pointer analysis. In the loop, pointer ptr is
incremented by one in each iteration until it equals to the address of pointer slz. So after
the loop, ptr and slt are actually aliased. However, currently we cannot detect such alias
relationship. The node n2 could overwrite the value of *ptr. Though node nl does the
boundary checking, it no longer protects node n3.

Error 2- inaccuracy from loop structure. So far only variables that are linearly
updated within an iteration are handled by ABOR. Table 7(b) shows an example found
in RouterCore. The variable x is non-linearly updated by using a bitwise operation.
Therefore the corresponding constraint, which compares the size between buff and
input, is beyond the solvability of our current implementation.

Error 3- platform-based data types: the industrial programs PathFinder and
RFIDScan both involve external data types of Microsoft Windows SDK (e.g., WORD,
DWORD, DWORD_PTR, etc.). This requires extra implementations to interpret them.
Additionally the value ranges of these data types specify implicit constraints. Table 7(c)
shows a false-positive case from PathFinder. In this example, although accessing the
buffer element via index at node n2 has no protection, there will be no buffer overflow
vulnerability because index ranges only from 0 to 65535.

We summarize the error analysis in Table 8. In the future, further engineering effort
is required to address these implementation difficulties.

5 Related Work

We reviewed the recent techniques in addressing the buffer overflow vulnerability. We
categorize them into three types: buffer overflow detection, runtime defense and vul-
nerability removal.

5.1 Buffer Overflow Detection

Buffer overflow vulnerability could be effectively detected by well-organized program
analysis. The analysis could be performed either on source code or binary code. The
current detection methods can be classified into path-sensitive approaches and
non-path-sensitive approaches.

Path-sensitive approaches analyze given paths and generate path constraints
according to the properties that ensure the paths are not exploitable for any buffer
overflow attack. The path constraints are extracted using symbolic evaluation through

Table 8. Accuracy and error analysis.

System Total error | E1 E2 E3

# | % # % # | %
Routercore | 44 2315227 (10|22.73 | 11 |25.00
Pathfinder | 26 1661541 0| O 10 |38.47
RFIDscan | 98 31/31.63(22(22.45|45(45.92
Total 168 70 41.67 | 32| 19.05 | 66 | 39.29
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either forward or backward propagation. A theorem prover or customized constraint
solver is instrumented to evaluate the constraints. If a constraint is determined as
unsolvable, the path is concluded as vulnerable. These methods pursue soundness and
precision but usually include heavy overhead due to the use of symbolic evaluation.
Typical examples include ARCHER [21], Marple [16], etc.

Non-path-sensitive approaches try to avoid complex analysis. They usually rely on
general data flow analysis. These methods compute the environment, which is a
mapping of program variables to values at those suspected locations. The environment
captures all the possible values at a location L. Therefore, if any values are found to
violate the buffer boundary at L, a buffer overflow vulnerability is detected. Choosing
proper locations and making safe approximation requires heuristics and sacrifices
precision. However, such a design gains more scalable performance, which is highly
essential when dealing with large-scale applications. Typical examples include the
from Larochelle and Evans [22], CSSV [23], etc.

5.2 Run-Time Defense

This type of approaches adopt run-time defense to prevent exploiting potential vul-
nerabilities of any installed programs. These approaches aim to provide an extra pro-
tection regardless of what the source program is. Normally such protections are
implemented using three different kinds of techniques: code instrumentation, infra-
structure modification, and network assistance.

The first aspect is to simulate a run-time environment partially, execute the sus-
picious program in the virtual environment and check whether malicious actions have
taken place. Examples include StakeGuard and RAD [24], which are tools that create
virtual variables to simulate function’s return address. Suspicious code will be redi-
rected to act over the virtual variables first.

The second aspect is to modify the underlying mechanism to eliminate the root
of attacks: Xu et al. [25] proposed a method to split stack and store data and control
information separately; Ozdoganoglu et al. [26] proposed to implement a non-executable
stack. More details and corresponding tools of run-time defense could be found in recent
surveys [2, 27].

The third aspect is to do a taint analysis for the input data from any the untrusted
network source. This analysis compares network data with vulnerability signatures of
the recorded attacks, or inspects payload for shell code for detecting and preventing
exploitation. TaintCheck [28], proposed by Newsome and Song, tracks the propagation
of tainted data that comes from un-trusted network sources. If a vulnerability signature
is found, the attack is detected. Similar approaches include PASAN from Smirnov and
Chiueh [29], and Vigilante from Costa et al. [30].

5.3 Attack Prevention Through Auto Patching

The last category aims to removal the vulnerability from the source code. The objective
is to add defensive code to wrap sink nodes so that no taint data could access the sinks
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directly. There are three strategies to design defensive code and insert them: search and
replace, bounds checker, and detect and transform [2].

The first strategy is to search common vulnerable C string functions and I/O
operations and replaces the found operations with a safe version. For example, vul-
nerable functions strcpy and strcat could be replaced as strncpy and strncat or strlcpy
and stricat [19], or even with a customized version. Munawar and Ralph [6] proposed a
reliable approach to replace strcpy and strcat with a customized version based on
heuristics. This strategy is straight-forward and easy to implement. However, it misses
many complex situations.

The second strategy is aiming to insert effective validation before each memory
access to perform an extra bounds checking. A typical design is to add validation
before each pointer operation, named “pointer-based approach”. These approaches
track the base and bound information for every pointer and validate each pointer
manipulation operation against the tracked information. Examples include CCured,
MSCC, SafeC, and Softbound [3]. These approaches are designed to provide high
precision. However, as nearly every pointer operation will be wrapped with additional
checking, the code may grow large and the runtime performance could be downgraded.

The third strategy is to locate the vulnerability first and then transform the vul-
nerable code segment into a safe version. Comparing with the second strategy, this
helps reduce the size of added code without compromising the removal precision.
Relatively few efforts have been put in this direction. Lin et al. [11] proposed to slice
the code based on a taint analysis, and then detect the buffer overflow vulnerability over
each slice. The detected vulnerable slice will be inserted in additional code for vul-
nerability removal. However, their approach is based on path-insensitive information
only. Wang et al. [10] proposed a method to add extra protection constraints to protect
sink nodes. The method called model checker to verify the satisfiability of the inserted
protection constraints. If the constraint fails to hold, that sink node will be recorded
vulnerable, and the corresponding constraints will be left to protect the sink node.
However, this method is path-insensitive.

ABOR follows the third strategy and pushes the state-of-the-art one step ahead. It
first detects the buffer overflows based on path sensitive information and then only add
defensive code to repair the vulnerable code segment. Therefore, it adds limited code
and has a low runtime overhead.

6 Conclusions

In this paper, we have presented an approach to remove buffer overflow vulnerabilities
in C/C++ programs automatically. We first characterize buffer overflow vulnerability in
the form of four patterns. We then integrate and extend existing techniques to propose a
framework—ABOR that removes buffer overflow vulnerability automatically: ABOR
iteratively detects and removes buffer overflows in a path-sensitive manner, until all the
detected vulnerabilities are eliminated. Additionally, ABOR only patches vulnerable
code segment. Therefore, it keeps a lightweight runtime overhead. Using a set of
benchmark programs and three industrial programs written in C/C++, we experimentally
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show that the proposed approach is effective and scalable for removing all the detected
buffer overflow vulnerabilities.

In the future, we will improve our approach and tool to minimize the number of
wrongly detected cases. We will also integrate ABOR into existing testing frameworks,
such as CUnit, GoogleTest, to further demonstrate its practicality.

Acknowledgements. The authors thank the Jiangsu Celestvision from China for assisting this
study and providing their internal programs for our experiment.

References

1. US-CERT (2014). http://www.us-cert.gov/

2. Younan, Y., Joosen, W., Piessens, F.: Runtime countermeasures for code injection attacks
against C and C ++ programs. ACM Comput. Surv. 44, 1-28 (2012)

3. Nagarakatte, S., Zhao, J., Martin, M.M.K., Zdancewic, S.: SoftBound: highly compatible
and complete spatial memory safety for C. In: Proceedings of the 2009 ACM SIGPLAN
Conference on Programming Language Design and Implementation, pp. 245-258. ACM,
Dublin, Ireland (2009)

4. Criswell, J., Lenharth, A., Dhurjati, D., Adve, V.: Secure virtual architecture: a safe
execution environment for commodity operating systems. SIGOPS Oper. Syst. Rev. 41,
351-366 (2007)

5. Dhurjati, D., Adve, V.: Backwards-compatible array bounds checking for C with very low
overhead. In: Proceedings of the 28th international conference on Software engineering,
pp. 162-171. ACM, Shanghai, China (2006)

6. Hafiz, M., Johnson, R.E.: Security-oriented program transformations. In: Proceedings of the
5th Annual Workshop on Cyber Security and Information Intelligence Research: Cyber
Security and Information Intelligence Challenges and Strategies, pp. 1-4. ACM, Oak Ridge,
Tennessee (2009)

7. Vallentin, M.: On the Evolution of Buffer Overflows. Addison-Wesley Longman Publishing
Co., Boston (2007)

8. Sinha, S., Harrold, M.J., Rothermel, G.: Interprocedural control dependence. ACM Trans.
Softw. Eng. Methodol. 10, 209-254 (2001)

9. en.wikipedia.org/wiki/Abstract_syntax_tree

10. Lei, W., Qiang, Z., Pengchao, Z.: Automated detection of code vulnerabilities based on
program analysis and model checking. In: Eighth IEEE International Working Conference
on Source Code Analysis and Manipulation 2008, pp. 165-173 (2008)

11. Lin, Z., Jiang, X., Xu, D., Mao, B., Xie, L.: AutoPaG: towards automated software patch
generation with source code root cause identification and repair. In: Proceedings of the 2nd
ACM symposium on Information, Computer and Communications Security, pp. 329-340.
ACM, Singapore (2007)

12. Lhee, K.-S., Chapin, S.J.: Buffer overflow and format string overflow vulnerabilities. Softw.
Pract. Exper. 33, 423-460 (2003)

13. Necula, G.C., Condit, J., Harren, M., McPeak, S., Weimer, W.: CCured: type-safe
retrofitting of legacy software. ACM Trans. Program. Lang. Syst. 27, 477-526 (2005)

14. Kundu, A., Bertino, E.: A new class of buffer overflow attacks. In: Proceedings of the 2011
31st International Conference on Distributed Computing Systems, pp. 730-739. IEEE
Computer Society (2011)


http://www.us-cert.gov/

15.
16.

17.

18.

19.

20.
21.

22.

23.

24.

25.

26.

217.

28.

29.

30.

31.

ABOR: An Automatic Framework for Buffer Overflow Removal 221

C ++ Ref (2014). http://www.cplusplus.com/reference/

Le, W., Soffa, M.L.: Marple: a demand-driven path-sensitive buffer overflow detector. In:
Proceedings of the 16th ACM SIGSOFT International Symposium on Foundations of
Software Engineering, pp. 272-282. ACM, Atlanta, Georgia (2008)

Zitser, M., Lippmann, R., Leek, T.: Testing static analysis tools using exploitable buffer
overflows from open source code. SIGSOFT Softw. Eng. Notes 29, 97-106 (2004)

Lu, S., Li, Z., Qin, F., Tan, L., Zhou, P., Zhou, Y.: Bugbench: benchmarks for evaluating
bug detection tools. In: Workshop on the Evaluation of Software Defect Detection Tools.
(2005)

Miller, T.C., Raadt, T.D.: Strlcpy and strlcat: consistent, safe, string copy and concatenation.
In: Proceedings of the Annual Conference on USENIX Annual Technical Conference,
pp- 41-41. USENIX Association, Monterey, California (1999)

GrammaTech (2014). http://www.grammatech.com/products/codesurfer

Xie, Y., Chou, A., Engler, D.: ARCHER: using symbolic, path-sensitive analysis to detect
memory access errors. In: ESEC/FSE-11: Proceedings of the 9th European Software
Engineering Conference Held Jointly with 11th ACM SIGSOFT International Symposium
On Foundations Of Software Engineering, pp. 327-336. ACM, (2004)

Larochelle, D., Evans, D.: Statically detecting likely buffer overflow vulnerabilities. In:
Proceedings of the 10th Conference on USENIX Security Symposium, vol. 10, pp. 14-14.
USENIX Association, Washington, D.C. (2001)

Dor, N., Rodeh, M., Sagiv, M.: CSSV: towards a realistic tool for statically detecting all
buffer overflows in C. In: PLDI 2003: Proceedings of the ACM SIGPLAN 2003 Conference
on Programming Language Design and Implementation, pp. 155-167. ACM, (2003)
Wilander, J., Kamkar, M.: A comparison of publicly available tools for dynamic buffer
overflow prevention. In: Network and Distributed System Security Symposium (NDSS),
pp. 149-162 (2003)

Xu, J., Kalbarczyk, Z., Patel, S., Ravishankar, I.: Architecture support for defending against
buffer overflow attacks. In: Second Workshop on Evaluating and Architecting System
Dependability, pp. 55-62 (2002)

Ozdoganoglu, H., Vijaykumar, T.N., Brodley, C.E., Kuperman, B.A., Jalote, A.:
SmashGuard: a hardware solution to prevent security attacks on the function return
address. IEEE Trans. Comput. 55, 1271-1285 (2006)

Padmanabhuni, B., Tan, H.: Techniques for Defending from Buffer Overflow Vulnerability
Security Exploits. Internet Computing, IEEE PP, 1-1 (2011)

Newsome, J., Song, D.: Dynamic taint analysis for automatic detection, analysis, and
signature generation of exploits on commodity software. In: Proceedings of the Network and
Distributed System Security Symposium (2005)

Smirnov, A., Tzi-cker, C.: Automatic patch generation for buffer overflow attacks. In: Third
International Symposium on Information Assurance and Security, IAS 2007, pp. 165-170
(2007)

Costa, M., Crowcroft, J., Castro, M., Rowstron, A., Zhou, L., Zhang, L., Barham, P.:
Vigilante: end-to-end containment of internet worm epidemics. ACM Trans. Comput. Syst.
26, 1-68 (2008)

Automatic Buffer Overflow Repairing (2014).http://sunshine-nanyang.com/index.html


http://www.cplusplus.com/reference/
http://www.grammatech.com/products/codesurfer
http://sunshine-nanyang.com/index.html

ValueApping: An Analysis Method to Identify
Value-Adding Mobile Enterprise Apps in Business
Processes

Eva Hoosl(g), Christoph Grt’)gerl, Stefan Kramerz, and Bernhard Mitschang1
! Graduate School of Excellence Advanced Manufacturing Engineering (GSaME),
University of Stuttgart, Universititsstrale 38, 70569 Stuttgart, Germany
Eva.Hoos@gsame.uni-stuttgart.de
2 Daimler AG, 71034 Béblingen, Germany

Abstract. Mobile enterprise apps provide novel possibilities for the optimization
and redesign of business processes, e.g., by the elimination of paper-based data
acquisitioning or ubiquitous access to up-to-date information. To leverage these
business potentials, a critical success factor is the identification and evaluation of
value-adding MEAs based on an analysis of the business process. For this
purpose, we present ValueApping, a systematic analysis method to identify usage
scenarios for value-adding mobile enterprise apps in business processes and to
analyze their business benefits. We describe the different analysis steps and corre-
sponding analysis artifacts of ValueApping and discuss the results of a case-
oriented evaluation in the automotive industry.

Keywords: Business processes - Analysis framework - Mobile application

1 Introduction

As Apple released the first iPhone in 2007, the success story of mobile applications
running on smartphones and tablets, so called mobile apps, began. In 2014, there will
be over 138 Billion app downloads [1]. Nowadays, the majority of target users are
consumers, but there is an increasing focus on mobile technology in enterprises. Mobile
apps used in business are called mobile enterprise apps (MEA) and they are one of the
top ten strategic technology trends for enterprises in 2014 [2]. The unique features of
MEAs like intuitive touchscreen-based handling, anywhere and anytime usage as well
as sensor capabilities enable a large spectrum of opportunities for new business models
and novel business processes. The employment of MEAs can lead to higher productivity,
higher employee satisfaction, integration of mobile process activities, elimination of
paper-based data acquisitioning and ubiquitous information access [3].

Typically, the introduction of MEAs is realized in a technology-driven manner, which
means MEAs are developed because it is technically feasible and fancy. However, a
benefit from a business point of view cannot be guaranteed. In order to realize the busi-
ness value of MEAs, the enterprise has to establish a mobile strategy. Thereby, a critical
success factor is the business-driven identification and evaluation of value-adding MEAs
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based on a comprehensive analysis of the business process to be optimized. The goal is to
identify process activities suited for MEAs and the derivation of corresponding usage
scenarios. This includes the analysis of business benefits of desired MEAs and their
communication with the corporate management and the employees [4].

A key problem in the identification of value-adding MEAs is that the spectrum of
new fields of application enabled by mobile apps in business is not yet well-understood,
especially the conceptual differences compared to existing mobile IT systems like
laptops have not been analyzed sufficiently. Furthermore, there is a methodological lack
to systematically identify value-adding MEA usage scenarios. Previous methodologies
consider mobile applications in general but do not focus on mobile apps and their unique
features specifically [5—7]. Moreover, there is no clear picture of the business benefits
of mobile app usage as these benefits comprise monetary and non-monetary factors [8].

To address these problems, we present ValueApping, an analysis method to identify
value-adding MEA usage scenarios in business processes. It contains a criteria catalogue
which combines technological and business-oriented aspects of mobile app usage and
comprises several systematic analysis steps. By applying this method, it can be decided,
which type of IT technology fits best to support a particular process activity. Moreover,
ValueApping enables the analysis of the business benefits of a MEA usage scenario for
a certain process activity.

The remainder of this paper is structured as follows: Sect. 2 characterizes mobile
enterprise apps in general. Section 3 gives an overview of ValueApping including
addressed requirements, analysis steps and the underlying analysis artifacts. Section 3
details on the analysis artifacts whereas the analysis steps are described in Sect. 4. An
evaluation of ValueApping is presented in Sect. 5 based on a case-oriented application
in the automotive industry. Section 6 reviews related work. Finally, Sect. 7 concludes
the paper and highlights future work.

This paper represents a significantly revised and extended version of our work
presented in [9]. In particular, we extend our method by several components for a busi-
ness benefit analysis. Furthermore, we investigate the special characteristics of mobile
enterprise apps compared to traditional mobile enterprise applications.

2 Mobile Enterprise Apps

In this section, MEAs are defined and characterized based on the term “mobile apps”.
According to [10], mobile apps are applications running on smart mobile touch-based
devices (SMTD) such as smartphones and tablets. Thereby, applications comprise all
types of executable programs as well as browser-based web applications. MEAs are
mobile apps used in business, whereas we specifically focus on mobile apps for
employees. MEAs differ from traditional mobile applications running on mobile devices
such as laptops, PDAs and mobile phones by the technical capabilities of SMTDs as
well as the way they are developed, distributed and consumed which is known as the
mobile ecosystem. Thereby, several technical and organizational challenges have to be
addressed to leverage MEAs. These aspects are explained in the following.
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2.1 Mobile Devices and Technical Capabilities

Originally, there were two different types of mobile devices [11]: Mobile PCs such as
laptops and mobile handhelds such as mobile phones and PDAs. Mobile PCs have
similar capabilities as desktop PCs. In contrast, mobile handhelds are highly portable,
always-on and they are equipped with various sensors, but they have limited resources
such as computing power. The evolution of mobile technology lead to the combination
of these two device types into smart mobile touch-based devices (SMTD) such as smart-
phones and tablets [12—15] as shown in Fig. 1. SMTDs are more and more replacing
mobile handhelds and due to their increasing technical capabilities they are becoming
an alternative to mobile PCs [14], as well. In contrast to mobile PCs, SMTDs are char-
acterized by a unique feature set [10, 13—17] comprising anywhere and anytime usage,
intuitive touch-based interaction as well as various device sensors like a GPS receiver.
In the following, these features are discussed in detail.

Mobile PC
* Computing power Smart Mobile
Touch-based Devices (SMTD)
- =  Anywhere and anytime usage
MOb'Ie Ha.n.dhelds = [ntuitive touch-based interaction
" High portability — = Various device sensors
= Always-on
= Sensors

Fig. 1. Evolution of mobile devices.

Due to mobile networks, SMTDs allow for anywhere and anytime usage. This
enables employees to access the enterprise back-end whenever it is required. Besides,
the small and handy form factor of SMTDs leads to a higher portability. Moreover,
SMTDs have no long boot process, because they are designed to be always on. This
increases the reachability and working ability of the user.

Due to their touchscreen handling and multi-modal input capabilities, SMTDs enable
an intuitive touch-based interaction using touch events and gestures [18]. This is more
appropriate in mobile environments than the usage of mouse and keyboard. Due to the
small screen size, the interaction design has to be tailored towards the functionality
relevant for the task. We call this a task-oriented design. Moreover, the new interaction
paradigm enables people who are generally uncomfortable with computers to interact
with SMTDs without prior training [19]. In addition, sensors enable further input capa-
bilities as described in the following.

SMTD are equipped with various device sensors including camera, GPS receiver,
and accelerometer. They can be used for interaction as well as context sensing and
enrichment. Regarding context sensing, sensors can be used for taking a photo, for voice
recording, and for positioning. Furthermore, sensors can be used for interaction using
voice commands or motion gestures. The camera can also be used for sensing the envi-
ronment and in augmented reality application.
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2.2 Mobile Ecosystems and Challenges to Leverage Mobile Enterprise Apps

Generally, mobile apps are part of complex mobile ecosystems which define the way
apps are developed and distributed. A mobile ecosystem consists of the SMTD as a
hardware component, the mobile operating system, native apps running on the operating
system as well as a storefront and supplementary online services [20]. Google’s Android,
Apple’s i0S, and Microsoft’s Windows 8 are the three major mobile ecosystems
competing nowadays. Each defines software development kits and user interaction
guidelines as well as app store concepts to distributed mobile apps.

The unique features of SMTDs as well as the preexistence of mobile ecosystems
lead to five core challenges to leverage MEAs according to [10]:

o MEA Portfolio: Systematic identification of usage scenarios for MEAs in business
processes to derive value-adding MEAs and define a corresponding MEA portfolio.

o MEA Development: The development of MEAs is challenged by the requirements of
high usability and restricted computing resources as well as limited network capaci-
ties [4]. In particular, a task-oriented interaction design is a critical success factor for
usability. Moreover, the coexistence of different mobile ecosystems requires cross-
platform development approaches.

o MEA Infrastructure: In order to distribute and manage MEAs, enterprises have to
design company-internal app stores oriented towards apps store for consumers.
Moreover, a unified device management is necessary, e.g., to define policies and
control operating system updates across various types of SMTDs and mobile oper-
ating systems.

o MEA Security and Privacy: The use of MEAs poses new risks on privacy and security.
Business-critical information has to be secured even in case of loss of SMTDs [21].
Moreover, personal data and context data on SMTDs have to be protected to avoid
employee tracking.

o MEA IT Architecture: The use of MEAs on top of existing back-end IT systems
requires an adaption and extension of the IT architecture especially with respect to
the design of lightweight and context-aware back-end services.

With ValueApping, we address the MEA portfolio challenge by providing a system-
atic analysis method to derive value-adding MEA usage scenarios in business processes.

3 Requirements and Overview of ValueApping

In this section, we first define the requirements of an analysis method to identify value-
adding MEA usage scenarios. Then, we give an overview of ValueApping and its parts.

3.1 Requirements

In order to identify value-adding MEA usage scenarios in business processes, for each
process activity, the type of IT technology which fits best has to be selected. The tech-
nologies range from PCs as stationary IT technology and laptops as mobile PCs to
SMTDs such as smartphones and tablets as a basis for MEAs.
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The corresponding decision making process is complex, because there are several
issues and requirements to consider. On the basis of shortcomings of existing analysis
approaches (see Sect. 7), we identified the following three major requirements R; our
method has to address:

Potential of mobile technology (RI): A central question is whether there is a business
benefit of using mobile technology. Generally, mobile technology can have two different
effects on business processes [7]:

e Supporting existing mobility given by the process
e Enabling novel mobility in processes where none existed before

However, not every employment of mobile technology leads to an improvement of
the business processes in terms of efficiency and effectiveness. Hence, activities that
profit from one of the two effects have to be identified systematically.

Types of mobile devices (R2): There are a lot of different devices for mobile technology
such as laptops, smartphones, tablets, PDAs, and mobile phones differing in hardware
and software characteristics. In this work, we are considering the following types of
mobile devices as described in Sect. 2.1:

e Mobile PCs like laptops
e Smart mobile touch-based devices like smartphones and tablets

Holistic Point of View (R3). The combination of business-oriented and technology-
oriented aspects avoids a purely technology-driven introduction of mobile technology.
The latter typically focuses on porting existing back-end applications on mobile apps
without a detailed business analysis. Besides, business aspects do not only refer to the
mobility of process activities but further contextual factors like the elimination of manual
data acquisition. In addition, not only aspects of the process activity but also infrastruc-
tural and organizational issues of the enterprise, e.g., the availability of a mobile
network, have to be considered.

3.2 Overview of ValueApping

The purpose of Value Apping is to systematically analyze process activities with respect
to their improvement potential using mobile technology in order to support enterprises
in the decision which IT technology fits best. At this, ValueApping incorporates the
above requirements and takes a holistic view on both technological and business-related
aspects (R3), differentiates between SMTDs and mobile PCs (R1) and investigates both
the support of existing mobility and the enablement of novel mobility in the process
(R2). Process improvements can be determined according to the goal dimensions time,
quality, and flexibility. The major result is a portfolio of analyzed process activities
which are categorized according to the IT technology which fits best. On this basis, a
business benefit radar chart for each process activity suited for SMTD support is derived.
The radar chart represents the business benefits of a corresponding MEA usage scenario
for the activity according to the goal dimen-sions. This provides a starting point to define
corresponding MEA development projects and IT investments.
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ValueApping is made up of two major parts, namely analysis steps and analysis
artifacts (see Fig. 2). The analysis steps are executed in a sequence and create different
analysis artifacts as input and output. Thereby, we distinguish between four groups of
analysis artifacts, namely

e the criteria catalogue and criteria values,
e the app potential as a metric,
e the app management portfolio, and
e the business benefit radar chart.
Process
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rocess Analysis Evaluation Generation Analysis Steps
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Fig. 2. Overview of ValueApping.

The criteria catalogue reflects the different aspects for the usage of mobile technology
in enterprises. The app potential is a metric to operationalize the improvement potential
of each activity with respect to MEA. This means, the higher the app potential the more
the activity can be improved using a MEA. The app management portfolio enables the
classification and ranking of the activities according to the IT technology which fits best.
The business benefit radar chart is based on a business benefit breakdown structure. It
indicates on which goal dimensions the usage of a MEA has a positive impact for a
particular process activity. The chart enables a comparison with other activities
according to the goal dimensions and constitutes a graphical representation to easily
communicate potential benefits.
ValueApping comprises four analysis steps, namely

process analysis,

app potential evaluation,
recommendation generation, and
business benefit analysis.

The two starting points represent different application variants of the method. The
user point of view enables employees to validate improvement suggestions for selected
activities across different processes. The process point of view considers improvements
of an entire process including all activities.

Process analysis refers to a procedure to determine the value of each criterion in the
criteria catalog. The input is the criteria catalogue and the output comprises a criteria
value for each analyzed criterion. These values represent in turn the input for the eval-
uation of the app potential. The latter defines a procedure to calculate the app potential
for each activity as a metric. Then, recommendation generation reveals the app manage-
ment portfolio according to the app potential of each activity. On this basis, recommen-
dations are deduced according to the IT technology which fits best for each activity in
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the portfolio. At last, the business benefit analysis step reveals the business benefits of
corresponding MEAs for all process activities which are suited for SMTD support
according to the app management portfolio.

4 Analysis Artifacts

This section describes the analysis artifacts, namely the criteria catalogue, the app
potential, the app management portfolio, as well as the business benefit breakdown
structure and radar chart.

4.1 Criteria Catalogue

The criteria catalogue is based on multi-criteria analysis techniques. With these techni-
ques, complex decision problems with multiple options and restrictions can be structured
[22]. As a basis for the criteria definition, we conducted literature analyses [5—7, 23-28]
Moreover, we carried out expert interviews with employees of a German car manufac-
turer to refine the identified criteria.

The criteria catalogue reflects the different aspects of mobile app usage in enterprises
including the requirements R1, R2, and R3. The criteria are grouped into four categories:
mobility, proc