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Preface

The present book includes extended and revised versions of a set of selected papers from
the 16th International Conference on Enterprise Information Systems (ICEIS 2014),
held in Lisbon, Portugal, during April 27–30, 2014. The conference was sponsored by
the Institute for Systems and Technologies of Information, Control and Communication
(INSTICC), held in cooperation with the Association for the Advancement of Artificial
Intelligence (AAAI), IEICE Special Interest Group on Software Interprise Modelling
(SWIM), ACM SIGART - ACM Special Interest Group on Artificial Intelligence,
ACM SIGMIS - ACM Special Interest Group on Management Information Systems,
ACM SIGCHI - ACM Special Interest Group on Computer–Human Interaction, and in
collaboration with the Informatics Research Center (IRC).

The conference was organized in six simultaneous tracks: “Databases and Infor-
mation Systems Integration, Artificial Intelligence and Decision Support Systems,
Information Systems Analysis and Specification, Software Agents and Internet Com-
puting, Human–Computer Interaction, and Enterprise Architecture”. The book is based
on the same structure.

ICEIS 2014 received 313 paper submissions from 50 countries in all continents.
From these, after a blind review process, only 47 were accepted as full papers, of which
24 were selected for inclusion in this book, based on the classifications provided by the
Program Committee. The selected papers reflect state-of-art research work that is often
oriented toward real-world applications and highlight the benefits of information sys-
tems and technology for industry and services, thus forming a bridge between the
worlds of academia and enterprise. These high-quality standards were maintained and
reinforced at ICEIS 2015, which was held in Barcelona, Spain, and will continue to be
reinforced in future editions of this conference.

Furthermore, ICEIS 2014 included five plenary keynote lectures given by Kecheng
Liu (University of Reading, UK), Jan Dietz (Delft University of Technology, The
Netherlands), Antoni Olivé (Universitat Politècnica de Catalunya, Spain), José Tribolet
(INESC-ID/Instituto Superior Técnico, Portugal), and Hans-J. Lenz (Freie Universität
Berlin, Germany). We would like to express our appreciation to all of them and in
particular to those who took the time to contribute with a paper to this book.

On behalf of the conference Organizing Committee, we would like to thank all
participants. First of all the authors, whose quality work is the essence of the confer-
ence, and the members of the Program Committee, who helped us with their expertise
and diligence in reviewing the papers. As we all know, producing a conference requires



the effort of many individuals. We wish to thank also all the members of our Orga-
nizing Committee, whose work and commitment were invaluable.

February 2014 José Cordeiro
Slimane Hammoudi
Leszek Maciaszek

Olivier Camp
Joaquim Filipe
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Abstract. Digital visualisation is a way of representing data and information
with the aid of digital means, engages human interpretation on information in
order to gain insights in a particular context. Digital visualisation is always
purposeful that will illustrate relationships; discover patterns and interdependen‐
cies; or generate some hypothesis or theory. However, it is still bound to the
semantic (interpretation of visual displays and the meaning in the context) and
pragmatic (effect and intention to be achieved) issues. These two issues can be
addressed by semiotics, a formal doctrine of signs introduced by Peirce back in
the 1930s; where digital visualisation is seen as a process of abduction. Abduction
is a key process of scientific inquiry, which involves norms. Norms are patterns,
regulations, rules and laws which are the reflection of knowledge in a cultural
group or an organisation; which has an effect on the human interpretation on
information. This paper pioneers a new perspective of digital visualisation by
positioning digital visualisation as a process of abduction and proposes the key
principles in digital visualisation.

Keywords: Semiotics · Digital visualisation · Norms · Abduction process ·
Hypotheses formation

1 Introduction

Digital visualisation is a way of representing data and information with the aid of digital
means. It ranges from a simple form such as a graph or chart to a complex form like
animated visualisations that allows user to interact with the underlying data through
direct manipulation [1]. The notion of digital visualisation engages human interpretation
on information in order to gain insights in a particular context [2–4]. Hence, it is a
complex process involving multiple disciplines, including the socio-technical element.
The social element relates to human perception in interpreting information. The tech‐
nical element on the other hand, refers to the technology used to enable visualisation,
for example the SAS suite [5] that offers visual analytics to support interactive dashboard
and reporting.

A typical process of digital visualisation starts from data collection, followed by data
transformation and filtering, and finally the visual display [adapted from 4]. The primary
goal of digital visualisation is enhance the efficiency of understanding of certain
phenomenon through visualised data and information; but it also aims to address latent
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aspects, such as semantic and pragmatic issues [6, 7]. The semantic issues are related to
the interpretation of visual displays and the meaning in the context. The pragmatic issues
are concerned with the effect and intention to be achieved on the users through digital
visualisation.

Digital visualisation is always purposeful that will illustrate relationships; discover
patterns and interdependencies; or generate some hypothesis or theory. The user’s
hypothesis would very much influence on what data would be interested in the analysis
and be included in the visualisation. Therefore, there will be always a set of questions
highly relevant in any visualisation, such as data availability, access, format (data itself
and display format), meaning (i.e. interpretation), purpose of data presented, and effect
of visualised data on the recipients. Such questions can be best answered by drawing
input from semiotics.

This paper pioneers a new perspective on digital visualisation by positioning digital
visualisation as a process of abduction. Section 2 illustrates the components, process
and the challenges of digital visualisation. Section 3 describes the semiotics perspective
to digital visualisation. Section 4 suggests a set of principles for digital visualisation
aftermath of the notion of semiotics. This paper is concluded with the future research
insights by intertwining the notion of semiotics, abduction process especially with digital
visualisation.

2 Digital Visualisation

2.1 Components and Process

Digital visualisation deals with three components: data, information and knowledge
[adapted from 8], in which can be explained by social and technical perspective (see
Fig. 1). In the social facet, human users perceive data in the forms of e.g. figures,
numbers and charts. Such a presentation of the data enables the human users to
understand the data better and to obtain information efficiently through the
processing of the data, which bring in the meaning and insight of the data to the
user. In the technical facet, digital visualisation assists the users further to gain
knowledge through interaction, interpretation and abstraction of data and informa‐
tion to produce generic types or patterns based on classifications of contexts and
application domains. Table 1 summarises the description of the components of
digital visualisation from the social and technical perspective.

The process of digital visualisation captures the intentions from users, exposes the
effect of data and addresses the purposes of data analysis through graphical images.
This is reflected in the four main stages in the process of digital visualisation
[adapted from 4, 9] (see Fig. 2): (1) data collection, (2) data transformation and
filtering, (3) visual mapping and, (4) display and interaction. In the data collection
stage, data is gathered through various sources. The collected data can be structured
or unstructured data. According to Baars and Kemper [10], the structured data is data
that has predefined format and can be processed by computing equipment. Unstruc‐
tured data is data that usually does not have a specific format such as social media
data, images, and audio files [11]. The data transformation and filtering stage
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explores the collected data through various techniques such as extract, transform and
load (ETL) and data mining. Data are extracted from the source databases are trans‐
formed into a desired format for analysis purpose, and then loaded into the destina‐
tion databases [12]. Some of the common data mining techniques in dealing with
structured data are clustering and categorisation for visualisation purpose. The visual
mapping stage contains a graphic engine that manipulate the process of transforming
the focus data with their geometric primitives (e.g. points, lines) and attributes (e.g.
colour, position, size) to image data. The display and interaction stage provides the
user interface control that enables users to interact with data from multiple perspec‐
tives (e.g. drill down, expand), where visual analytics take place [13]. This is the
stage where meaning is interpreted by uses when interacting with data.

Table 1. Description of the digital visualisation components.

Component Social (Human Perception) Technical (Enabling Visualisation)

Data Figures, numbers, text Representing abstracted data sche‐
matic form, including attributes
or variables for the units of data
(direct display, no deep
processing)

Information Processed data that answers
what, who, where, when,
why and how questions

Showing/emphasising on relation‐
ship between data items; with
interpretation; show semantics

Knowledge Application of data that
explains the type or patterns
of a situation or context

Representing the effect on organi‐
sation through visual analytics
on social, on economy, e.g. drop
on sales, decision-making by
looking at alternatives

Fig. 1. Social and technical facet of digital visualization.
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2.2 Challenges

Digital visualisation enables users to interpret and interact with data for a certain
purpose, such as aiding the decision making process. However, digital visualisation is
still prone to the semantic and pragmatic issue [adapted from 6]. Digital visualisation is
more than a simply graphical representation [14]. The semantic issue relates to whether
the visualisation conveys the right level of information to users. Users have a tendency
to establish a relationship based on what they see. Therefore, if the graphical represen‐
tation is not pointedly used, it will exacerbate the fallacies of the perceived meaning by
the users. On the other hand, the intention or purpose of digital visualisation is not
reflected, where digital visualisation is seen as an analytical reasoning process [15].
There is always a purpose how digital visualisation should be designed. There are usually
many data sources are required to achieve the purpose. Hence, this leads to challenges
such as data reliability, selection of the right information and the selection of the right
graphics to visualise information. Thus digital visualisation is only effective when there
is a clear purpose (guided by the pragmatic instance) on how data should be visualised
so it conveys a clear meaning to users (incorporated with the semantic aspect) [13].

3 Semiotics Perspective to Digital Visualisation

3.1 Signs and Norms

Semiotics, a formal doctrine of signs introduced by Peirce back in the 1930s [16], shows
great relevance to digital visualisation. A special branch is organisational semiotics
which has been developed by Stamper and his colleagues [17] to study the effective use
of information in business context. Data, under the study through visualisation, are signs.

The human interpretation on information is closely related to the five types of norms
(see Table 2 for the description of norms): perceptual, cognitive, evaluative, denotative
and behavioural [18]. Norms as a generic term are patterns, regulations, rules and laws
which are the reflection of knowledge in a cultural group or an organisation [19]. Norms
and signs (data) are intertwined [20]. In this research context, norms are employed to
interpret the signs; where a sign is a data object that conveys information and produces
an effect towards users in directing or prescribing users’ action, such as an action of
making a decision.

3.2 Abduction in Piercean Logical System

Abduction is a reasoning approach introduced in Piercean logical system [16], together
with induction and deduction. Abduction, according to Peirce [16], is a form of semiotics
interpretation [21], that guides the process of forming a hypothesis, which leads to
introducing new ideas. Deduction is the process of explaining the hypothesis; and
induction, is the process of evaluating the hypothesis. Abduction aims to find the best
explanation of the observed phenomenon [22]. In Piercean logical system, abduction
contributes to the human understanding of a phenomenon, by making sense of the
observed signs [adapted from 23].
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Kovács and Spens’s [24] and Thagard’s [25] propose the abduction process based
on Peirce’s [16] definition on abduction. The abduction process starts by a puzzlement
(an observed phenomenon) that leads to a search for explanation, followed by using
prior knowledge to establish a hypothesis and validating the hypothesis by conducting
more observations.

3.3 Digital Visualisation Is a Process of Abduction

From a semiotic perspective, digital visualisation is a process of abduction which is a
key process of scientific inquiry, i.e. a process of generating new knowledge. Peirce’s
abduction is a reasoning approach to fashion a hypothesis of the observed phenomenon,
hence the more clues that are collected, it is more likely the hypothesis leads to a truthful
conclusion [21]. Digital visualisation is therefore seen as a process of abduction from a
semiotics perspective; in which abduction is a key process of scientific inquiry for
generating new knowledge. On the basis, the process of abduction involves the norms
extensively. When encountering with a new phenomenon, prior knowledge will enable
us to produce some initial, but often, plausible explanations. Abduction thus allows us
to generate hypotheses (which should be plausible) and further to determine which
hypothesis or proposition to be tested [23, 26]. This aligns with Peirce’s definition on
abduction as “the process of forming explanatory hypotheses”, and the “only kind of
argument which starts a new idea” (Peirce, 1935).

Figure 3 illustrates the four key stages in digital visualisation as a process of
abduction: (1) search for explanation, (2) generation of hypotheses, (3) evaluation
and acceptance of hypotheses and, (4) effect from the hypotheses. In the search for
explanation stage, users establish an initial hypothesis based on what they see through
digital visualisation (e.g. graphical display of abstract information). This stage
commences the process of abduction. In the generation of hypotheses stage, users

Fig. 2. The process of digital visualization.
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derive some patterns of knowledge based on their prior knowledge. At the same time,
users are anticipating for further insights grounded on what they see. Visual analytics
take place here to enable users interact with data by providing navigations such as
drill down for more information. In the evaluation and acceptance of hypotheses
stage, users verify or refute the perceived visual objects based on their prior knowl‐
edge. This stage adopts Popper’s [27] refutationism approach, where the formed
hypothesis can be refuted by the observed facts. And lastly, in the stage of effect from
the hypotheses, users reaffirm or refine the established hypothesis. The five types of
norms (perceptual, cognitive, evaluative, denotative and behavioural) correspond with
each stage in the process of abduction in digital visualisation, which will be illus‐
trated in Sect. 4.2.

4 The Principles of Digital Visualisation

Research leads us to believe that the three principles are important in digital visualisation
as illustrated in the following sub sections.

4.1 Digital Visualisation as Shared Semiosis

Digital visualisation is a sign-process that involves the production and consumption of
signs. Any digital visualisation will begin with the awareness of context. The design of
a digital visualisation is usually determined by certain purposes and effects that are
intended to be achieved. On the production side of this process, the producer may wish
to achieve a certain effect as he or she has certain intention and purposes through the
visualisation. The producer of the visualisation may situate the visualisation in a context
and relate it to some purposes. On the consumption side, a user, who could be any one
who sees the visual display in a different context and for a different purpose, may be led
to an effect that is same or totally different from what is intended by the producer. To
ensure the success of the communication through the use of visual display, it is important

Fig. 3. Digital visualisation is a process of abduction.
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to understand the semiotics in the production and utilisation of visualisation. Figure 4
illustrates the shared semiotic processes (i.e. semiosis) engaging the producer and user.
It is therefore vital to see digital visualisation as a shared semiosis; where there is an
agreement made between the producer and user on how and what data should be visual‐
ised, and producer should understand what purpose (or context) user tries to achieve
through digital visualisation.

4.2 Digital Visualisation as Norm-Centric Activities

Effective digital visualisation heavily relies on knowledge expressed as norms. Digital
visualisation is seen as an interactive artefact, which is usually designed based on
producer’s reasoning [28]. As mentioned in Sect. 4.1, the design of digital visualisation
should engage producer and user. Norms serve as the foundation and drive for the design
of a digital visualisation for the producer. On the other hand, the user incorporates norms
into the digital visualisation for discovering new knowledge. Both the producer and user
will invoke their norms in production (design of the graphical display) and utilisation
(use of the graphical display to gain new knowledge and perform certain actions).
Table 2 illustrates the five types of norms and their effect on the producer (or the
designer) and user by taking the digital visualisation design for the monthly sales report
for a department store as an example. The graphical display should clearly indicate how
the values relate to one another, represent the figure correctly and make it easy to navi‐
gate between figures. As digital visualisation is a process of abduction, the central role
of the subject who is engaged in the process must be recognised. If the goal of the digital
visualisation is to discover new knowledge, interactivity of digital visualisation to allow
the user’s manipulation of data in visualisation is essential.

4.3 Digital Visualisation as Artefacts as Well as Process

Digital visualisation is seen as an artefact, where it is a set of graphical displays (e.g.
charts and graphs) that conveys information. The graphical displays produce effect
towards designers (who determine the design of the graphical display) and users (who
use the displayed data to perform certain actions). The graphical display should clearly
translate the abstract information, that can be easily, efficiently, accurately and mean‐
ingfully perceived [29]. At the same time, there is an important feature (or it can be
called affordance) of digital visualisation is that it is not just static display but allows
(or affords) interactive inquiry. Digital visualisation hence is also seen as a process of

Fig. 4. Shared semiosis process engaging producer and user.
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abduction. Affordance, originated by Gibson [30], is extended to the study of the real
world for understanding patterns of human behaviour. Digital visualisation can assist
human to interact with data to enhance understanding of the meaning of data, e.g. to
acquire more information. Furthermore, it will also enable one to discover pattern, regu‐
larities and norms from the visualised data, e.g. to obtain knowledge related to types of
problems and situations. With such interactivity, a user is able to explore data visually
to generate, refine and testify his or her hypothesis as an abductive reasoning process.

Table 2. Norms and their effect in Digital Visualisation (with an example of a monthly sales
report for a department store).

Types of norms Descriptions Effect on producer Effect on user

Perceptual Relate to how human
perceive signs in an
environment. For
example, the distance
between two bollards is
wide enough to drive
the car through

Relate to the perception on
sales figures. For
example, sales figures
are described by month,
categories of products
and customer gender

Apply the prior knowledge
to perceive the sales
figures. For example,
sales figures displayed
on the chart are
presented in month and
categories

Cognitive Relate to how human inter‐
pret the observed signs.
For example, an illumi‐
nated red light above an
orange and green
means stop

Affiliate with the interpre‐
tation of the sales
figures. For example,
the low sales figure of
product A means the
product is not selling
well in the particular
month. This leads to a
graphic representation
to highlight the poor
sales

Employ the prior knowl‐
edge to interpret the
sales figures. For
example, the lowest bar
that represents product
A in the bar chart means
the poor sales of
product A in the month

Evaluative Explain why human have
beliefs, values and
objectives. For
example, frankness in
debating between
employee and boss;
openness in voicing
personal views

Associate with the assess‐
ment of the sales figure.
For example, lower
sales figures should
attract more attention in
the display by certain
distinctive shape or
colour

Assess the performance.
For example, the low
sales figures identify
poor performance
through the aid of
digital visualisation
which otherwise may
not be noticed

Denotative Direct the choices of signs
for signifying based on
the cultural back‐
ground. For example,
stop signals are red and
octagonal

Relate to the selection of
the graphical display
that best represents the
sales figure. For
example, red means
under performance and
green means acceptable
performance that meets
the expectation

Deploy the shared knowl‐
edge of shaping and
colour coding between
the producer and the
user. For example,
certain shape or colour
represent certain mean‐
ings

Behavioural Govern human behaviour
within the regular
patterns. For example,
if a library book is
overdue than the
borrower must pay a
fine

Relate graphic information
with actions. For
example, the poor
performance will be
linked with the produc‐
tion of some warning
messages for attention

Adopt the business knowl‐
edge to perform
actions. For example,
poor sales lead to
certain corrective
actions such as
strengthening
marketing effort or
reviewing the price
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5 Conclusions and Future Research Insights

This paper initiates a new perspective on digital visualisation by positioning digital
visualisation as a process of abduction; through the generation, verification, refutation
and refinement of hypotheses. Some insights have been provided in the components and
process of digital visualisation and the semantic and pragmatic challenges embedded
within digital visualisation. Challenges in human perception and intention in digital
visualisation have been addressed by incorporating norms into the semiotics of visual‐
isation and visual analytics. This paper posits three key principles, i.e. digital visuali‐
sation is seen as: (1) a shared semiosis, (2) norm-centric activities and, (3) artefacts as
well as process. These three key principles contribute to how digital visualisation should
be designed (from the producer’s perspective) and how digital visualisation helps in
gaining new knowledge when new patterns and relationships are discovered (from the
user’s perspective).

This paper has established a vivid implication of semiotics to digital visualisation.
There are three main future research insights proposed on this basis. First of all,
researchers can adopt the three key principles suggested, especially the utilisation of
norms to increase the interactivity of digital visualisation. The interactive feature should
be able to draw and keep the attention of users, and enable users to drill down into data
and customise reporting [6]. In addition, users should be able to interact with each other
through information sharing.

The second potential area that researchers can look into is to understand the perspec‐
tive anticipated by users in manipulating the data. In relation to the interactivity of digital
visualisation, it is expected that the users will become more used to interpreting data
and creating new knowledge. Researchers should look into the human factors, the norms
in perceiving and reacting to visualisation result [14] (see Table 2).

The third area researchers can explore is the application of norms captured through
the abduction process into the technical implementation. Apart from the technicality of
the graphical display, researchers can focus on data collection, data processing and
analysis, in conjunction with the trend of big data. Digital visualisation should enable
users to do real time data analysis; and has the hold data in-memory in which it is
accessible to multiple users.
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Abstract. We try to present a first broad overview on data fraud, and
give hints to data fraud detection (DFD). Especially, we show examples of
data fraud that happened at anytime of human mankind, all around the
world, and affects all kind of human activities. For instance, betrayers are
entities of the society, industry, banks, services, health-care, non-profit
organizations, art, science, media or even a government or the Vatican.
We consider four main areas of data fraud: spy out, plagiarism, manip-
ulation and fabrication of data.

Of course, there is not only interest on data fraud itself but on its
detection, too. Although improvements of data fraud detection is evi-
dent, it seems that the intellectual creativity and capacity of the betray-
ers is unlimited. Especially, the Internet with its various services and the
mobile communication opened the Pandora box for criminal acts. Fur-
thermore, one may state the hypothesis that while the ethics behavior of
people decreases over time the data fraud rate is continuously increasing.

There does not exist an omnibus data fraud detector, and the author
supposes there will be never one upcoming due to the heterogeneity of
the domain. For instance, compare the domains“spy out” in industry
and“data fabrication” of observational or experimental studies in sci-
ence. It is a matter of fact that the interest and need of science, business
and governmental authorities is increasing over time for improving tests
of data fraud detection. This paper can be viewed as a modest attempt
for stimulating research into this direction.

1 Introduction

One can best unfold the complexity of data fraud by classifying fraud into four
classes. All of them are driven by three time-invariant features of the societies,
business and human beings: Power, glory and money. As saying goes“Knowledge
is Power” power is the driving force of Spy out in the military and secret service
area, while knowledge and profit(money) are the main factors in business. The
activities of the secret services of all countries like Central Intelligence Service
(CIA) or NSA in USA, Military Intelligence (MI6) in UK, the Russian secret
service (CBP) etc. go back far into history. No doubt, they have ever had influ-
enced failure and success of military actions at any time. Less power and glory
but more profit (money) has been the forcing power of industrial or business
c© Springer International Publishing Switzerland 2015
J. Cordeiro et al. (Eds.): ICEIS 2014, LNBIP 227, pp. 14–35, 2015.
DOI: 10.1007/978-3-319-22348-3 2
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spy out. There is no sharp boundary to the extensive“silent” storing and analytic
analyses of customer’s data, mostly without explicit permission. Consider only
the massive accumulation of such data by Amazon, Ebay or Google. Together
with nearly unlimited memory and Big Data Analytics it demonstrates the
increasing risk of leaving Recommendation Systems, simple pull/push systems,
and entering into a Total Information World with loss of any privacy of anybody,
anywhere and anytime as an extension of ubiquitous computing.

The second domain of data fraud is related to Plagiarism. It concerns mainly
the illegal usage of data of somebody else, sometimes existing as self plagiarism.
Since the start of the digital era plagiarism M.Sc. or Ph.D. studies have gained
more and more attention, although plagiarism is not limited to master or doc-
toral studies, cf. plagiarism happening in composing, drawing and painting. As
we shall see later the main interest in plag detection in the domain PhD disserta-
tions is caused by spectacular cases and the development of improved methods
(citation based plag detection besides of substring matching), [4], and“swarm
intelligence”. The last approach makes use of the efficiency of many, more or less
independently acting plag hunters pooling information about the same entity.

Our main interest, however, is devoted to DataManipulation. Its main char-
acteristic is given by the dishonest manipulation of existing own or foreign data.
The objective is gaining prestige or making money. Evidently, data manipula-
tion happened at any time, anywhere and every domain of life is influenced. For
instance, the annual fraud rate of the new U.S. health care system is estimated
to be about 10%, [29]. Consider the scandalous manipulation of clinical trails at
the Medical University of Innsbruck (MUI), Austria, by Dr. H. Strasser, [19], or
the Libor 3(5)-months interest rate manipulation jointly performed by a cartel
of Deutsche Bank, Royal Bank of Scotland (RBS), Union Bank of Switzerland
(UBS), and Barclays Bank, UK, [20]. Greece fudged its annual depths-GDP rates
in the years before the country applied for entering the Euro zone, [22]. In recent
times the dishonest shuffling of ranks for TV shows by non-profit organizations
like ADAC, [23], or ZDF, Germany, [24], or even black money transfers and money
laundry by the Vatican, [25], caused much attention in the media.

A question of historical interest remains to be answered later: Who is known
to be the first betrayer in science? It is a tragedy of science that that profession
is more and more inclined to manipulate data gained from empirical (observa-
tional or experimental) studies. The causes are simple the pressure caused by
the dominating principle“Perish or Publish”, the increasing know-how needed
for applying sophisticated methods of data science, and the need of fund raising
for ongoing research. Yet, there exists a further variant of data fraud which is
far beyond the“simple manipulation” we talked about.

Data Fabrication. seems to be the most awful or“mostly criminal” form of
data fraud. Instead of manipulating data the betrayer selects an easier way of
collecting data: He simply generates the artificial data he needs. Evidently, this
safes cost and time, and, consequently, increases the chances of fund raising or
early publication because application forms or research papers can be submit-
ted with some time lead. Furthermore, the data will perfectly fit the betrayer’s
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Fig. 1. Data fraud types, examples and detectors.

hypothesis or objective if’professionally” created. A shocking case of such aca-
demic data fabrication is related to the Dutch psychologist D. Stapel, Univ. of
Tilburg, [21] whose forgery finally was stopped in 2013.

In the following we shall give a short history of spectacular cases of data
fraud. We pass by spying out, and turn to plagiarism with a special emphasis on
doctoral dissertations.We deeply look at data manipulation, fabrication and the
corresponding detection techniques. From the methodological point of view the
domains manipulation and fabrication strongly overlap. Consequently, the same
methods of detection can be used, i.e. Statistics, Data Mining, and Machine
Learning. Today, that bundle is labeled Data Analytics.

An overview on the four types of data fraud is given in Fig. 1 where we limit
ourselves to one example per each fraud type, and list some fraud detectors at
the bottom line.

2 A Short History of Data Fraud

To best of the author’s knowledge the first spectacular case of data fraud (data pla-
giarism) happened in ancient Egypt. Claudius Ptolemy ( 85 – 165 p. C.) was
a leading astronomer and mathematician at Alexandria, the center of the antic
world of science. He was the father of the Almagest, the famous Arabic star cal-
endar. He used the astronomical data from Hipparchos of Nicaea ( 190 – 120
a. C.), but he did not refer to him, [6]. Historians may argue here that the current
point of view of referencing might not be adequate for that science period. Today
such kind of fraud is called Data Plagiarism. The lesson for detecting such a
fraud is to carefully Check the Provenance of observational data referred to in
a publication.
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Fig. 2. Ptolemy, his centric world view, the Almagest, and Hipparchos, images: [10–13].
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Fig. 3. Galileo, his heliocentric system, telescope and plane model, images: [14–17].

There is no doubt that Galileo Galilei (1564 – 1641) was one of the giants in
science. For example, he made ingenious contributions to astronomy and physics.
Especially, his astronomical research on the heliocentric system, and his exper-
iments with bodies sliding down inclined planes are famous. At that time, the
devices for measuring run time of moving objects produced“large” measurement
errors. Galileo believed in the validness of his cinematic hypotheses, and for
supporting them he decided to reduce the measurement errors. Today, there is
no doubt that Galileo’s experiments could not have been run in its way. As [7,
176] stated“The Genius was motivated by the objective of supporting the final
break-through of his ideas.” Refer to [8,27] for further details. Simply speak-
ing, motivated by prestige Galileo used data manipulation thus violating the
Principle of Reproduceability of well-performed experiments.
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Fig. 4. Newton“Cuius genius humanibus superavit”, image: [18].

A further hero of science was Sir Isaac Newton (1643 - 1726) whose scien-
tific contributions to astronomy, mechanics (acceleration, gravitation and forces)
and mathematics (Calculus) opened a new era of physics, especially kinemat-
ics. In his book Principia Newton convinced due to the reported high precision
of his observations far from being legitimate, [7,9]. Or as [7, 176] or [9, 1118]
put it“Nobody was so brilliant and effective in cheating than the master math-
ematician.” Newton suppressed the real imprecision of his measurements being
anxious about a non perfect fit and casting doubts on his theory in the sci-
entific community. In order to support his hypotheses he faked the output of
his experiments and the observations by downsizing the errors. Accordingly, this
manipulation contradicts the Principle of Reproduceability. His motive certainly
was not profit, but fear of loss of prestige.

Data manipulation has many variants as we shall see later. One form is the
trick used by experimenters to select and publish only a proper subset of results
or runs. A“representative” case is given by the physicist Robert Millikan, US
Nobel Price Winner, 1868 – 1953. The claim is his strikingly precise measure-
ments of the charge of electrons in 1913 being quite better than those of his rival
Felix Ehrenfeld who experienced large deviations, [7,8]. Milikan’s lab protocols
showed later that he published only the ‘best 58 out of 140’ experiments having
smallest measurement variance, [8,34] and [7, 176–177]. Today such a misbe-
havior of running experiments is called Experimental Selection Bias and
contradicts, of course, the Principle of Reproduceability. Here again Prestige
combined with Nobel price winning expectations was presumable the driving
force of data fraud.

We continue presenting historical cases of data fraud and turn to the Deutsche
Bank as an example from the business sector. Alternatively, we could have
selected from the U.S. economy the Enron case with falsification of balance
sheets, [47]. Josef Ackermann, born 1948, was the chairman of the board of
directors 2002–2012, and was responsible for all claims. Under his leadership the
Deutsche Bank was involved in many scandals like manipulating the prices of
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Fig. 5. Libor manipulation by the cartel, image: [20].

food products, unlawful CO2-emission permits and financial derivatives trading,
and, last but not least, manipulating the 3(6) months Libor interest rate within
a bank cartel consisting of Barclays, Deutsche Bank, RBS and UBS, [20]. The
legal task of the group was a“fair price fixing” of both interest rates, but the
cartel used its economic power for down or upraising of the Libor for making
moderate but continuous profits, cf. Fig. 5.

Another domain where forgery typically happens is health care, cf. [29] for
fraud detection in the new U.S. medicare system. Especially medical universities
are affected institutions because of the pressure to economically manage clinics,
fund raising for research or corruption. The last motive was underlying extensive
sport doping and manipulation of facts and figures at the Univ. of Freiburg,
Germany, cf. [27]. Above we already mentioned the case of illegal experiments
at the Medical University of Innsbruck (MUI), Austria, as reported by Nature,
[19]. In Germany tricksters manipulated the lists of organic transplantations
at several of the 49 German transplantation centers like Göttingen, München,
Münster, Regensburg etc. [26]. In order to detect fraud in such cases independent
experts are employed who checked with diligence all mails, lab protocols, lists,
reports, time-schedules and revenues and expenditures vouchers with respect
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to facts and prior knowledge in a qualitative and quantitative way. We call
these (qualitative) manual activities assisted by analytical techniques Manual
Inquest of Data Fraud. They are based on Abductive Reasoning, and are
similar to trouble shooting from an investigation point view.

Next, we turn to economics. In this domain data fraud happens for gain-
ing more economic influence or reward. As an example take Greece in the late
nineties. The crucial period for Greece to enter the Euro zone was 1997 − 1999.
Greece manipulated its official macro-economic statistics, and made the EC
member countries, the EC authorities in Bruxelles and Luxembourg and the
public believe that the deficit had fallen under the Maastricht limit of 3%. How-
ever, later the (new) Greece Finance Minister, Mr. Aligoskoufis, confessed: “It
has been proven that the deficit had not fallen below 3% in every year since
1999.” [22]. Indeed, the figures for 1997-1999 were 6.44, 4.13 and 3.38%.

Let us close with politics and consider governments who do not completely
obey democratic rules. It is a matter of fact that the elections in Russia 2011
were fudged, [28]. Especially, the result of Putin’s party United Russia is doubt-
ful. Consider the empirical distribution of electoral votes on the percentages of
votes in the interval [0, 100]. Typically, such a distribution is bell-shaped and is
smoothly curved in the center and at both tails. Due to the evident manipulation
of votes the distribution of Putin’s party is heavily skewed to the right (large
percentages), and shows small up-and-down spikes above 30% around the values
35, 40, 45, . . . , 100%, cf. Fig. 6.

The lesson learned from the last type of data manipulation that sometimes
simply plotting of histograms (empirical distributions) is an effective “starter”
for further investigations on suspectable data.

no of electoral districts

%

Fig. 6. Manipulation of Russian elections in 2011, image: [28] layout modified.

3 Spy Out

One can raise the question whether or not Cheating by copying text or formulas
from neighbors during examinations at school is an entry into the world of spy
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out or plagiarism, and is abnormal or not. No doubt that kind of spying out is
happening at a very low fraud level.

From a historical perspective massive Spy out is related to ancient and
modern populations and their military actions against other countries. It may be
considered as a prerequisite of any war and struggle, and aims for getting better
information about the enemy for improving the success of their own attacks.
Think only of the empires Greek and Persia, Egypt and Hittites, or Roman
and Germanic. The secret services of all modern countries around the globe
are expected to deliver information about the rest of the world. After 9/11 the
National Security Agency (NSA), USA, has scaled-up its computing facilities
for spying out everybody’s data on an extreme large scale. The question arises
whether “Big brother is watching you” is realized or not. Here any kind of world-
wide communication by phone, email, Twitter or any other media is affected.
Even encrypting is not at all safe and a guarantee for people’s privacy. The fact
that even the German chancellor’s telephone is tapped by US authorities is a
nasty perspective.

Let us leave this domain and turn to economics and business. Telephone fraud
became roughly a problem at the end of the eighties. Legal telephone cards with
or without a credit were stolen and manipulated by betrayers which made phone
calls possible free of any charge. Corruption related to data fraud was recently
reported by the German Press Agency and printed in Der Tagesspiegel, a leading
newspaper in Berlin, Germany. Employees of the sanctuary health assurance
company Debeka were accused of having tried to get data of state employees
candidates from corruptive state employees targeting for new contracts, [5].

As buying and selling is an intrinsic part of daily life of consumers, tricksters
and betrayers consider trade as their domain for data fraud. Each trade has a
phase “selecting and putting an item into the shopper basket” and “paying”.
Paying is mostly done by cash, alternatively by EC or credit cards. Forget cyber
money here due to its minimal market share. Card Fraud is concerned with
card theft or the misuse of bank account and PIN data. Therefore, we have the
following four classes of fraud, cf. [2]:

– Theft
– Duplicate Generation
– Skimming
– Pishing.

Theft is a real fraud if a credit card like VISA, AMERICAN EXPRESS
or MASTER is stolen and used for money withdrawals. However, when a card
theft is combined with Card Cloning (in the sense of duplicate production)
things become more tricky and dangerous, and increase the card owner’s risk of
big monetary losses. The thief simply can withdraw money from various sites.
Skimming starts at the other end of the buying chain just to say so. Before
a consumer pays by cash he has to collect money, for instance, from a teller
machine (ATM). Tricksters install a small web cam and a thin keyboard at the
ATM’s site for catching the bank account or credit card number together with
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Fig. 7. Fraud of banking and internet banking.

the PIN from an innocent client. Phishing refers to sending faked emails to
users with a subject like “Full mail box” or “Special offer”, and asking them for
delivering their account, password (PIN) and transaction number (TAN). In a
similar way, novice surfers are redirected to false (criminal) links or attracted
by special (low priced) offers for visiting specially prepared web pages. When
such sites are entered the trickster fishes the bank account, PIN or name, credit
card number and safety code for starting his own criminal transactions. Let us
add Advertising Click Fraud where Pay per click systems are manipulated
by artificially generating clicks by the betrayer for illegally making money at the
expense of the advertising company, [2].

For an overview by a diagram of data fraud related to card usage or Inter-
net banking have a look at Fig. 7. There exists a big bundle of Multivari-
ate Explorative Data Analysis Techniques for detecting EC or credit card
fraud, especially methods like Generalized Linear Regression and Classification.

4 Plagiarism

As noted above Plagiarism is considered to be the dishonest use of data of a
second party. It has many facets and exists in many fields of human life like arts,
business and science. The motives are either prestige or mostly profit. A short
overview is given in the diagram in Fig. 8 below.

We present famous cases of plags: Pirating of documents (“Galileo Forgery”)
and doctoral dissertation plag of the former German minister of defense, K.-T.
von Guttenberg. Both cases happened in Germany, and the forgery was proven
in 2012 and 2011, respectively.
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Fig. 8. Selected domains of plagiarism.

Fig. 9. Discrepancies between the original (“Sidereus Nuncius”) and faked book, image:
A Galileo Forgery.

Galileo’s book “Sidereus Nuncius” was published in 1610, and it is a fact
that 80 legal copies are known to exist worldwide. In 2005, surprisingly, a fur-
ther (faked) copy including until then eighty unknown (faked) ink drawings was
offered by art dealers on the international market. The German expert Horst
Bredekamp, Humboldt Univ. Berlin, used the drawings from the faked copy in
a book he published entitled “Galilei, der Künstler”. Finally, in 2012 a British
historian proved the forgery done by the Italian M.M. De Caro. His detection
caused Bredekamp et al. to edit the book “A Galileo Forgery” where he compiles
the events and explains what happened. It is interesting to note that besides of
various material analytical techniques Pattern Matching of symbols (stars)
and characters (L) helped discriminating between the original and faked docu-
ment, cf. Fig. 9.

One of the most spectacular data plagiarism claims corresponding to doc-
toral dissertations was caused by the work of K.-T. von Guttenberg, the former
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minister of defense of Germany. Today his dissertation can be considered one
of the best investigated plagiarism. It may be even considered as a yardstick
for further improvements of academic plagiarism detection software. While most
of the plag software uses simple Substring Matching techniques it was the
idea of B. Gipp (2011), [4], to use a kind of meta analysis based on information
retrieval methods for developing his Citation based Plag Detection (CbPD)
technique. Several steps are built-in: Identify citation patterns by order, non-
lexical proximity and distinctiveness of in-text citations. This idea enabled him
to detect multi-lingual and multi-source detection plagiarism by cross-reference
of the citation structures of an original and its plag. All computational output
is carefully visualized. Especially, the hit rate of detecting disguised plag like
paraphrases and cross-language plag could be clearly increased. It is a great
advantage of Gipp’s approach that his procedure produces higher confidence
levels than the existing matching algorithms for academic plagiarism detection,
[4,30]. Simple string matching or substring search work as follows, cf. the plag
platforms citeplag, Vroniplag etc. Let A be an alphabet, and s1 ∈ Am and
s2 ∈An literal text strings where m ≤ n. Prove s1 ⊆ s2 or sim(s1, s2) > slow!
We present a barcode representation of the thesis produced by manual inspection
done by the members of the GuttenPlag Wiki project, see Fig. 10. The semantics
of coloring is as follows:

– red bars: multiple sources plag pages
– black: single source plag pages
– white: no plag pages
– blue: content and bibliography pages.

It was found that 64 % of all lines of the text was plagiarized. More details of
v. Guttenberg’s plagiarism case can be unscrambled by using the plag location
and visualization prototype CitePlag developed by Gipp(2013). The software
offers five citation-based approaches using two documents as input - a plag can-
didate and the original - [30]. We present only one illustration here. In Fig. 11
the left image shows the dense citation patterns produced by the Bibliographic
Coupling method in v. Guttenberg’s thesis. The image to the right shows the
concept of citation chunking. Numbers represent matching citations occurring
in both documents, and the letter x indicates non-matches.

Fig. 10. Barcode of Guttenberg’s thesis by plag type, image: [31].
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Fig. 11. Citation chunking of Guttenberg’s thesis and its concept, images: [30].

– Bibliographic Coupling is a similarity measure between two reference lists
– Citation Chunking is a citation pattern matching irrespective of the order of

matching citations
– Greedy Citation Tiling identifies longest citation patterns consisting entirely

of matching citations in the exact same order
– Longest Common Citation Sequence searches for the longest string of citations

matching in both documents in identical order
– Longest Common Sequence of Distinct Citations includes only the first occur-

rence of a matching citation. It ignores repeated citations of the same source
regardless of occurring in the same order in both documents or not.

5 Data Manipulation and Fabrication

As mentioned above Data Manipulation and Fabrication overlap from a
methodological point of view. Of course, the data generation process is quite
different. Therefore it makes sense to present fraud detectors for both fraud
kinds together.

Data manipulation is the dishonest change of the content of existing own or
third party data, irrespectively, whether the content is encapsulated in text doc-
uments or not, i.e. tables, diagrams or photos. In most cases numbers are manip-
ulated. Data fabrication is the criminal production of artificial figures driven by
gaining power, prestige or profit (“Gier”).

In the following we mainly focus on data fraud in science. There exists a lot of
studies on the various types of fraud. A recent field study based on interviews and
questionnaires was published in Nature in 2005, and was authored by Martinson,
Anderson and de Vries, [32]. They addressed N = 7760 scientists who got a grant
from the National Institutes of Health, USA. The final sample size was n = 3247,
i.e. the response rate is only slightly less the 42%. The field study was designed
as an anonymous self-report based on a standardized questionnaire with (10+6)
items of strong and medium fraud types. The study differed between early and
mid-career researchers. Figure 12 summarizes the quite disappointing aggregated
results.
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Fig. 12. Types of data manipulation, compiled in the Martinson et al. study, image: [32].

Empirical data is no longer accessible, designs are doubtful, and inappro-
priately application of statistical methods like sub-setting, sequential testing or
manipulation of p-values. From the author’s point of view the Martinson et al.
report supports the conjecture of time-stability of such findings in psychology,
social science and medicine. Further contributions supporting this hypothesis
are due to J.P.A. Ioannidis and L. John, [33,34]. Again, remind yourself that
data manipulation exists everywhere at any time in science. For instance, the
Japanese stem-cell researcher H. Obokata, Kobe, was forced in 2014 to retract
her co-authored papers in Nature because of four main allegations raised about
her research, [35]:

– Irregularities of published images
– Identical text copied from another own paper without reference (self plag)
– Inconsistencies between published papers and later author’s explanation
– Non Reproduceability of experimental results.

Next we present some few cases where statistical methods are not correctly
used leading to surprising results. One has to confess that the borderline between
non professional usage of statistics and data manipulation is fuzzy.

– Although the diastolic and systolic blood pressure are stochastical dependent,
doctors use them independently of each other for their diagnoses worldwide.

– Nowadays, doctors generally consider the PSA value or the related 1 or 5% -
confidence intervals as an important tumor marker of the prostate carcinoma.
As the calcium, phosphate and PSA value are feedback controlled by the
human body, it is doubtful to consider one-dimensional confidence intervals,
thus ignoring correlation.

– Fixing a (nominal) probability of the error of first kind, α , and testing for
various hypotheses based on the same data set increases strongly the effective
underlying α. For instance, checking 20 hypotheses and fixing αnom = 5%
leads to αeff ≈ 64%. In the long run every hypothesis is “accepted”. There
exists a Bonferroni correction, but this must be handled with care, too.
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5.1 Benford’s Law

In the following we focus on numerical data fraud including manipulation and fab-
rication of figures. It should be stressed that we shall present only a real subset
of statistical and related methods. Clustering, classification, Generalized Linear
Models or even case-based reasoning truly belong to any anti-fraud tool box. For
instance, the last methodology is treated in the context of fraud detection in [46].

Consider a “homogeneous” data set or corpus like revenue and expenditure
transactions in business, assurance claims in health care, main economic indi-
cators of an UNO membership country etc. It was Newcomb (1881) who first
described the phenomena when detecting unexpectedly many usage spots at the
digit 1 of some tables of logarithms at hand, [36]. Benford (1938) gave the first for-
mal proof, [37], and later on, Hill (1995) added more technical details, [38]. Very
interesting examples from a broad range of domains can be found in [39].

Simply speaking, the Benford’s Law states that the distribution of the lead-
ing numeral D1 with range 1, 2, . . . , 9 of figures from a well defined corpus C
obeying the law is given by PC(D1 = d)) = log(1 + 1/d). The formula can be
generalized to the first k digits, i.e. PC(D1 = d1,D2 = d2, ...,Dk = dk)) =
log(1 + 1/(d1d2...dk)). Of course, not all data sets are distributed according to
the Benford’s Law. Sets of identifiers used in database systems or a taxonomy or
house numbers are counter examples. Pinkham (1961) proved that for the distri-
bution fX to be a Benford probability distribution it is equivalent to be scale and
basis invariant [40]. Let us illustrate the law, and assume a betrayer manipulated
a set of bookings by adding faked ones with amounts between Euro 6100 − 6900.
A plot of the empirical and Benford’s Law signals the forgery, see Fig. 13.

5.2 Data-Model Conforming Tests (DMCTs)

Functional relationships between main business indicators are mostly based on
the four arithmetic operations. If we assume that the included variables are
superimposed by observational or measurement errors they can be modeled as

Fig. 13. Manipulated bookings with too many items between Euro 6100 − 6900.
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random variables. Consequently, their functional dependency is captured by a
(generalized) regression model with errors in the variables, [45]. In the linear
case (addition and subtraction) the unobservable (true) values of the variables
can be estimated exactly using the Method of Generalized Least Squares
(GLS). However, if the variables are linked by multiplication and division a
Taylor Approximation of first kind developed around the mean vector becomes
necessary.

Let (x, z)0 ∈ Rp,q be noisy observation vectors of the state equation sys-
tem x = ξ + u, and balance equation system z = ζ + v = H(ξ) + v
where H :Rp → Rq. Note, that we use small letters for random vec-
tors. If the balance equations model linear relationships they reduce to the
matrix equation ζ = Hξ. For example, in the univariate case we have

Profit = Revenues − Expenditures = Hξ = (1,−1)
(

Revenues
Expenditures

)
repre-

senting a linear equation. The fundamental economic relation Turnover =
Quantity × Price = H(Quantity, Price) is of non-linear type.

As proven in [45], (ξ, ζ) ∈ Rp,q can be estimated by GLS with maximum
precision under the hypothesis of Gaussian noise, a linear system and uncorre-
lated noise, i.e. (u, v) ∼ N(0,Σuv). From the computationally point of view the
estimation problem reduces to minimizing a quadratic form:

ξ̂GLS = argmax{(uv)T Σ−1
uv

(
u
v

)
} (1)

and
ζ̂GLS = Hξ̂GLS . (2)

The variances on the diagonal of the covariance matrix Σuv are assumed to be
completely known due to prior information while the correlations are set to zero.
This means that for each variable the observational or measurement error should
be known. To some reasonable extent this can justified by the principle Mini-
mal Specifity saying that the covariance matrix Σuv has a block structure, and
all correlations (off-diagonal-elements) vanish. The estimators above have mini-
mal estimation variance according to the Gauss-Markov Theorem, [48]. If the
relationship is linear but non-normality must be assumed ξ̂GLS , ζ̂GLS are still best
linear unbiased estimators. However, if products or ratios exist as operators, the
Gauss-Markov Theorem is only approximately true. In any case the estimates have
some convenient characteristics for detecting data-model non-conformity, [45]:

1. (ξ̂, ζ̂) fulfill – except for numerical imprecision – the system of balance equa-
tions and

2. Σ̂ξ̂ ≤ Σx and Σ̂ζ̂ ≤ Σz where relational operator “≤” is to be applied to each
single component.

3. “Large” deviations between an observational value and its corresponding esti-
mate are a hint to non-conformity and to reject the data-model consistency.
This can be statistically tested, [45]

4. Error free variables are not changed.
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Fig. 14. Reduced DuPont-System as a spreadsheet.

Let us consider a simple illustrating example. We consider the famous
DuPont-Model which is presented in Fig. 14. We focus on the (linear) bal-
ance equation Sales = Cost + Profit. Note that we used German labels for the
variables of the model. More formally, ζ = ξ1 + ξ2. Let the measurements be
imprecise. The observations and the absolute errors of the three quantities are
as follows: Sales(z) = 100 ± 5, Cost(x1) = 80 ± 4 and Profit(x2) = 30 ± 1.5.

Evidently, the measurements (x1, x2, z) do not satisfy the balance equation
because 100 �= 80+30. GLS estimation using the software Quantor ([49]), delivers
the following consistent estimates and estimation errors: ζ̂ = 110±3, ξ̂1 = 85±3
and ξ̂2 = 25.6±0.9. We confirm 110 ≈ 85+25, 6. As mentioned above data-model
consistent estimates reduce the imprecision of a data set (or leave it unchanged)
given levels of 90, 95, 99%-confidence. For instance, εz = 5 > ε̂ζ̂ = 3. Alternative
approaches of GLS are Fuzzy Logic or MCMC Simulation. Details can be
found in [2].

5.3 Inlier Detection

The Benford Law makes clear that a trickster who tries to manipulate numerical
data must be careful and skillful doing so because the law imposes logical restric-
tions on a “human number generator” as we have seen. Generally, further tests
on data manipulation and fabrication exist implying more and more restrictions
on fudged figures.

Some betrayers fearing to be detected because of generating too large num-
bers, prefer to do the opposite, i.e. produce “too many” numbers near the aver-
age. Such a value is called Inlier in Statistics. Roughly speaking, inliers represent
a dense cluster of data items around the mean related to a different density.

A log-score approach of inlier detection under the quite strong assumption
of independence among the random variables considered is due to Weir and
Murray (2011) and leads to a “quick and dirty” treatment of the problem, [41].
The procedure is as follows.
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Fig. 15. Potential inlier range under a Gaussian regime.

Procedure Inlier Test
{Weir and Murray (2011)};
Input: Problem size (n,p),

confidence level (1-alpha),
data matrix X_(nxp);

Output: Scores szi^2, ln szi^2 for i=1,2,?,n
begin

Standardize data by z=(x-my)/sigma
for all p variables and n test objects;

Compute squared score z_i^2 by summing z_ij
over all p variables and n objects;

Perform chi^2 test;
Plot ln-scores ln z_i^2 against i=1,2,...,n

end.

We illustrate the approach by a fictive case study: Consider the energy con-
sumption (electric power and gas ) of Company X. Thus we have p = 2 variables
of interest. The company runs five factories in each of five districts. Altogether,
we have n = 25 objects of interest. As the management has suspicion whether or
not the factories of a specific district falsify their figures the score test supports
assessing the risk of data manipulation.

Figure 16 gives a hint that in district no 3 inliers are present, and that the
reported data may be manipulated. While the overall mean of the five districts
is ¯lnz2 = +0, 29, we observe the mean of district no 3 to be exceptionally small,
lnz23 = −1, 53. In such cases the management of company X should start trouble
shooting for finding out the causality of what has happened.
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, Factory BjDistrict Di

Fig. 16. Hint of inlier generation at all factories of district 3.

5.4 Outlier Tests

Now we turn to the problem of detecting outliers. The motive of tricksters pro-
ducing outliers either by manipulation or fabrication of data is typical profit
making when participating in investment banking, stock market selling or pri-
vate borrowing.

A naive approach for detecting outliers is given by the “popular” 3-sigma
Rule. Let us assume that the amounts of transactions, say, have a normal dis-
tribution, i.e. X ∼ N(μ, σ2). Note, that generally the moments of the Gaussian
distribution are unknown and must be estimated from the sample x1, x2, . . . , xn,
mostly assuming identically and independently distributed (i.i.d) observations.
The hypothesis of the test is H0 : x generated by N(μ, σ2). The alternative hypoth-
esis is H1 : x not generated by N(μ, σ2). Under a Gaussian regime the confidence
level is (1 − α) = 0, 9973 for a 3σ-confidence interval. Consequently, the rejection
area of the related outlier test given a suspectable observation x ∈ R is reject H0 if

|x − μ|/σ > 3. (3)

As the unknown parameters must be estimated from the sample which possi-
bly includes outliers the Masking Effect is caused, [42]. It leads to the masking
of outliers by distorting the estimated mean and standard deviation. The mask-
ing effect can be quantified as follows. The 3σ-rule is ineffective to locate outliers
with the same sign at a rate pI = 1/(1 + λ2), [42]. For example, let λ = 3. It
follows pI = 10%. We visualize the masking effect in Fig. 17.

Evidently, the outlier x11 can only be certainly located if the true value of
(μ, σ) is known. Even using robust estimation by substituting the standard devia-
tion s by the median (MED) of the absolute deviations around the overall median
x̃ as Hampel (1985) proposed, i.e. MAD(xν)ν=1,2,...,n−MED(|xν − x̃|)ν=1,2,...,n,
no convincing improvement of the outlier detection is recognizable.
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Fig. 17. Masking effect of outlier detection.

In our context, a more efficient outlier location rule is the c-MAD Rule pro-
posed by [42]. The idea is to determine the proper (1 − αn) percentile c of the
distribution of MAD(xν)ν=1,2,...,n by Monte-Carlo simulation. Reject x ∈ R if

|x − x̃| > cn,αn
MAD(xν)ν=1,2,...,n (4)

where α = αn = 1 − (1 − α̃)1/n and cn,αn
is simulated by solving the inequality

Pn,αn
(X /∈ {x ∈ R||x − x̃| > cn,αn

MAD(xν)ν=1,2,...,n}) ≥ 1 − α̃ (5)

where α̃ ∈ (0.5, 1) is given. Davies and Gather(1993) showed by example that
for a nominal value of α̃ = 5% the critical values of cn should be set equal to
c20 = 3, 02, c50 = 3, 28, and c100 = 3, 47, [44]. This means that except for very
small sample sizes the 3σ-rule is misleading.

A straightforward generalization of outlier detection in multi dimensional
data spaces is to use the Mahalanobis distance, cf. [45]. Assume X∼ N(μ,Σ)
with μ ∈ Rp and Σ ∈ Rp×p known. Then reject x ∈ Rp if

(x − μ)T Σ−1(x − μ) > χ2
p,1−α. (6)

Of course, the same problems as in the univariate case arise:

– unknown parameters (μ,Σ)
– non normality (skewness, mixed distributions)
– outlier robustness.

Alternative approaches to be investigated are given by an order statistics or
convex hull confidence regions approach. The bottleneck here will be the curse
of high dimension.
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6 Outlook and Perspectives

Data Fraud Detection is a hot topic not only since computers and the Internet
dominate our daily life. We conjecture that the relation fraud rate ∝ 1/ethical
attitude is true and there seems some evidence of continuously decreasing ethics
in economics, business and society. All important domains like industry, science,
public service, press, clinical and pharmaceutical research, health care, religious
communities etc. are affected by data fraud. Therefore there exists a great need
for improving methodologies and tools for data fraud detection. In science, one
step into the right direction of increasing the transparency among the scientific
community is by the notification of cross-referencing of ongoing related research.
An example for such an authority is the start-up ResearchGate at Berlin,
Germany.

Furthermore, independent, international scientific data centers are needed
where published data must be deposited. The Principles of Repeteability and
Reproduceability are to be obeyed in any case. Observational and Experimental
Selection Bias should become a taboo. This implies checking the correctness and
soundness of experimental designs, collecting data schemes, and applying sound
statistical methods. However, such an inspection of data sets of a third party is
not a very inspiring task for any researcher!

Finally, we have to admit that there exist vague boundaries between data
fraud, fudge, falsification, appraisal, cheat, deception, and scouting. But this
should not stop data fraud hunting at all. The scene reminds a bit of the rela-
tionship between betrayers and detectives. As the saying goes:“In the long run
we get them all!” Or as Di Trocchio put it: “Fraud has been since ever an art.
Recently it has become a science.” [6].
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Abstract. The number of ERP system integration challenges has recently
increased as ERP systems need to be integrated not only with the other business
information systems inside the organization but also with the systems of busi-
ness partners. We examined the development and integration of a customized
ERP system used by a global manufacturing enterprise by interviewing 21
industrial experts. By using Grounded Theory as the data analysis approach,
four groups of factors influencing ERP system integration were revealed.
Business environment sets the constraints for integration that is governed in a
dynamic organizational landscape, hindered by political agendas. Besides the
ERP system vendor, many other ERP development network partners contribute
to ERP system integration. The complexity of system level can further distract
the integration efforts. Our findings can help managers to guide their strategic
decision making on integration issues.

Keywords: Information systems � Enterprise systems � Enterprise resource
planning � ERP � Integration � ERP development network � Stakeholders �
Affecting factors � Moderating factors � Grounded theory

1 Introduction

“If you investigate IT and are searching for an easy integration between systems, there is no
such thing. Or if there is, I’m very interested in hearing more about it.”

–Enterprise architect, adopting organization

This statement from one of our interviewees clearly describes the motivation of this
study and highlights its relevance to practice. Indeed, integration remains a continuous
challenge in organizations. Decades ago, as a partly solution to integration problems
ERP systems were introduced to integrate the core business processes of an organization
[1]. An ERP implementation is difficult because of variety of reasons. It is an expensive
project and a socio-technical challenge that involves both social interactions between
many stakeholders and technical aspects in development or customization of the ERP
system [2]. After choosing the ERP system to be implemented, the project is constant
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balancing between customization of the package and re-engineering of business pro-
cesses to fit into the package [3]. ERP systems tend to change the organizational culture
and way how people have been used to do their work [4]. ERP projects are prone to
failures and some of them even led to total catastrophes [5].

As the field of ERP systems matured, it was soon realized that with an ERP system,
a company could improve its operations and get rid of numerous legacy systems, but
the need for other business information systems interacting with the ERP system did
not vanish [6, 7]. Because of the collaborative nature of modern business, the
boundaries between systems have become fuzzier as systems cross the organizational
borders and integrate with business partners’ systems [8]. Because of the extended role
of the ERP system as the backbone enterprise business suite that connects with cus-
tomers and business partners [9], integration becomes an important consideration
during the ERP development.

However, it has been noted that ERP systems cannot be easily integrated with other
systems [10, 11]. Moreover, it has been suggested that methods for enterprise systems
integration have not been aligned with the advances on integration technologies [7].
Some studies state that integration is not well understood as a concept [12, 13]. A lit-
erature review on Information System (IS) integration research pointed out that we do
not know much about moderating factors of IS integration [12]. In our previous study,
we analyzed the existing literature on ERP system integration and concluded that
integration has not been often studied by means of systematic research approaches [14].

We attempt to fill the gap and contribute to the knowledge on ERP system inte-
gration. In this paper, our interest is to study ERP system integration from the per-
spective of ERP Development network (EDN), by which we mean the involved
organizations in the ERP system development. We used Grounded Theory [15] to
observe and understand the practice of ERP system integration in a global manufac-
turing enterprise. The following research questions were set: (1) what are the factors
that have impact on ERP system integration? And (2) how can these factors be
grouped?

The next section introduces the key concepts used in this study: ERP system
integration and ERP development network. Section 3 presents the research approach
and Sect. 4 reports the findings by describing the four groups of factors influencing
ERP system integration. The novelty of the findings is discussed in Sect. 5 before
concluding the paper.

2 Background

2.1 ERP System Integration

Integration is a general term that has various dimensions and meanings in the domain of
information systems. According to Linthicum [16], integration has technical, business
process and strategic perspectives and it includes data exchange between systems,
standardization of business processes and also cooperation and coordination between
human actors. Integration can happen inside a single organization or it can cross orga-
nization boundaries, which can be considered external integration [17]. Gulledge [13]
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clarified the concept of integration related to enterprise systems by dividing integrationto
“big I”, in which business processes are integrated by a single software application such
as ERP, and “little I”, in which enterprise systems are linked together by different
approaches, such as database-to-database and application server integration.

When examining integration from the perspective of an ERP system, it can be
concluded that integration consists of various activities. Integration of business func-
tions is the goal of an ERP implementation as the ERP system enables data flow
between business processes [8]. However, numerous other information systems, such
as Decision Support Systems (DSS) and Manufacturing Execution Systems (MES) are
still needed, and application-level integration of ERP and these systems is often nec-
essary [18], [19]. The functionality of an ERP is often enhanced by bolt-on applica-
tions, such as Customer Resource Management (CRM), and Warehouse Management
System (WMS) [20]. Because the purpose of a contemporary ERP is to provide the
backbone for business collaboration, external integration with business partners’ sys-
tems is unavoidable [21]. Another form of ERP system integration is to provide
interfaces for customers and clients to access the system through the Web or on mobile.
This type of integration is called portal-oriented application integration where an
interface is built to display the desired information needed by the intended user group
[16]. In this paper we understand ERP system integration as an activity that builds
interfaces and manages interconnections between the ERP and other internal and
external systems during the ERP system development as a collaborative effort by the
ERP development network.

2.2 ERP Development Network

Many groups of stakeholders are involved in ERP projects [22]. Besides the adopting
organization, an ERP vendor can have the key role in the project by providing support
and tools for development [23]. Consultants are often hired to ERP projects to solve
problems that occur during the implementation [24]. The ERP community has been
defined as a group consisting of an ERP vendor, consultant and implementing orga-
nization and it has been suggested that understanding the relationships and interactions
within this group would be a key milestone in the ERP research [25]. Koch [26] uses
the term “ERP network” in his work but mainly focuses on the complexity of orga-
nizational structures of ERP vendors.

However, it is often the case that this network of stakeholders involved in ERP
development is even more complex if all the involved organizations are taken into
account. The “flagship” organization, such as SAP or Microsoft can have a major role
in the ERP development when a packaged ERP is adopted. The network also includes
supply chain partners, suppliers of supporting software (databases, operating systems
and tools), as well as vendors of the existing systems that are integrated with the ERP
system. Multiple levels from the key organizations are involved, including the upper
management, business process owners, mid-level managers, the IT-department, busi-
ness representatives and end-users. Furthermore, the network is dynamic, which means
that it constantly changes its shape during the ERP development. In this regard,
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we define the ERP Development Network (EDN) as a dynamic group of stakeholders
from different levels of all the involved organizations that are needed for ERP-related
problem solving during the ERP system development.

3 Research Approach

Qualitative research methods are essential for studies in information systems develop-
ment (ISD) and software development, because of the central role of human behavior in
them and due to the fact that they introduce, besides technological challenges, also
numerous organizational and management issues [27]. Grounded Theory (GT), origi-
nally developed by Glaser and Strauss in 1967, was chosen as the research method for
this study because ERP projects are complex and they include cooperation and col-
laboration of various stakeholders. As an inductive research method that is based on
collecting research data primarily from interviews with practitioners, GT is suitable for
approaching complex organizational phenomena [28]. ERP development is a socio-
technical endeavor making the role of network of stakeholders and human interactions
evident [2]. Respectively, ERP system integration is not purely a technological chal-
lenge but includes also collaboration and knowledge sharing among various stake-
holders [29].

Our specific focus on the integration challenges in ERP development networks
required in-depth knowledge of different stakeholders involved in the ERP project.
Therefore, we needed to approach the subject with an iterative inquiry into the EDN
and with investigation of the challenges presented from different viewpoints. Without
having a predefined theoretical model in mind, we investigated the EDN from the
viewpoint of one stakeholder to another, iteratively collecting and analyzing the data,
which GT supported well. This far GT has not been widely utilized to investigate the
integration in ERP projects. However, we deemed it especially suitable when inves-
tigating broad phenomena, such as ERP system integration, in depth.

GT is a qualitative research method that allows to develop theory iteratively based
on data that is systematically collected and analyzed [30]. Data is usually collected by
interviewing or observing one or several cases, but other sources of evidence like
written documentation or other archive material can be used as well [31]. GT is
considered to be useful for creating context-based and process-oriented descriptions of
organizational phenomena and it provides, in its Strauss and Corbin version, relatively
clear guidelines for the data analysis [15]. The benefit of GT is that it allows a
researcher to trace back to the original sources of data in order to observe how the
theory has been developed and how different instances of data have emerged into
concepts and relationships between them [30].

The data analysis in Strauss and Corbin’s version of GT consists of three coding
procedures: open, axial, and selective coding. In open coding, the transcribed data is
first labelled with codes that capture the meaning of the current piece of data. The most
important procedure in open coding is constant comparison between the pieces of data
in order to find similarities and differences. In axial coding, the connections between
categories are formed. Basically, this is the interpretation of codes, categories, and
properties developed in open coding with the goal of refining the constructs and
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making them more abstract and theoretical [31]. In selective coding, the goal is to
choose a core category and interpret its relationships to other categories and explain it
as a theory.

As data is collected and analyzed iteratively, the main question is when to stop the
process. As a theory emerges, more focus can be needed on some particular aspects of
it. At the same time, categories, dimensions, and properties become more refined as
more data collected. The situation when a researcher finds out that any new set of data
will not bring significant new codes, categories and/or relationships is called theoretical
saturation [30].

3.1 Context Description

The adopting organization (from now on referred as AO) is a large and global man-
ufacturing enterprise with an annual turnover over 9 billion euros. AO decided to build
a fully-customized ERP system for sales and logistics in order to replace several legacy
systems and also to overcome the year 2000 problem without having to make the
necessary updates to all the systems. The implementation started in the middle of 1990s
and during that time, the existing ERP packages did not have the desired functionality
to support business processes of the domain and control the complex supply chain in
AO’s specific business field. The ERP project went through major challenges,
including redesigning the insufficient system architecture and a merger of companies.
Eventually, the project greatly exceeded the intended budget. However, the system is
currently in a global use and it was widely considered as successful in the interviews.
The system is still under a constant development in 2014. The vendor of the system has
remained the same from the beginning and has a long-term relationship with AO.
Major parts of the development have been recently outsourced to Asia by the vendor to
reduce development costs. Benchmarking against ERP products in the market is
constantly being done, but for the time being, AO has decided to keep the system to
handle its core business processes.

Integration of the ERP system has been a challenging endeavor during the early
phases of the project, requiring a vast amount of resources, expertise and strict pro-
cesses, and also being the major consideration of the current development. The system
is integrated with a packaged ERP from SAP that is used for administrative processes
such as financial controlling and human resources. According to AO’s global ERP
strategy the customized ERP system is taken into use in any new facility in order to
achieve synergy benefits. This requires integrating the system with operative systems in
facilities. In order to let customers and partners to access the relevant information, a
web interface to the system has been built. Creating an infrastructure to support mobile
use to access the system with mobile devices has also been under consideration. To
ease the supply chain collaboration, e-business standardization with competitors and
business partners within the same domain has been considered. Integration with cus-
tomers’ ERPs and supply chain partners’ systems, including systems of warehouse and
transportation operators as well as customs systems has also been made.
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3.2 Data Collection and Analysis

The data collection included two interview rounds. In the first round we conducted 17
theme-based interviews between February and May 2013. Instead of determining a
large number of fixed questions addressing specific areas of interest, the questions in
the first round were open-ended, focusing on interviewees’ experiences in the ERP
project. The more detailed questions were asked based on responses of interviewees.
For example, major challenges and successes experienced in the ERP development
were asked. This way, we were able to get a rich set of data for further investigation.

The first round started with discussions with our key contact person from the upper
management in AO. The goals of the research project were briefly presented to him in
order to identify the right persons to interview. The snowballing technique [30] in
which the next interviewee is a referral from the previous one was used for selecting the
interviewees. Rather than interviewing random persons, we navigated through the ERP
development network from one interviewee to another in order to get different view-
points to the same issues. The interviewees had different positions, ranging from upper
management to mid-level management and developers, and included people from the
AO, an ERP vendor and a company providing the middleware to the system. Due to
the long duration of the ERP system development, the roles and responsibilities of the
interviewees have been constantly changing. Some of the interviewees have been
intensively involved during the early implementation of the system whereas the others
are currently working with the system. The duration of interviews ranged from 26 to
100 min, the average being 53 min.

The second data collection round was conducted between May and June 2014. This
round focused more deeply on integration issues. In total, six experts from AO were
chosen, based on the recommendations of the contact person. The question set included
more detailed questions about integration issues, standards, technologies, organizations
and stakeholders dealing with the issues. The list of interviewees’ organizations and
roles is presented in Table 1.

Table 1. The roles and organizations of the interviwees and durations of the interviews.

Representatives of adopting organization Representatives of vendor and middleware
provider

ID Role R1 R2 ID Role R1

AO1 Business-IT negotiator 62 100 V1 Software manager 48
AO2 IT manager of business area 49 65 V2 Service owner 32
AO3 Programme manager 32 – V3 Continuous service manager 56
AO4 Enterprise architect 38 – V4 Infrastructure manager 56
AO5 Representative of sales 58 – V5 Project manager 29
AO6 IT support manager 32 – V6 Lead Software Developer 29
AO7 Representative of logistics 31 – V7 Service manager 52
AO8 Project manager 43 – MP1 Middleware manager 73
AO9 Manager of E-business and

integration
– 83 MP2 Technical consultant 73

AO10 Head of E-business and integration – 60 AO = Adopting organization
V = Vendor
MP = Middleware provider
R1, R2 = duration of the first and the second round
interviews in minutes

AO11 Business support manager of a
business area

– 83

AO12 Director of business process
development

– 34
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Open and Axial Coding. After conducting the interviews, they were transcribed to
text format and analyzed by using ATLAS.ti as the coding tool. The first step in GT is
to open code the data by conceptually labelling the data based on its interpreted
meaning. We grouped the open codes into categories. A category gives the context for
the code and provides the data with more concrete meaning. For example, structural
change is ambiguous if it appears without a category, but providing the code with the

Table 2. Caterogires and their relationships.

Category Description Examples of codes Relationships to other
categories

ERP
development
network
(EDN)

EDN consists of organizations
involved in the ERP system
development

-actor – database vendor
-AO–vendor relationship
-middleware provider–vendor
relationship
-conflicting objective
-evolution
-global network

-carries out the ED

AO The company that took the ERP
system into use

-governance model
-organizational culture
-structural change
-enterprise architecture
-political agendas

-is a part of the EDN
-collaborates with other
organizations in the
EDN
-operates in the BE

Vendor The company that implemented
the ERP system

-involvement
-role in integration
-role in decision making

-is a part of the EDN

Middleware
provider
(MP)

The company involved to
redesign the system
architecture

-involvement
-expertise

-is a part of the EDN

Business
partners (BP)

Customers and other value chain
partners of AO

-different types
-setting integration requirements

-are a part of the EDN

Individuals Besides the organizations, the
EDN consisted of Individuals

-role in ERP development
-critical action
-viewpoint on system’s success

-are a part of the EDN

ERP
development
(ED)

Included the development
activities of the ERP system

-specifying the system
-testing
-deploying the system
-practices supporting integration

-partly targets
integration

Integration Consisted of different forms of
integration

-target – internal systems
-target – external systems
-web interface
-standardization
-business processes

-is mainly determined
by AO

-is done during the ED
-is affected by BP

ERP system
(ES)

AO’s customized ERP system
for sales and logisticsa

-scope
-architecture
-flexibility
-changed scope

-is the outcome of the
ED

-is a part of the IA

IT-architecture
(IA)

Other information systems and
technologies of AO

-packaged ERP system
-facility systems
-middleware
-integration platform

-is determined by AO
-has connections to BP’s
systems

Business
environment
(BE)

The business environment and
domain where AO operated

-business processes support of
ERP products

-change
-cost cutting of AO

-determines BP
-can set constraints for
ED

ERP strategy AO had a certain strategy for its
ERP systems

-road-mapping
-exception (local ERPs)
-synergy benefits

-is determined by AO
-targets the ERP system

aFrom now on referred as the system.
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category Adopting organization clarifies the meaning. The code Adopting organiza-
tion: structural change makes it more meaningful.

In axial coding, the relationships between categories are identified and new cate-
gories may be formed based on them. Open and axial coding are not necessarily
sequential steps in the analysis process, but are often done concurrently. In total, 12
categories were created during open and axial coding. Table 2 shows the categories
created during open and axial coding, some of the codes and relationships between
categories.

There were indications of theoretical saturation in the analysis of the last inter-
views. The data did not produce new codes and already observed phenomena and
patterns repeated.

Selective Coding. In selective coding the core category is chosen and the relationships
of other categories to this category are interpreted. The whole data can be revisited and
looked from the perspective of the core category to support and explain the emerging
theory. Integration was chosen as the core category, because integration issues
emerged from the data as an important matter, and it appeared that integration was a

Fig. 1. Selective coding: creation of factors from codes and categories.
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major challenge during the project phase of the ERP system development as well as
being one of the current challenges.

By analyzing the relationships between other categories and integration, factors that
have influence on integration were created. A factor can be based on a single code or it
can be based on one or several codes in the same or different categories. For example,
the factor “Consultants” is based on the codes in EDN and Middleware provider. When
naming factors, general names were considered, for example “EDN: actor – database
provider” was renamed to “Suppliers of supporting software”. Finally, factors were
divided into four groups. Figure 1 show factors emerged from codes and categories by
displaying the most important codes that the factors are based on.

4 Factors Influencing ERP System Integration

This section describes how ERP system integration was affected by the identified
factors, divided into four groups: Organizational landscape, EDN partners, System
level and Business environment.

4.1 Organizational Landscape

Organizational landscape consists of the following factors that had impact on ERP
system integration: ERP strategy, enterprise architecture, political agendas, practices
supporting integration and nature of an integration project.

ERP Strategy. AO had an ERP strategy, which considered the two main ERP sys-
tems: the system handled the sales and logistics functionality and the packaged ERP
that was utilized for administrative processes. This consequentially meant that an
integration between these systems had to be made. New managers often questioned the
strategy of having two main ERP systems. AO aimed to deploy these two ERP systems
to any new facility worldwide in order to reach synergy benefits. However, sometimes
the local ERP systems that were used in facilities were remained. This made the IT
architecture more complex and led to further problems, such as difficult integration
scenarios. AO had a 5-year roadmap for the system, but constant changes in the
business and in the organization made it difficult to follow.

“You never reach the ideal world, you end up in having lots of [different systems] here and
there, maybe all the possible ERP vendors in some way. Then you have this company-level
roadmap and it constantly evolves.” –AO1

Enterprise Architecture. Because of the global organization and the challenging
supply chain, the Enterprise Architecture (EA) of AO appeared to be very complex.
When new features were introduced into the system, an internal architecture check was
done first to see if there was a duplicate feature in the IT-architecture and if the new
functionality could be achieved through integration. However, a single and integrated
system used by different business units with different needs caused challenges when
specifying new functionality for the system. Moreover, it was suggested that EA should
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have more central role in the early phases when making development decisions in order
to reduce the complexity.

“Whenever any kind of change to IT is planned, then the architecture is involved. It always
looks to the future, so that it is ensured that the change is being done in as correctly as
possible” –AO4

Political Agendas. The organizational structure of the AO was constantly changing
during the development of the system. For example, a big merger of two companies
took place when the system was not yet taken into use. This changed the governance
model and power structures inside AO: different functional areas became under a
changed leadership. This led to decisions to take some of the functionality away from
the ERP system, to be implemented in other systems, which required additional inte-
grations with the ERP system. As a result, the original scope of the system changed.
This was mentioned as one of the major challenges in the current state of the system
because of the increased the costs. It was also pointed out that the increased complexity
of systems introduced delays when querying order status information from the supply
chain. Furthermore, the major structural change also prolonged the integration projects
between AO and customers – it took years until these projects were carried out again
under a new management that favored e-business.

“[Logistics] started making separate islands, they wanted to “freeze” the system to a certain
point and started to include all kinds of additional systems there. It has been ongoing for ten
years now and we have ended up to serious problems and the costs have increased in that area.
[Consultants] have evaluated the systems and made this great finding that it’s a spaghetti and a
new transportation management system needs to be built there.” –AO1

Practices Supporting Integration. The system replaced several legacy systems. The
parallel run with the legacy systems could take from several months to one year of
time. Appropriate practices to manage the master data while running the system in
parallel with the legacy systems needed to be in place. When deploying the system to
facilities, supporting practices for roll-out approaches and testing of the facility inte-
gration were developed through trial and error. The first deployment of the system
failed due to performance issues. It appeared that the pilot system was tested in an
environment that did not match the real environment and the scope of the system was
not fully realized in the beginning of the development. The importance of testing of the
facility integration was emphasized as a critical factor in deployments.

“The more successful the testing sessions are between the facility system and the ERP, the
better everything will start off. In that sense the testing of the facility integration is absolutely
the key”–AO5

Nature of an Integration Project. Different integration projects were constantly
being done while developing the system further. Some of these projects were done by a
dedicated integration team of AO, without the need of the vendor to be involved.
Moreover, if a similar integration project had already been done before, the next one
was carried out more rapidly. Sometimes the vendor had to be involved to make
changes to the system, because of the integration requirements. The duration of
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integration projects ranged from several weeks to years, depending on the nature of the
project. However, sometimes a separate integration project was not established. In
these projects, the need for integration was realized in later stages and that caused
problems when allocating resources for carrying out the integration and testing. The
integration requirements, especially the need of integration testing, were sometimes
overestimated in these projects.

“Now and then you underestimate things like the demands of system integration.” –AO5

4.2 EDN Partners

The organizations in EDN (others than AO) influenced integration with varying
emphasis. In the context of this implementation, the following organizations had an
impact on ERP system integration: consultants, ERP vendor, business partners,
standardization partners and suppliers of supporting software.

Consultants. Because of the serious performance and scalability issues encountered,
the middleware provider was involved in the beginning of the ERP system imple-
mentation to redesign the system architecture. The original 2-tier architecture was
replaced with a middleware solution based on transaction processing monitors. This
made the system architecture more scalable for a broader user base and enabled the
integration of business functions. The relationship between the middleware provider
and the vendor appeared to be crucial when redesigning the system architecture. The
cooperation with the vendor was considered as challenging in the beginning, but after
the initial conflicts, an improved system architecture was developed.

“Practically, [the vendor] didn’t have a clue of how to make it work […] and when we looked
at it, it seemed that the way of implementing the system and the use of object model was
completely wrong.” –MP2

ERP Vendor. The vendor had the key role in ERP system integration. Because of the
long-term relationship with AO, the vendor built many of the systems used in facilities
and had the required knowledge on these systems when integrating systems. Further-
more, the vendor’s knowledge on AO’s business was proven to be a major facilitator in
cooperation. Even though both AO and vendor had a rather positive viewpoint on their
relationship, neither of the partners had always been satisfied with this relationship. AO
had even considered of buying the source code of the system from the vendor, but
according to one interviewee, “it did not turn out to be a realistic option”. The other
interviewee considered the relationship as a “forced marriage”. Deploying the system
to facilities was carried out in a close cooperation between AO and vendor.

“We are in a close cooperation daily, we are making things together. [The relationship] is not
a traditional customer-vendor.” –V6.
“We’ve had the benefit of very skilled representatives from the vendor side, with a long history
with [the system] and system integration. This is worth its weight in gold, and more.” – AO5
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Business Partners. Because of the complexity of the supply chain, many third party
companies were involved, including freight forwarders, harbor operators and ware-
houses. The system had been integrated with the systems of these parties. This was
occasionally considered challenging. It was pointed out that a sudden need to integrate
an external system with the ERP system can occur. Besides the supply chain partners,
AO worked with customers more intensively. In the early phases of the project, a web
interface was built to allow customers to view the certain information of the system.
Customer integration projects with the most important customers were ongoing. These
projects were often initiated by customers that wanted to improve their own business
processes or made an update to their ERP system. This then called for appropriate
actions by AO that tried to fulfill the integration needs of its customers and other value
chain partners.

”And later came – it was not originally specified as a requirement of the system – this
transportation cost management system came there.” –AO7

Standardization Partners. Standardization partners appeared to be another EDN
group that had an impact on ERP system integration. AO has participated in e-business
standardization efforts within the domain in order to ease the collaboration with
business partners. Through these standards, messaging between the system and external
systems was made easier.

“[It] is a separate messaging standard which has been built for [our] industry. [Our company]
is one of the companies developing that. There are also all our biggest competitors involved in
that work.” –AO9

Suppliers of Supporting Software. The representative of middleware provider esti-
mated that vendor’s choice for the base technologies of the system was slightly affected
by database vendors and their technologies the vendor was initially familiar with. AO
relied on the supplier’s expertise in this matter and the project ended up in difficulties
because of the non-scalable system architecture designed by the vendor. Consultants
from the middleware provider company small in size, were not able to convince AO to
choose their technology until later when architectural problems occurred.

“You should never believe in the sales speeches of salesmen, the organization should have
sangfroid to test the options.” –MP1

4.3 System Level

On system level the amount of ERP system customization, ERP system architecture,
integrative systems’ characteristics and complexity of the IT architecture influenced
ERP system integration.

Amount of ERP System Customization. By having a fully customized ERP, AO
could have a total control over the system and its integration capabilities. AO was not
affected, for example, by the version updates made by the ERP flagship organization,
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such as SAP. In addition, the control of development, being free of licensing costs and
the advanced functionality provided through customization were highlighted as bene-
fits. The vendor saw that in some situations, the new application logic could be directly
built into the system instead of adding additional application layers. However, devel-
opment of a customized system introduced some of the specific challenges, such as
performance issues due to the non-scalable system architecture. Moreover, the devel-
opment was expensive and there were no other parties driving the development as it is
often the case with packaged ERP systems.

“[AO] couldn’t have had a better system what they got when they made a glove to a hand […] I
have never seen such advanced functionality anywhere, you can just drag a shipping container
and drop it to a ship” –V4

ERP System Architecture. The system had to be flexible enough to enable integra-
tion of various different systems. Moreover, it had to enable the rearrangements as
some of the logistics functionality previously provided by the system was replaced by
external integrations. However, it appeared that replacing certain functionality in the
system was not always straightforward, because of the system architecture. More
modular architectural design that would better enable these modifications, was
emphasized. Also, the system messaging between internal systems was not standard-
ized, but instead, messages had a proprietary format made by the vendor. This has led
to a situation, in which more intermediary was needed and also required the vendor to
be involved in integration.

“[The system] has enabled many things that we have been doing over the years to increase our
competitiveness and supported the organizational changes. We have been able to rearrange the
services by fluently combining different machine lines and production pipelines according to
how we want to arrange our business.” –AO6

Characteristics of Integrative Systems. Because of the heterogeneity of the facility
systems, such as some of them even programmed in Cobol in 1970s, the system
integration approach was different in each location due to varying functionality of the
facility system in question. The system had to be modified based on the characteristics
of the facility system in question. Different approaches for roll-outs were established to
deploy the system.

“In many cases it will require big changes to [the system], depending on the facility. Some
facilities don’t require many changes […] The ease of the roll-out may vary greatly between
facilities.” –S2

Complexity of the IT Architecture. The IT architecture of AO was a complex one.
Besides the two main ERP systems, it consisted of tens of facility systems, local ERP
systems, integration platforms and many other internal and external systems. Besides
the AO’s attempt to reduce the complexity, some islands of technology were formed.
The complexity of the IT architecture introduced difficult integration scenarios. For
example, sending an invoice from one office to another involved the system, the global
SAP ERP and a local SAP in the target location, and exchanging the information
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between these systems was problematic. The project that was started four years ago for
internal invoicing was still ongoing.

“So we have [the system], then [one business area] has huge amount of different systems […]
We have a global SAP for finance purposes. Then we have a local SAP in some of our sites. And
we’re trying to get all these different systems to work together. It’s a total headache. It’s a
mission impossible, I would say.” –AO9

4.4 Business Environment

The business environment had an effect on the other three groups, thus it had an
indirect impact on integration. By defining the domain where AO operated, it also
determined the EDN partners to collaborate with. Economic situation and business
process support of ERP products were identified as factors that had impact on other
groups but eventually they had an impact on integration.

Economic Situation. Because of changing business conditions, AO constantly had to
cut down the development costs. It was suggested that business processes of AO could
be developed further, for example through mobile applications that would provide
interfaces to the users and business partners to access the system. However, economic
situation postponed the development of these features.

“[Mobile interfaces] have a quite big price tag, so that when you have to save in costs, they are
probably the first thing to drop out.” –V6

Business Process Support of ERP Products. During the time when AO made the
decisions about the system, business process support of available ERP products in
the market was not comprehensive. This was seen as the major driver that led to the
decision to make a fully customized ERP system. The business process support of ERP
products affected the amount of customization of the system which in turn affected ERP
system integration.

“[Logistics] is quite complicated and SAP didn’t manage this back then. I still feel that it
wouldn’t.” –AO10

4.5 Summary of Results

Figure 2 displays the four groups of factors that have influence on ERP system inte-
gration. Based on the ERP strategy of AO, the system was integrated with the packaged
ERP system and was to be taken into use in any new facility in order to reach synergy
benefits. When planning new features to the system, enterprise architecture was eval-
uated to investigate if the new functionality could be achieved through integration.
Political agendas taking place in AO led to more fragmented IT architecture and
additional integrations. Practices supporting integration were developed in order to
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enable smooth deployments to facilities. The nature of an integration project deter-
mined how easily the integration was carried out. Sometimes a separate project was not
established because the integration requirements were not realized.

ERP system integration was affected by five EDN partners. Suppliers of supporting
software slightly affected the decisions made on integration technologies. Consultants
were needed to re-design the system architecture. AO’s close relationship with the
vendor as well as vendor’s expertise have aided especially the internal integration.
Business partners introduced additional systems to be integrated with and some of the
integration requirements emerged directly from them. Standardization partners were
involved when further enhancing the supply chain collaboration.

By having a fully customized system, some of the integration challenges that would
emerge with a packaged ERP system could be bypassed. Sometimes integration
introduced changes to the ERP system architecture, which had to enable the rear-
rangements. When deploying the system to a facility, the characteristics of the facility
systems determined how easily the integration was carried out. The complexity of the
IT architecture introduced challenging integration scenarios when trying to transfer the
data between several different ERP systems.

Business environment had an indirect impact on integration by defining the domain
of AO and the business partners and standardization partners to cooperate with. It also
had an impact on the economic situation. Because of the cost cutting of AO, business
process improvement through a mobile infrastructure was postponed. Business envi-
ronment also defined the business process support of ERP products, which was the
main reason for AO to build a customized ERP system.

5 Discussion

The analysis of the EDN of a global manufacturing enterprise highlights the
socio-technical nature of the ERP system integration and the role and impact of dif-
ferent organizations involved in it. The role of EDN has not been often emphasized in

Fig. 2. Factors influencing ERP system integration.
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the studies on ERP system integration. This study reveals that EDN should be taken
into account because the ERP system cannot be isolated from its environment and
business partners. Considering EDN is especially important when managing integration
of the ERP system with other information systems.

The previous studies on affecting factors on ERP implementation and studies on
ERP success factors are partially overlap with our findings and confirm them. For
instance, a socio-technical model for ERP implementation has been proposed in [32].
In this model, ERP implementation process is affected by the external environment and
the organization itself. This model does not discuss about EDN, which may be
explained by the early publication time of the study. Also, our further analysis revealed
that Business environment has no direct effect to integration. Instead, this factor rep-
resents a meta-factor affecting the other factors. This also highlights that ERP inte-
gration challenges do not happen in isolation and therefore should be studied in the
context of EDN.

Although ERP success factors have been studied comprehensively, e.g. in [11, 33],
they are often organizational and lack the EDN perspective. The relationship between
the client (AO) and the vendor has been identified as a success factor in ERP imple-
mentation [33]. Our findings suggest its importance also in ERP system integration. In
addition, our findings suggest that the vendor-consultant relationship can have a key role
when solving integration issues. Moreover, it has been noted that enterprise application
integration (EAI) success factors are similar to general ERP success factors – successful
EAI needs to consider the factors on the levels of business, organization, technology,
project as well as environmental factors [12, 34]. Hoverer, this classification does not
either address the role of EDN. Besides the role of the vendor, our evidence suggests the
important roles of consultants and business partners in ERP system integration. It means
that further studies on ERP system integration should not be limited to understanding the
relationships between the AO and the vendor only, because this perspective lacks the
input from other partners involved in resolving integration issues.

As in all qualitative studies, the findings of this study cannot be easily generalized.
The findings are related only to the specific case and the generalization of the findings
of the study is theoretical [35], i.e. they generalize specific observations to theoretical
concepts. With these concepts we can explain the events in the studied organization and
we also strongly believe that these factors influencing ERP system integration are
similar in other contexts as well. In future, we will study different EDNs and apply the
results of this study in different contexts, e.g. in cases were a packaged ERP is adopted.
Moreover, investigating how integration is governed in EDNs, especially how decision
making on integration evolves in them and what is the role of enterprise architecture in
integration governance are the topics of our future interests.

6 Conclusions

We have proposed empirically grounded factors that had an effect on ERP system
integration in a large manufacturing enterprise. The factors are divided into four
groups: Business environment, Organizational landscape, ERP development network
partners, and System level. The findings reflect the nature of ERP system integration as
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socio-technical endeavor that involves interaction and collaboration between stake-
holders. This perspective is often ignored by ERP integration studies that often focus
on the adopting organization only. Through our findings, managers can better under-
stand the nature of integration in the context of ERP development networks and guide
their strategic decisions on integration issues.
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Abstract. Data Integration (DI) is the problem of combining a set of
heterogeneous, autonomous data sources and providing the user with a
unified view of these data. Integrating data raises several challenges, since
the designer usually encounters incompatible data models characterized
by differences in structure and semantics. One of the hardest challenges is
to define correspondences between schema elements (e.g., attributes) to
determine how they relate to each other. Since most business data is cur-
rently stored in relational databases, here present a declarative and for-
mal approach to specify 1-to-1, 1-m, and m-to-n correspondences between
relational schema components. Differently from usual approaches, our
(CAs) have semantics and can deal with outer-joins and data-metadata
relationships. Finally, we demonstrate how to use the CAs to generate
mapping expressions in the form of SQL queries, and we present some
preliminary tests to verify the performance of the generated queries.

Keywords: Schema matching · Correspondence assertions · Data
integration · Relational model

1 Introduction

A DI system aims at integrating a variety of data obtained from different data
sources, usually autonomous and heterogeneous, and providing a unified view of
these data, often using an integrated schema. The integrated schema makes a
bridge between the data sources and the applications that access the DI system.
Data in a DI system can be physically reconciled in a repository (materialized
data integration approach), or can remain at data sources and is only consoli-
dated when a query is posed to the DI system (virtual data integration approach).
A data warehouse system [1] is a typical example of the first approach. As exam-
ples of the second approach, we can cite federated information systems [2] and
mediator systems [3]. In the present work, both scenarios can be used, but in
this paper we will focus on the materialized integration approach.
c© Springer International Publishing Switzerland 2015
J. Cordeiro et al. (Eds.): ICEIS 2014, LNBIP 227, pp. 57–74, 2015.
DOI: 10.1007/978-3-319-22348-3 4
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One of the hardest problems to solve in DI is to define mappings between
the integrated schema (the target) and each data source schema, known as the
schema mapping problem. It consists of two main tasks: i) schema matching to
define/generate correspondences (a.k.a. matches) between schema elements (e.g.,
attributes, relation, XML tags, etc.); and ii) schema mapping to find data trans-
formations that, given data instances of a source schema, obtain data instances
of the target schema.

The result of schema matching is a set of correspondences that relate elements
of a source schema to elements of the target schema, where an element can be
a relation name or attribute in the relational model. These correspondences can
be described using a Local-as-view (LAV), a Global-as-view (GAV), or a Global
and Local-asview (GLAV) language. In summary, in a LAV approach, each data
source is described as a view over the integrated schema. In a GAV approach,
the integrated schema is expressed as a view over the data sources. Finally, the
GLAV combines the expressive power of both GAV and LAV. Once the schema
matching is performed, the correspondences are used to generate the schema
mappings. For example, a schema mapping can be codified through an SQL
query that transforms data from the source into data that can be stored in the
target.

Extensive research on schema matching has been carried out in recent
years [4,5]. The majority of the works on this subject identifies 1-1 correspon-
dences between elements of two schemas. For example, a 1-1 correspondence
can specify that element title in one schema matches element film in another
schema, or that relation genre matches relation category

1. This kind of
schema matching is known in the literature as basic matching. Good surveys
can be found in [6,7].

While basic matching is common, it leaves out numerous correspondences of
practical interest, in particular when we consider DI systems. Thus, more com-
plex matches are necessary. A complex matching specifies 1:n, m:n, or n:1 corre-
spondences between elements of two schemas. For example, it may specify that
totalPrice corresponds to unitPrice * quantity; or that name matches con-
catenate(firstName, lastName), where concatenate is a function that applies
to two strings and returns a concatenated string; or even that the average
departmental salary avgWage corresponds to grouping the salaries (salary)
of all employees (emp) by department (dept). Works in [8,9] are examples of
approaches that deals with complex matches.

Some researchers go beyond dealing with complex matches and add semantics
to the correspondences to improve the overall matching quality. In the Sect. 2,
we explain more about complex matches and show a motivation example. The
remainder of the paper is structured as follows. In Sect. 3, we present the neces-
sary background in Correspondence Assertions (CAs), the formalism used in this
work to specify correspondences between elements of schemas. In Sect. 4, we pro-
pose new CAs to deal with join operators and metadata. Section 5 shows how to

1 We use bold to represent attribute names and uppercase to represent relation
names.
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generate mapping expressions from CAs. Section 6 shows some preliminary tests
to evaluate our approach. Section 7 describes the related work. Finally, Sect. 8
concludes and describes future work.

2 Motivating Example

Consider a motivating example with the source schemas S1 and S2 in Fig. 1,
which contain information about movies. S1 keeps a catalog of movies with
information about different types of media (dvd, blue rays, etc.) in which the
movies are available. The names of the relations and attributes are mostly self-
explanatory. Some non-self-explanatory attributes in S1 have the following mean-
ing: id is the movie identifier, year is the year of a movie, film is the title of
a movie, number is the tape identifier, name can be a producer or a director
name, and role can be producer or director. FK1 and FK2 are foreign keys.
We use the notation FK(R:L, S:K ) to denote a foreign key, named FK, where
R and S are relation names and L and K are list of attributes from R and S,
respectively, with the same length. FK1 is the foreign key of tape that refers
to movie and FK2 is the foreign key of movieMakers that refers to movie.
S2 stores general information about movies and the places (in different cities)
where movies are being shown. We assume that S1 can store older movies than
S2. Some non-self-explanatory attributes in S2 have the following meaning: rate
is the classification of the movie with regard the audience, location and city
are, respectively, the cinema and the name of the city where the movie is shown,
and time is the date when the movie is shown.

Fig. 1. Example of source schemas and a integrated schema.

The integrated schema M, also shown in Fig. 1, provides a unified user view
of movies currently shown in cinemas of Lisbon. It is populated by information
from schemas S1 and S2. The relation movie stores movies shown currently at
a cinema. The relation filmMakers keeps information about professionals of
show businesses. The relation schedule contains information about the schedule
of movies shown in Lisbon. The relation remakes keeps the years of movies for
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which there is at least one remake. The relation rating stores the classification of
movies with regard to suitability audience. Some non-self-explanatory attributes
in M have the following meaning: description is the summary of a movie,
nvYear is the year of the most recent version of a movie, ovYear is the year
of the older versions of a movie, and quantity is the total of movies with the
same rating.

Given the schemas S1, S2, and M, we can consider the correspondences
between the source schemas S1 and S2, and the target schema M. As an exam-
ple, we can state that M.schedule corresponds to S2.showTime, because both
relations store information regarding the same real world concept2. However,
in this correspondence, it is not clear that M.schedule only keeps schedules
about movies shown in Lisbon. The additional information: M.schedule corre-
sponds to S2.showTime when S2.showTime.city = “Lisbon”, specifies better
the matching.

The works reported in [10–12] and [5](chap. 3) propose schema matching
approaches that can specify correspondences to deal with situations as required
in the example The reader can see more proposals to add semantics to schema
matching in [8,10,12,13]. However, the following situations have not been fully
covered yet:

1. Correspondences Between Relations Involving Join Conditions Other than
Equality of Attributes. Consider the relation M.remakes that keeps a list of
remakes with the years of the oldest versions. Knowing that S2.film keeps
current movies and S1.movie may contain older versions of the same movie,
we want to indicate which of the current movies are remakes and store this
information in M.remakes. The correspondence between these relations can
be specified as: M.remakes corresponds to S2.film join S1.movie where
S2.film.title = S1.movie.film and S2.film.year > S1.movie.year. Usual
schema matching approaches cannot specify this correspondence, because join
conditions are not explicitly defined in schema matching. Moreover, join paths
are normally automatically discovered in the schema mapping phase [14],
and the algorithms used can only find equi-join conditions, so they cannot
automatically discover the condition S2.film.year > S1.movie.year. Hence,
we need a schema matching approach that makes it possible to specify the
join between relations and allows general join conditions containing operators
different from equality.

2. Correspondences Between Relations Involving Outer-joins (Full, Left, or
Right). We want to indicate how M.movie is related to source schemas S1

and S2. M.movie and S2.film represent the same concept of the real world
(i.e., both relations store current movies shown at some cinema). However, it
is not enough to specify that M.movie matches S2.film, because there are
attributes in S1.movie (namely, category and summary) that contain infor-
mation required in the schema of M.movie. Hence, we should specify that

2 We use a path representation: an attribute A of a given relation R in a given database
schema D is referred to as D.R.A. For simplicity, we omit the database schema when
the context is clear.
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M.movie is related to both S1.movie and S2.film. However, it is not correct
we simply match M.movie to S1.movie because S1.movie can store movies
that are not being shown in a cinema anymore and M.movie can store recent
movies that are not available in dvds yet. In summary, we should specify that:
M.movie corresponds to S2.film left outer-join S1.movie on S2.film.title =
S1.movie.film and S2.film.year = S1.movie.year. Note that the condition
S2.film.title = S1.movie.film and S2.film.year = S1.movie.year guaran-
tees that we refer to a same movie stored in both S1.movie and S2.film.
Again, we cannot specify this type of correspondence since joins (and their
variants) are not explicitly defined in current schema matching approaches.

3. Correspondences Between Data and Metadata. Consider the relations
S1.movieMakers and M.filmMakers. Both keep information about the
relationship between a movie, a producer, and a director. We want to
indicate that M.filmMakers corresponds to S1.movieMakers since they
represent the same concept in the real world. In addition, we want to spec-
ify the correspondences between the attributes of these relations. Know-
ing that S1.movieMakers.name can be a producer name or a director
name, we would like to specify that M.filmMakers.producer corresponds
to S1.movieMakers.name when S1.movieMakers.role = “producer”
and that M.filmMakers.director corresponds to S1.movieMakers.name
when S1.movieMakers.role = “director”. However, we cannot spec-
ify these correspondences using traditional schema matching approaches,
because these correspondences involve semantics not covered yet by these
approaches. Actually, we can only specify that M.filmMakers.producer
matches to S1.movieMakers.name and M.filmMakers.director matches
to S1.movieMakers.name.

In order to deal with these situations, we propose to use a formalism based on
CAs [10,15]. Using CAs, we can declaratively specify basic and complex match-
ings with semantics. We propose to adapt CAs to be able to express schema
matching between relational schemas, as well as to extend this formalism with
new types of CAs to deal with joins, outer-joins, and data-metadata relation-
ships. Finally, we demonstrate how mapping expressions in the form of SQL
queries can be generated from CAs.

3 Background

In this section, we present the basic terminology used in this paper. We also
review the different classes of CAs, and adapt them to the Relational Data
Model (RDM).

3.1 Basic Concept and Notation

We assume that the reader is familiar with the relational concepts. We denote
a relation schema as R(A1, A2, . . . , An), and a foreign key as FK(R:L, S:K ).
We say that FK relates R and S.
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A relational schema is a pair S= (R, Ω), where R is a set of relation schemas
and Ω is a set of relational constraints such that: (i) Ω has a unique primary key
for each relation schema in R; (ii) if Ω has a foreign key of the form FK(R:L,
S: K ), then Ω also has a constraint indicating that K is the primary key of S.
Given a relation schema R(A1, A2, . . . , An) and a tuple variable t over R, we
use t[Ai] to denote the projection of t over Ai.

Let S= (R, Ω) be a relational schema and R and T be relation names of
relation schemas in R. We denote � = FK1• FK2 • · · · • FKn−1 a path from R

to T iff there is a list R1, . . . , Rn of relation schemas in S such that R1 = R,
Rn = T, and FKi relates Ri and Ri+1. We say that tuples of R reference tuples
of T through �.

3.2 Correspondence Assertions

We use Correspondence Assertions (CAs) in order to express schema matchings
between schema elements. CAs are formal expressions of the general form ψ:
T ← S, where ψ is the name of the CA, T is an expression formed by elements
of the target schema, and S is an expression formed by elements of a source
schema. The symbol “←” means “is matched from”.

In accordance to [10], there are four types of CAs: Relation Correspondence
Assertion (RCA), Attribute Correspondence Assertion (ACA), Summation Cor-
respondence Assertion (SCA), and Grouping Correspondence Assertion (GCA).
RCAs and SCAs specify the relationship between relations of distinct schemas,
while ACAs and GCAs specify the relationship between attributes of relations
of distinct schemas. We now shortly describe each type of CA, adapting them to
the RDM. In the remainder of this Section, consider: Si= (Ri, Ωi) be relational
schemas for 1 ≤ i ≤ n, with Ri being relation names of relation schemas in Ri.

Definition 1. Let σ be a selection over R2. A Relation Correspondence Asser-
tion RCA is an expression of one of the following forms:

1. ψ: S1[R1] ← S2[R2]
2. ψ: S1[R1] ← S2[R2σ]
3. ψ: S1[R1] ← S2[R2] − S3[R3]

4. ψ: S1[R1] ← ⋃n
i=1 Si[Ri]

5. ψ: S1[R1] ← ⋂n
i=1 Si[Ri] �

In Definition 1, we say that ψ matches R1 and Ri, for 1 ≤ i ≤ n. RCAs
express the various kinds of semantic equivalent relationships. Two relations R1

and R2 are semantically equivalent if they represent the same real concept and
there is a 1-to-1 correspondence between their instances. ψ1, shown in Fig. 2, is
an example of a RCA.

ψ1 specifies that M.schedule is semantically equivalent to S2.showTime

when the condition S2.showTime.city = “Lisbon” is satisfied. This means that
only a subset of tuples of S2.showTime, those that satisfy the condition are
involved in the match.

Before we define an Attribute Correspondence Assertion (ACA), we need
introduce the concept of attribute expression, as follows:
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Fig. 2. Examples of correspondence assertions.

Definition 2. Let R2 and T be relation names in R2, with A being an attribute
of R2 and B an attribute of T. Let also � be a path from R2 to T. An attribute
expression E over R2 is an expression with one of the following forms:

1. S2[R2] • A 2. S2[R2] • �/B. �

Definition 3. Let Ai be attributes of R1 (for 1 ≤ i ≤ n). Let also Ej, for
1 ≤ j ≤ m, be attribute expressions over R2. An Attribute Correspondence
Assertion (ACA) is an expression of one of the following forms:

1. ψ: S1[R1] • A1 ← E1

2. ψ: S1[R1] • A1 ← ϕ(E1, E2, . . . , Em)
3. ψ: S1[R1] •A1 ←(E1, p1); . . . ; (Em; pm);v
4. ψ: S1[R1](A1, . . . , An)←(E1, . . . ,En)

Where ϕ is a function over attributes of R2, pj (for 1 ≤ j ≤ m) are boolean
conditions over attributes of R2, and v is a value. We say that ψ matches R1

and R2. �

ACAs specify the relationship between the attributes of relations that are
matched by a RCA. They allow to define 1:1, 1:n, n:1, or m:n relationships
between attributes of relations of different schemas. For example see the ACA ψ2

presented in Fig. 2. It specifies the correspondence between M.schedule.movie
and S2.film.title through a path from showTime to film.

Definition 4. Let σ be a selection over R2. Let also A’i attributes of R2 (for
1 ≤ i ≤ m). A Summation Correspondence Assertion (SCA) is an expression of
one of the following forms:

1. ψ: S1[R1] ⇐ groupby(S2[R2](A′
1,A′

2, . . . ,A′
m))

2. ψ: S1[R1] ⇐ groupby(S2[R2σ](A′
1,A′

2, . . . ,A′
m))

3. ψ: S1[R1] ⇐ normalise(S2[R2](A′
1,A′

2, . . . ,A′
m))

4. ψ: S1[R1] ⇐ normalise(S2[R2σ](A′
1,A′

2, . . . ,A′
m)) �

In Definition 4, we say that ψ matches R1 and R2. SCAS specify 1:n, n:1, m:n
relationships between relations with distinct schemas. Here we use the symbol
“⇐” instead of “←” in order to emphasize that the correspondence is not 1:1
as is usual in the most part of schema matching approaches. SCAS are used
to describe the summary of a relation whose tuples are related to the tuples of
another relation by gathering them into logical groups. This means that a SCA
has only the necessary information to indicate which grouping field is involved in
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the relationship and the process used to grouping the tuples. ψ3 shown in Fig. 2
is a simple example of a SCA.

GCAs specify the relationship 1:1, 1:n, n:1, or m:n between attributes of
relations that are matched by a SCA.

Definition 5. Let A be an attribute of R1. Let also E i, for 1 ≤ i ≤ m, be
attribute expressions over R2. A Grouping Correspondence Assertion (GCA) is
an expression of one of the following forms:

1. ψ: S1[R1] • A ⇐ E1

2. ψ: S1[R1] • A ⇐ ϕ(E1, E2, . . . , Em)
3. ψ:S1[R1]•A⇐(E1, p1);. . . ;(Em; pm);v
4. ψ: S1[R1] • A ⇐ γ(E1).

5. ψ: S1[R1] • A ⇐ γ(ϕ(E1, E2, . . . , Em))

6. ψ: S1[R1] • A ⇐ γ(E1, p).

7. ψ: S1[R1]•A ⇐ γ(ϕ(E1, E2, . . . , Em), p)

Where ϕ is a function over attributes of R2, pj (for 1 ≤ j ≤ m) are boolean
conditions over attributes of R2, v is a value, and γ is one of the aggregate
functions: sum (summation), max (maximum), min (minimum), avg (average),
or count. We say that ψ matches R1 and R2. �

Consider the relations S2.film and M.rating. ψ4, represented in Fig. 2, spec-
ifies that M.rating.quantity corresponds to the counting of all distinct values
of S2.film.rate.

Definition 6. Let S1, S2, . . . , Sn and T be relational schemas; R1 be a relation
schema of T, and R2 a relation schema of some Si, 1 ≤ i ≤ n. Let also Ej

(for 1 ≤ j ≤ m) be expressions as defined in Definition 2. A schema matching
between schemas S1, S2, . . . , Sn and the schema T is a set M of CAs such that:

1. if M has an ACA ψ such that ψ matches R1 and R2, then M has a RCA ψ′

that matches R1 and R2.
2. if M has a GCA ψ such that ψ matches R1 and R2, then M has a SCA ψ′

that matches R1 and R2.
3. if M has a RCA ψ such that ψ matches R1 and R2, then M has an ACA

ψ′: S1[R1](A1, . . . ,An) ← (E1, . . . , En) that matches R1 and R2. �

4 Specifying New CAs

In Sect. 1, we identified the following types of relationships between schemas
elements that are not properly handled in current schema matching approaches:
(1) matches involving explicit join conditions; (2) matches involving outer-joins;
and (3) matches involving data-metadata. Join (and outer-join) relationships
can express one-to-one or many-to-many correspondences between the relations
involved. Matches involving data-metadata can express many-to-many corre-
spondences between the relations involved. So, we extend our previous defini-
tions of RCA and SCA in order to better specify these types of matchings. In
the following text consider Si relational schemas, Ri relation schemes of Si (for
1 ≤ i ≤ 3), θ a join condition between R2 and R3, and Aj attributes of R2 (for
1 ≤ j ≤ n)
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Definition 7. A Relation Correspondence Assertion (RCA) is an expression of
one of the following forms:

1. Expressions shown in Definition 1
2. ψ: S1[R1] ← S2[R2] �	 S3[R3]θ
3. ψ: S1[R1] ← S2[R2] ��	 S3[R3]θ

4. ψ: S1[R1] ← S2[R2] �	� S3[R3]θ
5. ψ: S1[R1] ← S2[R2] ��	� S3[R3]θ

�

Definition 8. A Summation Correspondence Assertion (SCA) is an expression
of one of the following forms:

1. Expressions shown in Definition 4
2. ψ: S1[R1] ⇐ S2[R2] �� S3[R3]θ
3. ψ: S1[R1] ⇐ S2[R2] ��� S3[R3]θ

4. ψ: S1[R1] ⇐ S2[R2] ��� S3[R3]θ
5. ψ: S1[R1] ⇐ S2[R2] ���� S3[R3]θ
6. ψ:S1[R1]⇐metadata(S2[R2](A1,. . . ,An)) �

Consider the three examples about join, outer-join, and data-metadata cor-
respondences described in Sect. 1. The correspondence between M.remakes and
both S1.movies and S2.film can be specified by the SCA ψ5 shown in Fig. 3. ψ5

specifies that M.remakes corresponds to a join between S1.movies and S2.film
where the join condition: S2.film.title= S1.movie.film and S2.film.year >
S1.movie.year is satisfied.

Fig. 3. Examples of CAs involving joins, outer-joins and data-metadata.

The correspondence between M.movie and both S2.film and S1.movie can
be specified by the RCA ψ6, shown in Fig. 3. ψ6 specifies that M.movie corre-
sponds to a left outer-join between S2.film and S1.movie.

The correspondence between M.filmMakers and S1.movieMakers can be
specified by the SCA ψ7, shown in Fig. 3. ψ7 specifies that M.filmMakers cor-
responds to grouping S1.movieMakers by the attribute id, being that a data-
metadata translation should be performed (i.e., some data should be converted
into metadata).

Once the schema matching is finished, the CAs generated can be used, for
example, to generate mapping expressions that convert data sources into data
target. We propose that the mapping expressions are automatically generated in
the form of SQL queries, which are used to load the relations (the materialized
views) of the integrated schema.
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5 From CAs to Mapping Expressions

In our proposal, the process to create queries to transform data from a schema
to another one consists of three steps:

1. Indicate the source schemas and the integrated schema using a high-level data
model. In our case, we use the RDM.

2. Define the CA that formally specify the relationships between the integrated
schema and the source schemas.

3. Generate a set of queries based on the CAs generated in step 2, in order to
populate the relations of the integrated schema.

In order to illustrate our approach, consider the integrated schema M and
the sources schemas S1 and S2 shown in Fig. 1.

Now, we should define CAs between M and S1, and CAs between M and
S2. In our work, the CAs are specified using a GAV approach rather than a
LAV one. One of reasons for our choices was due to the GAV approach makes
the query answering easier than LAV one, both in materialized and in virtual
integration approaches.

The process to generate the CAs consists of the following steps:

1. To each relation R
T of the target T do:

(a) Identify the correspondences at a relation level (i.e., if there is a RCA or
a SCA matching a target relation R

T and some source relation R
S).

(b) Identify the correspondences at an attribute level: (1) identify the ACAs
between the attributes of RT and R

S (if there is a RCA between R
T and

R
S); (2) identify the GCA between the attributes of RT and R

S (if there
is a SCA between R

T and R
S).

(c) Determine which RCA and SCA can be combined to form a single CA.

In the current work, CAS were manually specified. However, we can use tradi-
tional schema matching tools (e.g.,[8,9]) as a starting point to find basic match-
ings. Then these basic matchings can be enriched through our formalism (using
the CAs).

Some examples of RCAs, ACAs, SCAs, and GCAs between elements of M
and the source schemas S1 and S2 can be found in Figs. 3 and 4.

The final step in the process of creating queries to transform data from
a schema to another is the generation of the queries. In our proposal, they
are defined based on the definition of the schemas and the CAs. Here we use
SQL syntax of MySQL, since MySQL is an open source database that allows to
combine the information from many databases in a single query. However, our
CAs can be used to generate queries in any SQL syntax or even other federating
queries languages as SchemaSQL [16].

Let M be a set of CAs that defines a matching between the source schemas
S1, S2 and the integrated schema G, that is, M satisfies the conditions stated
in Definition 6. Algorithm 1 shows the procedure to automatically generate the
statements of SQL queries from the CAs in M.
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Fig. 4. Examples of ACAs and GCAs.

The Algorithm 1 generates a set of SQL queries, one for each relation schema
R

T in the integrated schema. First it spans all ACAs and GCAs that relates
attributes of RT , and puts the correct value in lists S, J, and LA, in accordance
to the type of the CA. S keeps the relation schemas that will be included in the
FROM clause, J keeps the join conditions that will be included in the WHERE
clause, and LA keeps the attributes that will be included in the SELECT clause.
The procedure G SQL ACA(), shown in Algorithm 2, spans the ACAs, while the
procedure G SQL GCA(), shown in Algorithm 3, spans the GCAs. After, the
algorithm spans the RCAs and SCAs, of RT , in order to create the SQL query
to load R

T , using templates in Table 1. In accordance to type of CA besides S,
J, and LA, other variables are needed to keep the join conditions that will be
included in the ON clause (θ), the relation schema that will be included in (inner,
outer, left, or right) JOIN clause (RJ), and the grouping attributes that will be
included in the GROUP BY clause (G). Due to space limitations, Algorithms
1, 2, and 3, as well as the Table 1, do not cover the whole set of CAs as defined
in Definitions 3, 5, 7, and 8.

In Algorithms 2, we assumed that ϕ() is a pre-defined SQL function or a
user-defined function on SQL. In Algorithms 3, JAux, and Aux are lists used
when it is necessary to create temporary tables in SQL. This occurs when the
SQL query is created from a SCA of metadata. JAux stores the joins that will
be included in the WHERE clause of the temporary table, while Aux keeps the
relation schema that will be the alias of the temporary table.

In Table 1, Att() is a function that returns the list of attribute names of a
relation schema. We use the short word outer join to emulate a UNION of a
LEFT JOIN and a RIGHT JOIN, since MySQL does not support directly full
outer-joins.

The SQL queries generated by our algorithms can be used to compute the
data target once, and to recompute them at pre-stablished times in order to
maintain the target data up-to-date (this approach is named rematerialization).
Generally, a more efficient approach is to periodically modify only part of the tar-
get data to reflect updates in data sources (this approach is named incremental
maintenance). Rematerialization is adequate, for example, when the integrated
schema is firstly populated, or in situations involving complex operations.



68 V. Pequeno et al.

Algorithm 1 . Generate the SQL query to load a integrated schema G from the

sources.

for all relation schema N = R
T in G do

Let ψR be a RCA or SCA of RT

if ψR is a RCA then G SQL ACA( R
T ,ψR)

else G SQL GCA( R
T ,ψR)

append [RT ] to S
switch ψR do

case ψR: G[RT ] ← S[R]
if J = [ ] then use template T1
else use template T3

case ψR: G[RT ] ← S1[R1] ∪ S2[R2]
append [R2] to RJ
θ keeps join conditions formed by primary key attributes of R1 and R2
if J = [ ] then use template T7
else use template T8

case ψR: G[RT ] ← S1[R1] ��� S2[R2]θ
append [R2] to RJ
if J = [ ] then use template T5
else use template T6

case ψR: G[RT ] ⇐ metadata(S[R](A))
append [A] to AL
if J = [ ] then use template T13
else use template T4

case ψR: G[RT ] ⇐ normalise(S[R](A))
append [A] to G
Use template T15

end switch
end for

Algorithm 2. G SQL ACA().

Input: R
T , ψR

Let S[R] be a source’s relation in ψR

for all attribute AT in R
T do

while ∃ψA/ψA is an ACA of AT relating it to some atribute of S[R] do

if ψA: G[RT ] • AT ← S[R] • A1 then append [A1] to LA

if ψA: G[RT ] • AT ← ϕ(S[R] • A1, S[R] • A2, . . . , S[R] • Am) then append
[ϕ(A1, A2, . . . , Am)] to LA

end while
end for

Figure 5 presents the SQL query to transform data fromS1.movie and S2.film
to M.movie from the RCA ψ6 and ACA ψ8, ψ9, ψ10, and ψ11. The “select” clause
(in line 2) is derived based on ACAS ψ8, ψ9 , ψ10 and ψ11. The “from” clause (in
line 3) implements a join operation as specified by RCA ψ6. The “on” clause (in
line 4) is based on the join condition indicated in the end of ψ6.

Fig. 5. Query definition to populate M.movie from S2.film and S1.movie.
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Algorithm 3. G SQL GCA( ).

Input: R
T , ψR

Let S[R] be a source’s relation in ψR

for all attribute AT in R
T do

while ∃ψA/ψA is an GCA of AT relating it to some atribute of S[R] do

if ψA: G[RT ] • AT ← S[R] • A1 then append [A1] to LA

if ψA: G[RT ] • AT ← S[R] • �/Bk then
for all FK in � do

Let R1 and R2 be relation schemas related by FK

Let [a1, . . . , an] and [b1, . . . , bn] be lists of key attributes of, respectively, R1 and R2
append [R1, R2] to S
append [a1 = b1, . . . , an = bn] to J
append [B] to LA

end for
if ψA:G[RT ] • AT ← (S[R] • A1, p1) and ψR is of metadata then

append [A1] to LA
append [Temp R] to Aux
append [p1] to JAux

end while
end for

Table 1. Templates to generate SQL Statements induced by RCAS and ACAS.

Figure 6 presents the definition of the query to transform data from
S1.movieMakers to M.filmMakers. For this query, we have to define a
nested select statement to each case-base GCA that relates attributes of
S1.movieMakers to attributes of M.filmMakers. Each nested select state-
ment must be joined through an outer-join in order to guarantee both: i)
that duplicate tuples will be merged properly, and 2) not duplicate tuples will
be stored in M.filmMakers. Thus, the clauses “from” (line 3), “outer join”
(line 7), and “on” (line 12) correctly implement the data-metadata relationship
specified by the SCA ψ7. The “on” clause (line 12) is based on the attribute
indicated in ψ7. The first nested select statement (lines 4 to 6) is defined based
on the GCAS ψ12 and ψ14. The second nested select statement (lines 8 to 11) is
similar to the first one, but now it is based on ψ13 and ψ14. The “select” clause
in line 2 is based on the left-hand side of GCAs ψ12, ψ13 and ψ14.



70 V. Pequeno et al.

Fig. 6. Query definition to populate M.filmMakers from S1.movieMakers.

6 Empirical Evaluation

We have performed some preliminary tests to verify that our approach is
tractable for reasonably sized input.

6.1 Study Case Scenario

For our evaluation, we create a case study to simulate a situation close to the real
world. We need to integrate information of three different sources: IES, FSP, and
CDV to get a more complete information about Brazil’s universities. IES contains
data about Brazil’s universities (name, city, state, etc.). It has a single relation
(ies 2011) with 26 attributes and 2366 tuples3. FSP contains data about the
ranking of the Brazil’s universities (ranking, university, grade, etc.). It has two
relations, but only one of them (ranking, with 13 attributes and 191 tuples)
was used in the evaluation4. CDV contains data about the living cost of some
cities of Brazil. It has a single relation (livingCost) with 5 attributes and 84
tuples5.

The integrated schema, named G, contains the necessary structure to keep
the information required by the designer. It contains 8 relations with a total of
31 attributes and 8 foreign keys, as can be saw in the Fig. 7.

6.2 Method

We measure the performance of the data translation (i.e., the run time of
the queries to load the schema G). For our tests, we have used a Macbook
Pro/2.3GHz Intel Core (4GB of RAM and 499Gb of HD) running OSx 10.9.5.
All databases were locally stored in this machine using the MySQL 5.6.

We first manually defined the CAs, with the aid of a tool implemented by
us. For this case study, we defined 3 RCAs, 5 SCAs of normalize, 31 ACAs,
3 IES data was extract from http://www.dados.gov.br/dataset/instituicoes-de-

ensino-superior.
4 FSP data was extract from http://ruf.folha.uol.com.br/2014/rankingdeuniversi

dades/.
5 CDV data was extract from http://wwwcustodevida.com.br/brasil.

http://www.dados.gov.br/dataset/instituicoes-de-ensino-superior
http://www.dados.gov.br/dataset/instituicoes-de-ensino-superior
http://ruf.folha.uol.com.br/2014/rankingdeuniversidades/
http://ruf.folha.uol.com.br/2014/rankingdeuniversidades/
http://wwwcustodevida.com.br/brasil
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Fig. 7. The integrated schema G.

and 8 GCAs, being a total of 52 CAs. Using the Algorithm 1, we generate 8
SQL queries: 5 queries of group by, 2 simple select-from queries, and 1 more
complex query that simulates the outer join operator. Some queries use stored
functions defined to looks for the value of a primary key in a target relation
based on the attribute value of a source relation.

For data translation test, we measured the time that MySQL took to load
each target relation using the queries generated by the Algorithm 1. Due to the
run time of SQL queries can change depending on internal and external factors,
we ran each query by 50 times and took the average to each 10 executions. All
tests were performed locally in a same machine and only the MySQL server
and MySQLWorkbench were running at the time. The result of the test can be
observed through the chart shown in Fig. 8.

Fig. 8. Run time query by quantity of executions chart.
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6.3 Discussion

We noted that the run time to most queries are more or less constant and below
that 60 ms. It is not a surprise that the queries with higher execution time were
those to load fsp ranking (about 200ms) and university (about 590 ms),
because both has more tuples to load than the others. Considering the number
of tuples of the university (more than 2000) and that the query generated is a
bit complex (includes left-join, right-join, union all, and 5 stored functions), we
believe that 590 ms is a good performance.

7 Related Work

Schema matching is an important step of the data integration process. Typically,
1:1 correspondences between two different schemas are manually defined using
a GUI or are (semi-) automatically discovered using matchers (usually through
heuristics). Each correspondence, in general, only specifies which elements refer
to a same attribute or relation in the real world [17]. AgreementMaker [4], and
OII Harmony [9] are some examples of tools for schema matching. Agreement-
Maker [4] can match schemas and ontologies using schema information as well as
instance-level data to generate the correspondences. OII Harmony [9] combines
multiple matchers algorithms based on natural-language processing to identify
correspondences between schemas.

Correspondences such as those defined/generated in [4,9] do not provide all
necessary information for discovering expressions to transform data sources in
data target (i.e., the mapping expressions), the next phase in the schema map-
ping process. Richer models for specifying correspondences between schemas
were proposed by [8,11–13] and [5](chap. 3). These approaches allow to define
one-to-one or many-to-one attribute correspondences (i.e., association between
attributes of two schemas). COMA++ [8] is a generic prototype for schema
and ontology matching, schema-based and instance-based, and support a semi-
automatic or manual enrichment of simple 1:1 correspondences into more com-
plex mapping expressions including functions to support data transformations.
[13] describes the IMAP system, which semi-automatically discovers complex
matches, using different kinds of information such as domain knowledge, and
domain integrity constraints to improve matching accuracy. [5](chap. 3) and [11]
allow to express conditional correspondences (i.e., the value of an attribute A
is the same of an attribute B if a given condition is satisfied). More closely to
our approach is the work in [12]. In [12], the authors allow to manually specify
one-to-one correspondence assertions between elements of Entity Relationship
models. Although they cannot specify many-to-many matches, their correspon-
dences have some semantic and allow to specify relationships such as: equiva-
lence, union, intersection, and selection.

[10] specify one-to-one and many-to-many basic, complex, and semantic
matches between elements of object-relational schemas. They can specify most
part of the correspondences specified in [12] and other more complex. For exam-
ple, they can deal with aggregate functions, denormalisations, and grouping (i.e.,
group by in SQL). Joins and outer-joins are implicitly defined based on the
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integrity constraints or match functions6. A distinguished feature of the app-
roach proposed in [10] is that it allows to match, in the same correspondence,
relations and attributes of two or more schemas. Yet, the information they pro-
vide is not sufficient, since they do not explicitly enable the specification of join
paths and its variants, nor to deal with data-metadata relationships.

Data-metadata translations between elements of different relational schemas
have been studied extensively. SchemaSQL [16] and FIRA/FISQL [18] are the
most notable works on this subject. SchemaSQL [16] is a SQL-like metadata
query language that uses view statements to restructure one column of val-
ues of a relation into metadata in another one. FISQL [18] is a sucessor of
SchemaSQL and it is equivalent to the query algebra FIRA. Both SchemaSQL
and FIRA/FISQL were proposed to provide interoperability in relational multi-
database systems. Our SCA of metadata was based on the promote metadata
operator of FIRA.

8 Conclusions

This paper focused on present CAs that deal with 1:1 and m:n matchings between
schemas components, including correspondences involving aggregations, joins,
and metadata. We emphasize that, in our approach, the CAs can specify basic
and complex correspondences with semantics. Using CAs, we shown how SQL
queries can be automatically generated to populate relations (views) of a global
schema.

We presented some preliminary tests to evaluate the performance of the
queries generated from CAs. We intend to realize more tests to evaluate the
performance to different types of queries and other datasets.

We currently are working in as specifying complex correspondences between
relational schemas and (RDF). Some initial work was published in [19]. We intent
extend the initial proposal with the CAs presented here.
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Abstract. Clustering is a major data mining technique that groups a
set of objects in such a way that objects in the same group are more
similar to each other than to those in other groups. Among several types
of clustering, density-based clustering algorithms are more efficient in
detecting clusters with varied density and different shapes. One of the
most important density-based clustering algorithms is DBSCAN. Due to
the huge size of generated data by the widespread diffusion of wireless
technologies and the complexity of big data analysis, new scalable algo-
rithms for efficiently processing such data are needed. In this chapter we
are particularly interested in using traffic data for finding congested areas
in a city. For this purpose, we developed a new distributed and efficient
strategy of DBSCAN algorithm that uses MapReduce to detect dense
areas based on the input parameters. We conducted experiments using
real traffic data of a brazilian city, Fortaleza, and compared our approach
with the centralized and the MapReduce-based approaches. Our prelim-
inary results confirmed that our approach is scalable and more efficient
than the other ones. We also present an incremental version of DBSCAN
considering the MapReduce version of it.

Keywords: DBSCAN · MapReduce · Traffic data

1 Introduction

One of the most important density-based clustering algorithms known in litera-
ture is DBSCAN (Density-based Spatial Clustering of Application with Noise) [4].
Its advantages over other clustering techniques are that it groups data into clus-
ters of arbitrary shape, it does not require a priori number of clusters, and it deals
with outliers in the data set. However, DBSCAN is more computationally expen-
sive than other clustering algorithms, such as k-means, for example. Moreover,
DBSCAN does not scale when executed on large data sets in a single machine.
Recently, many researchers have been using cloud computing infrastructure in
order to solve scalability problems of some traditional centralized clustering algo-
rithms [2]. Thus, the strategy to parallelize DBSCAN in shared-nothing computer
clusters is an adequate solution to solve such problems [9].
c© Springer International Publishing Switzerland 2015
J. Cordeiro et al. (Eds.): ICEIS 2014, LNBIP 227, pp. 75–90, 2015.
DOI: 10.1007/978-3-319-22348-3 5
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Clearly, the provisioning of an infrastructure for large scale processing
requires software that can take advantage of the large amount of machines and
mitigate the problem of communication between them. It has been increasing
the amount of techniques to manage computer clusters, among which stands out
the paradigm MapReduce [3] and its open source implementation Hadoop [15],
used to manage large volumes of data across clusters of computers.

Hadoop framework is attractive because it provides a simple programming
model that makes it easier for users to implement relatively sophisticated dis-
tributed programs. The MapReduce programming model is recommended for
parallel processing of large data volumes in computational clusters [8]. It is also
scalable and fault tolerant. The MapReduce platform divides a task into small
activities and materializes its intermediate results locally. When a fault occurs
in this process, only failed activities are re-executed.

This chapter is based on [10] which aims at identifying, in a large data set,
traffic jam areas in a city using mobility data. In this sense, a parallel version
of DBSCAN algorithm, based on the MapReduce paradigm, was proposed as a
solution. Related works, such as [6] and [2] also use MapReduce to parallelize
DBSCAN and they are explained on Sect. 3.

The main contributions of this work are: (1) Our partitioning strategy is less
costly than the one proposed on [2]. In [2], the authors present a grid-based
partitioning strategy. Our approach is traffic data aware and it partitions the
data set with regard to one attribute (in our experiments we used the streets’
name); (2) To gather clusters of different partitions, our merge strategy does
not need data replication as [6] and [2]. Moreover, our approach guarantees the
same result of the centralized DBSCAN; (3) We proved that our distributed
DBSCAN algorithm is correct on Sect. 4; (4) An incremental and distributed
version of DBSCAN.

The structure of this chapter is organized as follows. Section 2 introduces
basic concepts needed to understand the solution of the problem. Section 3
presents our related work. Section 4 addresses the methodology and implemen-
tation of this work, that involves the solution of the problem. The discussion of
the incremental version is presented in Sect. 5. The experiments are described in
Sect. 6. Section 7 presents our conclusion.

2 Preliminary

2.1 MapReduce

The need for managing, processing, and analyzing efficiently large amounts of data
is a key issue in the Big Data scenario. To address these problems, different solu-
tions have been proposed, including the migration/building applications for cloud
computing environments, and systems based on Distributed Hash Table (DHT)
or structure of multidimensional arrays [12]. Among these solutions, there is the
MapReduce paradigm [3], designed to support the distributed processing of large
data sets on clusters of servers and its open source implementation Hadoop [15].
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The MapReduce programming model is based on two primitives of functional
programming: Map and Reduce. The MapReduce execution is carried out as fol-
lows: (i) The Map function takes a list of key-value pairs (K1, V1) as input and a list
of intermediate key-value pairs (K2, V2) as output; (ii) the key-value pairs (K2, V2)
are defined according to the implementation of the Map function provided by the
user and they are collected by a master node at the end of each Map task, then
sorted by the key. The keys are divided among all the Reduce tasks. The key-value
pairs that have the same key are assigned to the same Reduce task; (iii) The Reduce
function receives as input all values V2 from the same key K2 and produces as out-
put key-value pairs (K3, V3) that represent the outcome of the MapReduce process.
The reduce tasks run on one key at a time. The way in which values are combined
is determined by the Reduce function code given by the user.

Hadoop is an open-source framework developed by the Apache Software Foun-
dation that implements MapReduce, along with a distributed file system called
HDFS (Hadoop Distributed File System). What makes MapReduce attractive
is the opportunity to manage large-scale computations with fault tolerance. The
developer only needs to implement two functions called Map and Reduce. There-
fore, the system manages the parallel execution and coordinates the implementa-
tion of Map and Reduce tasks, being able to handle failures during execution.

2.2 DBSCAN

DBSCAN is a clustering algorithm widely used in the scientific community. Its
main idea is to find clusters from each point that has at least a certain amount of
neighbors (minPoints) within a specified range (eps), where minPoints and eps
are input parameters. Finding values for both the parameters might be difficult,
once it depends on the data and on the information one desires to discover. The
following definitions are used in DBSCAN algorithm and they will be used in
the Sect. 4:

– Card(A): cardinality of the set A.
– Neps(o): p ∈ Neps(o), if and only if the distance between p and o is less or

equal than eps.
– Directly Density-Reachable (DDR): o is DDR from p, if o ∈ Neps(p) and

Card(Neps(p)) ≥ minPoints.
– Density-Reachable (DR): o is DR from p, if there is a chain of points

{p1, ..., pn} where p1 = p and pn = o, such as pi+1 is DDR from pi and
∀i ∈ {1, ..., n − 1}.

– Core Point: o is a Core Point if Card(Neps(o)) ≥ minPoints.
– Border Point: p is a Border Point if Card(Neps(p)) < minPoints and p is

DDR from a Core Point.
– Noise: q is Noise if Card(Neps(q)) < minPoints and q is not DDR from any

Core Point.

DBSCAN finds for each point o, Neps(o) in the data. If CardNeps(o) ≥
minPoints, a new cluster C is created and it contains the points o and
Neps(o). Then each point q ∈ C that has not been visited is also
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checked. If Neps(q) ≥ minPoints, each point r ∈ Neps(q) that is not
in C is added to C. These steps are repeated until no new point is
added to C. The algorithm ends when all points from the data set are visited.

3 Related Work

P-DBSCAN [7] is a density-based clustering algorithm based on DBSCAN for
analysis of places and events using a collection of geo-tagged photos. P-DBSCAN
introduces two new concepts: density threshold and adaptive density, that is used
for fast convergence towards high density regions. However P-DBSCAN does not
have the advantages of the MapReduce model to process large data sets.

Another related work is GRIDBSCAN [14], that proposes a three-level clus-
tering method. The first level selects appropriate grids so that the density is
homogeneous in each grid. The second stage merges cells with similar densi-
ties and identifies the most suitable values of eps and minPoints in each grid
that remain after merging. The third step of the proposed method executes the
DBSCAN method with these identified parameters in the data set. However,
GRIDBSCAN is not suitable for large amounts of data. Our proposed algorithm
in this work is a distributed and parallel version of DBSCAN that uses MapRe-
duce and is suitable for handling large amounts of data.

The paper [6] proposes an implementation of DBSCAN with a MapReduce
of four stages using grid based partitioning.

The paper also presents a strategy for joining clusters that are in different
partitions and contain the same points in their boundaries. Such points are
replicated in the partitions and the discovery of clusters, that can be merged
in a single cluster, is analyzed from them. Note that the number of replicated
boundary points can affect the clustering efficiency, as such points not only
increase the load of each compute node, but also increase the time to merge the
results of different computational nodes.

Similar to the previous work, [2] proposes DBSCANMR that is a DBSCAN
implementation using MapReduce and grid based partitioning. In [2], the parti-
tion of points spends a great deal of time and it is centralized.

The data set is partitioned in order to maintain the uniform load balancing
across the compute nodes and to minimize the same points between partitions.
Another disadvantage is the proposed strategy is sensitive to two input parame-
ters. How to obtain the best values for those parameters is not explained in the
paper. The DBSCAN algorithm runs on each compute node for each partition
using a KD-tree index. The merge of clusters that are on distinct partitions is
done when the same point belongs to such partitions and it is also tagged as a
core point in any of the clusters. If it is detected that two clusters should merge,
they are renamed to a single name. This process also occurs in [6].

This work has similar approach to the papers [6] and [2] because they con-
sider the challenge of handling large amounts of data and use MapReduce to
parallelize the DBSCAN algorithm. However, this chapter presents a data par-
titioning technique that is data aware, which means partitioning data according
to their spatial extent. The partitioning technique proposed by [2] is centralized
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and spends much time for large amount of data as we could see on our exper-
iments. Furthermore, unlike this work to merge clusters, [6] and [2] proposed
approaches that require replication, which can affect the clustering efficiency.
The cluster merging phase in this work checks if points previously considered as
a noise point becomes a border or core point.

4 Methodology and Implementation

Mobility data has been fostered by the widespread diffusion of wireless technolo-
gies, such as call details records from mobile phones and GPS tracks from naviga-
tion devices, society-wide proxies of human moving behaviour. These data opens
new opportunities for discovering the hidden patterns and models that charac-
terize the trajectories humans follow during their daily activity. This research
topic has recently attracted scientists from several fields, being not only a major
intellectual challenge, but also a very important issue to domains such as urban
planning, sustainable mobility, transportation engineering, public health, and
economic forecasting [5].

The increasing popularity of mobility data has become the main source for
evaluating the traffic situation to support drivers’ decisions related to displace-
ment in a city in real time. Traffic information in big cities can be collected from
GPS devices or from traffic radars, or even gathered from tweets. This information
can be used to complement the data generated by cameras and physical sensors
in order to guide municipality actions in finding solutions to mobility problems.
Through these data it is possible to analyze where the congested areas are within
a city in order to discover which regions are more likely to have traffic jams. Such
discovery may assist the search for effective reengineering traffic solutions in the
context of smart cities. This is an application for our propose approach.

Normally the traffic data indicates the name of the street, the geographic
position (latitude and longitude), the average speed of vehicles at the moment,
among others. We address in this chapter the problem of discovering density
areas, that may be represent a traffic jam. We also consider that frequent updates
can happen in the data set. After insertions or deletions to the dynamic data-
base, the clusters discovered by DBSCAN has to be updated. So we discuss
how the incremental approach of DBSCAN [11] algorithm can be applied on our
distributed approach.

In this section, we focus on the solution of finding density areas or clusters
from raw traffic data on MapReduce. We formulate the problem as follows:

Problem Statement. Given a set of d-dimensional points on the traffic data
set DS = {p1, p2, ..., pn} such that each point represents one vehicle with the
average speed, the eps value, the minimum number of points required to form a
cluster minPoints and a set of virtual machines VM = {vm1, vm2, ..., vmn} with
a MapReduce program; find the density areas on the traffic data with respect
to the given eps and minPoints values. In this chapter, we only consider two
dimensions (latitude and longitude) for points. Furthermore, each point has the
information about the street it belongs to.
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Fig. 1. The phases of distributed and parallel DBSCAN execution.

4.1 MapReduce Phases and Detection of Possible Merges

This section presents the implementation of the proposed solution to the prob-
lem. Hereafter, we explain the steps or phases to parallelize DBSCAN using the
MapReduce programming model as we can see on Fig. 1.

– Executing DBSCAN Distributedly. This phase is a MapReduce process.
Map and Reduce functions for this step are explained below.
1. Map function. Each point from the data set is described as a pair

〈key, value〉, such that the key refers to the street and the value refers to a
geographic location (latitude and longitude) where the data was collected.
As we could see on Algorithm 1.

2. Reduce function. It is presented on Algorithm 2. This function receives
a list of values that have the same key, i.e. the points or geographical
positions (latitude and longitude) that belongs to the same street. The
DBSCAN algorithm is applied in this phase using the KD-tree index [1].

Algorithm 1. First MapReduce - Map.

Input: Set of points of the data set T
1 begin
2 for p ∈ T do
3 createPair〈p.street name, p.Lat, p.Lon〉

The result is stored in a database. This means that the identifier of each
cluster and the information about their points (such as latitude, longitude, if
it is core point or noise) are saved.

– Computing Candidate Clusters. Since there are many crossroads between
the streets in the city and the partitioning of data is based on the streets, it
is necessary to discover what are the clusters of different streets that intersect
each other or may be merged into a single cluster. For example, it is common
in large cities have the same traffic jam happening on different streets that
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Algorithm 2. First MapReduce - Reduce.

Input: Set P of pairs 〈k, v〉 with same k, minPoints, eps
1 begin
2 DBSCAN(P, eps,minPoints)
3 Store results on database;

intersect to each other. In other words, two clusters may have points at a
distance less than or equal to eps in such a way that if the data were processed
by the same reduce or even if they were in the same partition, they would be
grouped into a single cluster. Thus, the clusters are also stored as a geometric
object in the database and only the pairs of objects that have distance at
most eps will be considered in the next phase that is the merge phase. Tuples
with pairs of candidate clusters for merge are passed with the same key to the
next MapReduce. As we could see on Algorithm 3.

Algorithm 3. Find merge candidates clusters.

Input: Set C of Clusters
Output: V is a set of merge candidates clusters

1 begin
2 for Ci ∈ C do
3 Create its geometry Gi;

4 for all geometries Gi and Gj and i <> j do
5 if Distance(Gi, Gj) ≤ eps then
6 V ← 〈Ci, Cj〉
7 return V ;

Algorithm 4. Second MapReduce - REDUCE.

Input: Set V of pairs 〈Ci, Cj〉 of clusters candidates to merge
1 begin
2 for 〈Ci, Cj〉 ∈ V do
3 if CanMerge(Ci, Cj) then
4 Rename Cj to Ci in V

– Merging Clusters. It is also described by a MapReduce process. Map and
reduce functions for this phase are explained below.
1. Map function. It is the identity function. It simply passes each key-value

pair to the Reduce function.
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2. Reduce function. It receives as key the lowest cluster identifier from all
the clusters that are candidates to be merged into a single cluster. The
value of that key corresponds to the other cluster identifiers that are
merge candidates. Thereby, if two clusters must be merged into a single
cluster, the information about points belonging to them are updated. The
Algorithms 4 and 5 are executed in this phase.

Lines 2 to 5 from Algorithm 5, we check and update the neighbors of
each point pi ∈ Ci and pj ∈ Cj . This occurs because if Ci and Cj are
merge clusters candidates, there are points in Ci and Cj that the distance
between them is less or equal than eps. On the lines 6 to 11, the algorithm
verifies if there is some point pi ∈ Ci and pj ∈ Cj that may have become
core points. This phase is important, because Ci and Cj can merge if
there is a core point pi ∈ Ci and another core point pj ∈ Cj , such that
pi is DDR from pj as we can see on lines 12 to 15 on the Algorithm 5. In
the next section, we present a proof that validate our merge strategy.

This work considers the possibility that a noise point in a cluster may
become a border or core point with the merge of clusters different of
our related works. We do that on the line 16 of Algorithm 5 calling the
procedure updateNoisePoints(). Considering that pi ∈ Ci, pj ∈ Cj and
pi ∈ Neps(pj), if pi or pj were noise points before the merge phase and
it occurred an update on Neps(pi) and Neps(pj), pi or pj could not be
more a noise point, but border point or core point. That is checked on
the procedure updateNoisePoints().

Our merge phase is efficient, because it does not consider replicated data as
our related work. Next, we prove that our strategy merges clusters candidates
correctly.

4.2 Validation of Merge Candidates

Theorem 1. Let C1 be a cluster of a partition S1, C2 be a cluster of a partition
S2, and S1 ∩ S2 = ∅. Clusters C1 and C2 should merge if there are two points
p1 ∈ C1 and p2 ∈ C2 that satisfy the following properties:

– Distance(p1, p2) ≤ eps;
– Neps(p1) ≥ minPoints in S1 ∪ S2;
– Neps(p2) ≥ minPoints in S1 ∪ S2;

Proof. First, we can conclude that there are at least two points p1 ∈ C1 and
p2 ∈ C2 such that the distance between them is less than or equal to eps,
otherwise it would be impossible for any points from C1 and C2 to be placed in
the same cluster in the centralized execution of DBSCAN because they would
never be Density-Reachable (DR). Moreover, such condition is necessary to allow
the merge between two clusters. Still considering the points p1 and p2, we have
the following possibilities:

1. p1 and p2 are core points in C1 and C2 respectively;
2. p1 is core point in C1 and p2 is border point in C2;
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Algorithm 5. CanMerge.

Input: Clusters Ci, Cj candidates to merge
1 begin
2 for pi ∈ Ci do
3 for pj ∈ Cj do
4 if ((pi ∈ Neps(pj)) then
5 setAdjacent(pi, pj)

6 for pi ∈ Ci do
7 if (Card(Neps(pi)) ≥ minPoints) then
8 pi.isCore ← true

9 for pj ∈ Cj do
10 if (Card(Neps(pj)) ≥ minPoints) then
11 pj .isCore ← true

12 for pi ∈ Ci do
13 for pj ∈ Cj do
14 if (Adj(pi, pj) ∧ pi.isCore ∧ pj .isCore) then
15 merge ← true

16 updateNoisePoints();

17 if (merge) then
18 for pj ∈ Cj do
19 pj .cluster ← i

20 return merge

3. p1 is border point in C1 and p2 is core point in C2;
4. p1 and p2 are border points in C1 and C2 respectively;

Analyzing the first case, where p1 is a core point, by definition
Card(Neps(p1)) ≥ minPoints. Considering the partitions S1 ∪ S2, we observe
that p2 ∈ Neps(p1). When being visited during the execution of DBSCAN, the
point p1 would reach point p2 directly by density. As p2 is also a core point,
all others points from C2 could be density reachable from p1. Thus, the points
from clusters C1 and C2 would be in the same cluster. Similarly, we can state
the same for point p2, as it could reach by density all points from C1 through
point p1. In this case, C1 and C2 will be merged.

The analysis is analogous in the second case, where only p1 is a core point.
Thus, when visiting p1 its neighbors, particularly p2, will be expanded. Consid-
ering the space S1 ∪S2, suppose that Neps(p2) < minPoints. So, the point p2 is
not expanded when visited and point p1 will not reach the core point belonging
to cluster C2, that is a p2 neighbor. In this case, C1 and C2 will not be merged.

Similarly one can analyze the third case and reach the same conclusion of
the second case.
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For the fourth and last case, consider that none of the two points p1 and p2
have more than or equal to minPoints neighbors, i.e., Neps(p1) < minPoints
and Neps(p2) < minPoints in S1 ∪ S2. When visited, neither will be expanded,
because they will be considered border points. In the case that only one of
them has more than minPoints neighbors in S1 ∪ S2 (the previous case), we
could see that such condition is not enough to merge the clusters. Therefore, the
only case in which such clusters will merge is when Neps(p1) ≥ minPoints and
Neps(p2) ≥ minPoints in S1 ∪S2 or in the first case (p1 and p2 are core points).

5 Incremental Version DBSCAN

Due to the high rate of updates in some data sets, the results of a data mining
algorithm execution may change very often, and so the analisys. Also, when it
comes to large volumes of data, it is infeasible to rerun the algorithm at every
data set update.

Incremental data mining means applying data mining algorithms on incre-
mental database, i.e., that changes with time. The goal of incremental data min-
ing algorithms is to minimize the scanning and calculation effort for updated
records [13].

Typically, updates are applied on the data set periodically. Thus, the clusters
computed by the clustering algorithm have to be updated as well. Due to the
very large size of the databases, it is highly desirable to perform these updates
incrementally [11]. The paper [11] examines which part of an existing clustering
is affected by an update of the database in a centralized way.

On this chapter we present how the algorithms for incremental updates of a
clustering can be applied after insertions and deletions based on our distributed
DBSCAN.

5.1 Insertions

Consider that we have the clusters derived from the original data set using our
DBSCAN algorithm. Let C be the clustering using DBSCAN, such that C =
{S0, ..., Sm, Out} where Out is called the set of outliers and ∀i, i ∈ {0, ...,m} , Si

be a DBSCAN cluster.
For each new point inserted on the data set, a geometric object is stored

on the database. We can imagine that each new point is a cluster S′
i, so

C ′ = {S′
0, ..., S

′
n}. We should compare the elements of C and C ′ in order to

find possible merges between them, or if the new points just create new clusters
and some outliers. Thus, we can apply the Computing candidate clusters and
Merging clusters phases described on the Sect. 4.1 to find the merges between
C and C ′ or to find the new clusters. For S′

j ∈ C ′ that do not merge with any
cluster or create a new cluster, S′

j becomes an outlier on the whole data set.
Note that for incremental DBSCAN we just reuse only two phases of our pro-

posed distributed and parallel DBSCAN. It is cheaper than executing DBSCAN
from scratch for the updated data set.
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5.2 Deletions

As well as insertions of new entries on the data set might happen, the deletion of
old entries is also possible. Considering this, one can easily see that the deletion
of some particular points or even of a subset of the data set might change the
clustering result. For example, a core point might become a border point or
a noise point and break a cluster into two. Similar cases are considered and
presented on [11], where the authors proved the correctness of their strategy.
When it comes to a distributed version of DBSCAN, the deletion of entries in
the data set is a special case due to the phisycal distribution of the data across
a computer cluster.

Considering a previous clustering processing, for each point in the data set,
whether it belongs to a cluster or it is an outlier. As stated in [11], a point
removal affects only a part of the data set, that belongs to the same cluster
of the point to be removed. Thus, in a distributed scenario, each cluster would
be assigned to a specific machine, and if the point to be removed belongs to a
cluster Si, the processing needs to be done only on the machine that contains
this cluster. Such strategy allows multiple parallel point removals from multiple
clusters with no interference between them. Furthermore, the processing on the
machine is similar to the one proposed originally on [11], but with the benefits
of executing it at the same time for several clusters.

6 Experimental Evaluation

The experimental evaluation was performed in a private cloud environment at
the Federal University of Ceara. In total, 11 virtual machines running Ubuntu
12.04, each with 8GB of RAM and 4 CPU units, were deployed for this purpose.
The Hadoop version used on each machine was 1.1.2 and the environment vari-
ables were set according to the Table 1. Each scenario was carried out 5 times
and reported the average, maximum and minimum observed values of execution
time.

The data sets used in the experiments were related to avenues from Fort-
aleza city in Brazil and the collected points were retrieved from a website that
obtains the data from traffic radar. Each entry contains the avenue’s name, the
geographic position of vehicles (latitude and longitude), as well as its speed at
a specific moment of time. In the context of the problem, what our approach
identifies groups with high density of points from the data set that have low
speeds. The results can be used to detect traffic jam areas in Fortaleza city.

The first test varied the eps value and kept the same amount of points in each
street, i.e., of the original data set that corresponds to 246142 points. The eps
values used were 100, 150, 200, 250, 300 and 350, while keeping the value of 50
to minPoints. As it was expected, the Fig. 2 shows that with the increase of eps,
the processing time has also increased, because more points in the neighborhood
of a core point could be expanded.

The Fig. 3 illustrates the variation of the number of points from the input
data set related to the processing time. The number of points used was 246142,
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Fig. 2. eps variation.

Fig. 3. Data set size variation.

Table 1. Hadoop configuration variables used in the experiments.

Variable name Value

hadoop.tmp.dir /tmp/hadoop

fs.default.name hdfs://master:54310

mapred.job.tracker master:54311

mapreduce.task.timeout 36000000

mapred.child.java.opts -Xmx8192m

mapred.reduce.tasks 11

dfs.replication 5

324778, 431698 and 510952 points. As expected, when the number of points
processed by DBSCAN is increased, the processing time also increases, showing
that our solution is scalable.

The Table 2 presents a comparison of our approach execution time and cen-
tralized DBSCAN execution time. We varied the number of points that was
246142, 324778, 431698 and 510952 points for eps= 100 and minPoints= 50.
In all cases, our approach found the same clusters that centralized DBSCAN on
the data set, but spent less time to process as we expected.

The Figs. 4 and 5 show a comparison between our approach and DBSCANMR
[2] that has the partitioning phase centralized, different of our approach. On the
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Table 2. Comparing the execution time of our approach and centralized DBSCAN for
eps=100 and minPoints= 50.

Data set Our Approach [ms] Centralized [ms]

246142 197263 1150187.6

324778 254447 2002369

431698 330431 3530966.6

510952 409154 4965999.6

Fig. 4. Varing the data set size and comparing our approach with DBSCANMR.

Fig. 5. Varing eps and comparing our approach with DBSCANMR.

both experiments, our solution spent less processing time than DBSCANMR,
because DBSCANMR spends great cost to build the grid during the centralized
partitioning phase.

Moreover, DBSCANMR strategy is sensitive to two input parameters that
are the number of points that could be processed on memory and a percent-
age of points in each partition. For these two parameters, the paper does not
present how they could be calculated and what are the best values. We did the
experiments using the first one equals to 200000 and the second as 0,49.

We did not compare our approach with the other related work [6]. However,
we believe that our approach presents better results than [6], because our merge
strategy does not need data replication, that can affect the clustering efficiency for
a large data set.

The Fig. 6 presents the points plotted for 246142 points of data set. Note
that each color represents an avenue of Fortaleza. On the Fig. 7, we can see
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Fig. 6. The data set with 246142 points plotted.

Fig. 7. Clusters found after run our approach for 246142 points (eps=100 and min-
Points= 50).

the clusters found by our approach using eps= 100 and minPoints= 50. Each
cluster found is represented by a different color on the Fig. 7. Note that the
merge occurred where there are more than one avenue that crosses each other
as we expected.

7 Conclusions

Clustering is a major data mining technique that groups a set of objects in such
a way that objects in the same group are more similar to each other than to
those in other groups. Among many types of clustering, density-based clustering
algorithms are more efficient in detecting clusters with varied density and dif-
ferent shapes. One of the most important density-based clustering algorithms is
the DBSCAN.

In this chapter we present a distributed DBSCAN algorithm using MapRe-
duce to identify congested areas within a city using a large traffic data set. We
also discuss an incremental version for DBSCAN using our distributed DBSCAN.
This incremental version is cheaper than running the distributed DBSCAN from
scratch.

Our approach is more efficient than DBSCAN-MR as confirmed by our exper-
iments, while varying the data set size and the eps value. We also compare our
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approach to a centralized version of DBSCAN algorithm. Our approach found
the same clusters as the centralized DBSCAN algorithm, moreover our approach
spent less time to process, as expected.
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Abstract. The “food safety” issue has concerned governments from
several countries. The accurate monitoring of agriculture have become
important specially due to climate change impacts. In this context, the
development of new technologies for monitoring are crucial. Finding pre-
viously unknown patterns that frequently occur on time series, known as
motifs, is a core task to mine the collected data. In this work we present
a method that allows a fast and accurate time series motif discovery.
From the experiments we can see that our approach is able to efficiently
find motifs even when the size of the time series goes longer. We also
evaluated our method using real data time series extracted from remote
sensing images regarding sugarcane crops. Our proposed method was
able to find relevant patterns, as sugarcane cycles and other land covers
inside the same area, which are really useful for data analysis.

Keywords: Time series · Frequent motif · Remote sensing image

1 Introduction

One of the issues being pursued by the database researchers is how to take
advantage of the large volume of data daily generated by the plethora of sen-
sors placed in many environments and systems. The information gathered by
the sensors are usually stored in time series databases, being a rich source for
decision making for the owners of such data. One of the main tasks when mining
time series is to find the motifs present therein, that is, to find patterns that
frequently occurs in time series. That is, the motifs provide key information to
mine association rules aimed at spotting patterns indicating that some events
frequently lead to others.

Existing applications involving time series, such as stock market analysis,
are not yet able to record all the factors that govern the data stored in the time
series, such as political and technological factors. On the contrary, climate vari-
ations nowadays have most of its governing factors being recorded, using sensing
c© Springer International Publishing Switzerland 2015
J. Cordeiro et al. (Eds.): ICEIS 2014, LNBIP 227, pp. 91–107, 2015.
DOI: 10.1007/978-3-319-22348-3 6
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equipments such as satellites and ground-based weather stations. However, the
diversity of data available makes it hard to discover complex patterns that can
support more robust analyzes. In this scenario, finding motifs has an even greater
importance.

An example of time series, is the one extracted from remote sensing imagery
containing Normalized Dierence Vegetation Index (NDVI) measurements. The
NDVI time series present the vegetative strength of the plantation [14]. To follow
the development of a crop is strategic for agribusiness practices in Brazil, since
agriculture is the country’s main asset. The accurate monitoring of agriculture in
the whole world have become more and more important specially due to climate
change impacts. The “food safety” issue has concerned governments from several
countries and the development of new technologies for monitoring, as well as the
proposition of mitigation and adaptation measures, are crucial. In this sense,
remote sensing can be an important tool to improve the fast detection of changes
in the land cover besides to aid at monitoring the crop cycle.

Since the volume of time series databases as well as the length of the series is
growing at a very fast pace, it is mandatory to develop algorithms and methods
that can deal with time series in the scenario of big data. In this paper we
present the TrieMotif, a new method to extract motifs from time series and a
new algorithm to index them in a trie data structure that performs well over
large time series, which is up to 3 times faster than the state-of-the-art method.
We evaluated TrieMotif over both synthetic and real data time series, obtaining
very promising results.

This paper is organized as follows. Section 2 summarizes the main concepts
used as basis to develop our work. Section 3 describes the TrieMotif algorithm
and Sect. 4 discusses its evaluation. Section 5 shows the TrieMotif performance
on real data obtained from remote sensing images. Section 6 concludes this paper.

2 Background and Related Works

A time series motif is a pattern that occur frequently. They were first defined in
[11] and a generalized definition was given in [2]. In this section we recall these
definitions and notations, as they will be used in this paper. First we begin with
a definition of time series:

Definition 1. Time Series: A time series T = t1, . . . , tm is an ordered set of m
real-valued variables.

Since we want to find patterns that frequently occur along a time series, we will
not work with the whole time series, we are aiming only at parts of a time series,
which are called subsequences and are defined as follows.

Definition 2. Subsequence: Given a time series T of length m, a subsequence
Sp of T is a sampling of length n < m of contiguous positions from T beginning
at position p, that is, Sp = tp, . . . , tp+n−1 for 1 ≤ p ≤ m − n + 1.
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Fig. 1. The best matches of a subsequence Sq are probably the trivial matches that
occur right before or after Sq.

In order to find frequent patterns, we need to define a matching between patterns.

Definition 3. Match: Given a distance function D(Sp, Sq) between two sub-
sequences, a positive real number R (range) and a time series T containing a
subsequence Sp and a subsequence Sq, if D(Sp, Sq) ≤ R then Sq is called a
matching subsequence of Sp.

On subsequences of the same time series, the best matches are probably subse-
quences that are slightly shifted. Matching between two overlapped subsequences
is called a trivial match. Figure 1 illustrates the idea of a trivial match. The triv-
ial match is defined as follows:

Definition 4. Trivial Match: Given a time series T , containing a subsequence
Sp and a matching subsequence Sq, we say that Sq is a trivial match to Sp either
if p = q or if there is no subsequence Sq′ beginning at q′ such that D(Sp, Sq′) > R,
and either q < q′ < p or p < q′ < q. That is, if two subsequences overlaps, there
must exist a subsequence between them that is not a match.

These definitions allow defining the problem of finding Frequent K-Motif. First,
all subsequences are extracted using a sliding window. Then, since we are inter-
ested in patterns, each subsequence is z-normalized to have zero mean and one
standard deviation [6]. The K-Motif is defined as follows.

Definition 5. Frequent K-Motifs: Given a time series T , a subsequence of
length n and a range R, the most significant motif in T (1-Motif ) is the subse-
quence F {1} that has the highest count of non-trivial matches. The Kth most sig-
nificant motif in T (K-Motif ) is the subsequence F {K} that has the highest count
of non-trivial matches, and satisfies D(F {K}, F {i}) > 2R, for all 1 ≤ i < K.

The Nearest Neighbor motif was defined by Yankov et al. [17], and it represents
the closest pair of subsequences. In our proposed work, we focus on the Fre-
quent K-Motif problem and we will be referring to them as K-Motif. Since the
K-Motifs are unknown patterns, a brute-force approach would compare every
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Fig. 2. A time series subsequence of size n = 128 is reduced to a PAA representation
of size w = 8 and then is mapped to a string of a = 3 symbols aabbcccb.

subsequence with each other. It has quadratic computational cost on the time
series size, since it requires O(m2) distance function evaluations.

An approach to reduce the complexity of this problem employs dimension-
ality reduction and discretization of the time series [11]. The SAX (Symbolic
Aggregate approXimation) technique allows time series of size n to be repre-
sented by strings of arbitrary size w (w < l) [10]. For a given time series, SAX
consists of the following steps. Firstly, the time series is z-normalized, so that the
data follow normal distribution [4]. Next, the normalized time series is converted
into the Piecewise Aggregate Approximation (PAA) representation, decreasing
the time series dimensionality [5]. The time series is then replaced with w values
corresponding to the average of the respective segment. Thus, in the PAA repre-
sentation, the time series is divided into w continuous segments of equal length.
Finally, the PAA representation is discretized into a string with an alphabet of
size a > 2. Figure 2 shows an example of a time series subsequence of size n = 128
discretized using SAX with w = 8 and a = 3. It is also possible to compare two
SAX time series using the MINDIST function. The MINDIST lower bounds the
Euclidean distance [12], warranting no false dismissals [3].

Chiu et al. proposed a fast algorithm based on Random Projection [2]. Each
time series subsequence is discretized using SAX. The discretized subsequences
are mapped into a matrix, where each row points back to the original position of
the subsequence on the time series. Then, the algorithm uses the random projec-
tion to compute a collision matrix, which counts the frequency of subsequence
pairs. Through the collision matrix, the subsequences are checked on the origi-
nal domain seeking for motifs. Although fast, the collision matrix is quadratic
on the time series length, requiring a large amount of memory. Also using the
SAX discretization, Li and Lin [8,9] proposed a variable length motif discovery
based on grammar induction. Catalano et al. [1] proposed a method that works
on the original domain of the data. The motifs are discovered in linear time and
constant memory costs using random sampling. However, this approach can lead
to poor performance for long time series with infrequent motifs [13].
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Several works proposed to solve the motif discovery problem taking advantage
of tree data structures. Udechukwu et al. proposed an algorithm that uses a suffix
tree to find the Frequent Motif [15]. The time series are discretized considering
the slopes between two consecutive measures. The symbols are chosen according
to the angle between the line joining the two points and the time axis. Although
this algorithm do not require to set the length of the motif, the algorithm is
affected by noise. A suffix tree was also used to find motifs in multivariate time
series [16]. Keogh et al. solved a problem similar to the motif discovery using a
trie structure to find the most unusual subsequence in a time series [7].

The TrieMotif algorithm is up to 3 times faster and requires up to 10 times
less memory than the current state of the art, the Random Projection approach,
because TrieMotif selects only the candidates that are most probably a match
to a motif. Using this approach, TrieMotif reduces the number of unnecessary
distance calculations.

3 The TrieMotif Algorithm

In this section we present the TrieMotif algorithm. Since a motif is an unknown
pattern, one of the problem of finding them is the need to compare every sub-
sequence with every other. On this context, we intend to reduce the number of
subsequence comparisons by discarding subsequences that are discrepant from
each other. Let Sq be a possible motif, matching subsequences might have values
similar to Sq and therefore they might be on a region near Sq, as shown in Fig. 3.
The TrieMotif algorithm defines this area by setting an upper and a lower limit
to Sq, this way, we only compare possible matching subsequences. The TrieMotif
algorithm consists of three stages:

– First, all subsequences are extracted from the time series and converted into
a symbolic representation;

– The subsequences are indexed using a Trie and a list of possible non trivial
matches (candidates) are generated for each subsequence using the Trie index;

– The distances between the motif candidates on the original time series are
calculated.

On the first stage, all subsequences Si of size n are extracted using a slid-
ing window and are z-normalized. These subsequences pass through a dimen-
sionality reduction process to reduce the computational cost on the next stage.
A subsequence of size n can be represented as a sequence of size w, via the PAA
algorithm. On the next step of this stage, subsequences are converted into a
symbolic representation. This representation is obtained by dividing the inter-
val of the subsequence values into a equal size bins, where each bin receives
a symbol. Each value in the subsequence is converted into the symbol of the
corresponding bin. Figure 4 shows an example that converts a subsequence S of
size m = 128 and values between [−2.83, 1.36] into a string of size w = 8 using
an alphabet a of 3 symbols. Initially the subsequence passes through a dimen-
sionality reduction via PAA with w = 8. Then, assuming a = 3, three bins are
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Fig. 4. A time series subsequence of
size m = 128 is converted into a string
of a = 3 symbols and size w = 8.

created: a = [−2.83,−1.43), b = [−1.43,−0.03) and c = [−0.03, 1.36]. Notice,
that we kept the zero mean and the standard deviation requirements. Finally,
the symbolic representation of S is Ŝ = abcbcccb.

To find the top K-Motifs, the brute force algorithm calculates the distance
of each subsequence Sq to every other subsequence. Our proposal reduces the
number of distance calculations by selecting only candidates Si that may be
a match – the trivial matches are discarded on the next stage. To select the
candidates we index all subsequences (already represented as a string) in a trie.
For example, consider the subsequences S1, S2, S3 and S4, w = 4 and a = 4,
as shown in Fig. 5. After processed in the first stage, they become Ŝ1 = aabd,
Ŝ2 = babd, Ŝ3 = abda and Ŝ4 = dcca respectively. Figure 6(a) shows how the trie
is built.
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(a) Original time series.
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Fig. 5. Symbolic conversion process of the subsequences S1, S2, S3 and S4 to the strings
Ŝ1 = aabd, Ŝ2 = babd, Ŝ3 = abda and Ŝ4 = dcca.

An exact search on the trie would return candidates faster, but some can-
didates Si that are a match could be discarded. If we search for candidates of
Ŝ1, although Ŝ2 is probably a match, it would not be selected. To solve this
problem, we modified the exact search on the trie to a range-like search. On the
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exact search, when the algorithm is processing the jth element of Ŝq (Ŝq[j]),
it only visits the path of the trie where Nodesymbol = Ŝq[j]. In our proposed
approach, we associate numerical values to the symbols. For example, A is equal
to 1, B is equal to 2, and so on. Therefore, we can take advantage of closer
values to compute the similarity when comparing the symbols. On our modified
search, the algorithm also visits paths where |Ŝq[j] − Nodesymbol| ≤ δ. That is,
if Ŝq[j] = b and δ = 1, then the algorithm visits the paths of a, b and c (one
up or one down). As backtracking all possible paths might be computationally
expensive, we exploit pruning of unwanted paths by indexing the elements of
the strings in a non-sequential order. This approach is interesting, because time
series measures over a short period tend to have similar values. For example,
if in a given time there is a b symbol, probably the next symbol might be a, b
or c (even in large alphabets). Taking that into account, we interleave elements
from the beginning and the end of the string, i.e., the first symbol, then the last
symbol, then the second and so on.

Figure 6(a) shows how the modified search behave when searching for candi-
dates to Ŝ1. On the first level, Ŝ1[1] = A and the algorithm will visit the paths
of the symbols a and b. On the next level, Ŝ1[4] = D and it will visit the paths
of c and d. This process is repeated until it reaches a leaf node. In this example,
it will return the candidates Ŝ1 and Ŝ2, but Ŝ3 and Ŝ4 will not be checked. Fig-
ures 6(a) and 6(b) also show that changing the order of the elements can reduce
the backtracking. If the subsequences were indexed using the sequential order,
our modified search would also visit the path of Ŝ3 for at least one more level
(marked in blue), while changing the order, this path is never visited.

(a) Non-sequential order indexing. (b) Sequential order indexing.

Fig. 6. By selecting candidates using our modified search, the algorithm backtracks
only on nodes of the strings Ŝ1 and Ŝ2 paths. Creating the trie index using normal
order increases the backtracking, since the algorithm visits part of the string Ŝ3 path
(Color figure online).

On the last stage, after obtaining a list of candidates for each Sq, we calculate
the distance between Sq and Si on the original time series domain, discarding
trivial matches of Sq. We also make sure that the K-Motifs satisfy Definition 5.

Algorithm 1 shows how to use the TrieMotif algorithm to locate the top K-
Motifs. First, all subsequences Si are converted into a symbolic representation Ŝi

and every Ŝi is indexed into a trie index. Through the Trie index, we can reduce
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the number of non-trivial match calculations by generating a set C of the possible
candidates for every Ŝi. Then, we check on the original time series domain if the
subsequences Cj in C satisfies D(Si, Cj) ≤ R and it is not a trivial match. Since
it is not possible to know the top K most frequent motifs before computing every
subsequence, we store the motif on a list (ListOfMotif). As the last step of the
algorithm, it is needed to check if the top K-Motifs satisfies Definition 5. To
do so, we sort ListOfMotif by the decreasing number of non-trivial matches.
Thus, the most frequent motifs appear at the list head. Thereafter we iterate
through the sorted ListOfMotif and whenever F {i} satisfies Definition 5, we
insert F {i} in the result set TopKMotif , otherwise F {i} is discarded.

To improve the efficiency of the method, we also calculate every distance
using the “early abandonment” approach. Note that, although we presented a
method to symbolic represent time series subsequences, it is possible to use others
symbolic representations, such as the SAX algorithm. In those cases, provided
that the distance function is the Euclidean one, it is possible to take advantage
of the low complexity of the MINDIST and discard calculations on the original
time series whenever MINDIST (Ŝq, Ŝi) > R, since the MINDIST is a lower
bound to the Euclidean distance.

4 Synthetic Data Analysis

To validate our method, we performed tests on a synthetic time series generated
by random walk of size m = 1, 000. We also embedded a motif of size 100 in
four different positions of the time series. Figure 7(a) shows the planted motif
and its variants. The motifs were planted on positions 32, 287, 568 and 875, as
shown in Fig. 7(b). We ran the TrieMotif using the bin discretization method
with n = 100, R = 2.5, w = 16, a = 4 and δ = 1. As expected, the TrieMotif
was able to successfully find the motif on the planted positions.

Knowing that our method is able to find motifs, we made a series of exper-
iments varying the length of the time series to evaluate the method efficiency.
We compared our method with the brute force algorithm and with a Random
Projection method, since it used extensively and is the basis of others algorithms
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Fig. 7. Planted motifs into a longer dataset for evaluation tests.
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Algorithm 1. K-TrieMotif Algorithm.

Input: T , n, R, w, a, δ, K
Output: List of the top K-Motif

1: ListOfMotif ← ∅
2: for all Subsequence Si with size n of T do
3: Ŝi ← ConvertIntoSymbol(Si, w, a)
4: Insert Ŝi in the Trie index
5: end for
6: for all Subsequence Ŝi of T do
7: C ← GetCandidatesFromTrie(Ŝi, δ)
8: MotifS ← ∅
9: for all Cj ∈ C do

10: if NonTrivialMatch(Si, Cj , R) then
11: Add Cj to MotifS
12: end if
13: end for
14: Insert MotifS in the ListOfMotif
15: end for
16: Sort ListOfMotif by size in decreasing order
17: TopKMotifs ← ∅
18: k ← 0
19: for all (F {i} ∈ ListOfMotif) and (k < K) do
20: if (Distance(F {i}, F {l}) ≤ 2R), ∀F {l} ∈ TopKMotif then
21: Discard F {i}

22: else
23: Insert F {i} in TopKMotif
24: k++
25: end if
26: end for
27: return TopKMotif

in the literature. We searched for motifs of size n = 100 and used the Euclidean
distance. For both Random Projection and TrieMotif we used the same parame-
ters for the discretization, a = 4 and w = 16. We ran the Random Projection
with 100 iterations. For the TrieMotif, we used both bin and SAX representa-
tions with δ = 1. We varied the time series length from 1, 000 to 100, 000. Each
set of parameters were tested using 5 different seeds for the random walk. All
tests were performed 5 times, totalizing 25 executions. The wall clock time and
memory usage measurements were taken from these 25 runs of the algorithm.
The presented values correspond to the average of the 25 executions. As it is
too time consuming, the brute-force algorithm was not executed for time series
with lengths above 40, 000. The experiments were performed in an HP server
with 2 Intel Xeon 5600 quad-core processors with 96 GB of main memory, under
CentOS Linux 6.2. All methods (TrieMotif, Random Projection and Brute-force)
were implemented using the C++ programming language. The time spent com-
parison is shown in Fig. 8(a) and the memory usage is shown on Fig. 8(b).
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Fig. 8. Comparison of the TrieMotif with brute force and random projection.
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Fig. 9. Comparison of the number of visited nodes on the trie index using sequential
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As expected, both Random Projection and TrieMotif performed better than
the brute-force approach. For time series of length below 10, 000, both Random
Projection and the TrieMotif had similar performance. However, as the time
series length grows, the TrieMotif presented a increasingly better performance.
This result is due to the fact that TrieMotif selects only the candidates that
are probable matches for a motif, reducing the number of unnecessary distance
calculations. TrieMotif also presents better performance using SAX because the
interval of values is different for each symbol. The symbols corresponding to val-
ues near 0 are smaller and therefore, less candidates are selected. The TrieMotif
also consumes less memory than the Random Projection, since the Random
Projection algorithm needs at least m2 memory for the collision matrix. From
Fig. 8(b), we can see that the memory requirements of our method is significantly
less demanding than Random Projection, requiring 10 times less memory than
the state of the art (the Random Projection approach).

We also checked the differences between indexing the subsequences in sequen-
tial and non-sequential order. For this test we counted the number of nodes vis-
ited for each query on the trie index varying the query size. We executed the
queries for every subsequence of the random walk time series. The presented
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values correspond to the average these executions. Figure 9 shows that the
TrieMotif algorithm visited less nodes when using non-sequential order indexing.

5 Real Data Analysis

We also performed experiments using data from real applications. For this eval-
uation, we extracted time series from remote sensing images with two different
spatial resolution. The spatial resolution of a remote sensing image specifies
the size of the area that the pixel represents on the earth surface. On the first
experiment, we extracted data from AVHRR/NOAA1 images, a low spatial res-
olution image with a spatial resolution of 1 kilometer, i.e., each pixel represents
an area of 1km x 1km on the ground. The AVHRR/NOAA images correspond to
monthly measures of the Normalized Difference Vegetation Index (NDVI), which
indicates the soil vegetative vigor represented in the pixels of the images and is
strongly correlated with biomass. We used images of the São Paulo state, Brazil
(Fig. 10), corresponding to the period between April 2001 and March 2010. From
these images, we extracted 174,034 time series of size 108. Each time series corre-
sponds to a geographical point in São Paulo state, excluding the coastal region.

Fig. 10. State of São Paulo, Brazil.

In order to find the motifs in the time series database, we submitted all the
time series to the TrieMotif algorithm, generating a single index. The São Paulo
state is one of the greatest producers of sugarcane in Brazil. In this work, we

1 Advanced Very High Resolution Radiometer/National Oceanic and Atmospheric
Administration.
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Fig. 11. Top 4-Motif for the São Paulo state area.

consider a complete sugarcane cycle of approximately one year, each starting
in April and ending in March. We looked for the top 4-Motifs of size n = 12
(annual measures). We ran the TrieMotif algorithm using bin discretization with
R = 1.5, w = 4, a = 4 and δ = 1. The experiments were performed using the
same computational infrastructure of the synthetic data.

Fig. 12. The São Paulo state was divided into 5 regions of interest. Region 1 (purple)
corresponds to water/cities, Region 2 and 3 (blue and green respectively) to a mixture of
crops and grassland, Region 4 (yellow) is sugarcane crop and Region 5 (red) corresponds
to forest. The black lines represent the political counties of the state. The south of the
state is a forest nature federal reserve (Color figure online).

Figure 11 shows the top 4-Motifs for the São Paulo state. The plots are not
z-normalized due to the experts restrictions for analyzing them. As expected,
the two most frequent patterns (Figs. 11(a) and 11(b)) have a behavior similar
to a sugarcane cycle, with high values of NDVI on April and low values on
October. This behavior is due to the fact that sugarcane harvesting begins in
April, when the NDVI slowly starts to decrease. On October, the harvest finishes
and the soil remains exposed, when the NDVI has the lowest value. From October
to March, the sugarcane grows and the NDVI increases again. This pattern
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Region Color # of Series Represents

1 Purple 2,804 Water and Cities
2 Blue 55,815 Grassland and

Perennial Crops3 Green 50,785
4 Yellow 48,301 Sugarcane crops
5 Red 16,329 Forest

Fig. 13. Number of time series in each region of interest.

was found on almost every area of the São Paulo state and according to the
experts was not a coherent result. To overcome this problem, we divided the
São Paulo state into 5 regions of interest as shown in Fig. 12. The regions were
obtained through a clustering algorithm and the results were analyzed by experts
in the agrometeorology and remote sensing fields. According to the experts, the
region 1 found by the algorithm corresponds to water and urban areas, regions
2 and 3 correspond to a mixture of crops (excluding sugarcane) and grassland,
region 4 corresponds to sugarcane crops and region 5 to forest. Figure 13 shows a
summary of each region of interest and the number of time series in each region.
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Fig. 14. Top 4-Motif for region of interest 1.
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Fig. 15. Top 4-Motif for region of interest 2.

Figures 14, 15, 16, 17 and 18 show the top 4-Motif for each region of interest.
Once again, the plots are not z-normalized due to the experts restrictions for ana-
lyzing them. The 1-Motif found on region 1 (Fig. 14(a)) has a pattern with low
values and variation, which experts say correspond to urban regions. The other
Motifs found in region 1 (Figs. 14(b), (c) and (d)) have a pattern that corresponds
to water regions. Figures 15 and 16 show patterns with a higher value of NDVI
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Fig. 16. Top 4-Motif for region of interest 3.
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Fig. 17. Top 4-Motif for region of interest 4.
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Fig. 18. Top 4-Motif for region of interest 5.

and with a high variation, which experts attribute to agricultural areas. The top
3-Motifs found on region 4 (see Figs. 17(a), (b) and (c)) is clearly recognized by
agrometeorologists as a sugarcane cycle. Figure 18 shows a pattern with high val-
ues of NDVI and low variations, corresponding to the expected forest behavior,
where the NDVI follows the local temperature variation.

The results obtained by the TrieMotif algorithm on the most prominent
regions confirmed the correctness of the algorithm. However, the most interesting
results correspond to patterns that were not expected by the experts. According
to them, for some regions, the 4-Motifs found do not resemble the previously
known patterns. The 4-Motifs found on both regions 2 and 3 (Figs. 15(d) and
16(d) respectively) indicates the presence of sugarcane and the 4-Motif found on
region 4 (Fig. 17(d)) does not resemble a sugarcane cycle. This result indicates
the need for a further inspection in the areas where these patterns occur.

On the second experiment, we used data extracted from MODIS2 images.
Each pixel in a MODIS image represents an area of 250 m x 250m, thus a higher
spatial resolution. MODIS images correspond to biweekly NDVI measures. We
used images of the São Paulo state, Brazil, corresponding to the period between

2 Moderate-Resolution Imaging Spectroradiometer.
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April 2004 and March 2005. Since MODIS images have a higher spatial resolution
than AVHRR/NOAA images, they allow a better analysis of certain regions. We
focused our analysis only on sugarcane crops regions and we extracted 40,133
time series of size 24. We ran the TrieMotif algorithm using bin discretization
with R = 1.5, w = 4, a = 4 and δ = 1. This time, we looked for the top 8-
Motifs of size n = 24, annual measures for the MODIS images time series. The
experiments were performed using the same computational infrastructure of the
synthetic data.
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Fig. 19. Top 4-Motif for region of interest 1.

The results are shown on Fig. 19. As expected, the most frequent motif was
a sugarcane cycle pattern (Fig. 19(a)) with high values of NDVI on April and
low values on October. This time, the experts were also able to identify regions
with different harvest periods (Figs. 19(b), (d) and (e)). And once again, they
were able to spot regions with unexpected frequent patterns. Figure 19(f) shows
a region where there was a problem with the sugarcane crop on March and
Figs. 19(c), (g) and (h) show regions that might not be sugarcane regions.

6 Conclusions

Finding patterns in time series is highly relevant for applications where both the
antecedent and the consequent events are recorded as time series. This is the
case of climate and agrometeorological data, where it is known that the next
state of the atmosphere depends in large amount of its previous state. Today,
a large network of sensing devices, such as satellites recording both earth and
solar activities, as well as ground-based whether monitoring stations keep track
of climate evolution. However, the large amount of data and their diversity makes
it hard to discover complex patterns able to support more robust analyzes. In
this scenario, is very important to have powerful and fast algorithms to help
analyzing that data.
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In this paper we presented the TrieMotif, a technique that provides, in an
integrated framework, an automated technique to extract frequent patterns in
time series as K-Motifs. It reduces the resolution of the data, speeding up the
sub-sequence comparison operations, indexes them in a trie structure and adopts
heuristics commonly employed by the meteorologists to prune from the similarity
search operations those branches that do not represent interesting answers. In
this way, our technique is able to select only candidate subsequences that have
high probability to match a motif, thus reducing the number of comparisons
performed.

Experiments performed over data from both synthetic and real applications
showed that our technique indeed perform in average 3 times faster them the
state of the art approach (Random Projection), including the best methods pre-
viously available. It also requires less memory, and the experiments revealed that
it requires up to 10 times less memory than the competitor methods. For a qual-
itative analysis, we presented the results to experts in the field (meteorologists),
whom confirmed that the results are indeed correct and useful for their day-to-
day activities to process climate data. For future works, we intend to explore
data from larger regions, as the whole Brazil and South America. We also intend
to explore data from different sensors in order to evaluate improvements that
may be needed on sugarcane crop regions.
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Abstract. Predicting the fix time (i.e. the time needed to eventually
solve a case) is a key task in an issue tracking system, which attracted
the attention of data-mining researchers in recent years. Traditional
approaches only try to forecast the overall fix time of a case when it
is reported, without updating this preliminary estimate as long as the
case evolves. Clearly, the actions performed on a case can help refine
the prediction of its (remaining) fix time, by using Process Mining tech-
niques, but typical issue tracking systems lack task-oriented descriptions
of the resolution process, and store fine-grain records, just registering case
attributes’ updates. Moreover, no general approach has been proposed
in the literature that fully supports the definition of high-quality derived
data, which were yet proven capable to improve prediction accuracy con-
siderably. A new fix-time prediction framework is presented here, along
with an associated system, both based on the combination of two kinds
of capabilities: (i) a series of modular and flexible data-transformation
mechanisms, for producing an enhanced process-oriented log view, and
(ii) several induction techniques, for extracting a prediction model from
such a view. Preliminary results, performed on the logs of two real issue
tracking scenarios, confirm the validity and practical usefulness of our
proposal.

Keywords: Data mining · Prediction · Business process analysis · Bug
tracking

1 Introduction

Issue tracking systems (a.k.a. “trouble/incident ticket” systems) are widely used
in real collaboration environments, in order to manage, maintain and help resolve
various issues arising within an organization or a community.

An important problem in such a context concerns the prediction of the fix
time, i.e. the time needed to solve a case. Several data-mining works [1,9,10]
recently approached this problem in the specific field of bug tracking systems, a
popular sub-class of issue tracking systems, devoted to support the notification
and fixing of bugs affecting some software artifact, within a software develop-
ment/maintenance community.
c© Springer International Publishing Switzerland 2015
J. Cordeiro et al. (Eds.): ICEIS 2014, LNBIP 227, pp. 108–128, 2015.
DOI: 10.1007/978-3-319-22348-3 7
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The approaches proposed so far mainly try to induce discrete (i.e. classification-
oriented) or continuous (i.e. regression-oriented) predictors from historical bug
logs, by resorting to classical propositional prediction methods, and simply regards
each bug case as a tuple, encoding all information available when the bug was ini-
tially reported, and labelled with a discrete or numerical (target) fix-time value.
Therefore, all the data recorded along the life of a bug/issue case (e.g., changes
made to properties like its priority, criticality, status, or assignee) are completely
disregarded, despite they could turn useful for refining, at run-time, the prediction
of (remaining) fix times.

The discovery of predictive (state-aware) process models [4,5,13] is a young
line of research in the field of Process Mining. Unfortunately, the approaches
developed in that field assume that log records be mapped to well-specified
process tasks, which are, instead, hardly defined in real bug/issue systems, where
the logs only store the sequence of changes made to a case’s attributes. In fact,
despite many systems support the design of workflows, these are rarely used in
real applications. Moreover, different repositories tend to exhibit heterogeneous
data schemes, even if developed over the same platform (e.g., Bugzilla).

In this work, we right attempt to overcome the limitations of current solu-
tions by proposing a novel approach to the discovery of (state-aware) fix-time
prediction models, out of low-level bug/issue logs, which can fully exploit all
information stored in the form of both case attributes and attribute modifica-
tion records. In order to reach a suitable abstraction level over case histories, a
modular set of parametric data-transformation methods is defined, which allow
to convert each case into a process trace (with update records abstracted into
high-level activities), and to possibly enrich these traces with derived/aggregated
data. In particular, the analyst is offered the possibility to effectively exploit tex-
tual descriptions, by summarizing them into a lower-dimensional concept space,
with the help of SVD-based techniques. A high-quality process-oriented view of
log data is so obtained, which can be analyzed with predictive process mining
methods, to eventually induce a predictive process model, capable of supporting
fix-time forecasts, at run-time, for future cases. The approach has been imple-
mented into a system, provided with an integrated and extensible set of data-
transformation and predictive learning tools, along with a series of functionalities
for browsing, evaluating and analysing the discovered process models.

The remainder of the paper is organized as follows. After discussing rele-
vant related works in Sect. 2, we introduce some basic concepts and notation in
Sect. 3. Several core event manipulation methods and trace manipulation ones
are presented in Sects. 4 and 5, respectively. Section 6 illustrates the whole app-
roach to the discovery of predictive fix-time models, while Sect. 7 its current
implementation. We finally discuss a series of tests in Sect. 8, and draw a few
concluding remarks in Sect. 9.
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2 Related Work

As mentioned above, previous fix-time prediction works focus on the case of
bug tracking systems, and resort to classical learning methods, conceived for
analyzing propositional data labelled with a discrete or numerical target.

Random-forest classifiers and linear regressors were trained in [9] and in [1],
respectively, in order to predict bug lifetimes, using different bug attributes
as input variables. Different standard classification algorithms were employed
instead in [10] to the same purpose. Decision trees were also exploited in [7], in
order to estimate how promptly a new bug report will receive attention. Stan-
dard linear regression was also used in [8] to predict whether a bug report will
be triaged within a given amount of time.

As mentioned above, none of these approaches explored the possibly of imp-
roving such a preliminary estimate subsequently, as long as a case undergoes
different treatments and modifications. The only (partial) exception is the work
in [10], where some information gathered after the creation of a bug is used
as well, but just for the special case of unconfirmed bugs, and till they were
definitely accepted. Conversely, we want to exploit the rich amount of log data
stored for bug/issue cases (across their entire life), in order to build a history-
aware prediction model, capable of providing accurate run-time forecasts for the
remaining fix time of new (unfinished) cases.

Predicting processing times is the goal of an emerging research stream in
the field of Process Mining, which specifically addresses the induction of state-
aware performance model out of historical log traces. In particular, the discovery
of an annotated finite-state model (AFSM) was proposed in [13], where the
states correspond to abstract representations of log traces, and store processing-
time estimates. This learning approach was combined in [4,5] with a predictive
clustering scheme, where the initial data values of each log trace are used as
descriptive features for the clustering, and its associated processing times as
target features. By reusing existing induction methods, each discovered cluster
is then equipped with a distinct prediction model – precisely, an AFSM in [4],
and classical regression models in [5].

Unfortunately, these Process Mining techniques rely on a process-oriented
representation of system logs, where each event refers to a well-specified task;
conversely, common bug tracking systems just register bug attribute updates,
with no link to resolution tasks. In order to overcome this limitation, we want
to help the analyst extract high-level activities out of bug/issue histories, by
providing her/him with a set of data transformation methods, tailored to fine-
grain attribute-update records, like those stored in typical bug/issue tracking
systems.

The effectiveness of derived data in improving fix-time predictions was pointed
out in [2], where a few summary statistics and derived properties were computed
for certain Bugzilla repositories, in a pre-processing phase. We attempt to gen-
eralize such an approach, by devising an extensible set of data transformation
and data aggregation/abstraction mechanisms, allowing to extract and evaluate
such derived features from a generic bug/issue resolution trace.
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3 Basic Concepts and Notation

We next illustrate the structure and main characteristics of issue/bug resolution
logs, which are the source for extracting a process-oriented fix-time prediction
model.

For the sake of concreteness, let us focus on the structure of bug reposito-
ries developed with Bugzilla (http://www.bugzilla.org), a general-purpose bug-
tracking platform, devoted to support people in various bug-related tasks – e.g.,
keep track of bugs, communicate with colleagues, submit/review patches, and
manage quality assurance (QA). We pinpoint that this choice does not limit
the generality of our approach, since similar strategies take place in most real
bug/issue -tracking applications.

Usually bug/issue resolution tasks are carried out in an unstructured fashion,
without being enforced by a prescriptive process model. Such applications mainly
looks like a repository, where an extensible set of attributes are kept for a case
(concerning the resolution of a bug/issue), and possibly updated along the entire
life of that case.

For example, in the Bugzilla repository of project Eclipse (also used in our
tests), the main attributes associated with each bug b are: the status and
resolution of b; who entered b into the system (reporter); the last solver b was
assigned to (assignee); the component and product affected by b; b’s severity’s
and priority’s levels; a milestone; the list of users to be kept informed on b’s
progress (CC); the lists of other bugs depending on b (dependsOn), and of related
documents (seeAlso).

Some attributes (e.g., reporter) are static, whereas others (e.g., assignee,
status, resolution) may change while a case evolves. In particular, the status
of a bug b may take the following values: unconfirmed (i.e. b was reported by an
external user, and it must be confirmed by a project member), new (i.e. b was
opened/confirmed by a project member), assigned, resolved (i.e. a fix was made
to b, but it needs to be validated), verified (i.e. a QA manager has validated
the fix), reopened (if the last fix was insufficient), and closed. For a resolved bug
b, the resolution field may take one of these values: fixed, duplicate (i.e. b is
a duplicate of another bug), works-for-me (i.e. b has been judged unfounded),
invalid, won’t-fix.

In any Bugzilla repository, the whole history of a bug is stored as a list of
update records, all sharing the same structure, which consists five predefined
fields (in addition to a bug identifier): who (the person who made the update),
when (a timestamp for the record), what (the attribute modified), removed (the
former value of that attribute) and added (the newly assigned value).

Figure 1 reports, as an example, all the update records of a single Ecplise’s bug.

Traces and Associated Data. The contents of a bug/issue tracking repository
can be viewed as a set of traces, each storing the sequence of events recorded
during a case. As explained above, each of these events concerns a modification
to a case attribute, and takes the form of the records in Fig. 1.

http://www.bugzilla.org
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Fig. 1. Activity log for a single Bugzilla’s bug (whose ID is omitted for brevity).
Row groups gather “simultaneous” update records (sharing the same timestamp and
executor).

Let E be the universe of all possible events, and T be the universe of all
possible traces defined over them. For any event e ∈ E, let who(e), when(e),
what(e), removed(e), and added(e) be the executor, the timestamp, the attribute
modified, the former value and new value stored in e, respectively. In the case
of Bugzilla repositories, each of these dimensions just corresponds to a label.
This does not happen, however, in other issue tracking systems, where an event
record can encode a change to multiple attributes, and gather different kinds
of information on the organizational resource involved (e.g., her/his role, team,
department, etc.). In such a case, the representation of log events can be gener-
alized, by letting who(e), when(e), what(e), removed(e), and added(e) take the
form of a tuple (over some suitable attribute space).

For each trace τ ∈ T , let len(τ) be the number of events in τ , τ [i] be the i-th
event of τ , for any i = 1 .. len(τ), and τ(i] ∈ T be the prefix trace gathering the
first i events in τ .

Prefix traces have the same form as fully unfolded ones, but only represent
partial case histories. Indeed, the prefix traces of a case depicts the evolution of
the case across its whole life. For example, the activity log of Fig. 1 (which just
stores the history of one bug) will be represented as a trace τex consisting of 12
events, one for each of the update records (i.e. rows of the table) in the figure;
in particular, for the first event, it is who(τex[1]) = svihovec, what(τex[1]) = CC,
added(τex[1])) = {margolis, svihovec}.

As mentioned above, typical tracking systems store several attributes for each
case (e.g., reporter, priority, etc.), which may take different values during its
life. Let F1, . . . , Fn be all of the attributes defined for a bug. Then, for any (either
partial of completed) trace τ , let data(τ) be a tuple storing the updated values
of these attributes associated with τ (i.e. the values taken by the corresponding
case after the last event of τ), and data(τ)[Fi] be the value taken by Fi (for
i = 1..n).

Finally, a log L is a finite subset of T , while the prefix set of L, denoted by
P(L), is the set of all possible prefix traces that can be extracted from L.
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Fix-time Measurements and Models. Let μ̂F : T → R be an unknown function
assigning a fix-time value to any (sub-)trace. The value of μ̂F is known over
all P(L)’s traces, for any given log L; indeed, for any trace τ and prefix τ(i],
it is μ̂F (τ(i]) = when(τ [len(τ)]) − when(τ [i]). For example, for the trace τex(2]
encoding the first 2 events in Fig. 1, it is μ̂F (τex(2]) = when(τ [12])−when(τ [2]) =
197 days.

A Fix-time Prediction Model (FTPM) is a model for estimating the remaining
fix time of a case, based on its current trace. Learning such a model, which
approximates the unknown function μ̂F , is an induction task, where log L plays
as the training set, and the value μ̂F (τ) of the target measure is known for each
(prefix) trace τ ∈ P(L).

4 Event Manipulation Operators

In the discovery of an FTPM model we want to consider both case histories (i.e.
all sequences of update records) and case properties (e.g., the affected product,
severity level, reporter). To this end, we will regard some of the actions performed
on a case as a clue for the activities of an unknown (bug/issue resolution) process,
in order to eventually exploit Process Mining techniques. In fact, simply defining
such activities as all possible changes to the status of a case would lead to
discarding relevant events, such as the (re-)assignment of the case to a solver,
or the update of key properties (like its severity, criticality, or category). On the
other hand, we do not either want to look at all attribute updates as resolution
tasks, since many of them are hardly linked to fix times, and they may even
produce a noise-like effect on the discovery of fix-time predictors.

4.1 Activity-Oriented Event Abstraction

An event abstraction function α is a function mapping each event e ∈ E to an
abstract representation α(e), which captures relevant facets of the action per-
formed. In current process mining approaches, log events are usually abstracted
into their associated tasks, possibly combined with other properties of them
(e.g., their executors), under the assumption that the events correspond to the
execution of work-items, according to a workflow-oriented view of the process
analyzed.

In our framework, such a function α is intended to turn each issue/bug -
tracking event into a high-level bug/issue-resolution activity, by mapping the
former to a label that captures well its meaning. Since only attribute-update
events are tracked, the analyst is allowed to define this function in terms of their
fields (i.e. who, when, what, added, and removed).

The default instantiation of α, denoted by α and conceived for Bugzilla’s
records, is defined as follows (with + denoting string concatenation):

α(e) =
{

what(e)+ “:=”+added(e), if what(e) ∈ {status, resolution}
“Δ”+what(e), otherwise (1)
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This particular definition of α focuses on what attribute was modified, while
abstracting any other event’s field (namely, who, when, removed, and added); as
an exception, the assigned value is included in the abstract representation when
the update concerns the status or resolution, as such information, character-
izing the state of a bug, can improve fix-time predictions. For example, for the
first two events of trace τex (gathering all the records in Fig. 1), it is α(τex[1]) =
ΔCC, and α(τex[2]) = ΔTargetMilestone, while the activity label of the last
event (τex[12]) is status:=closed.

Different event abstraction functions can be defined by the analyst, in order to
focus on other facets of bug activities, or to change the level of detail, depending
on the specific bug attributes (and associated domains) available in the applica-
tion scenario at hand. For instance, with regard to the scenario of Sect. 3, one may
refine the representation of severity-level changes by defining two distinct activ-
ity labels for them, say ΔSeverity-Eclipse and ΔSeverity-NotEclipse, based
on the presence of substring “eclipse” in the e-mail address of the person who
made the change.

4.2 Macro-Events’ Restructuring

In real bug tracking environments, multiple fields of a case are often modified
in a single access session, and the corresponding activity records are all stored
with the same timestamp, in a rather arbitrary order. For example, in our tests,
we encountered many cases where the closure of the bug (i.e. an event of type
status:=closed) preceded a “contemporaneous” change to the assignee (or a
message dispatch).

Regarding each set of contemporaneous events as one macro-event, the ana-
lyst can define three kinds of data-manipulation rules, in order to rearrange them
based on their fields: (i) a predominance rule, assigning different relevance levels
to simultaneous events (with the ultimate aim of purging off less relevant ones);
(ii) a set of merging rules, indicating when two or more contemporaneous events
(with the same predominance level) must be merged together, and which activity
label must be assigned to the resulting aggregated event; (iii) a set of sort rules,
specifying an ordering relation over (non-purged and non-merged) simultaneous
events.

Any combination of the above kinds of rules will be collectively regarded,
hereinafter, as a macro-event criterion. The default instantiation of this crite-
rion, tailored to Bugzilla’s bugs, is summarized in Table 1, where each event is
given a “predominance” level, only based on what attribute was updated in the
event. Such levels acts as a sort of priority score in the selection of events (the
lower the level, the greater the priority): an event is eventually kept only if there
is no simultaneous event with a lower level than it. In particular, events involv-
ing a change to the status or resolution hide assignee/priority/severity
updates, which, in their turn, hide changes to the milestone or CC.

A merging rule is defined in Table 1 only for 1-level simultaneous events,
which states that, whenever the status and resolution of a bug are modified
contemporarily, the respective events must be merged into a single macro-event,
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which is labelled with the concatenation of their associated activity labels. For
example, this implies that the ninth and tenth events in Fig. 1 will be merged
together, and labelled with the string “state:=resolved + resolution:=fixed”.

Also the default sort rule (shown in the table as an ordering relation <) only
depends on the what field, and states that events involving attribute milestone
must precede those concerning CC, and that priority (resp., severity) updates
must precede severity (resp., assignee) ones. In this way, e.g., the first two
events in Fig. 1 will be switched with one another.

Table 1. Default macro-event criterion: predominance, merging and sort rules over
simultaneous events. No merging rules for levels 2 and 3, and no sort rules for level-1
events are defined.

Predominance levels Merging rules Sort rules

(lev.) (bug attributes) (macro-event activity label) (ordering relation)

1 status, resolution α(〈 , , status, , 〉)+ “+” —

+ α(〈 , , resolution, , 〉)
2 priority, severity,

assignee

— priority<severity<assignee

3 milestone, CC — milestone<CC

Example 1. Let us apply all default log abstraction operators introduced above
(i.e. the event abstraction function in Eq. 1 and the macro-event criterion of
Table 1) to the bug trace τex encoding the events in Fig. 1. For the sake of concise-
ness, we only consider events involving the attributes in Table 1. The resulting
trace τ ′

ex consists of 8 events, which are associated with the following activ-
ity labels, respectively: l1=“Δmilestone”, l2=“ΔCC”, l3= “Δassignee”, l4=
“ΔCC”, l5= “ΔCC”, l6= “Δassignee”, l7= “status:=resolved+resolution:=
fixed”, l8= “status := closed”, where li denotes the activity label of τ ′

ex[i], for
i ∈ {1, . . . , 8}. The respective timestamps (at 1-hour granularity) of these events
are: t1 = t2 =(2012-06-20 10EDT ), t3 =(2012-06-20 22EDT ), t4 =(2012-06-21
11EDT ), t5 =(2012-06-25 05EDT ), t6 =(2012-07-02 10EDT ), t7 =(2012-07-02
15EDT ), t8 =(2013-01-03 11EST ). �

5 Trace Manipulation Operators

By applying the event manipulation operators introduced in the previous section,
each bug history can be turned into a “process trace”, i.e. a sequence of resolution
tasks. In order to profitably apply process-oriented prediction techniques, such
a trace must be converted into some abstract state-oriented form, capturing
somewhat the stage reached by the corresponding bug case along the resolution
process. On the other hand, the accuracy of fix-time prediction can be empowered
by taking advantage of context information stored for each case, in the form of
native or derived trace attributes. These two issues are discussed in details next,
in two separate subsections.
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5.1 State-Oriented Trace Abstraction

For each trace τ , a collection of relevant prefixes (i.e. sub-traces) rp(τ) is selected,
in order to extract an abstract representation for the states traversed by the
associated bug, during its life. Two strategies can be adopted to this end, named
event-oriented and block-oriented. In the former strategy all possible τ ’s prefixes
are considered, i.e. rp(τ) = {τ(i] | i = 1 . . . len(τ)}, whereas in the latter only
prefixes ending with the last event of a “macro-activity” are selected, i.e. rp(τ) =
{ τ(i] | 1 ≤ i ≤ len(τ) and when(τ [j]) > when(τ [i]) ∀j ∈ {i + 1, . . . , len(τ)} }.

Independently of the selection strategy, each trace τ ′ in rp(τ) is turned into
a tuple stateα(τ ′), whose attributes are all the abstract activities produced by a
given event abstraction function α (e.g., that in Eq. 1). The value taken by each
of these activities, say a, is denoted by state(τ ′)α[a] and computed as follows:

stateα(τ ′)[a]= SUM({ δ(τ ′[i]) | α(τ ′[i]) = a for i = 1..len(τ ′)}) (2)

where δ is a function assigning an integer weight to each event, based on its
properties; by default it is (i) δ(e) = |added(e)|, if e is not an aggregation of
multiple simultaneous events (i.e. it corresponds to one raw update record) and
e involves a multivalued attribute (like CC, seeAlso), or (ii) δ(e) = 1 otherwise.

Any prefix trace τ ′ is hence encoded by an integer vector in the space of the
abstract activities extracted by α, where each component accounts for all the
occurrences, in τ ′, of the corresponding activity. Such a vector captures the state
of a bug (at any step of its evolution) through a summarized view of its history.

Example 2. Let us consider the trace τ ′
ex shown in Example 1. The unfolding of

this trace gives rise to 8 distinct prefix sub-traces, denoted by τ ′
ex(1], τ ′

ex(2], . . .,

τ ′
ex(8]. Five abstract activities occur in these traces:

a1=“Δmilestone”,

a2=“ΔCC”,

a3=“Δassignee”,

a4=“status:=resolved+resolution:=fixed”,

a5=“status :=closed”.
As concerns trace abstractions, all components of stateα(τ ′

ex(1]) (i.e. the tuple
encoding the state reached after the first step) are 0 but that associated with a1

and a2, which are stateα(τ ′
ex(1])[a1] = 1, and stateα(τ ′

ex(1])[a2] = 2. If using the
event-oriented strategy, the above traces will generate 8 state tuples:

stateα(τ ′
ex(1])=〈1, 2, 0, 0, 0〉, stateα(τ ′

ex(2])=〈1, 2, 1, 0, 0〉,
stateα(τ ′

ex(3])=〈1, 4, 1, 0, 0〉, stateα(τ ′
ex(4])=〈1, 5, 1, 0, 0〉,

stateα(τ ′
ex(5])=〈1, 5, 2, 0, 0〉, stateα(τ ′

ex(6])=〈1, 5, 2, 1, 0〉,
stateα(τ ′

ex(7])=〈1, 5, 2, 1, 1〉. �

Such a state-oriented representation of a log L will be eventually exploited
to induce a fix-time prediction model (i.e. a FTPM) for L, as explained in the
next section.
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5.2 Insertion of Additional Trace Attributes

In order to possibly improve the accuracy of discovered prediction models, we
want to give the analyst the possibility to inject additional attributes, accounting
for the context where resolution tasks took place.

More specifically, our framework is meant to supports different kinds of oper-
ators for inserting additional data into bug traces, or for transforming a given
(raw or derived) bugs/events attribute, and making it more expressive: (i) indica-
tors’ derivation operators, (ii) attribute enrichment operators, and (iii) attribute
summarization operators.

Indicators’ Derivation. The first kind of operators is essentially meant to com-
pute some statistics over some suitable trace collection. In fact, the insertion of
such additional data was already considered in previous bug analysis works [8,9].
We defined five standard indicator derivation operators, which allow for auto-
matically inserting the following fields into each given trace τ , respectively:
(i) a workload measure indicating the overall number of cases currently opened
in the system globally, and several variants of it, computed over specific groups
of cases (e.g., all bugs regarding the same product version, component or OS as
τ); (ii) an analogous collection of counters for the cases fixed in the past year
(globally, and for the version/component/OS associated with τ); (iii) a “rep-
utation” coefficient, computed for the reporter of τ as in [2]; (iv) the average
fix time for various groups of related cases (e.g., all bugs concerning the same
project or reporter as τ) and closed in the past year; (v) several seasonality
dimensions (such as, week-day, month, and year) derived from the date of the
last event in τ .

Attribute Enrichment. This class of operators is meant to extend the values of an
attribute with correlated information, extracted from the same repository. As a
standard attribute enrichment mechanism, we consider the possibility of replac-
ing users’ identifiers (possibly appearing, e.g., in who fields of bug history records,
or in certain bug attributes) with their respective e-mail addresses — actually,
no further information on people is available in many real bug repositories. To
implement such an operator, a greedy matching procedure was developed, which
founds on comparing any user ID with all the email addresses appearing in var-
ious attributes of the bugs.

Clustering-based Attribute Summarization. These operators aim at reducing the
dimensionality of an attribute by partitioning its domain into classes. In partic-
ular, in order to get an effective level of abstraction over a trace attribute, say F ,
we considered the problem of finding a partition of F ’s domain exhibiting high
correlation with fix-time measurements, based on a given aggregation hierarchy
H over F . Let dom(F ) be the domain of F , and h ∈ N be the height (i.e. the
number of levels) of H. Let also H(i) be the i-th level of H (for i = 0, l . . . , h),
and values(H, i) be the values forming that aggregation level. Each level of H
corresponds to a partition of dom(F ), with a distinguished aggregation degree;
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in particular, level 0 (H’s leaves) just encodes the raw values in dom(F ) without
any aggregation, and level h just consists of one node (H’s root). Such a hierar-
chy may be already available for the attribute (this is the case of email addresses
and software products, which follow an implicit meronomical and taxonomical
scheme, respectively), or it can be computed automatically through clustering
methods. Let CH be a cut of the given hierarchy H, and values(CH) be the
associated nodes, i.e. the set of aggregated F ’s values identified by CH . Any
such a cut can be associated with a loss measure, denoted by Loss(CH), w.r.t.
the target metrics μF , as follows:

Loss(CH) =

∑
τ∈P(L) [μ̂F (τ [len(τ)]) − μ̃F (τ, CH)]2

|P(L)|
where μ̃F (τ, CH) is average performance value over all trace prefixes owning
a value of F that was assigned to the same CH ’s node as τ . An optimal cut
of H is one minimizing this loss measure, among all those satisfying a user-
defined property. A greedy procedure has been implemented in our framework
for computing such a cut, based on a maximal constraint on cut’s size (i.e.
number of nodes in the cut).

Text-oriented Attribute Summarization. In many real application scenarios, bug/
issue handling systems store free-text contents for each case, ranging from notes
to messages. In particular, in the case of Bugzilla’s bug repositories, a summary
field is kept for each bug case, providing a short description of the problem
occurred. Let us assume that the textual contents of any bug τ are stored into
a vector text(τ), encoding a bag-of-word representation for the concatenation of
all τ ’s free-text fields, based on classic vector-space model and TF-IDF weights.
Clearly, such a textual description can hold important information on the nature
and characteristics of a bug, and it can help improve the estimation of its fix
time, as pointed out in [6]. However, as the vocabulary used in such descriptions
may be rather large and sparse, extending the attributes of each trace with a
mere bag-of-word view of its text contents will hardly improve the accuracy of
fix-time predictions; indeed, such an overly detailed representation might even
confuse the learner and lead to overfitting and imprecise models.

In order to face this issue, we introduced a further kind of text-oriented
attribute-summarization operators, meant to grasp a concise high-level repre-
sentation of text contents. The standard implementation of this operator class
relies on computing a low-rank approximation of the term-by-bug matrix, based
on Singular Value Decomposition (SVD) techniques [12]. The mapping of cases
to the underlying concept space (i.e., the U matrix in the U × Σ × V T factor-
ization of the term-by-bug matrix) is used to build a low-dimensional (and more
abstract) representation of text contents. Such summarized “latent-semantics”
vectors will be used to complement the attributes of each trace, so obtaining a
richer description of the corresponding bug/issue case.
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6 FTPM Discovery Algorithm

This section is meant to offer a summarized view of our whole approach to the
discovery of a Fix-time Prediction Model (FTPM), based on a given set of raw
bug records.

The approach is illustrated in Fig. 2 as a meta-algorithm, named FTPM
Discovery, encoding the main steps of our (process-oriented) data-transformation
methodology, and the eventual application of a predictive induction method to the
transformed log.

The algorithm takes as input a bug/issue tracking repository, storing a col-
lection of records (like those at the beginning of Sect. 3), and some parameters
regarding the application of data-manipulation operators. In order to apply the
abstraction operators introduced in Sect. 4, these data are first turned into a set
of traces (i.e. a log).

Based on a given filtering criterion Φ, function filterEvents possibly removes
uninteresting events (e.g., outliers or noisy data), which may confuse the learner.

Function handleMacroEvents allows us to apply a given macro-event crite-
rion Γ (like that described in Table 1) to rearrange each group of simultaneous
log events according to the associated predominance, reordering and/or merging
rules.

Steps 4 and 5 are meant to possibly associate each trace τ with additional
“derived” data, to complement the original contents of data(τ) with context
information.

Fig. 2. Meta-algorithm FTPM Discovery.
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Basically, function deriveTraceAttributes is devoted to insert new trace
attributes, with the help of indicators’ derivation operators and of attribute
enrichment operators like those defined in the previous section.

Conversely, function refineTraceAttributes is meant to transform a num-
ber of (raw or derived) cases’/events’ attributes, and eventually them into more
expressive ones, by way of attribute-summarization operators.

Steps 6–10 are simply meant to extract a set RS of relevant (sub-)traces out of
P(L), based on the chosen event selection strategy S. RS is then used by function
mineFTPM as a training set, in order to eventually induce an FTPM . To this
end, as explained in Sect. 4, each trace τ ∈ RS is converted into a tuple labelled
with the fix-time measurement μF (τ), and encoding both the representation
of τ ’s state (w.r.t. the given event abstraction function α), and its associated
(augmented) data tuple data(τ). More precisely, data(τ) and stateα(τ) are used
as descriptive/input attributes, while regarding the actual remaining-time value
μF (τ ′) as the target of prediction.

At this point, various learning methods (including those mentioned in Sect. 2)
can be used to induce a regression or classification model. Different solutions
for carrying out this task have been implemented in our prototype system, as
described next.

7 The Implemented System

A prototype system was developed to fully implement the approach above, and
support the discovery and analysis of FTPMs. The system allows the analyst
to flexibly and modularly apply all the data-processing operators presented in
this work, in an interactive and iterative way, as well as to define and store (in a
reusable form) new variants of them, according to a template-based paradigm.

The conceptual architecture of the system is shown in Fig. 3. System’s func-
tionalities are organized in three layers, which concern respectively: the storage,
handling and manipulation of log data (Data Management and Processing), the
implementation of core data mining techniques (Data Mining), and the handling
and evaluation the prediction and clustering models found with these techniques
(Models’ Management).

The Log Repository Gateway module supports the importation of historical
data stored in a remote bug/issue tracking repository. Its current implementation
allows for connecting to the web interface of any Bugzilla repository, and con-
verting the histories of selected bugs into bug traces. The imported log, possibly
cleaned according to suitable filtering rules, is stored in the Event Log archive.

The Event Manipulation and Trace Manipulation modules provide various
data-transformation mechanisms (possibly already stored in the form of Event/
Trace Transformation Rules), in order to produce enhanced views of the log,
which are more suitable for fix time prediction. More specifically, the first mod-
ule is responsible for manipulating groups of simultaneous events according to a
desired macro-event criterion (sub-module Macro-events’ manipulation), as dis-
cussed in Sect. 4, and for extracting high-level activity labels from event prop-
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Fig. 3. Logical architecture of the implemented system.

erties (sub-module Event abstraction). On the other hand, the Trace Manip-
ulation module allows to build a state-oriented abstraction for each selected
trace (sub-module State-oriented encoding), while possibly enriching each trace
with additional (derived and/or summarized) attributes (sub-module Attribute
derivation), as explained in Sect. 5.2. In particular, one can extract high-level
trace attributes capturing the semantics of text case fields, based on an SVD
analysis of the term-by-case matrix. This task leverages the Text Mining module
(from the Data Mining layer), implementing core text processing functionalities
(including tokenization, stemming, TF-IDF encoding), and SVD calculations.

Each “refined” log view, obtained with of the above described functionalities.
can be used as input for module Predictive Models’ Mining. To this end, the
abstracted traces are delivered to either the Regression or Classification sub-
module, depending on which learning task was chosen by the user. Preliminary
to the induction of a prediction model, the traces can be possibly partitioned
into groups by one of the predictive clustering methods implemented by the
Predictive Clustering module, which will also produce a set of decision rules for
discriminating among the discovered clusters. In this case, each cluster will be
eventually equipped with a distinct fix-time predictor.

All clustering and predictive models discovered can be explored and stored for
subsequent analyses. The Models’ Management layer also supports the evalua-
tion of prediction models via several accuracy metrics (e.g., rmse, mae, precision,
recall). Moreover, the Aggregated views module can compute aggregate statis-
tics and graphics, concerning the distribution of any trace attribute in any trace
cluster (like that in Fig. 4).

Regression Algorithms. Several alternative learning methods are currently imple-
mented in our system, which support the induction of a FTPM , from a propo-
sitional training set like that described in the previous section. These methods,
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ranging from classical regression methods to state-aware Process Mining ones
are listed next:

– IBK, a lazy (case-based) näıve regression method available in Weka [12], used
with k = 1, Euclidean distance, and nominal attributes’s binarization;

– RepTree, implementing the homonymous regression-tree method [12], while
using variance reduction and 4-fold reduced-error pruning;

– CATP, implementing the approach in [4], which first partitions the traces into
clusters, via a multi-target predictive clustering strategy, and then equips each
cluster with an “A-FSM” predictor, as in [13] (using no history horizon and
the bag-oriented trace abstraction);

– AATP-IBK and AATP-RepTree [5], which still adopt a multi-target predictive
clustering scheme for partitioning fully-unfolded traces, and regressors IBK
and RepTree, respectively, as the base learner for each discovered cluster.

Classification Algorithms. Like in previous bug analysis works, the analyst can
also induce a classification model for the prediction of (discrete) fix times, after
defining a set of a-priori classes in terms of fix-time ranges (possibly with the help
of automated binning tools). To this end, a number of existing classifier-induction
algorithms can be exploited, including popular decision-tree learning algorithm
J48 (with 3-fold reduced error pruning), and the Random Forest Algorithm [3]
(with size 10).

8 Experimental Evaluation

We performed a series of tests with our prototype system against two real
datasets: a log from project Eclipse’s Bugzilla repository, and a collection of
traces from a problem management system BPI Challenge [11]. In all tests,
FTPM Discovery was used to find different numeric fix-time predictors, by vary-
ing the underlying regression algorithm, combined with the event-based prefix
selection strategy (i.e. S = EVENT).

The accuracy of the discovered models was evaluated with the standard error
metrics root mean squared error (rmse) and mean absolute error (mae) — both
computed via 10-fold cross validation, and normalized by the average fix time
(i.e. 59 and 179 days for bug cases and problem management cases, respectively),
for ease of interpretation.

8.1 Experiments on Bug Logs of Project Eclipse

A sample of 3906 bug records (gathered from January 2012 to March 2013) was
turned into a set of bug trace like those described in Sect. 3. The length of full
bug traces ranged from 2 to 27, while bug fix time ranged from one day (i.e.,
a bug is opened and closed in the same day) to 420 days, with an average of
about 59 days.
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Log Manipulation Steps and Enhanced Log Views. In order to put this log into
a more suitable for prediction, we applied some of the log manipulation mecha-
nisms defined in our framework. Five views of the original log, named L0, . . . , L4,
were produced by incrementally applying the basic event abstraction function
α in Eq. 1 and all the data-processing functions appearing in algorithm FTPM
Discovery (cf. Figure 2).

– The basic “abstracted” view L0 was obtained by only applying the event
abstraction function α to the selected bug traces;

– A“cleaned” viewL1, consisting of 2283 traces,was producedmakingL0 undergo
a specific instantiation of function filterEvents, removing the following data:
(i) bugs never fixed, (ii) “trivial” bug cases (i.e. all bugs opened and closed
in the same day), and (iii) trace attributes (e.g., version, whiteboard, and
milestone) featuring many missing values, and bug/event fields (e.g. summary)
containing long texts.

– View L2 was produced by restructuring the simultaneous events in L1 with the
default implementation of function hanldeMacroEvents (based on the rules
of Table 1).

– View L3 was obtained by applying all the derivation mechanisms described in
Sect. 5. As a result, each trace is equipped with the new attributes: week-day,
month, and year; indicators workload, workload version, workload compo-
nent, workload OS (i.e. the number of bugs open in the system in general,
an for the same product version, component and operating system, resp.);
reporter avgFT, project avgFT (average fix-time for all past years’ bugs
with the same reporter or project, resp.); coefficient reporter reputation [2].

– View L4 was obtained by the built-in implementation of abstractTrace-
Attributes, applied to L3. In particular, all people identifiers in the reporter
bug attribute were replaced with a number of reporters’ groups representing
different organizational units (namely, {oracle, ibm.us, ibm.no us, vmware,
other}), and extracted semi-automatically from e-mail addresses. A simi-
lar approach was used to produce a binary abstraction (namely {eclipse,
not eclipse}) of attribute assignee, and an aggregate representation of both
product and component. Each bug was finally equipped with a series of
attributes encoding a low-dimensional representation of its textual contents,
computed with the help of the SVD-based technique described before.

Prediction Results. Table 2 reports the normalized rmse and mae errors obtained,
with different regression methods available in our system, on the five log views
described above. Two different learning setting were considered to this end: using
bug history information (originally registered in terms of attribute-update events),
and neglecting it. Note that the latter setting is intended to provide the reader with
a sort of baseline, mimicking the approach followed by previous fix-time prediction
works.

In general, it is easily seen that results obtained in the “no bug history”
setting — where only the initial data of reported bugs are used as input variables
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Table 2. Regression results on Eclipse bugs. Rows correspond to different FTPM
induction methods, tested in two learning settings: without and with bug history events.
Columns L0, . . . , L4 correspond to different views of original data, obtained with our
log manipulation operators.

Predictors rmse mae

Setting Methods L0 L1 L2 L3 L4 L0 L1 L2 L3 L4

No Bug History

(Baseline)

IBK 1.051 1.051 1.050 1.092 1.093 0.569 0.569 0.561 0.583 0.584

RepTree 0.973 0.973 0.970 0.966 0.925 0.562 0.562 0.552 0.547 0.546

Avg (no history) 0.973 0.973 0.970 0.966 0.925 0.562 0.562 0.552 0.547 0.546

History-aware CATP 0.967 0.873 0.880 0.737 0.640 0.510 0.467 0.440 0.380 0.316

IBK 0.983 0.823 0.807 0.793 0.803 0.430 0.360 0.360 0.347 0.345

AATP-IBK 1.003 1.007 0.827 0.800 0.710 0.437 0.473 0.367 0.353 0.305

RepTree 1.013 0.883 0.907 0.910 0.773 0.533 0.473 0.473 0.477 0.351

AATP-RepTree 0.970 0.930 0.887 0.783 0.657 0.510 0.530 0.437 0.390 0.306

Avg (history-

aware)

0.987 0.903 0.862 0.8059 0.717 0.484 0.461 0.415 0.389 0.325

for the prediction — are rather poor, if compared to the average ones obtained in
the “history-aware” setting. Indeed, the errors measured in the former setting are
rather high, no matter which inductive method (i.e. IBK or RepTree) is used, and
which pre-processing operations are applied to the original logs. Interestingly,
this result substantiates our claim that exploiting bug activity information helps
improve the precision of fix-time forecasts.

On the other hand, in the second setting, both rmse and mae errors tend to
decrease when using more refined log views. In particular, substantial reductions
were obtained with the progressive introduction of macro-event manipulations
(view L2), and of derived and abstracted data (views L3 and L4, respectively).

Very good results are obtained (in the history-aware setting) when using
some kind of predictive clustering method, be it single-target (RepTree) or multi-
target (CATP, AATP-RepTree and AATP-IBK). However, trace-centered clustering
approaches (namely, CATP, AATP-RepTree, AATP-IBK achieve better results than
RepTree, which considers all possible trace prefixes for the clustering. The benefit
of using a clustering procedure is quite evident in the case of IBK, which generally
gets worse achievements than any other approach, presumably due to its inability
to fully exploit derived data. Indeed, still focusing on the history-aware setting,
we note that IBK gets more precise when embedded in the predictive clustering
scheme of AATP-IBK.

8.2 Experiments on the Problem Management Log

The analyzed log comes from a problem handling system (named VINST ),
offered by Volvo IT Belgium as a benchmark dataset [11] for 2013 BPI Challenge.

The main attributes of each problem resolution case p are: p’s impact (i.e.,
medium, low, high); the product affected by p; the support team currently
solving p, and the associated functional division and organization line;
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Table 3. Regression results on the VINST problem management system’s logs. Rows
and columns still correspond to different FTPM induction methods and different log
views, respectively.

Predictors rmse mae

Setting Methods L′
0 L′

1 L′
0 L′

1

No Bug History (Baseline) IBK 0.924 0.818 0.499 0.363

RepTree 0.937 0.539 0.523 0.245

Avg (no history) 0.931 0.679 0.511 0.304

History-aware CATP 0.930 0.563 0.542 0.278

IBK 0.916 0.802 0.466 0.357

AATP-IBK 0.914 0.613 0.465 0.242

RepTree 0.888 0.508 0.470 0.235

AATP-RepTree 0.887 0.467 0.466 0.205

Avg (history-aware) 0.907 0.591 0.482 0.265

the country where the support team is located (organization country); the
resource currently operating on p and its nationality (resource country); the
status and substatus of p. More specifically, the status of a problem may
take the following values: accepted, queued, completed, and closed. Attribute
substatus gives finer grain information on the resolution stage reached by a
problem, and can be: assigned, awaiting assignment, cancelled, in progress, wait
(i.e. information from third parts is needed to correctly diagnose the issue),
unmatched, and closed. With respect to the formalization of Sect. 3, for any
event e, what(e) takes the form of a pair 〈status, substatus〉 (i.e. both case
attributes are modified contemporaneously), while added(e) (resp., removed(e))
stores the new (resp., old) values associated with these attributes.

Log Manipulation Steps and Enhanced Log Views. A sample of 1487 issue records
(from January 2006 to May 2012) was turned into a set of traces, with lengths
ranging from 3 to 37, and fix times ranging from 1 to 2255 days (179 days in the
average).

By applying only a subset of our log manipulation operators, we generated
two (slightly) refined views of the original log, named L′

0 and L′
1, as follows:

– View L′
0 was obtained by only applying, to the selected problem traces, a

basic event abstraction function, just amounting to extracting a combination
of the values assigned to attributes status and substatus;

– View L′
1 was produced by equipping each trace with several attributes derived

from its starting time: the global workload indicator (i.e. the number of prob-
lems open at that time), and the starting week-day, month and year. Each
trace was also enriched with an attribute firstOrg, indicating which organi-
zation line was initially chosen to work on it. Neither filtering nor macro-events
restructuring was employed to generate this view.
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Prediction Results. Table 3 shows the normalized rmse and mae errors obtained,
with different regression methods, on the two log views described above, still
considering two learning settings: with and without information on the past
history of a case.

Similarly to the bug tracking scenario, a neat decrease in both error mea-
sures is achieved when working with the more refined log view L′

1 (w.r.t. L′
0),

even though this latter was obtained by just using very simple log manipula-
tion operators. Moreover, the performances of baseline predictors seem to get
improved when exploiting information on past case history (“history-aware” set-
ting) and/or some kind of predictive clustering method (compare AATP-RepTree
and AATP-IBK to RepTree and IBK, respectively).

Fig. 4. Aggregated statistics for some trace clusters found (with AATP-IBK) on the
Eclipse log.

Table 4. Clusters found on the bug scenario (left) and the problem management
scenario (right).

id condition

c2

Reporter avgFT> 137.4 days ∧ workload> 600
∧ Component ∈ {Data, LuaTools, Graphiti, MQTT,
documentation, Editor, General, Define, Photran,
Scout, Report, runtime, RDT, Website}

c11

54.46 days < Reporter avgFT ≤ 117.9 days
∧ Component ∈ {IDE, Deployment, EDT, spdy,
JavaGen, documentation, runtime}

c25

16.57 days< Reporter measure ≤ 54.47 days
∧ Component ∈ {Search, Extra, Model, . . . }
∧ Product ∈ {Data, JDT, EclipseLink, STEM,
Jubula, Platform, Linux, Orbit, WTP, OSEE, MDT,
PTP, Virgo, JSDT, Orion}

id condition

c1
product ∈ {PROD659, PROD476, PROD289, . . . }
∧ year> 2011 ∧ workload > 437

c6
product ∈ {PROD378, PROD660, PROD473, . . . }
∧ year> 2011

c8

product ∈ {PROD276, PROD277, PROD372, . . . }
∧ firstOrg ∈ {Line C, Line B, Line V2, Line G4}
∧ year> 2011 ∧ workload > 219

c12

product ∈ {PROD659, PROD793, PROD597,
PROD96, PROD671, PROD231, PROD637,
PROD209, PROD13, PROD812, PROD813,
PROD153} ∧ 2010 < year ≤ 2011
∧ workload> 587

c28 year ≤ 2010 ∧ workload ≤ 11
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8.3 Qualitative Results: Discovered Clusters
and Aggregate Statistics

Table 4 shows the classification rules associated with some of the (about 30)
clusters discovered, on each of the application scenarios, when using our app-
roach with AATP-IBK as base regressor. Beside supporting accurate cluster-based
predictions, these rules offer a readable and interesting description of differ-
ent context-dependent execution variants discovered for both issue resolution
processes. In particular, in the case of Ecplise’s bugs, most of the discovered
variants mainly depend on the reporter-based average fix time, on the compo-
nent/product affected, and on the workload indicator. Conversely, the variants
discovered for the problem management scenario are mainly linked to the prod-
uct, the workload and the year when the problem was reported.

Figure 4 shows a chart for the distribution of certain reporters’ groups (com-
puted over attribute reported with one of ours attribute summarization proce-
dures) in some of the clusters discovered (namely, c2, c11, c24, c25, c28).

9 Conclusions

We proposed a framework and an associated system for predicting issue/bug res-
olution times, which fully exploit case attributes’ change logs. A rich collection of
flexible data-transformation methods allows the analyst to produce high-quality
process-oriented logs, and eventually reuse regression/classification to discover a
state-based prediction model. Encouraging results obtained on real logs empiri-
cally proved the validity of our approach, and the interestingness of discovered
models.

As to future work, we plan to extend our approach as to deal with a wider
variety of target measures, ranging from Quality of Services measures to process-
centric Key Performance Indicators. We will also investigate the application of
our methods to the logs of other kinds of data-centric and lowly-structured
collaboration environments.
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Abstract. The Unrelated Parallel Machine Scheduling Problem with
Setup Times (UPMSPST) is a problem that belongs to the NP-Hard
class and it is frequently found in many practical situations, like in textile
and chemical industries. The objective in UPMSPST is to schedule jobs
in machines in order to achieve the maximum completion time, known
as makespan. In an attempt to solve this problem, it is proposed two
algorithms: the AIV and the HIVP. Both algorithms are based on Iter-
ated Local Search (ILS) and Variable Neighborhood Descent (VND). The
difference between AIV and HIVP is that the first one generates a greedy
initial solution, while the second applies a partially greedy procedure to
construct the initial solution and it includes the Path Relinking (PR)
technique. Neighborhoods based on swaps and multiple insertions are
investigated in the developed algorithms. AIV and HIVP were tested on
benchmark test problems from literature and statistical analysis of the
computational results showed the superiority of them, outperforming the
previously best known solutions for UPMSPST.

Keywords: Unrelated parallel machine scheduling · Iterated local
search · Random Variable Neighborhood Descent · Makespan

1 Introduction

This paper deals with the Unrelated Parallel Machine Scheduling Problem with
Setup Times (UPMSPST), which can be formally defined as follows. Let N =
{1, ..., n} be a set of jobs and let M = {1, ...,m} be a set of unrelated machines.
The UPMSPST consists of scheduling n jobs on m machines, satisfying the
following characteristics: (i) Each job j ∈ N must be processed exactly once by
only one machine k ∈ M . (ii) Each job j ∈ N has a processing time pjk which
c© Springer International Publishing Switzerland 2015
J. Cordeiro et al. (Eds.): ICEIS 2014, LNBIP 227, pp. 131–148, 2015.
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depends on the machine k ∈ M where it will be allocated. (iii) There are setup
times Sijk, between jobs, where k represents the machine on which jobs i and
j are processed, in this order. (iv) There is a setup time to process the first
job, represented by S0jk. The objective is to minimize the maximum completion
time of the schedule, the so-called makespan or also denoted by Cmax. Because
of such characteristics, UPMSPST is defined as RM | Sijk | Cmax [1]. In this
representation, RM represents the unrelated machines, Sijk the setup times and
Cmax the makespan.

Figure 1 illustrates a schedule for a test problem composed by two machines
and seven jobs. In Table 1 are presented the processing times of these jobs in
both machines. The setup times of these jobs in these machines are showed in
Table 2.

Table 1. Processing times in machines M1 and M2.

M1 M2

1 20 4

2 25 21

3 28 14

4 17 32

5 43 38

6 9 23

7 58 52

Table 2. Setup times in machines M1 and M2.

M1 1 2 3 4 5 6 7 M2 1 2 3 4 5 6 7

1 0 1 8 1 3 9 6 1 0 4 6 5 10 3 2

2 4 0 7 3 7 8 4 2 1 0 6 2 7 7 5

3 7 3 0 2 3 5 3 3 2 6 0 6 8 1 4

4 3 8 3 0 5 2 2 4 5 7 1 0 12 10 6

5 8 3 7 9 0 5 7 5 7 9 5 7 0 4 8

6 8 8 1 2 2 0 9 6 9 3 5 4 9 0 3

7 1 4 5 2 3 5 0 7 3 2 6 1 5 6 0

Fig. 1. An example of a possible schedule.
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It can be observed that in machine M1 the jobs 2, 1 and 7 are allocated in
this order. In machine M2 the schedule of the jobs 5, 4, 6 and 3, in this order,
is also perceived by this figure. The cross-hatched areas of the figure represent
the setup times between jobs and the numbered areas the processing times. On
the line below the schedule there is the timeline, in which the times 120 and 130
represent the completion times of each machine.

As the job 6 is allocated to machine M2 its processing time p62 will
be 23. Its predecessor and its successor are the jobs 4 and 3, respectively.
So, in this example, are computed the times S462 = 5 and S632 = 5. Thus,
it can be calculated the completion time of machine M1 as S021 + p21 + S211 +
p11 + S171 + p71 = 120. Equivalently it is also calculated the completion time of
machine M2 as S052 + p52 + S542 + p42 + S462 + p62 + S632 + p32 = 130. After
the calculation of the completion times of machines M1 and M2, it can be con-
cluded that the machine M2 is the bottleneck machine. In other words, M2 is
the machine that has the highest completion time, the makespan.

The UPMSPST appears in many practical situations, like in textile and chem-
ical industries [2]. On the other hand, the UPMSPST is in NP-Hard class, as
it is a generalization of the Parallel Machine Scheduling Problem with Identical
Machines and without Setup Times [3,4]. The theoretical and practical impor-
tance instigate the study of the UPMSPST. Under these circumstances, finding
the optimal solution for UPMSPST using exact methods can be computation-
ally infeasible for large-sized problems. Thus, metaheuristics and local search
heuristics are usually developed to find good near optimal solutions.

In order to find these near optimal solutions for the UPMSPST, this paper
proposes two algorithms based on Iterated Local Search – ILS [5] and Variable
Neighborhood Descent – VND [6]. The first algorithm is called AIV, it starts
from an initial solution constructed on a greedy way by the Adaptive Shortest
Processing Time – ASPT rule. Then, this initial solution is refined by ILS,
using as local search the Random VND procedure. In this procedure, here called
RVND, there is no fixed sequence of neighborhoods, because they are sorted on
each application of the local search. In [7] the authors showed the effectiveness
of RVND over the conventional VND. The second algorithm named HIVP is
an endeavour to upgrade AIV, constructing the solution by a partially greedy
procedure and including the Path Relinking – PR technique.

Both algorithms were tested using benchmark instances from [8] and the
computational results showed that they are able to produce better solutions
than the ones found in literature, with lower variability and setting new upper
bounds for the majority of instances.

The rest of this paper is structured as follows. Firstly, works that inspired
the development of this paper are described. Then, the methodology used for the
deployment of this paper is presented. The computational results are shown on
sequence. Finally, this paper is concluded and possible proposals to be explored
are described.
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2 Literature Review

In literature are found several works that seek to address the UPMSPST and
similar problems. These approaches were inspirations for the development of this
paper.

In [9] propose the development of seven heuristics with the objective of min-
imizing the weighted mean completion time. In [10], a problem with common
due dates is addressed and four heuristics are implemented for minimizing the
total weighted tardiness. In [11] aim to minimize the total weighted tardiness,
considering dynamic releases of jobs and dynamic availability of machines and
they used four dispatching rules in order to generate initial solutions and a Tabu
Search as the basis for the development of six search algorithms. This problem
is also addressed in [2], where a Branch-and-Price algorithm is developed.

More recent references are found when dealing with the UPMSPST. In [12]
created a Three-phase Partitioning Heuristic, called PH. In [13] it is proposed a
Metaheuristic for Randomized Priority Search (Meta-RaPS). In [14] bet in Tabu
Search for solving the UPMSPST. In [15] implement the Ant Colony Optimiza-
tion (ACO), considering its application to problems wherein the ratio of jobs
to machines is large. In [16] it is implemented a Restricted Simulated Anneal-
ing (RSA), which aims to reduce the computational effort by only performing
movements that the algorithm consider effective. In [17] is defined and proved a
set of proprieties for the UPMSPST and also implemented an Genetic Algorithm
and a Simulated Annealing using these proprieties. A hybridization that joins the
Multistart algorithm, the VND and a mathematical programming model is made
in [18]. In [19] solve the UPMSPST using Genetic Algorithms, with two sets of
parameters, yielding two algorithms, GA1 and GA2. In [19], the authors created
and provided test problems for the UPMSPST [8]. Also in [8] are presented the
best known solutions to the UPMSPST so far.

3 Methodology

3.1 Representation and Evaluation of a Solution

To represent a solution s it is used a vector v of m positions, with each position
representing a machine. In addition, each machine is associated with a list of
jobs allocated to it. The order of the jobs in this list represents the sequence of
execution.

The evaluation of a solution s is done by calculating the processing time of
the machine that will be the last to conclude the execution of its jobs. In other
words, the evaluation value is the makespan.

3.2 Proposed Algorithms

In this section two algorithms, AIV and HIVP, are proposed for solving UPM-
SPST. The details of operation of these algorithms are described below.
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The AIV Algorithm. The first proposed algorithm, named AIV, combines the
heuristic procedures Iterated Local Search (ILS) and Random Variable Neighbor-
hood Descent (RVND). The main structure of AIV is based on ILS, using the
RVND procedure to perform the local searches.

The pseudo-code of AIV is presented in Algorithm 1.
The Algorithm 1 has only two input parameters: (1) timesLevel, which rep-

resents the number of times in each level of perturbation; (2) executionT ime,
the time in milliseconds that limits the execution of the algorithm.

First of all, AIV begins initializing the variable that controls the time limit,
currentT ime (line 1). Next, it initializes three empty solutions: the current solu-
tion s, the modified solution s′ and the solution that will store the best solution
found bestSol (line 2).

In line 3 a new solution is created based on the Adaptive Shortest Processing
Time (ASPT) rule (see Subsect. 3.3). Then, this new solution passes through
local searches at line 4, using the RVND module (see Subsect. 3.6).
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In the next step, the current best known solution, bestSol, is updated (line 5)
and the level of perturbations is set to 1 (line 6).

After all these steps, the execution time is recalculated in line 7.
The iterative process of ILS is situated in lines 8 to 32 and it finishes when

the time limit is exceeded. A copy of the current solution to the modified solution
is made in line 9.

In lines 10 and 11 the variable that controls the number of times in each level
of perturbation (times) is initialized, as well as the variable that limits the max-
imum number of perturbations (maxPerturb). The following loop is responsible
to control the number of times in each level of perturbation (lines 12–27).

The next loop, lines 15 to 18, executes the perturbations (line 17) in the
modified solution (see Subsect. 3.8). The number of times this loop is executed
depends on the level of perturbation. With the perturbations accomplished,
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the new solution obtained is evaluated and the RVND procedure is applied in this
new solution until a local optimum is reached, in relation to all neighborhoods
adopted in RVND.

In lines (20–24) it is verified if the changes made in the current solution were
good enough to continue the search from it. When the time is up, in bestSol will
be stored the best solution found by AIV.

Each module of AIV will be detailed afterwards.

The HIVP Algorithm. The second proposed algorithm, HIVP, is an attempt
to improve the AIV algorithm, differing only by two procedures: the construction
of the initial solution and the incorporation of an intensification/diversification
technique, the Path Relinking – PR [20]. The Algorithm 2 presents the pseudo-
code of HIVP.

Since HIVP is an upgrade of AIV, only the different lines will be
described next. The elite set is initialized at line 3. At line 4 the solution s
receives a solution generated by the partially greedy procedure CPGHBSS (see
Subsect. 3.4). Following, s passes through local searches using the RVND proce-
dure (see Subsect. 3.6) and bestSol receives the resulting solution from RVND.
This solution is inserted in the elite set (line 7). In the iterative loop of HIVP,
after the application of the RVND in the modified solution (line 21) the elite
set is updated and a random real number between 0 and 1 is generated (lines
22 and 23). If this number is less than or equal to 0.05 and the elite set is full
(with 5 solutions) it is performed an intensification/diversification of the search
using the PR technique - lines 23 to 27 (see Subsect. 3.7). The modified solution
and a random solution from the elite set are the input parameters of PR. If the
modified solution is considered an improvement (line 28), then the elite set is
updated at line 32.

3.3 ASPT: The Adaptive Shortest Processing Time Rule

The Adaptive Shortest Processing Time (ASPT) rule is an extension of the Short-
est Processing Time rule [21].

In ASPT, firstly, it is created a set N = {1, ..., n} containing all jobs and a
set M = {1, ...,m} that contains all machines.

From the set N , the jobs are classified according to an evaluation function
gk. This function is responsible to obtain the completion time of the machine k.
Given a Candidate List (CL) of jobs, it is evaluated, based on the gk function,
the insertion of each of these jobs in all positions of all machines. The aim is to
obtain in which position of what machine that the candidate job will produce
the lowest completion time, that is, the gmin.

If the machine with the lowest completion time has not allocated any job
yet, its new completion time will be the sum of the processing time of the job
to be inserted with the initial setup time for such job.

If this machine has some job, its new completion time will be the previous
completion time plus the processing time of the job to be inserted and the setup
times involved, if it has sequenced jobs before or after.
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This allocation process ends when all jobs are assigned to some machine,
thus producing a feasible solution, s. This solution is returned by the heuristic.
The algorithm is said to be adaptive because the choice of a job to be inserted
depends on the preexisting allocation.

3.4 CPGHBSS: The Partially Greedy Procedure

The CPGHBSS procedure is a partially greedy constructive method which also
uses the evaluation function gk to classify the jobs. The same Candidate List
(CL) created in ASPT is generated here. Notwithstanding, instead of deter-
ministically choosing the job that produces the gmin, the CPGHBSS procedure
chooses a candidate in the CL based on the Heuristic-Biased Stochastic Sampling
(HBSS) [22]. The jobs in the CL are chosen according to a probability arising
from a bias function.

In Table 3 are presented the following bias functions: Random, Logarithmic,
Polynomial of degree 2, Polynomial of degree 3, Polynomial of degree 4 and
Exponential. The first column shows the index of the candidates. In each cell of
the table there is the probability of the candidate i be chosen using the respective
bias function. For example, if the bias function selected is the Exponential, the
fifth element of the CL will have 1.2 % chance of being chosen.

The bias function chosen in this work was the Exponential, this choice
was made based on empirical tests. With the bias function selected, it can be
explained how the CPGHBSS procedure constructs a solution.

Initially, as in ASPT, all the jobs and machines are stored in the sets N and
M , respectively. Then, all jobs are inserted in the CL.

While there are jobs in the CL: firstly, jobs are classified according to the
gk function (see Subsect. 3.3), analyzing their inclusion at the last position of a
machine and creating a list named Rank. Rank is composed by combinations
of (j, k), with j ∈ LC and k ∈ M , ordered according to the value calculated by
the gk function.

A probability according to the Exponential bias function values, as presented
in Table 3, is associated to each pair in Rank. Secondly, the Wheel Selection
method is performed, in order to select which job will be inserted in the partial

Table 3. Table containing bias functions. Source: [22].

Rand Log Linear Poly2 Poly3 Poly4 Exp

1 0.033 0.109 0.250 0.620 0.832 0.924 0.632

2 0.033 0.069 0.125 0.155 0.104 0.058 0.233

3 0.033 0.055 0.083 0.069 0.031 0.011 0.086

4 0.033 0.047 0.063 0.039 0.013 0.004 0.031

5 0.033 0.042 0.050 0.025 0.007 0.001 0.012

6-30 0.033 0.678 0.429 0.092 0.013 0.002 0.006
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Fig. 2. Example of a multiple insertion movement.

solution. Then, the selected job is removed from LC and all pairs containing this
job are removed from Rank. This loop is executed until all jobs are inserted in
the solution, generating a feasible solution.

3.5 Neighborhood Structures

Three neighborhood structures are used to explore the solution space. These
structures are based on swap and multiple insertion movements of the jobs.

Multiple Insertion. The Multiple Insertion (MI) movement consists in real-
locating a job from a position and inserting it on any position of the entire
schedule, including the machine that it was previously allocated. The MI move-
ment belongs to the NMI(.) neighborhood. To exemplify this movement, Fig. 2
illustrates the transfer of the job 4 from the second position of machine M2 to
the second position of machine M1.

Swap in the Same Machine. The Swap in the Same Machine (SSM) move-
ment, as the name suggests, is done by swapping the positions of two jobs
presented in the same machine. The SSM movement belongs to the NSSM (.)
neighborhood. Figure 3 shows the swap of jobs 5 and 6 in machine M2.

Swap Between Different Machines. The Swap Between Different Machines
(SDM), which belongs to the NSDM (.) neighborhood, consists in swapping two
jobs that are allocated in different machines. This movement can be better exem-
plified by Fig. 4, where the swap of the jobs 7 (M1) and 5 (M2) is perceived.

3.6 RVND: The Random Variable Neighborhood
Descent Procedure

The Random Variable Neighborhood Descent – RVND procedure [7,23] is a vari-
ant of the VND procedure [6].
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Fig. 3. Example of a swap in the same machine movement.

Fig. 4. Example of a swap between different machines movement.

Each neighborhood of the set {NMI , NSSM , NSDM} described in Sect. 3.5
defines one local search. Unlike VND, the RVND explores the solution space
using these three neighborhoods in a random order each time the procedure
is triggered. The RVND is finished when it is found on a local optimum with
relation to the three considered neighborhoods.

Following are described the local searches procedures used in RVND.

FI1M I : Local Search with Multiple Insertion. The first local search uses
multiple insertions movements (NMI(.) neighborhood) with the First Improve-
ment strategy. In this search, each job of each machine is inserted in all positions
of all machines.

The selection of the jobs to be removed respects the allocation order in the
machines. That is, initially, the first job is selected to be removed, then the second
job until all jobs from a machine are chosen. The machines that will have their
jobs removed are selected based on their completion times. The search starts
with machines with higher completion times to machines with lower completion
times.

By contrast, the insertions are made from machines with lower completion
times to machines with higher completion times. The jobs are inserted starting
from the first position and stopping at the last position.

The movement is accepted if the completion times of the machines involved
are reduced. If the completion time of a machine is reduced and the completion
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time of another machine is added, the movement is also accepted. However,
in this case, it is only accepted if the value of reduced time is greater than the
value of time increased.

It is noteworthy that even in the absence of improvement in the value of
makespan, the movement can be accepted. Upon such acceptance of a movement,
the search is restarted and only ends when it is found a local optimum, that is,
when there is no movement that can be accepted in the neighborhood of multiple
insertion.

FISMD: Local Search with Swaps Between Different Machines. The
second local search makes swap movements between different machines, exploring
the NSMD(.) neighborhood. For each pair of existing machines every possible
swap of jobs between them are analyzed.

Exchanges are made from machines that have higher completion times to
machines with lower completion times. The acceptance criteria are the same as
those applied in the first local search. If there are reductions in completion times
on two machines involved, then the movement is accepted. If the reduced value
of the completion time of a machine is larger than the completion time plus
another machine, the movement is also accepted. Once a movement is accepted,
the search stops.

BI SSM : Local Search with Swaps on the Same Machine. The third
local search examines the NSSM (.) neighborhood and uses the strategy Best
Improvement.

The machines are ordered from the machine that has the highest value of
completion time to the machine that has the lowest value of completion time.

For each machine, starting from the first, all possible swaps involving pairs
of jobs are investigated. The best movement is accepted if the completion time
of the machine is reduced and, in this case, the local search is repeated from this
solution; otherwise, the next machine is analyzed.

This local search only ends when no improvements is found in 30 % of the
machines.

3.7 Path Relinking

The Path Relinking – PR [20] technique makes a balance between intensification
and diversification of the search. Its objective is to explore existing paths between
high quality solutions. These high quality solutions are stored in an elite set.

In order to a solution s′ enter in this elite set, one of the following conditions
must be satisfied: (i) be better than the best solution of the elite set, in terms of
the makespan value; (ii) be better (lower makespan) than the worst solution of
the elite set and differentiate itself from all solutions of the elite set at least by
10 %. The diversity criterion, when comparing two solutions, is the percentage
of jobs allocated in different positions.

The Backward Path Relinking (BkPR) strategy is used. According [20] BkPR
usually outperforms forward path relinking. Thus, a path is constructed from a
base solution to a guide solution, being the best solution as the base solution and
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the worst solution as the guide solution. In this work, this strategy is applied
over the following solutions: (1) a solution chosen randomly in the elite set;
(2) the solution returned by the RVND local searches.

The attribute chosen for building the path is the position of a job. Initially,
the jobs positions of the guide solution are inserted in a list named Φ. In each iter-
ation is analyzed the insertion, in the base solution, of an attribute that belongs
to the guide solution. Following, the other copy of this job is removed from the
base solution. Moreover, if the machine that receives this job has another differ-
ent job at the same position, then this job is relocated to another position that
has not set its attribute from the guide solution yet.

With all attributes from guide solution analyzed, it is included to base solu-
tion the attribute which produces the lower cost. This cost is given by the sum
of all completion times of all machines in base solution. After the insertion of
an attribute, to this new base solution is applied the FI2MI local search, defined
next. It is important to highlight that once an attribute is inserted in base solu-
tion, this attribute can not be changed.

Following, the selected attribute is removed from Φ. These steps are repeated
until Φ is empty. At the end of the algorithm the base solution will have the
same scheduling as the guide solution and the best solution found during this
procedure is returned.

FI2M I : Local Search with Multiple Insertion. As the local search FI1MI ,
the local search FI2MI also explores the NMI(.) neighborhood with the First
Improvement strategy. But it differs by two characteristics: (i) the only accep-
tance criterion is the improvement of the makespan; (ii) when an improvement
occurs, the method is stopped and the new solution is returned.

3.8 Perturbations

A perturbation is characterized by applying an insertion movement in a local
optimum, but this movement differs when inserting the job in another machine.
The job will be inserted into its best position, that is, in the position that
will produce the lowest completion time. Doing so, sub parts of the problem are
optimized after each perturbation. The machines and the job involved are chosen
randomly.

In both AIV and HIVP, the number of perturbations applied to a solution is
controlled by the level of perturbation. A level l of perturbation consists in the
application of l + 1 insertion movements. The maximum level allowed for the
perturbations is set to 3.

If timeslevel perturbed solutions are generated without an improvement in
the current solution the perturbation level is increased. If an improvement of
the current solution is found, the level of perturbation is set to its lowest level
(l = 1).
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3.9 Efficient Evaluation of the Objective Function

The evaluation of an entire solution after every movement, multiple insertion
or swap, demands a large computational effort. Aiming to avoid this situation,
it was created a procedure that evaluates only the processing and setup times
involved in the movements. In this way, in order to obtain the new completion
time of each machine it is necessary few additions and subtractions.

Taking the example of the multiple insertion movement illustrated in Fig. 2,
the new completion time of machine M2 is obtained by subtracting from its
previous value the processing time of job 4 p42 and also subtracting the setup
times involved, S542 and S462. The setup time S562 also needs to be added to the
completion time of machine M2. In machine M1, the processing time of job 4
p41 and the setup times S241 and S411 are included in the new completion time.
Then, the new completion time of machine M1 is M1 = 120−4+3+17+3 = 139
and the new completion time of machine M2 is M2 = 130 − 7 − 32 − 5 + 4 = 90.
Although the given example is for the multiple insertion movement, it is trivial
to apply the same procedure for a swap movement.

4 Computational Results

Using a set of 360 test problems from [8] the computational tests were performed.
This set of test problems involves combinations of 50, 100 and 150 jobs with 10,
15 and 20 machines. There are 40 instances for each combination of jobs and
machines. The best known solutions for each of these test problems are also
provided in [8].

AIV was developed in C++ language and HIVP was developed in Java lan-
guage. All experiments were executed in a computer with Intel Core i5 3.0GHz
processor, 8 GB of RAM memory and in Ubuntu 12.04 operational system.

The parameters used in both AIV and HIVP are: (i) the number of iterations
on each level of perturbation: timeslevel = 15; (ii) the stop criterion: Timemax,
which is the maximum time of execution, in milliseconds, obtained by Eq. 1. In
this equation, m represents the number of machines, n the number of jobs and
t is a parameter that was tested with three values for each instance: 10, 30 and
50. It is observed that the stop criterion, with these values of t, was the same
adopted in [19].

Timemax = n × (m/2) × t ms (1)

With the objective to verify the variability of final solutions produced by the
algorithms it was used the metric given by Eq. 2. This metric is used to compare
algorithms. For each algorithm Alg applied to a test problem i is calculated the
Relative Percentage Deviation RPDi of the solution found f̄Alg

i in relation to
the best known solution f∗

i .
In this paper, the algorithms AIV and HIVP were executed 30 times, for

each instance and for each value of t, calculating the Average Relative Percent-
age Deviation RPDavg

i of the RPDi values found. In [19] the algorithms were
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executed 5 times for each instance and for each value of t.

RPDi =
f̄Alg
i − f∗

i

f∗
i

(2)

Table 4. Average Relative Percentage Deviation of the algorithms AIV, HIVP and
GA2 with t = 10/30/50.

Set of Instances AIVa HIVPa GA2b

50 x 10 3.69/1.83/1.30 2.27/0.25/-0.44 7.79/6.92/6.49

50 x 15 1.52/-0.77/-1.33 -0.6/-2.78/-3.47 12.25/8.92/9.20

50 x 20 5.26/2.01/1.65 -2.14/-4.06/-4.68 11.08/8.04/9.57

100 x 10 5.06/2.93/2.00 4.45/2.04/1.23 15.72/6.76/5.54

100 x 15 1.80/-0.40/-1.29 2.17/-0.64/-1.78 22.15/8.36/7.32

100 x 20 0.52/-1.64/-2.89 0.58/-2.44/-3.92 22.02/9.79/8.59

150 x 10 3.77/1.99/1.07 4.21/2.15/0.98 18.40/5.75/5.28

150 x 15 1.83/-0.24/-1.04 3.37/0.42/-0.44 24.89/8.09/6.80

150 x 20 -1.04/-3.10/-4.00 1.22/-2.19/-3.39 22.63/9.53/7.40

RPDavg 2.49/0.29/-0.50 1.72/-0.8/-1.77 17.44/8.02/7.35
aExecuted on Intel Core i5 3.0 GHz, 8 GB of RAM, 30 runs for each instance
bExecuted on Intel Core 2 Duo 2.4 GHz, 2 GB of RAM, 5 runs for each
instance

In Table 4 are presented, for each set of instances, the RPDavg
i values

obtained for each value of t = 10, 30, 50 by AIV and HIVP, and also it con-
tains the RPDavg

i values obtained by GA2, a genetic algorithm developed in
[19]. To our knowledge, the results reported in the literature for this set of test
problems are only presented in [19] and the best algorithm tested by the authors
was GA2.

There are three values of RPDavg
i separated by a ’/’ for each set of instances

in the table. Each separation represents test results with different values of t,
10/30/50. If a negative value is found, it means that the reached result outper-
formed the best value found in [19] on their experiments.

The best values of RPDavg are highlighted in bold. It is remarkable that
HIVP is the algorithm that found the best results. Not only it improved the
majority of best known solutions, but also it won in 63 % of the sets of instances.
The algorithm AIV found the best results in 37 % of the remainder sets of
instances.

A table with all results found by both algorithms and also the previous best
known values for the UPMSPST can be found in http://www.decom.ufop.br/
prof/marcone/projects/upmsp/Experiments UPMSPST AIV HIVP.ods

The box plot, Fig. 5, contains all RPDavg values for each algorithm. It is
notable that 100 % of the RPD values encountered by both AIV and HIVP

http://www.decom.ufop.br/prof/marcone/projects/upmsp/Experiments_UPMSPST_AIV_HIVP.ods
http://www.decom.ufop.br/prof/marcone/projects/upmsp/Experiments_UPMSPST_AIV_HIVP.ods
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Fig. 5. Box plot showing the RPDavg of the algorithms.

Table 5. Results from Tukey HSD test.

Algorithms diff lwr upr p

GA2-AIV 10.077407 7.495481 12.659333 0.0000000

HIVP-AIV -1.041481 -3.623408 1.540445 0.6018344

HIVP-GA2 -11.118889 -13.700815 -8.536963 0.0000000

outperformed the ones obtained by GA2 algorithm. By the way, it is observed
that 75 % of solutions found by the developed algorithms are near the best known
solutions. Besides, more than 50 % of solutions found by the HIVP algorithm are
better than the best known so far. With AIV this percentage drops to 25 %.

The results were submitted to the Shapiro-Wilk test [24] to verify if the
sample satisfies the normality test, so that it can be decided which test to use
for analyzing statistical differences between all algorithms. The Shapiro-Wilk
returned, with significance level of 5 %, W = 0.9261 and p = 0.2692. As p =
0.2692 > 0.05 then it can be concluded with 95 % of confidence level that the
sample are taken from a normal distribution.

Thus, in order to verify if exist statistical differences between the RPD val-
ues, it was applied an analysis of variance (ANOVA) [25]. This analysis returned,
with 95 % of confidence level and threshold = 0.05, that p = 2 × 10−16. As
p < threshold, it is possible to ensure that exist statistical differences between
the RPD values.

A Tukey HSD test, with 95 % of confidence level and threshold = 0.05, was
used for checking where are these differences. Table 5 contains the differences in
the average values of RPD (diff), the lower end point (lwr), the upper end point
(upr) and the p-value (p) for each pair of algorithms.

The p-value shows that when comparing AIV to GA2 there is a statistical
difference between them, because it was less than the threshold. The same con-
clusion can be achieved when comparing HIVP to GA2. However, when AIV is
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Fig. 6. Graphical results from Tukey HSD test.

compared to HIVP they are not statistically different from each other, since the
p-value was greater than the threshold.

By plotting the results from the Tukey HSD test (Fig. 6) it is more noticeable
that HIVP and AIV are statistically different from GA2, as their graphs do not
pass through zero. Comparing algorithms HIVP and AIV it can be perceived that
they are not statistically different from each other, because the graph passes
through zero. Thus, with a statistical basis it can be concluded, within the
considered instances, that AIV and HIVP are the best algorithms on obtaining
solutions for UPMSPST.

5 Conclusions

This paper studied the Unrelated Parallel Machine Scheduling Problem with
Setup Times (UPMSPST), aiming to the minimization of the maximum com-
pletion time of the schedule, the makespan.

In order to solve the UPMSPST it was proposed two algorithms based on
Iterated Local Search (ILS) and Variable Neighborhood Descent (VND). The first
algorithm was named AIV and it implements the Adaptive Shortest Processing
Time (ASPT) rule to create an initial solution. The Random Variable Neigh-
borhood Descent (RVND) procedure was used to perform the local searches,
randomly exploring the solution space with insertions and swap movements.
A perturbation in AIV is an application of an insertion movement. The second
algorithm, called HIVP, is an attempt to upgrade AIV, constructing the solution
using a partially greedy procedure and incorporating the Path Relinking (PR)
technique in order to intensify and diversify the search.

The two developed algorithms were applied to instances taken from literature
and the results were compared the genetic algorithm GA2, developed in [19].
Statistical analysis of the computational results showed that AIV and HIVP are
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able to produce 100 % of better solutions than GA2. HIVP and AIV were also
able to generate new upper bounds for these test problems. Although HIVP
seems to be better than AIV, statistically this was not proved. Nevertheless, it
can be concluded that both AIV and HIVP are two efficient algorithms when
dealing with the UPMSPST.

For future works it is proposed the application of both algorithms on the
entire set of test problems available in [8]. An improvement that will be studied
is an incorporation of a Mixed Integer Programming (MIP) model to AIV or
HIVP for solving related sub problems.
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Abstract. Hospitals are nowadays collecting vast amounts of data
related with patient records. All this data hold valuable knowledge that
can be used to improve hospital decision making. Data mining tech-
niques aim precisely at the extraction of useful knowledge from raw
data. This work describes an implementation of a medical data mining
project approach based on the CRISP-DM methodology. Recent real-
world data, from 2000 to 2013, were collected from a Portuguese hospi-
tal and related with inpatient hospitalization. The goal was to predict
generic hospital Length Of Stay based on indicators that are commonly
available at the hospitalization process (e.g., gender, age, episode type,
medical specialty). At the data preparation stage, the data were cleaned
and variables were selected and transformed, leading to 14 inputs. Next,
at the modeling stage, a regression approach was adopted, where six
learning methods were compared: Average Prediction, Multiple Regres-
sion, Decision Tree, Artificial Neural Network ensemble, Support Vector
Machine and Random Forest. The best learning model was obtained by
the Random Forest method, which presents a high quality coefficient of
determination value (0.81). This model was then opened by using a sensi-
tivity analysis procedure that revealed three influential input attributes:
the hospital episode type, the physical service where the patient is hos-
pitalized and the associated medical specialty. Such extracted knowledge
confirmed that the obtained predictive model is credible and with poten-
tial value for supporting decisions of hospital managers.
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1 Introduction

In recent decades, hospitals have been collecting large amounts of data into their
clinical information systems. All this data hold valuable knowledge and therefore
there is an increasing potential of the use of Data Mining (DM) [1], to facilitate
the extraction of useful knowledge and support clinical decision making, in what
is known as medical data mining [2]. There are several successful medical data
mining applications, such as the prediction of mortality [3] and degree of organ
failure [4] at Intensive Care Units, and the segmentation of tissue from magnetic
resonance imaging [5], among others.

This work focuses on the prediction of the Length Of Stay (LOS), defined
in terms of the inpatient days, which are computed by subtracting the day of
admission from the day of discharge. Extreme LOS values are known as prolonged
LOS and are responsible for a major share in the hospitalization total days and
costs. The use of data-driven models for predicting LOS is of value for hospital
management. For example, with an accurate estimate of the patients LOS, the
hospital can better plan the management of available beds, leading to a more
efficient use of resources by providing a higher average occupancy and less waste
of hospital resources [6,7].

DM aims at the extraction of useful knowledge from raw data [1]. With the
growth of the field of DM, several DM methodologies were proposed to systematize
the discovery of knowledge fromdata, including the tool neutral andpopularCross-
Industry Standard Process for Data Mining (CRISP-DM) [8], which is adopted
in this work. The methodology is composed of six stages: business understanding,
data understanding, data preparation, modeling, evaluation and implementation.

This study describes the adopted DM approach under the first five stages
of CRISP-DM, given that implementation is left for future work. The main
goal was to predict generic LOS (for all hospital services) under a regression
approach using past patterns existing in the hospitalization process, based on a
DM techniques. The data is related with a Portuguese hospital, based on recent
data collected from the hospitalization process between 2000 and 2013, including
a total of 26462 records from 15253 patients. At the preprocessing stage, the
data were cleaned and attributes were selected, leading to 14 inputs and the
LOS target. During the modeling stage, six regression methods were tested and
compared: Average Prediction (AP), Multiple Regression (MR), Decision Tree
(DT) and state-of-the-art regression methods [9], including an Artificial Neural
Network (ANN) ensemble, Support Vector Machine (SVM) and Random Forest
(RF). The predictive models were compared using a cross-validation procedure
with three popular regression metrics: coefficient of determination (R2), Mean
Absolute Error (MAE) and Root Mean Squared Error (RMSE). Moreover, the
best predictive model (RF) was opened using a sensitivity analysis procedure
[10] that allows ranking the input attributes and also measuring the average
effect of a particular input in the predictive response.

This work is organized as follows. Firstly, the relevant related work is pre-
sented (Sect. 2). Then, the adopted DM approach is detailed in terms of the
CRISP-DM methodology first five phases (Sect. 3). Finally, closing conclusions
are drawn (Sect. 4).
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2 Related Work

Nowadays, hospital managers are pressured to accomplish several goals, such
as providing better health care, increasing the number of available beds for
new admissions and reduce surgical waiting lists. Under this context, LOS is
used worldwide as a highly relevant measure to analyze the hospital resources
consumption and to monitor hospital performance [7]. Given the importance
of LOS, a large number of studies have adopted a data-driven approach for
modeling LOS. In the next few paragraphs, we present some examples of related
studies.

In 1998, Merom et al. [11] estimated the rate of inappropriate hospital days
(failure of established criteria for admission) and the identification of the vari-
ables associated with this impropriety. During such study, 1369 patients from
24 hospitals were analyzed under a multiple regression model. Several attributes
were used in their analysis: occupation, group age, gender, inappropriate days,
government, another hospital entity, another diagnosis, origin, admission diag-
nosis and period of stay.

In 2007, Abelha et al. [12] evaluated LOS of patients submitted to a non-
cardiac surgery and admitted to a surgical Intensive Care Unit (ICU) between
October 2004 and July 2005. The attributes used to categorize patients were:
age, gender, body mass index, physical status, type and magnitude of surgery,
type and duration of anesthesia, temperature on admission, LOS in the ICU
and in hospital mortality in the ICU and hospital. A simple linear regression
model was adopted and from the results it was found that the average LOS was
4.22±8.76 days.

In 2010, Oliveira et al. [13], proposed to evaluate factors associated with
higher mortality and prolonged LOS in ICUs. The study included 401 patients
consecutively admitted to the ICU, within a six-month period. The collected
attributes were: gender, age, diagnosis, personal history, APACHE II score,
mechanical ventilation days, endotracheal reintubation, tracheostomy, LOS in
the ICU, ICU discharge or death. In terms of results, the average LOS in the
ICU was 8.2±10.8 days. The study concluded that factors such as APACHE II,
reintubation and tracheostomy were associated with higher mortality and pro-
longed LOS in the ICU.

Also in 2010, Karla et al. [14] studied the temporal trends of the workflow
in the internal medicine service of an University Hospital. The data analyzed
were obtained in that service for three different time periods spanning through
13 years. The most relevant data features data were: date of admission, date
of departure or death, gender, age, residence code, financial entity and primary
diagnosis. Their results have confirmed several changes in LOS behavior through
time (e.g., the number of admissions in the internal medicine service statistically
increased from 1991 to 2004).

More recently, Freitas et al. [15] analyzed in 2012 LOS outliers based on inpa-
tient episodes of Portuguese public hospitals belonging to the national health sys-
tem, with data collected between 2000 and 2009. The variables used for analysis



152 N. Caetano et al.

were: age, distance from residence to hospital, year of discharge, comorbidities,
A-DRG complexity, readmission, admission and DRG type, discharge status and
hospital type. In the analysis they used logistic regression models to examine the
association of each variable with the time of admissions outliers, and model with
all variables to calculate the adjusted odds ratios and respective confidence inter-
vals (95 %). In terms of results, nine million inpatient episodes were analyzed, of
which 3.9 % were considered high LOS outliers. They concluded that age, type
of admission and hospital type attributes were significantly associated with high
LOS outliers.

In the same year (2012), Azari et al. [6] explored a classification approach to
predict LOS. The main attributes of their analysis were: specialty services, days
elapsed since the first act of the year, primary condition group (generalized code
for the principal diagnosis) and Charlson index (diagnostic code) and LOS. The
LOS was divided in three different classification groups: one to two days, greater
than two and less than seven days, and longer or equal to seven days. The study
concluded that the performance of classification techniques could be improved
by incorporating a clustering step during the training stage.

Also in 2012, Castillo [7] developed a statistical model to predict the LOS in
Mexican public hospitals. The following attributes were used: age, gender, occu-
pation, education level, previous visits, origin, surgical first diagnosis, diagnosis,
surgical procedure, number of surgical procedures and ward. The best predictive
model was given by a probabilistic model based on a cluster analysis.

Finally, Sheikh-Nia in 2012 [16] used a sequential ensemble of classification
algorithms to predict LOS of patients in the next year, based on the patient
previous medical history. The main attributes considered were: age at first claim,
gender, provider, year, medical specialty, number of days from the first record,
primary condition group, Charlson index and LOS. The results showed that all
of the independent classifiers exceeded the baseline by a factor of 1.78 for the
ANN, 1.20 for K-Nearest Neighbor and 1.17 for DT.

Instead of predicting LOS in specialized medical services, as in UCI [12,13]
or internal medicine [14], in this work we predict generic LOS, for all hospi-
tal services (e.g., internal medicine, general surgery, pneumology), which is a
more challenging task. Also, as a case study, we only analyze data from one
hospital. Nevertheless, we approach a much larger dataset (with 26462 records
collected from 2000 to 2013), when compared with the datasets used by some of
the mentioned works (e.g., Merom et al. [11] included data from 1369 patients
and Oliveira et al. [13] analyzed only 401 records). In addition, the attributes
that we adopt (described in Sect. 3) were defined by a hospital expert’s medical
panel and are commonly available at the hospitalization process. Most of the
proposed attributes (e.g., gender, age, episode type, medical specialty) were also
adopted by the literature (as shown in Sect. 3.3). Moreover, in contrast with
several literature works [6,7,16], we do not perform a classification task, which
requires defining a priori which are the interesting LOS class intervals. Instead,
we adopt the more informative pure regression approach, which predicts the
actual number of LOS days and not classes.
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3 CRISP-DM Methodology

In this section, we describe the main procedures and decisions performed when
following the first five phases of the CRISP-DM methodology for LOS predic-
tion of a Portuguese hospital, namely: business understanding (Sect. 3.1), data
understanding (Sect. 3.2), data preparation (Sect. 3.3), modeling (Sect. 3.4) and
evaluation (Sect. 3.5).

3.1 Business Understanding

The prediction of LOS is inserted within the wider problem of hospital admission
scheduling, where there is a pressure to increase the availability of beds for new
patients. In this particular Hospital, most patients come from the emergency
department and from the region of Lisbon. The goal was set in terms of predicting
LOS using regression models, thus favoring predictions that are closer to the
target values. As a baseline business objective (to determine if there is success),
we defined a coefficient of determination with a minimum value of R2 = 0.6,
which often corresponds to a reasonable regression.

In terms of software, we adopted open source tools, using structured query
language (SQL) to extract data from the hospital database and the R tool for the
data analysis (http://www.r-project-org). In particular, we adopt the rminer
package [17], for applying the DM regression models (i.e., AP, MR, DT, ANN,
SVM and RF) and sensitive analysis methods.

3.2 Data Understanding

The data was collected between October 2000 and March 2013. During this
period, a total of 26462 inpatient episodes were stored, related with 15253
patients and associated with the distinct hospital medical specialties.

The selection of relevant data attributes for LOS prediction was performed
by an expert medical panel. The panel was composed with 9 physicians from
different medical specialties (e.g., internal medicine, general surgery, gynecol-
ogy). The panel presented a total of 28 attributes that were considered related
with LOS and that were analyzed in the data preparation phase (Table 1). The
first seven rows of Table 1 are related with the patient’s characteristics while
the remaining rows are related with the inpatient clinical process. The descrip-
tion column of the table contains in brackets the attribute type (date, nominal,
ordinal or numeric), as found in the original hospital database.

3.3 Data Preparation

In this phase, a substantial effort was performed using a semi-automated app-
roach to preprocess the data. In particular, the R tool was adopted to perform
an exploratory data analysis (e.g., histograms and box plots) and preprocess the
original dataset. The processing involved the operations of cleaning, discarding
redundant attributes, handling missing values and attribute transformations.

http://www.r-project-org
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Table 1. List of attributes related with LOS prediction (attributes used by the regres-
sion models are in bold.

Name Description (attribute type)

Patient Characteristics:

Sex Patient gender (nominal)

Date of Birth Date of birth (date)

Age Age at the time of admission (numeric)

Country Residence country (nominal)

Residence Place of residence (nominal)

Education Educational attainment (ordinal)

Marital Status Marital status (nominal)

Inpatient clinical process:

Initial Diagnosis Initial diagnosis description (ordinal)

Episode Type Patient type of episode (nominal)

Inpatient Service Physical inpatient service (nominal)

Medical Specialty Patient medical specialty (nominal)

Origin Episode Type Origin episode type of hospitalization (nominal)

Admission Request Date Date for hospitalization admission request (date)

Admission Date Hospital admission date (date)

Admission Year Hospital admission year (ordinal)

Admission Month Hospital admission month (ordinal)

Admission Day Hospital admission day of week (ordinal)

Admission Hour Hospital admission hour (date)

Main Procedure Main procedure description (nominal)

Main Diagnosis Main diagnosis description (ordinal)

Physician ID Identification of the physician responsible for the
internment (nominal)

Discharge Destination Patient destination after hospital discharge (nominal)

Discharge Date Hospital discharge date (date)

Discharge Hour Hospital discharge hour (date)

GDH Homogeneous group diagnosis code (numeric)

Treatment Clinic codification for procedures, treatments and
diseases (ordinal)

GCD Great diagnostic category (ordinal)

Previous Admissions Number of previous patient admissions (numeric)

Target attribute:

LOS Length Of Stay (numeric)
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During the exploratory data analysis step, a few outliers were first detected
and then confirmed by the Physicians. The respective records were cleaned: one
LOS with 2294, an age of 207 and 29 entries related with a virtual medical
specialty, used only for testing the functionalities of the hospital database. After
cleaning, the database contained 26431 records.

Then, fourteen attributes from Table 1 were discarded in the variable selec-
tion analysis step: Date of Birth (reason: reflected in Age); Country (99 %
patients were from Portugal); Residence (30 % of missing values, very large num-
ber of nominal levels); Admission Request Date (48 % of missing values, reflected
in Admission Date); Admission Date (reflected in Admission Month, Day, Hour
and LOS); admission year (not considered relevant); Physician ID (19 % of miss-
ing values and large number of 156 nominal levels); Initial Diagnosis (63 % of
missing values); and attributes not known at the patient’s hospital admission
process (i.e., GDH, GCD, Treatment, Discharge Destination, Date and Hour).
The remaining 14 attributes (bold in Table 1) were used as input variables of
the regression models (Sect. 3.4). As shown in Table 2, all input attributes pro-
posed in this study (except for Marital Status) were also used in previous works,
which is a clear indication that the selected attributes (bold in Table 1) can have
a potential predictive LOS value. In particular, there are three input variables
(gender, age and main diagnosis) that were used in five or more studies.

Next, missing values were replaced by using the hotdeck method [18], which
substitutes a missing value by the value found in the most similar case. In particu-
lar, the rminer package uses a 1-nearest neighbor applied over all attributes with
full values to find the closest example [17]. The following attributes were affected
by this operation: Education (11771 missing values), Marital Status (10046 val-
ues), Main Procedure (19407 values) and Main Diagnosis (19268 values).

Table 2. List of input attributes proposed in this work and that were also used in the
literature.

Attribute Name Previous LOS studies that adopted this attribute

Sex [7,11–14,16]

Age [7,12–16]

Education [7]

Episode Type [7,15]

Inpatient Service [7]

Medical Specialty [6,16]

Origin Episode Type [11]

Admission Month [14]

Admission Day [14]

Admission Hour [14]

Main Procedure [7,12]

Main Diagnosis [6,7,11,13,14,16]

Previous Admissions [7]
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Finally, several attributes were transformed, to facilitate the modeling stage.
To reduce skewness and improve symmetry of the underlying variable distrib-
ution, the logarithm transform y=ln(x+1) was applied to the Previous Admis-
sions and LOS variables. This is a popular transformation that often improves
regression results for right-skewed variables [19]. Also, the Admission Hour vari-
able was standardized to include only 24 levels. Moreover, the values of nominal
attributes with a large number of levels were recoded/standardized to reduce the
number of levels: Education (transformed from 14 to 6 levels), Main Procedure
(from hundreds of values to 16 levels) and Main Diagnosis (from hundreds to
19 levels). Finally, using medical knowledge, we transformed the Age numeric
attribute into 5 ordinal classes: A - lower than 15 years; B - between 15 and 44;
C - between 45 and 64; D - between 65 and 84; and E - equal or higher than 85.

3.4 Modeling

Due to its importance, in the last decades, several methods have been proposed
for regression, such as DT, ANN, SVM and RF [9]. In this phase, we tested six
regression methods, as implemented in the rminer package [17]: AP, MR, DT,
ANN, SVM and RF.

The AP is a naive model that consists in predicting the same average LOS (y,
as found in the training set) and is used as baseline method for the comparison.

The DT is a branching structure that represents a set of rules, distinguishing
values in a hierarchical form.

The MR is a classical statistical model defined by the equation:

ŷ = β0 +
I∑

i=1

βixi (1)

where β0, . . . , βi are the set of parameters to be adjusted, usually by applying
an ordinary least squares (OLS) algorithm.

ANN is based in the popular multilayer perceptron, with one hidden layer
of H hidden nodes and logistic activation functions, while the output node uses
the linear function. Since ANN training is not optimal, the final solution is
dependent of the choice of starting weights. To solve this issue, rminer first
trains Nr different networks and then uses an ensemble of these networks such
that the final output is set in terms of the average of the distinct Nr individual
predictions.

The SVM model performs a nonlinear transformation to the input space by
adopting the popular Gaussian kernel. SVM regression is achieved under the
commonly used ε-insensitive loss function. Under this setup, the SVM perfor-
mance is affected by three parameters: γ – Gaussian kernel parameter; ε and C
– a trade-off between fitting the errors and the flatness of the mapping. Finally,
RF is an ensemble of T unpruned DT, where each tree is based on a random
feature selection with up to m features from bootstrap training samples. The
RF predictions are built by averaging the outputs of T trees. RF is a substantial
modification of bagging (fit of several models to bootstrap samples of training
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data) and on many problems RF performance is similar to boosting, while being
more simpler to train and tune [9].

The rminer package full implementation details can be found in [17]. Under
this package, before fitting the MR, ANN and SVM models, the input data is
first standardized to a zero mean and one standard deviation [9]. Except for the
hyperparameters of the most complex methods (ANN, SVM and RF), rminer
adopts the default parameters of the learning algorithms, such as: MR and ANN
– BFGS algorithm, as implemented in nnet package; DT - CART algorithm,
as implemented in the rpart package; SVM - sequential minimal optimization
algorithm, as implemented in the kernlab package; and RF - Breiman’s random
forest algorithm, as implemented in the randomForest package.

In this work, we set Nr = 3 for the ANN ensemble. Also, heuristics were
adopted to set two of the three SVM hyperparameters [17]: C = 3 (for standard-
ized data) and ε = 3σy

√
log (N)/N , where σy denotes the standard deviation of

the predictions given by a 3-nearest neighbor and N is the dataset size. For RF,
we adopted the default T = 500 value. For the most complex methods, rminer
uses grid search to select the best hyperparameter values: H for ANN, γ for
SVM and m for RF. In this work, the grid method searches ten values for each
hyperparameter (H ∈{0,1,...,9}; γ ∈ {2−15, 2−13, ..., 23}; and m ∈ {1, 2, ..., 10}).
During the grid search, the absolute error is measured over a validation set
(with 33 % of the training data). The configuration that corresponds to the low-
est validation error is selected. Finally, the selected model is retrained with all
training data.

The method used for estimating the predictive performance of a model was
a 5-fold cross-validation, which divides the data into 5 partitions of equal size.
In each 5-fold iteration, a given subset is used as test set (to measure predictive
capability) and the remaining data is used for training (to fit the model). To
assure statistical robustness, 20 runs of this 5-fold procedure were applied to all
methods. For demonstration purposes, we present here a portion of the R/rminer
code used to test the RF model:

library(rminer) # load the library

# read the data:

d=read.table("data.csv",header=T,sep=",")

# execute 20 runs of 5-fold using RF:

M=mining(LOS~.,data=d,Runs=20, method=c("kfold",5),

model="randomforest", search="heuristic10")

# save the results into a file:

savemining(M,"rf.results")

3.5 Evaluation

To evaluate the predictions, three regression metrics were selected, the coefficient
of determination (R2), Mean Absolute Error (MAE) and Root Mean Squared
Error (RMSE), which can be computed as [20]:
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R2 = 1 −
∑N

i=1 (yi−ŷi)
2

∑N
i=1 (yi−yi)

2

MAE = 1/N × ∑N
i=1 |yi − ŷi|

RMSE =
√∑N

i=1 (yi − ŷi)2/N

(2)

where N denotes the number of predictions (test set size), yi is the target value
for example i, yi is the average of the target values in the test set and ŷi is the
predicted value for example i.

R2 is a popular regression metric that is scale independent, the higher the
better, with the ideal model presenting a value of 1.0. The lower the RMSE and
MAE values, the better the predictions. When compared with MAE, RMSE is
more sensitive to extreme errors. The Regression Error Characteristic (REC)
curve is useful to compare several regression methods in a single graph [21]. The
REC curve plots the error tolerance on the x-axis versus the percentage of points
predicted within the tolerance on the y-axis.

Table 3 presents the regression predictive results, in terms of the average of
the 20 runs of the 5-fold cross-validation evaluation scheme. From Table 3, it is
clear that the best results were obtained by the RF model, which outperforms
other DM models for all three error metrics. A pairwise t-student statistical
test, with a 95 % confidence level, was applied, confirming that the differences
are significant (i.e., p-value<0.05) when comparing RF with other methods. We
emphasize that a very good R2 value was achieved (0.813), much higher than
the minimum success value of 0.6 set in Sect. 3.1.

Table 3. Predictive results (average of 20 runs, as measured over test data; best values
in bold).

Metrics

Method R2 MAE RMSE

AP 0.000 0.861 1.085

MR 0.641 0.446 0.650

DT 0.622 0.415 0.667

ANN 0.736 0.340 0.558

SVM 0.745 0.296 0.547

RF 0.813� 0.224� 0.469�

� statistically significant under a
pairwise comparison with other
methods.

The REC analysis, shown in Fig. 1, also confirms the RF as the best predictive
model, presenting always a higher accuracy (y-axis) for any admitted absolute
tolerance value (x-axis). For instance, for a tolerance of 0.5 (at the logarithm
transform scale), the RF correctly predicts 85.4 % of the test set examples. The
REC results are further complemented in Table 4, which compares the accuracy
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Fig. 1. REC curves for all tested models.

Table 4. RF vs SVM accuracy for some absolute deviation values (average of 20 runs,
best values in bold).

Absolute Deviation SVM Accuracy RF Accuracy

0.0 0.0 % 15.6%

0.1 50.1 % 61.3%

0.2 63.3 % 70.9%

0.3 70.9 % 77.2%

0.4 76.3 % 81.8%

0.5 80.6 % 85.4%

0.6 84.0 % 88.2%

0.7 86.7 % 90.3%

0.8 89.0 % 91.9%

0.9 80.8 % 93.3%

1.0 92.3 % 94.4%

of the best two models (RF and SVM) for eleven absolute deviation values within
the range [0,1]. The table confirms the superiority of the RF model, which always
presents higher accuracy values, with a difference that ranges from 2.1 % points
(for a tolerance of 1.0) to 15.6 (for a tolerance of 0.0).

The quality of the predictions for the RF model can also be seen on Fig. 2,
which plots the observed (x-axis) versus the predicted values (y-axis). In the
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Fig. 2. Observed versus predicted RF values.

plot, values within the 0.5 tolerance are shown with solid circles (85.4 % of the
examples), values outside the tolerance range are plotted with the + symbol
and the diagonal dashed line denotes the performance of the ideal prediction
method. It should be noted that the observed (target) values do not cover the
full space of LOS values, as shown in Fig. 2. This is an interesting property of
this problem domain that probably explains the improved performance of RF
when compared with other methods, since ensemble methods (such as RF) tend
to be useful when the sample data does not cover the tuple space properly. The
large diversity of learners (i.e., T=500 unpruned trees) can minimize this issue,
since each learner can specialize into a distinct region of the input space.

It should be noted that the presented predicted results were computed over
the logarithm transform scale (see Sect. 3.3). In Fig. 2 and within a 0.5 tolerance
(solid circles), the predictions are above the origin point (point A, x=0) and
below the right upper observed values (point B, x=4.2). This means that at
the normal scale (x′, using the inverse of the logarithm transform), the RF
model error is capable of correctly predicting 85.4 % of the examples with a real
maximum error that ranges from 0.7 days (point A, x′ = 0) to 26.0 days (point
B, x′ = 65.7 days).

When compared with DT and MR, the ANN, SVM and RF data-driven
models are difficult to be interpreted by humans. Yet, sensitivity analysis and
visualization techniques can be used to open these complex models [10]. The
procedure works by analyzing the responses of a model when a given input
is varied though its domain. By analyzing the sensitivity response changes, it
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Fig. 3. Input importance bar plot for the RF model.

is possible to measure input relevance (higher changes denote a more relevant
input) and average impact of an input in the model. The former can be shown
using an input importance bar plot and the latter by plotting a Variable Effect
Characteristic (VEC) line curve or segments.

To extract explanatory knowledge from the RF model and open the black-box,
we applied the Data-Based Sensitivity Analysis (DSA) method, as implemented in
the Importance function of the rminer package. DSA has the advantage of being
a fast method that can measure the overall influence of a particular input, includ-
ing its iterations with other inputs (Cortez and Embrechts, 2013). The DSA algo-
rithm was executed over the RF model fit with all data. The obtained sensitivity
responses were first used to rank the RF inputs, according to their relevancy in
the predictive model (Fig. 3). Then, the average effects of the most relevant inputs
were analyzed using VEC line segments (Figs. 4, 5 and 6).

The input importance bar plot (Fig. 3) ranks the Episode Type (30.1 %
impact) as the most relevant attribute, followed by Inpatient Service (12.3 %) and
Medical Specialty (10.1 %). Overall, the bar plot shows a much greater influence
of the inpatient clinical process attributes (e.g., Episode Type, Medical Spe-
cialty, Previous Admissions) when compared with the patients’ characteristics
(e.g., Education, Sex). This is an interesting outcome for hospital managers. In
the next paragraphs, we detail the particular influence of the top three inputs
by analyzing their VEC line segments.
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Fig. 4. VEC line segments, showing the average influence of the Episode Type
(x-axis) on the RF model output (y-axis).

Figure 4 shows the global influence of the most relevant input (Episode Type),
which is a nominal attribute with two classes. The VEC line segments clearly
confirm that the ambulatory type (scheduled admission, typically involving a
1 day LOS) is related with an average lower LOS (0.1 in the logarithm transform
scale, 0.1 days in the normal scale) when compared with the internment type
(1.58 in the logarithm scale, 3.9 days).

Next, we analyze the average influence of the Inpatient service (Fig. 5). The
greatest LOS is associated with five services: medicine, average LOS of 1.45,
corresponding to 3.3 days at the normal scale; orthopedics, average of 1.39, cor-
responding to 3.0 days; specialties, average of 1.37, corresponding to 2.9 days;
surgery, average of 1.36, corresponding to 2.9 days; and pneumology, average of
1.32, corresponding to 2.7 days.

Finally, we analyze the third most relevant attribute, the Medical Specialty
(Fig. 6). The internal medicine is related with the highest average LOS (1.64,
corresponding to 4.2 days). The second highest average LOS (1.50, corresponding
to 3.5 days) is related with orthopedics. Two Medical Specialty values are ranked
third in terms of their average effect on LOS: general surgery and urology, both
related with an average LOS of 1.40, corresponding to 3.1 days.

These results were shown to hospital specialists and a positive feedback was
obtained, confirming meaningful and interesting effects between these attributes
and the average expected LOS. Moreover, we would like to stress that the top
four relevant attributes were also in agreement with several literature works
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(Table 2). For instance, the Episode Type was proposed by [7,15], the Inpatient
Service was adopted by [7], the Medical Specialty was used in [6,16], and the
Main Procedure was approached in [7,12]. We also highlight that Education and
Marital Status are two of the proposed attributes that are scarcely adopted by
the literature. Yet, these attributes were ranked at 7th and 8th place, with a total
contribution of around 10 % of the input importance (Fig. 3), thus confirming
their added value for the LOS prediction model.

4 Conclusions

Due to advances in Information Technology, hospitals are collecting vast amounts
of data related with their clinical information systems. All this data can hold
valuable knowledge. The development of the Data Mining (DM) field has created
new exciting possibilities for extracting such clinical knowledge, in what is known
as medical data mining. This work describes an implementation of a medical data
mining project approach based on the CRISP-DM methodology. In particular,
a DM approach was applied to estimate the Length Of Stay (LOS) of patients
at their hospital admission process. We analyzed recent real-world data from a
Portuguese hospital, involving a large dataset that included 26462 records (from
15253 patients) and an initial set of 28 attributes (as defined by a medical panel).

The DM approach was guided by the popular CRISP-DM methodology,
under a regression approach. After the data preparation phase of CRISP-DM, a
cleaned dataset (without outliers and missing data) was achieved, with a total
of 26431 records, 14 input attributes and the LOS target. During the mod-
eling phase, six distinct regression models were explored: Average Prediction
(AP), Multiple Regression (MR), Decision Tree (DT), Artificial Neural Network
(ANN) ensemble, Support Vector Machine (SVM) and Random Forest (RF).
These models were compared and tested under a robust evaluation scheme that
used 20 runs of a 5-fold cross-validation. Finally, at the evaluation phase of
CRISP-DM, the obtained results were analyzed.

The best prediction performance was achieved by the RF model, which
presents a very good coefficient of determination value of R2 = 0.81 and that is
21 % points higher than the minimum threshold of R2 = 0.60 set in the business
understanding phase. A Regression Error Characteristic (REC) curve analysis
revealed that the RF model can correctly predict 85.4 % of the examples under a
tolerance deviation that ranges from 0.7 (for observed LOS of 0 days) to 26 days
(for observed LOS of 66 days). At the same evaluation phase of CRISP-DM,
sensitivity analysis and visualization techniques were used to extract explana-
tory knowledge from the best predictive model (RF). The sensitivity analysis
revealed a high impact of inpatient clinical process attributes, instead of the
patient’s characteristics. In effect, the top three influential input attributes were:
the hospital Episode Type, the Inpatient Service where the patient is hospital-
ized and the associated Medical Specialty. Moreover, the average influence of
each of these input attributes in the prediction model has been detailed by using
a Variable Effect Characteristic (VEC) analysis. Such analysis has confirmed
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that several input values associated with high LOS, such as: ‘internment” (for
Episode Type), “medicine” (for Inpatient Service) and “internal medicine” (for
Medical Specialty).

The obtained DM predictive and explanatory knowledge results were consid-
ered credible by the hospital specialists and are valuable for hospital managers.
By having access to better estimates of the LOS that is more likely to occur in the
future and which factors affect such estimates, hospital managers can make more
informed decisions. Such informed decisions can lead to a better planning of the
hospital resources, resulting in a better hospital management performance, with
an increase in the number of available beds for new admissions and reduction of
surgical waiting lists.

In the future, we intend to address the implementation phase of CRISP-
DM by testing the obtained data-driven model in a real-environment (e.g., by
designing a friendly interface to query the RF model). After some time, this
would allow us to obtain additional feedback from the hospital managers and
also enrich the datasets by gathering more examples. The proposed approach
has also the potential to predict well LOS using data from other hospitals, since
we address generic LOS and use 14 variables that are easily available at the
hospitalization process.
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3. Silva, Á., Cortez, P., Santos, M.F., Gomes, L., Neves, J.: Mortality assessment in
intensive care units via adverse events using artificial neural networks. Artif. Intell.
Med. 36(3), 223–234 (2006)
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Abstract. This work deals with the deploying of router nodes using artificial
immune systems techniques, particularly for industrial applications of wireless
sensor networks. Possible scenarios include configurations with sensors blocked
by obstacles. These nodes make possible the transmission of data from sensors
to the gateway in order to meet criteria especially those that lead to a low degree
of failure and reducing the number of retransmissions by the routers. These
criteria can be set individually or in groups, associated with weights. Router nodes
deploying is accomplished in two phases, the first uses immune networks concepts
and the second employs potential fields ideas for deploying the routers in such
way that critical sensors attract them while obstacles and other routers repel them.
A large number of case studies were considered from which some representative
ones were selected to illustrate the method, for different configurations in the
presence of obstacles.

Keywords: Artificial immune systems · Node positioning and wireless sensor
networks

1 Introduction

Data transmission in wireless technology has grown dramatically in society. The wire‐
less technology has taken over the world and the field of industrial automation is no
exception. Main advantages are reduced installation time of devices, no need of cabling
structure, cost saving projects, infrastructure savings, device configuration flexibility,
cost savings in installation, flexibility in changing the existing architectures, possibility
of installing sensors in hard-to-access locations and others.

Safety, reliability, availability, robustness and performance are of paramount impor‐
tance in the area of industrial automation. The network cannot be sensitive to interference
nor stop operation because of an equipment failure, nor can have high latency in data
transmission and ensure that information is not misplaced [1, 3].
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In industrial automation environment, data transmission in a wireless network faces
the problem of interference generated by other electrical equipment, such as walkie-
talkies, other wireless communication networks and electrical equipment, moving obsta‐
cles (trucks, cranes, etc.) and fixed ones(buildings, pipelines, tanks, etc.). In an attempt
to minimize these effects, frequency scattering techniques and mesh or tree topologies
are used, in which a message can be transmitted from one node to another with the aid
of other nodes, which act as intermediate routers, directing messages to other nodes until
it reaches its final destination. This allows the network to get a longer range and to be
nearly fault tolerant, because if an intermediate node fails or cannot receive a message,
that message could be routed to another node. However, a mesh network also requires
careful placement of these intermediate nodes, since they are responsible for doing the
forwarding of the data generated by the sensor nodes in the network to the gateway
directly or indirectly, through hops. Those intermediate nodes are responsible for
meeting the criteria of safety, reliability and robustness of the network and are also of
paramount importance in the forwarding of data transmission. They could leave part or
all the network dead, if they display any fault [7]. Most solutions to the routers placement
solve this problem with optimization algorithms that minimize the number of inter‐
mediate router nodes to meet the criteria for coverage, network connectivity and
longevity of the network and data fidelity [8, 9].

This work proposes to solve this problem using Artificial Immune Networks,
based on the human immune system. The algorithms based on immune networks
have very desirable characteristics in the solution of this problem, among which we
can mention: scalability, self-organization, learning ability and continuous treat‐
ment of noisy data [10].

The present work is divided into four sections. Section 2 discusses briefly artifi‐
cial immune systems. Section 3 presents the application of artificial immune systems
to the node positioning problem and Sect. 4 discusses case studies results including
obstacles and conclusions.

2 Immune Systems Foundations

Artificial immune systems (AISs) are models based on natural immune systems
which protect the human body from a large number of pathogens or antigens [13].
Due to these characteristics the AISs are potentially suitable for solving problems
related to computer security and they inherit from natural immune systems the prop‐
erties of uniqueness, distributed sensing, learning and memory efficiency. In fact, the
immune system is unique to each individual. The detectors used by the immune
system are small, efficient and highly distributed and are not subject to centralized
control. Moreover, it is not necessary that every pathogen is fully detected, because
the immune system is more flexible, there is a compromise between the resources
used in the protection and breadth in coverage.

Anomaly detection is another important feature, since it allows the immune system
to detect and respond to pathogens (agents that cause diseases) for which they have not
previously been found. The immune system is able to learn the structures of pathogens
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and remember these structures so that future responses to these agents are faster. In
summary, these features make the immune system scalable, robust and flexible. The
immune system uses distributed detection to distinguish the elements of the organism
itself, the self, and foreign to the body, the non-self. The detection of the non-self is a
difficult task because its number, of the order of 1016, is much superior to the number of
self-patterns, around 106, taking place in a highly distributed environment. It should be
also noted that all these actions occur while the living organism must continue in oper‐
ation and the available resources are scarce.

Cells that perform the detection or recognition of pathogens in the acquired or adap‐
tive immune system are called lymphocytes that recognize pathogens joining them. The
antigens are detected when a molecular bond is established between the pathogens and
the receptors present on the surface of lymphocytes. A given receiver will not be able
to join all antigens. A lymphocyte has approximately 100,000 receptors on its surface
which however have the same structure, and therefore can only join with structurally
related epitopes (the site on an antigen at which a specific antibody becomes attached).
Such epitopes define a similarity subset of epitopes which lymphocytes can detect.

The number of receivers that can join the pathogens defines the affinity of a lympho‐
cyte to a certain antigen. Lymphocytes can only be activated by an antigen if their
affinities exceed a certain threshold. As this threshold increases, the number of epitopes
types capable of activating a lymphocyte decreases, i.e., the similarity subset becomes
smaller. A receiver may be obtained by randomly recombining possible elements (from
the memory of the immune system), producing a large number of possible combinations
indicating a wide range in the structure of the receptors. Although it is possible to
generate approximately 1015 receptor types, the number present at a given instant of time
is much smaller, in the range of 108 to 1012 [12]. The detection is approximate, since it
is a difficult task to evolve structures that are complementary to receptor epitopes for
which the organism has never encountered before. If an exact complementarity was
needed, the chance of a random lymphocyte epitope join a random would be very small.
An important consequence of that approximate detection is that one single lymphocyte
is capable of detecting a subset of epitopes, which implies that a smaller number of
lymphocytes is required for protection against a wide variety of possible antigens.

2.1 Metaphors of the Immune System

The main algorithms that implement the artificial immune systems were developed from
metaphors of the immune system: the mechanism of negative selection, the theory of
immune network and the clonal selection principle.

The function of the negative selection mechanism is to provide tolerance to self-
cells, namely those belonging to the organism. Thus, the immune system gains the
ability to detect unknown antigens and not react to the body’s own cells. During the
generation of T-cells, which are cells produced in the bone marrow, receptors are
generated by a pseudo-random process of genetic arrangement. Later on, they
undergo a maturation mechanism in the thymus, called negative selection, in which
T cells that react to body proteins are destroyed. Thus, only cells that do not connect
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to the body proteins can leave the thymus. The T cells, known as mature cells,
circulate in the body for immune functions and to protect it against antigens.

The theory of immune system network considers several important aspects like the
combination of antibodies with the antigens for the early elimination of the antigens.
Each antibody has its own antigenic determinant, called idiotope. In this context, Jerne
[14] proposed the Immune Network Theory to describe the activity of lymphocytes in
an alternative way. According to Jerne [14], the antibodies and lymphocytes do not act
alone, but the immune system keeps a network of B cells for antigen recognition. These
cells can stimulate and inhibit each other in various ways, leading to stabilization of the
network. Two B cells are connected if they share an affinity above a certain threshold
and the strength of this connection is directly proportional to the affinity they share.

The clonal selection principle describes the basic features of an immune response to
an antigenic stimulus, and ensures that only cells that recognize the antigen are selected
to proliferate. The daughter cells are copies or clones of their parents and are subject to
a process of mutation with high rates, called somatic hypermutation. In the clonal selec‐
tion the removal of daughter cells are performed, and these cells have receptors that
respond to the body’s own proteins as well as the most suitable mature cell proliferation,
i.e., those with a greater affinity to the antigens [5].

3 Router Nodes Positioning

Router Nodes positioning has been addressed in the literature by several researchers.
Cannons et al. [4] proposed an algorithm for positioning router nodes and determine
which router will relay the information from each sensor. Gersho and Gray [6]
proposed one to promote the reliability of wireless sensors communication network,
minimizing the average probability of sensor transmission error. Shi et al. [11]
proposed a positioning algorithm of multi-router nodes to minimize energy consump‐
tion for data transmission in mobile ad hoc network (MANET - Mobile Ad Hoc
Network). The problem was modeled as an optimization clustering problem. The
suggested algorithm to solve the problem uses heuristic methods based on the k-
means algorithm. Costa and Amaral [2] described an approach for router nodes place‐
ment based on genetic algorithm which minimizes the number of nodes required for
network routers, decreasing the amount critical nodes for all involved devices and the
number of hops of the transmitted messages.

The use of wireless sensor network in industrial automation is still a matter of concern
with respect to the data reliability and security by users. Thus, an appropriate node
positioning is of paramount importance for the wireless network to meet safety, relia‐
bility and efficiency criteria.

Positioning of nodes is a difficult task, because one should take into account all the
obstacles and interference present in an industrial environment. The gateway as well as the
sensors generally have a fixed position near the control room. But the placement of router
nodes, which are responsible for routing the data, generated by the sensors network to the
gateway directly or indirectly, is determined by the characteristics of the network.
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The main characteristics of wireless sensor networks for industrial automation differ
from traditional ones by the following aspects: The maximum number of sensors in a
traditional wireless network is on the order of millions while automation wireless
networks is on the order of tens to hundreds; The network reliability and latency are
essential and fundamental factors for network wireless automation. To determine the
number of router nodes and define the position in the network, some important aspects
in industrial automation should be considered. It should be guaranteed:

(1) Redundant paths so that the system be node fault-tolerant;
(2) Full connectivity between nodes, both sensors and routers, so that each node of

the network can be connected to all the others exploring the collaborative role
of routers;

(3) Node energy efficiency such that no node is overwhelmed with many relaying
information from the sensors;

(4) Low-latency system for better efficiency in response time;
(5) Combined attributes for industrial processes to avoid accidents due to, for example,

high monitored process temperature;
(6) Self-organization ability, i.e. the ability of the network to reorganize the retrans‐

mission of data paths when a new sensor is added to the network or when a
sensor stops working due to lack of power or a problem in wireless communi‐
cation channel.

All these factors must be met, always taking into consideration the prime factor
security: the fault tolerance. In the end of the router nodes placement, the network of
wireless sensors applied to industrial automation should be robust, reliable, scalable
and self-organizing.

The positioning of router nodes in industrial wireless sensor networks is a complex
and critical task to the network operation. It is through the final position of routers that
one can determine how reliable, safe, affordable and robust the network is.

In the application of immune systems to router nodes positioning reported in this
work, B cells that make up the immune network will be composed by a set of sensor
nodes and a set of router nodes. The sensor nodes are located in places where the
plant instrumentation is required. These nodes have fixed coordinates, i.e. they
cannot be moved. For security to be guaranteed it is necessary to have redundant
paths between these nodes and the gateway. The set of router nodes will be added to
allow redundant paths. The position of these nodes will be changed during the
process of obtaining the final network. The stimulation of the B cells, corresponding
to the set of routers, is defined by the affinity degree among B cells in the training
of the network. In this work, the role of the antigen is viewed more broadly as the
entity that stimulates B cells. Thus, the function of the antigen takes into considera‐
tion possible missing paths to critical sensors, the number of times that a router is
used and its proximity to sensors. The modeling of B cells affinity is the weighted sum
of the three criteria that the positioning of each router will answer. The criteria are:
fault degree of each router, number of times each router is used depending on the
path and number of sensor nodes neighboring to each router.
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3.1 The Proposed Router Nodes Algorithm

In the proposed algorithm, process dynamics can be divided into two processes: network
pruning and cloning, and node mutation of the network routers.

In the pruning process, np router nodes that during a certain time failed to become
useful to the network will be removed from it. The cloning process is responsible for
generating nc clones of router nodes that were over stimulated. The clones may suffer
mutations of two kinds:

(i) Hypermutation – for positioning new elements in the network which are inversely
proportional to the degree of stimulation of the router node selected;

(ii) Net Mutation – for positioning the new information into the network in order to
assure the new clones are neighbors of the selected clone [16].

After the inclusion of the new router nodes, a stop condition is performed. If the
condition is not met, all routers undergo an action of repulsive forces, generated by
obstacles and routers for other nodes, followed by attractive forces created by critical
sensor nodes. Those critical nodes are the ones that do not meet the minimum number
of paths necessary to reach the gateway. The actions of repelling potential fields have
the function of driving them away from obstacles, to allow direct line of sight for the
router network nodes to increase the reliability of transmission and also increase the
distance among the routers to increase network coverage. On the other hand, the attrac‐
tive potential fields attract routers to critical sensors, easing the formation of redundant
paths among sensors and the gateway. After the action of potential fields, from the new
positioning of routers, a new network is established and the procedure continues until
the stopping criterion is met.

The algorithm proposed in this work deals with a procedure based on artificial
immune networks, which solves the problem of positioning the router nodes so that
every sensor device is able to communicate with the gateway directly and or indirectly
by redundant paths.

Figure 1 shows the main modules of the algorithm. The first module is called immune
network, and the second, is called potential fields (i.e. positioning module) containing
elements used in positioning sensor networks using potential fields [15].

The immune network module performs an algorithm that can be described by the
following steps:

– Creation: Creation of an initial set of B cells to form a network.
– Evaluation: Determination of the B cells affinity to calculate their stimulation.
– Pruning: Performs the resource management and remove cells that are without

resources from the network.
– Selection: Selects the most stimulated B cells to be cloned.
– Cloning: Generates a set of clones from the most stimulated B cells.
– Mutation: Does the mutation of cloned cells.

In the stage of creation, an initial set of routers is randomly generated to initiate the
process of obtaining the network, and the user can specify how many routers to place it
initially.
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In the evaluation phase, a network which is represented by a graph is formed with
sensor nodes and router nodes. From this graph, values of several variables are obtained
that will be used to calculate the affinity. Examples of such variables are the number of
paths that exist between each sensor and the gateway, the number of times that a router
is used on the formed paths, etc.

It should be stressed that the affinity value is calculated for each router and comprises
three parts. The first part provides the degree of fault of each network router - this affinity
is the most important of all. It defines the value or importance each router has in the
network configuration. This is done as follows: a router is removed from the network,
and the number of paths that remain active for the sensors send information for the
gateway is evaluated. If the number of active paths remaining after the node removal is
small, the router node needs another nearby router to reduce their degree of fault.

Furthermore, if the node suffers battery discharge or hardware problems, other paths
to relay information should be guaranteed until the problem is solved.

The second part relates to the number of times that each router is used in paths that
relay the information from the sensors to the gateway. The greater the number of times
it is used, more important is that router.

The third part relates the number of sensor nodes neighboring to each router – one
can say that the more sensor nodes neighbors, the greater the likelihood that it will
become part of the way that the sensor needs to transmit your message to the gateway.

Fig. 1. The proposed algorithm.
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4 Case Studies and Conclusions

Case studies were simulated in a 1 × 1 square scenario. The cloning procedure consid‐
ered that only the router with higher affinity would be selected to produce three clones
in each generation. For each case study 10 experiments were carried out that demon‐
strated the algorithm’s ability to create at least two redundant paths to get the information
from any sensor to the gateway.

Two set of results will be presented. The first set does not consider obstacles which
are treated in the second set.

4.1 Case Studies with no Obstacles

Two configurations were considered to demonstrate the functionality of the proposed
algorithm. The configurations used in the simulation were motivated by oil and gas
refinery automation applications.

The first one called PosA consists of five network nodes, where node 1 is the gateway
and nodes 2, 3, 4 and 5 are fixed sensors. The gateway has direct line of sight with all
the network nodes as shown in Fig. 2.
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Fig. 2. Sensors and gateway for PosA configuration. Node 1 is the gateway and nodes 2 to 5 are
the sensors.
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The second one (PosB) considers a network with nine nodes, where node one is the
gateway and the others are fixed sensors. As in configuration PosA, PosB has direct line
of sight with all the network nodes as shown in Fig. 3. For both configurations it will be
considered that there is no connectivity among them, i.e. the distance between them will
be greater than their operating range.

For the case study simulations considered, the goal is to get any two paths for each
sensor to transmit the monitored sensor data to the gateway node. The operating range
for both cases is 0.2, i.e. for both configurations there is no connectivity between any
sensor and the gateway.

Table 1 describes the parameters used in the case study 1. After completion of ten
experiments, the best network configuration can be seen in Fig. 4, and the consolidations
of the tests are shown in Table 2.

0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 1

 2  3

 4

 5 6 7

 8

 9

Distance

D
is

ta
nc

e

PosB Configuration

 

Fig. 3. Sensors and gateway for PosB configuration. Node 1 is the gateway and nodes 2 to 9 are
the sensors.

Table 1. Case study 1. PosA configuration parameters.

Simulation Parameters Values Method

No. of generations 50 –

Initial no. of routers 10 –

Mutation operator as indicated in Fig. 1 – Hypermutation (Type 1)

Affinity – Fault degree
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Figure 4 also shows that one of the paths from sensor node 3 to the gateway shows
three jumps (3-7-8-1) i.e. the information had to be relayed by two routers to reach the
gateway node. Regarding the degree of fault, all eight routers have 20 % degree of fault
tolerance. This means that 80 % of the paths from the sensors to the gateway continue
to exist even after the removal of a node. With respect to the maximum number of routers
used in terms of paths, the router node 8 is used twice in the paths 3-8-1 and 3-7-8-1.
Consequently, this router will have a greater battery consumption than the others, which
could make it stop working and be disconnected from the network. But even if that
happens, there will still be a path (3-7-10-1) for node 3 to communicate to the
gateway.
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Fig. 4. Best router nodes positioning for case study 1 in PosA configuration. Node 1 is the
gateway, nodes 2 to 5 are the sensors, and nodes 6 to 13 are the router nodes.

Table 2. Network performance for case study 1. PosA configuration.

Network Min. Average Max. Standard deviation

Number of nodes 13 13.7 15 0.67

Number of routers 8 8.7 10 0.67

Number of critical sensors 0 0 0 –

Number a router is used 1 2.1 3 0.57

176 P.H.G. Coelho et al.



Case study 2 considers configuration PosB for the sensors and gateway. Table 3
shows the parameters used in the case study 2 simulations. The goal is still obtain at
least two paths for each sensor and gateway but now the affinity criteria consider fault
degree, number of times a router is used and number of neighbor sensors. After ten
experiments the best network configuration is shown in Fig. 5 and the network perform‐
ance is seen in Table 4. Table 4 indicates that even using a low number of initial routers
the algorithm was able to reach a positioning result meeting the goals and avoided again
critical nodes.

Figure 5 also shows that node 3 in the path 3-15-17-13-1 features four hops to the
gateway. That means that the information sent by these devices will be delayed when
received by the gateway node, since it will need to be relayed through three intermediate
nodes. Regarding to the degree of fault, the intermediate node 22 has 22 % degree of
fault, and all the other routers have an index less than 22 %. Thus if node 22 is lost for
device failure or end of battery, it results that information sent by sensor 5 will not reach
the gateway. Regarding to the maximum number of routers used in terms of paths, router
nodes 10 and 13 are used three times in the paths 3-15-17-13-1, 3-26-13-1, 4-13-1, 9
-18-12-10-1, 9-24-10-1 and 2-11-10-1.That means that these devices will have their
lifetime reduced because their high levels of retransmission. As far as the number of
sensors to neighboring routers is concerned, routers 15, 19, 22 and 26 can relay the data
sent by two sensors, and the sensors are also used with relays. This makes these sensors
and routers consume more power, and as a result, battery runs out sooner.

Table 4. Network performance for case study 2. PosB configuration.

Network Min. Average Max. Standard deviation

Number of nodes 23 25.3 28 1.49

Number of routers 14 16.3 19 1.49

Number of critical sensors 0 0 0 –

Number a router is used 3 3.7 5 0.67

Table 3. Case study 2. PosB configuration parameters.

Simulation Parameters Values Method

No. of generations 15 –

Initial no. of routers 3 –

Mutation Operator (as
indicated in Fig. 1)

Net mutation (Type 2)

Affinity – Fault degree, number of times a router is used
and number of neighbor sensors
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4.2 Case Studies with Obstacles

Two configurations with obstacles were considered to illustrate the proposed router
nodes positioning algorithm in environments with obstacles.

The first configuration (PosC) comprises two circular obstacles with a radius of 0.1,
and five nodes, in which node 1 is the gateway and the others are sensor nodes. Initially,
the gateway has not direct line of sight with sensor nodes 3 and 5 and is not connected,
i.e. out of range, to any of the network nodes, as depicted in Fig. 6.

The second configuration (PosD) has eight obstacles: three circular ones have radius
of 0.05, another circular one has radius 0.15 and four rectangular obstacles with different
sizes. Besides, the gateway is node 1 and nodes 2 to 8 are the seven sensor nodes.
Initially, the gateway has not direct line of sight to any of the sensor nodes and is not
connected to any network node as it is out range to the other nodes. Moreover, sensor
nodes have also not a direct line of sight with each other and are also not connected as
they are out of range with each other too. Figure 7 shows the PosD configuration.

In this section, case studies 3 and 4 are considered using the configurations PosC
and PosD.

For case study 3, the network configuration is cross shaped, the operating range of
the network nodes is 0.2 and the positioning procedure lead to two disjoint paths for the
sensors send data to the gateway.
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Fig. 5. Best router nodes positioning for case study 2 in PosB configuration. Node 1 is the
gateway, nodes 2 to 9 are the sensors, and nodes 9 to 26 are the router nodes.

178 P.H.G. Coelho et al.



Case study 4 uses configuration PosD and considers the same operating range as in
the case study 3, 0.2, and now three disjoint paths are required.

Tables 5 and 7 show the used parameters for case studies 3 and 4 respectively.

Table 5. Case study 3. PosC configuration parameters.

Simulation Parameters Values Method

No. of generations 30 –

Initial no. of routers 10 –

Mutation Operator (as indicated
in Fig. 1)

Net mutation (Type 2)

Affinity – Fault degree, number of times a router is used and
number of neighbor sensors

Table 6. Network performance for case study 3. PosC configuration.

Network Min. Average Max. Standard deviation

Number of nodes 19 19.9 22 0.99

Number of routers 14 14.9 17 0.99

Number of critical sensors 0 0 0 –

Number a router is used 2 2 2 0
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Fig. 6. Sensors and gateway for PosC configuration. Node 1 is the gateway and nodes 2 to 5 are
the sensors.
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Table 7. Case study 4. PosD configuration parameters.

Simulation Parameters Values Method

No. of generations 100 –

Initial no. of routers 10 –

Mutation Operator (as indicated
in Fig. 1)

Net mutation (Type 2)

Affinity – Fault degree, number of times a router is used and
number of neighbor sensors

Figure 8 shows the best configuration obtained from the 10 experiments. Table 6
shows the network performance for case study 3.

It can be seen in Fig. 8 that the sensor nodes 3 and 5 in the paths 3-16-17-20-1,
3-19-7-10-1, 5-13-11-18-1 and 5-12-14-15-1 show four jumps to the gateway. This
means the data sent by these devices suffer a delay when received by the gateway, since
it will need to be relayed through three intermediate nodes. With respect to the degree
of fault, the intermediate nodes 7, 10, 11, 12, 13, 14, 16, 17 and 19 have a 30 % degree
of fault, and the other router nodes have an index lower than 30 %. So 70 % of the paths
from the sensors to the gateway, continue to exist even after the removal of a node.
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Fig. 7. Sensors and gateway for PosD configuration. Node 1 is the gateway and nodes 2 to 8 are
the sensors.
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Fig. 8. Best router nodes positioning for case study 3 in PosC configuration. Node 1 is the
gateway, nodes 2 to 5 are the sensors, and nodes 6 to 20 are the router nodes.

Figure 9 shows the best configuration out of ten experiments for case study 4 and
Table 8 shows the network performance for case study 4.

Figure 9 indicates that for sensor nodes 3 and 6, the paths 3-20-22-24-7-40-63-53-36-1,
3-50-49-61-4-52-15-56-39-1 and 6-58-61-4-60-31-15-37-26-1 show nine hops to the
gateway. This means that the data sent by these devices suffer a delay in the gateway, since
it will need to be relayed by eight intermediate nodes. With respect to the degree of fault, the
router node 32 have 21 % degree of fault, and the other router nodes have an index lower than
21 %. This means that 79 % of the paths from the sensors are still present even after a node
removal.

Table 8. Network performance for case study 4. PosD configuration.

Network Min. Average Max. Standard deviation

Number of nodes 59 60.50 63 1,18

Number of routers 51 52.50 55 1.18

Number of critical sensors 0 0 0 –

Number a router is used 5 5,4 8 0.97
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Fig. 9. Best router nodes positioning for case study 4 in PosD configuration. Node 1 is the
gateway, nodes 2 to 8 are the sensors, and nodes 9 to 63 are the router nodes.

This work proposed a positioning algorithm for router nodes in wireless network using
immune systems techniques. The algorithm creates redundant paths to the data collected
by the sensors to be sent to the gateway by any two or more paths, meeting the criteria of
degree of failure, the number of retransmission by routers and number of sensors to neigh‐
boring routers. The algorithm allows each criterion is enabled at a time or that they be
combined with weights. The affinity function, which works as an objective function, is
multi-objective, so several other objectives could be jointly considered.
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Abstract. Aspect-oriented programming (AOP) was proposed with the
purpose of improving software modularization by treating crosscutting
concerns. Since its introduction, there is no consensus about the impact
on performance of the use of AOP techniques to deal with crosscutting
concerns. This article explores further the evaluation of performance by
proposing a systematic literature review to find out how performance
is affected by the introduction of aspects. Then, an experiment is per-
formed to find results about the performance of AOP and weavers. This
experiment showed the assessment of several versions of an application.
According to this study, the difference concerning resource consumption
through variation of weavers can be considered irrelevant considering
web applications.

Keywords: Aspect-oriented programming · Systematic literature
review · Crosscuting concerns · Performance · MVC framework

1 Introduction

Aspect Oriented Programming (AOP) [1] was proposed as an attempt to deal
with crosscutting concerns aiming to improve modularization. AOP has gained
importance since its introduction to implement crosscutting concerns, with vary-
ing degree of success [2–5]. Within AOP, crosscutting concerns are implemented
as aspects and are further weaved into code. The way aspects are weaved into
code may affect performance as the weaving process introduces new code to the
original programs.

The impact on performance, caused by AOP techniques, has motivated pre-
vious works in scientific literature. Liu [6] showed that the aspect-oriented
approach does not have significant effect on performance, and that in some
cases, aspect-oriented software even outperform the non-aspect one. Addition-
ally, introduction of a large number of join points does not have significant effect
on performance. Remko [7] assessed the performance effects between programs
created by a weaver and a hand-coded version. This work came to the conclusion
that simple advices give no real performance penalties, but the more sophisti-
cated advices are, the slower they become. Kirsten [8] compared the four leading
c© Springer International Publishing Switzerland 2015
J. Cordeiro et al. (Eds.): ICEIS 2014, LNBIP 227, pp. 187–203, 2015.
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AOP tools at the time (2004) and, when it comes to performance, he postu-
lated that, in general, code with aspects performs similarly to that of a purely
object-oriented solution, where the crosscutting code is scattered throughout the
system.

The use of AOP to implement crosscutting concerns and its impact on per-
formance is the motivation for this study. First, a systematic literature review is
performed. The goal of this systematic review is to understand the extent of the
impact of AOP on the performance of software systems, if there is an impact.
The purpose of the experiment described following the review is to find results
about performance and aspect-oriented implementations. Considering the fact
that AOP techniques add additional complexity in software in order to treat
cross-cutting concerns, this addition can generate an overhead in software exe-
cution, leading to impact on performance.

Considered factors or independent variables for evaluating performance in
AOP software include the weaver, the type of weaving, the type of advice, the
number of join points, the size measured in lines of code, and the number of
classes to be loaded in the load-time weaving process. In order to evaluate the
impact of AOP techniques on performance, this article proposes the evaluation
of a major factor that may impact these techniques: the type of weaving. The
factors number of lines of code, types of advices, number of joinpoints and number
of classes to be loaded during load-time weaving will be considered in future
research. Therefore, the hypotheses of this article is that changing the weaving
process sensitize the outcomes.

2 Protocol for Systematic Review

The main question that motivated the systematic literature review [9] we con-
ducted in this paper is: Does the use of aspect-oriented techniques to implement
crosscutting concerns impact software performance ? A derived research ques-
tion is “If the impact exists, how meaningful is it ?”. The answer to both ques-
tions could help developers to reason about the feasibility of the use of AOP
techniques to handle crosscutting concerns on architectures where performance
is itself a concern. The systematic review started by searching in a number of
software engineering conferences and journals. The search was performed con-
sidering publications in the past 6 years. The chosen conferences were: AOSD
(International Conference on Aspect-Oriented Software Development) and ICSE
(International Conference on Software Engineering). The chosen journals were:
JSS (Journal of Systems and Software), IST (Information and Software Technol-
ogy), SCP (Science of Computer Programming), TSE IEEE (IEEE Transactions
on Software Engineering), TOSEM (ACM Transactions on Software Engineer-
ing Methodology). ENTCS (Electronic Notes in Theoretical Computer Science),
which can be considered a series, was also included.

The search string was (“Aspect-oriented programming” AND “perfor-
mance”). The search has retrieved 338 papers. From these 338 papers, a sub-
selection has been made with the purpose of separating those relating AOP with
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Table 1. Search results and selected papers.

Publication Retrieved papers Relevant papers Selected papers Data source

JSS 38 2 1 ScienceDirect

IST 32 10 5 ScienceDirect

SCP 32 2 1 ScienceDirect

TSE 1 1 1 IEEExplorer

TOSEM 21 3 1 ACM Digital Library

ENTCS 26 3 1 ScienceDirect

AOSD 127 9 3 ACM Digital Library

ICSE 61 2 2 ACM Digital Library

Total 338 32 15

Table 2. Selected papers.

Venue/year Reference

1 ICSE/07 [10]

2 SCP/08 [11]

3 IST/09 [12]

4 ENTCS/09 [13]

5 IST/09 [14]

6 ICSE/09 [15]

7 AOSD/09 [16]

8 JSS/10 [17]

9 ACM/10 [18]

10 IST/10 [19]

11 AOSD/10 [20]

12 IST/10 [21]

13 AOSD/10 [22]

14 IEEE/12 [4]

15 IST/12 [23]

any performance metrics. In a first step, 32 papers were selected and classified
as relevant. For the first selection, the title, the keywords and the abstract were
read. If the subject was pertinent to AOP and performance, the introduction
and the conclusion were read as well. In case of doubt about the relevance of the
paper, specific keywords were searched in the paper, such as aspect, crosscutting
and performance. There were also relevant papers which used other terms, includ-
ing cost, payload and overhead when considering assessment of performance of
some AOP technique, and in those cases, they were selected too.
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In a second step, of the 32 relevant papers, only those ones which assess
the performance of implementation of some crosscutting concern were selected
to be fully read. As a result, 15 papers were selected in total. Several types of
concerns have been classified by the papers as crosscutting concerns, even though
some of them were domain specific. However, papers which had crosscutting
concerns implemented through some AOP technique but which did not consider
any assessment of the used technique(s), or this assessment was incomplete, were
discarded. The summary of the filtering process can be seen in Table 1 and the
final selection of papers is presented in Table 2.

3 Systematic Review Results

All 15 selected papers were fully read for the evaluation. The selected papers were
evaluated based on two sets of criteria: Application Type and Performance.

3.1 Application Type Criteria

The first set of criteria concerns about Application Type and encompass the
following metrics: number of assessed studies, lines of code (size, in LOCs),
original programming language (Original PL), aspect programming language
(Aspect PL) and application domain.

The application type is related to the type of application of the case studies
or experiments which have been assessed by the papers. The following types were
retrieved from the papers: Middleware, Web Service, Embedded, Platform, Sys-
tem or Application, Language or Extension (Language) and Framework. Cases
where their case studies were described as Monitoring Systems were classified
as System or Application. Papers which did not mention the application type of
their experiments have been classified under the closest definition of these ones
already mentioned. The number of assessed studies indicates only those studies
that were implemented by some AOP technique and were assessed by some kind
of metric.

The application domain includes: e-commerce, industrial application, Office,
Bank and Generic. Cases where there is no specific domain, for example a toolkit
or a language extension, were classified as Generic. Some papers, mostly in appli-
cation type, did not mention the application domain and were also classified by
proximity.

The summary of studies is presented in Table 3. Cases where no metric was
presented or in which it was not possible to identify were classified as not avail-
able (NA).

3.2 Performance Criteria

The second set of criteria concerns Performance. Four metrics were extracted
from the papers: weaving type, implemented crosscutting concerns, used perfor-
mance method, and performance overhead.
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Table 3. Summary of studies.

The weaving type indicates the type of weaving performed by the studies
in the papers. Two main kinds were considered: Compile-time and Runtime
weaving.

Several kinds of crosscutting concerns were retrieved from the papers. There
were cases where the crosscutting concerns were domain specific. Papers which
treated only one concern in the study prevailed, but there were cases where more
than one concern was considered, one of them domain specific [4].

The performance methods retrieved were the measurements of running or
execution time (ext), business operations per second (bos), average memory over-
head (avmo), CPU usage (cpu), qualitative observation of the overall execution
(obs), parsing time (pat), and average number of method calls per second (met).
Some papers presented more than one assessed variable. In these cases, when
there was performance reduction, the considered measurements were based on
the worst case. Some cases related the performance overhead as negligible (negl).

The results of the performance assessment performed by the papers are
presented in Table 4. In the Performance Overhead column, the “+” and the
“−” signs means decrease and increase in performance, respectively. If a sign is
followed by negl, it means that the paper reported a degradation or gain in
performance, but this result is negligible according to the authors.
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Table 4. Performance analysis of studies.

3.3 On the Target Applications

From the first set of criteria, related to Application type, it is possible to con-
clude that most papers, 10 out of 15, assessed only one study or experiment.
However, only four of them showed the LOC or size of their assessed stud-
ies. The two studies that have evaluated more systems, evaluated three small-
scale systems (at most 50KLOC or 190 Kb). The larger evaluated system had
118KLOC. One hypothesis for such lack of large scale studies is that AOP is not
extensively adopted such as OOP or procedural programming. Therefore, the
low adoption from the community restricts the availability of large systems for
experimentation.
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The prevailing application type was System or Application. That is reasonable
to expect because in general this kind of applications are more frequent and
more accessible. The prevailing application domain was Industrial applications
followed by applications with no specific domain, hereby classified as Generic. We
can observe that there is reasonable variability in terms of Application Type and
Application domain. We could observe that in Middleware software the overhead
was negligible. In the category System or Application, there is a tendency of more
impact in the performance.

The LOC seems not to influence because the larger studies systems had negli-
gible impact on execution time and CPU performance. The Application Domain
also seems not to influence the performance because of the high variation in
the results. The application domain did not present a clear influence in perfor-
mance. The Industrial domain, which has the larger number of studies, had also
presented negligible and positive impact in performance.

Finally, concerning the implemented crosscutting concerns in the applica-
tions, there was no prevailing concern in the studies, and surprisingly, none of
the studies implemented common concerns such as Logging or Exception Han-
dling. This can be an indicative that the studied cases were not representative
in terms of typical aspect-oriented software.

3.4 On the Used Programming Languages

The prevailing original programming language was Java with 11 out of 15 studies
and the prevailing aspect programming language was AspectJ with 6 out of 15
studies. JBoss AOP was present only in two cases, and Spring AOP was not
used in any of them. Considering the impact of the programming language in
performance, we can observe that the original programming language that has
significant number of studies is Java, but there was no clear indication that Java
is an influence factor. In the same way, AspectJ, which is the prevailing aspect
language, has shown no direct influence on the performance because it presented
either negligible or positive impact in performance. Although only two studies
were carried out with JBoss AOP, both studies have shown a positive impact in
performance.

3.5 On the Type of Weaving

From the second set of criteria, it is possible to conclude that run-time is the most
common weaving type process presented by papers in the experiments. One of the
reasons for this choice, instead of compile-time weaving, is the fact that runtime
weaving allows aspects to be added to the base program dynamically, which
is better for a context-aware adaptation of the applications [13]. Some papers
not only used the runtime weaving process but also extended it to adequate
the process to their studies. Also concerning the weaving process, the papers
in general postulated that runtime weaving requires more effort at runtime,
impacting on performance, but no proofs about this assumption were found in
this research.
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3.6 On the Experimental Setting of Reviewed Papers

Papers assessed their experiments in different ways, but the prevailing perfor-
mance metric was measurement of execution time (ext). The performance over-
head varied according to a set of variables such as the used approach, imple-
mented concern, the aspect programming language, weaving type process and
the used aspect weaver.

The workload is strongly influenced by the target application, which defines
several other sub-factors: the kind of join points, pointcuts and advices, the
ratio of occurrence of AOP constructs and the other non-AOP constructs, the
requirement of the application for specific type of weaving. Considering the space
for combination of levels for these factors, it is challenging (if not impossible)
to find a real world application (or a set of them) that can have all the possible
levels. Therefore, an alternative could be the design of a synthetic application
that could be use as a benchmark for performance evaluation of AOP techniques.
This benchmark would need to be meaningful to mimic real world scenarios and
would need to be comprehensive to guarantee that all important factors and
their respective levels would be considered.

4 Experimental Settings

In order to produce further evidences on the impact of the type of weavers in
the performance of AOP programs, we decided to conduct our own experiment.
This section explains the conditions of the experiment and how the experiment
was executed. The section is organized as follows. In Subsect. 4.1 the environ-
ment in which the experiment was performed is explained. Subsection 4.2 shows
the versions of the case study. Subsection 4.3 explains about the scenario of the
experiment. Subsection 4.4 shows the plan of the experiment designed for exe-
cuting the tests.

4.1 Environment

The original software in which the experiment was performed is a web application
system called SIGE. Designed in 2011, it has the purpose of automating the
management of information of academic and administrative units at Federal
University of Uberlândia. The System was developed in Java. SIGE uses two
frameworks, Struts (version 2.3.3) and Spring (version 3.0.0). SIGE also access
a DB2 database.

The crosscutting concern implemented by AOP is Logging, responsible for
logging some methods in service and DAO layers of the system for purposes
of auditing. In order to perform the experiment, a copy of the last version of
SIGE was produced and named as version V0. Version V0 has as size 297.915
LOC, considering files of the following extensions: java, jsp, js, html, xml and css.
From version V0, other versions were built. This work adopted the same idea
of inheritance from Object Orientation for extended versions. Each extended
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versions preserve the same properties of the parents and override the interested
properties so the proposed factors could be measured and analyzed.

Three weaving processes were considered regarding AOP. These are compile-
time weaving, load-time weaving, and runtime weaving. The class responsible for
implementing the Logging aspect is the AspectProfiler class. The adopted style
for enabling AOP into the class was the AspectJ annotation Style, provided
by the Spring AOP AspectJ support. Each method is composed of an advice
annotation where a pointcut expression is used to match the join points, which
is a method execution for all expressions. Despite the fact that AspectJ has
several definitions for join points, those used in the AspectProfiler class always
represent a method execution because of the Spring AOP framework restriction
which limits join points to be only method executions. This kind of join point was
adopted as default in order to enable comparisons among the different considered
weavers. This class was the only class used to implement the Logging aspect and
had its content varied in versions, according to the purpose of each version. Each
phase of the experiment explains how this content was modified for its purposes.

Two types of invocations were considered to perform the experiment, internal
and external invocations. External invocations are generated by the JMeter1 tool
while internal invocations are generated by a JUnit class, which are explained
in details in Sect. 4.4.

Fig. 1. Versions for the case study.

Concerning system settings, all tests were executed under the same hardware
and software conditions. The hardware was composed of one notebook with Intel
Core i5-2410M 2.30 GHz processor and 4 GB of RAM memory running Ubuntu
12.04 LTS operational system. The used Java version was 1.7.0. Before all test
measurements, memory and swap conditions were verified through Ubuntu Sys-
tem Monitor and were always under 55 % and 2 % respectively. The running
processes during applications were, besides regular Ubuntu processes, Eclipse,
System Monitor, LibreOffice calc, VisualVM and, in specific stages, JMeter.
1 https://jmeter.apache.org/.

https://jmeter.apache.org/
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Despite the fact that only 4 assessed versions of the experiment access the data-
base, a running DB2 database was necessary for the application context to run.
The version of the running DB2 database was 9.7. Network was disabled during
tests in order to avoid CPU interruptions.

4.2 Versions

Figure 1 shows the design of proposed versions. The image is divided into versions
that will be compared to each other. It contains the original version (version V0),
one version with no AOP involved (version V1) and three other versions weaved
by three different weaving processes, which are compile-time weaving (CTW),
load-time weaving (LTW) and runtime weaving (RTW), respectively versions
V2, V3 and V4.

4.3 Scenario

The chosen scenario for the experiment was the user authentication scenario.
This scenario was chosen because it is composed of several method calls in dif-
ferent system layers and it does not present complex business rules.

The scenario was refactored so that the invocations do not access the data-
base. The reason for not using the database access is due to the fact that the
resources consumed by I/O operations would influence the measurements of the
logging aspect. Likewise, at the data access object (DAO) layer, all methods of
the scenario returns with the minimum of processing and simulate a successful
authentication. This refactoring did not alter the purpose of the methods or
the scenario sequence of operations. The resulting version, named V1, was used
to build all other versions where factors were varied so the outcomes could be
measured.

4.4 Plan of the Experiment

In order to measure the outcomes, a default experiment plan was made. This
plan is composed by a parameter with fixed value and parameters with variable
values, which are set in each system version. The parameter with fixed value is
the number of test executions, which defines how many times the test is executed
to generate outcomes data and was set to 15.

One of the parameters with variable value is the loopCount variable, present
in the JUnit test class for internal invocations and configured in the JMeter
experiment plan for external invocations. The loop count defines how many
times each internal invocations or HTTP request is executed on the scenario in
a test. It was initially set to 10.000. The criteria to choose is because this number
should be high enough to emphasize the small impact on performance caused
by some interested factor, but low enough to allow the assessment of the set of
invocations in an acceptable time. From a set of considered options, which were
1, 10, 100, 1.000, 10.000 and 100.000, the number 10.000 was the best choice for
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versions with disabled database and which used internal invocations as default
measuring method.

CPU, memory and time were measured in two forms, depending on the type
of invocation. For internal invocations, the execution of each test is launched
through Eclipse. A breakpoint is set at the beginning of test execution in JUnit
test class, where the start method of StopWatch is invoked and starts time count-
ing. This breakpoint is necessary for the process inspection through VisualVM
tool. When the JUnit running thread stops at the breakpoint, VisualVM is con-
figured to inspect only memory and CPU in the application process. After these
steps, breakpoint is released, the process run and the current aspect mechanism
perform over the scenario method executions. After the end of the process exe-
cution, StopWatch class calculate the elapsed time in milliseconds and shows it
at Eclipse console while VisualVM generates the real time report of memory and
CPU history. CPU and memory are manually retrieved and, the highest values
of the graphics, respectively, in percentage and megabytes (MB), were always
considered.

For external invocations, no breakpoint is necessary for VisualVM to inspect
CPU and memory. After the launch of tomcat through Eclipse debug, VisualVM
is capable of inspecting the running process of tomcat before the beginning of
the invocations. After configuring VisualVM to inspect CPU and memory on
tomcat process, the JMeter experiment plan is invoked. After the execution of
the test, JMeter report provides the time report while CPU and memory are
retrieved manually, as done for the internal invocations.

5 Design of the Experiment

The experiment plan was run in each phase with the proper parameters. This
Section explains the design of the experiment, showing the phases, their details
and purposes.

5.1 Versions of the Software

The purpose of this phase is the generation of versions containing different weav-
ing processes and serves as template to be used for building the other versions.
In this Section the building process of versions V1, V2, V3 and V4 is presented.

Version V1. The purpose of this version is to establish baselines of values
related to the dependent variables to be compared with values obtained in other
phases of the experiment.

Version V2. From version V1, version V2 was built. This version has the
purpose of assessing the impact on performance by adopting the compile-time
weaving process, provided by the AspectJ weaver. The results of this phase
are compared to the results of version V1, this way it is possible to assess if
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the weaver AspectJ sensitizes the dependent variables through the compile-time
weaving process. In this version all log generation messages were removed from
the scenario methods. The weaver was provided by the plugin of the AspectJ
Development Eclipse Tools. This plugin, when enabled, forces the project to
re-compile, thus injecting the aspect code bytecodes to the classes at compile
time.

The following parameters were set:

– Weaver: AspectJ compile-time weaver;
– Number of advices: 6;
– Type of advices: 2 before, 2 around, 2 after, having log messages invoked only

on before advices;
– PointCut Expressions: interception of all methods present in service and DAO

packages.

Version V3. From version V2, version V3 was built. This version has the
purpose of assessing the impact on performance by adopting the load-time
weaving process, provided by the AspectJ weaver. Like in version V2, the
results of this phase are compared to the results of version V1 in order to verify
if this weaver, using this weaving process, sensitizes the dependent variables. In
this version, the AspectJ plugin, which is responsible for compiling the aspects,
was disabled and the weaving type paremeter was overridden to the load-time
weaving process. The load-time weaving process is used in the context of Spring
Framework. AspectJ is responsible for weaving aspects into the application’s
class files as they are being loaded into JVM. From an aop.xml file created in
META-INF folder, which was added to the build path of the project, with the
necessary configuration to weave aspects of AspectProfiler class into the project
classes, this file specifies the loading of two classes to the JVM, and one DAO
class containing the methods of the scenario.

Version V4. From version V2, version V4 was built. This version has the
purpose of assess the impact on performance by adopting the runtime weaving
process, provided by the Spring AOP framework. Like in versions V3 and V2,
the results of this phase are compared to the results of version V1 in order
to verify if this weaver, using this weaving process, sensitizes the dependent
variables. In this version, the AspectJ capability provided by the AspectJ plugin
was disabled and the weaver overridden to Spring AOP.

This phase has the purpose of analyzing AOP together with two layers which
impacts performance significantly, which are the chain of mechanisms present in
the front end controller provided by the MVC framework, in this case Struts 2,
and the access to the database, here represented by DB2.

Previous tests reported that the time spent to assess each external invoca-
tion of this version varied between 6000 and 7000 ms. The time consumed to
assess the initial value for the loop count parameter, which is 10.000, would be
impracticable, which addresses the loop count value to be overridden to a new
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value, for less. Besides this difficulty on measuring time, the maximum values of
CPU and memory are manually selected on the chosen profiling tool, which is in
this case VisualVM, and the higher this value, the higher the difficulty to select
these maximums. However, in terms of assessing the impact on performance, the
lower this value, the less the impact on performance would be noticed, which
addressed this number to be 50.

6 Results

This Section presents the results of versions for each region of the map of versions
for the proposed factors, as follows.

The weaver factor was varied in versions of the software. The values of the
measures are shown in box plot graphs and grouped by dependent variable. In
Figs. 2, 3 and 4 graphs are represented containing the consumption of time, CPU
and memory for versions V1, V2, V3 and V4 respectively.

Results of versions V2, V3 and V4 were compared with results of version V1.
Table 5 shows this comparison to the averages of the dependent variables.

Fig. 2. Time consumption for versions V1, V2, V3 and V4.

Fig. 3. CPU consumption for versions V1, V2, V3 and V4.
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Fig. 4. Memory consumption for versions V1, V2, V3 and V4.

Table 5. Comparison between averages of dependent variables of versions V2, V3 and
V4 with V1.

Compared to V1 Time(%) CPU(%) Memory(%)

V2 +3, 41 −8, 5 +3, 24

V3 +7, 32 −4, 56 +30, 69

V4 +41, 40 −2, 58 +39, 93

7 Conclusions

The systematic review and the further analysis of the retrieved papers pre-
sented in this article show that there are few experiments concerning AOP and
performance in scientific literature. More specifically, too few experiments were
reported about the performance of AOP techniques when implementing crosscut-
ting concerns. From the results, it is clear that there is no prevailing implemented
concern in the studies. On the contrary, most of the implemented concerns were
domain specific. Most papers postulated that runtime weaving requires more
effort at run-time, impacting on performance. In order to produce further evi-
dences on the impact of the type of weavers in the performance of AOP programs,
we decided to conduct our own experiment. The experiment showed the assess-
ment of several versions of an application, where measurements were made with
and without the presence of heavy system layers in terms of resource consump-
tion which are the database and the whole chain of mechanisms of the MVC
framework.

The variation of weavers showed that the weaver is a factor which sensitizes
performance. When analyzed isolated, in other words, without the presence of
the resources consuming mentioned elements, weavers showed a performance
variation of about 40 % from one to another in two outcomes in certain circum-
stances where the pointcuts match were high.

Results of this experiment have shown that, in general, in applications which
have database calls and/or MVC frameworks, the impact on performance caused
by AOP solely could be considered to be negligible. However, this impact could
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be meaningful for applications without these layers and where AOP would be
widely used. According to this study, the difference concerning resource con-
sumption through variation of weavers can be considered irrelevant considering
common web applications, but nothing can be confirmed about embedded appli-
cations where resource consumption might be limited.

The analyzed crosscutting concern was Logging. However, the focus of the
analysis was on the AOP interception mechanism of each tool and not in the
AOP implementation of the crosscutting concern itself. The implementation
through AOP of crosscutting concerns by frameworks such as Spring could be
more studied and compared to manual implementations with regard to perfor-
mance. Future works could also study the performance of AOP techniques for
embedded applications, where hardware conditions are limited.

Threats to validity were considered as follows. The considered outcomes were
measured through three different tools. Time outcome was provided by Stop-
Watch class on internal invocations and displayed at Eclipse console, and by
JMeter on external invocations, displayed on a summarized report. CPU and
memory, however, were not provided directly by any tool. Differently from time,
which could be measured in absolute values, CPU and memory varies during the
tests. As VisualVM did not provide the average of each one in a time shift, the
used metric for obtaining these values was a manually selection of the maximum
values of the graphs generated by VisualVM for each one. Measurements where
the maximum values were far higher from the average values represent a threat
to validity, once that these top points could not represent the real behaviour of
the outcomes related to the application. Besides, mistakes on manual selection
could have influenced wrong results.

The external invocations generated by JMeter were configured to be sequen-
tial. Despite the fact that on real production environments calls to the appli-
cation generate multiple threads working simultaneously, sequential calls were
more proper for this experiment because they do not require a possible extra
effort to be scheduled. Besides, in order to achieve a possible impact on perfor-
mance, the number of calls needed to be high in most cases, considering that the
impact provoked by AOP instrumentation was discrete. This high number of calls
would not be supported by the web container in case these calls were generated
by multiple threads simultaneously. This restriction addressed the experiment
to be based on sequence calls only.
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Abstract. Buffer overflow vulnerability is one of the commonly found sig-
nificant security vulnerabilities. This vulnerability may occur if a program does
not sufficiently prevent input from exceeding intended size and accessing
unintended memory locations. Researchers have put effort in different directions
to address this vulnerability. How, authorized reports and data showed that as
more sophisticated attack vectors are being discovered, efforts on a single
direction are not sufficient to resolve this critical issue well. In this paper, we
characterize buffer overflow vulnerability in four patterns and propose ABOR,
a framework to remove buffer overflow vulnerabilities from source code auto-
matically. It only patches identified code segments, which means it is an opti-
mized solution that eliminates buffer overflows at the maximum while adds
runtime overhead at the minimum. We have implemented the proposed
approach and evaluated ABOR over a set of real world C/C++ applications. The
results prove ABOR’s effectiveness in practice.

Keywords: Buffer overflow � Static analysis � Automatic bug fixing � Security
vulnerability

1 Introduction

Buffer overflow in C/C++ is still ranked as one of the major security vulnerabilities [1],
though it has been 20 years since this vulnerability was first exploited. This problem
has never been fully resolved and has caused enormous losses due to information
leakage or customer dissatisfaction [1].

To mitigate the threats of buffer overflow attacks, a number of approaches have
been proposed. Existing approaches and tools focus mainly on three directions [2]:

• Prevent buffer overflow attacks by creating a run-time environment, like a sandbox,
so that taint input could not directly affect certain key memory locations;

• Detect buffer overflows in programs by applying program analysis techniques to
analyze source code;

• Transform the original program by adding additional verification code or external
annotations.
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For approaches in the first direction, as modern programs are becoming more complex,
it is difficult to develop a universal run-time defense [2]. For approaches in the second
direction, even if buffer overflow vulnerabilities are detected, the vulnerable programs
are still being used until new patches are released. For the third direction, though it is
well-motivated to add extra validation to guard critical variables and operations, the
existing approaches will add considerable runtime overhead. For example, a recent
novel approach that adds extra bounds checking for every pointer may increase the
runtime overhead by 67 % on average [3].

We noticed though none of the existing methods can resolve the problem fully, they
share many commonalities and also have differences. In this paper, we first integrate
existing methods and characterize buffer overflow vulnerability in the form of four
patterns. We then propose a framework—ABOR that combines detection and removal
techniques together to improve the state-of-the-art. ABOR iteratively detects and
removes buffer overflows in a path-sensitive manner, until all the detected vulnera-
bilities are eliminated. Unlike the related methods [3–6], ABOR only patches identified
code segments; thus it can eliminate buffer overflows while keeping a minimum run-
time overhead.

We have evaluated the proposed approach on a set of benchmarks and three
industrial C/C++ applications. The results show that the proposed approach is effective.
First it can remove all the detected buffer overflow vulnerabilities in the studied sub-
jects. Second we also compare ABOR with methods that focus on buffer overflow
removal. On average, it removes 58.28 % more vulnerabilities than methods that apply
a straight-forward “search and replace” strategy; it inserted 72.06 % fewer predicates
than a customized bounds checker.

The contribution of the paper is as following:

• The proposed approach integrates and extends existing techniques to remove buffer
overflows automatically in a path-sensitive manner.

• The proposed approach guarantees a high removal accuracy while could keep a low
runtime overhead.

• The proposed approach contains an exhaustive lookup table that covers most of the
common buffer overflow vulnerabilities.

The paper is organized as follows. Section 2 provides background on buffer overflows
vulnerability. Section 3 covers the proposed approach that detects buffer overflows and
removes detected vulnerability automatically. Section 4 evaluates the proposed
approach and Sect. 5 reviews the related techniques that mitigate buffer overflow
attacks. Section 6 concludes the paper.

2 Background

In this section, we give background information about buffer overflow vulnerability
and attack. We also introduce a collection of rules for preventing such attacks.

Buffer overflow based attacks usually share a lot in common: they occur anytime
when a program fails to prevent input from exceeding intended buffer size(s) and
accessing critical memory locations. The attacker usually starts with the following
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attempts [1, 7]: they first exploit a memory location in the code segment that stores
operations accessing memory without proper boundary protection. For example,
a piece of code allows writing arbitrary length of user input to memory. Then they
Locate a desired memory location in data segment that stores (a) an important local
variable or (b) an address that is about to be loaded into the CPU’s Extended instruction
Counter (EIP register).

Attackers attempt to calculate the distance between the above two memory loca-
tions. Once such locations and distance are discovered, attackers construct a piece of
data of length (x1 + x2). The first x1 bytes of data can be any characters and is used to
fill in the gap between the exploited location and the desired location. The second x2
bytes of data is the attacking code which could be (a) an operation overwriting a local
variable, (b) a piece of shell script hijacking the system or (c) a handle redirecting to a
malicious procedure.

Therefore, to prevent buffer overflow attack, it is necessary to ensure buffer writing
operations are accessible only after proper validations.

Figure 1 shows an example of one buffer overflow vulnerability. For the sample
procedure _encode, node s1 uses the C string function strcpy to copy a bulk of data to a
destination buffer. Such a function call is vulnerable because strcpy does not have any
built-in mechanism that prevents over-sized data from being written to the destination
buffer. And before node s1, there is no explicit validation to constraint the relationship
between the pvpbuf’s size and req_bytes’s length. At node14, the variable req_bytes is
defined as an array length of 1024 and it receives a bulk of data size of 1024 from user
input via the command-line. Along the path (n9, n10, n11, n12, n13, n14, n15, n16, s1),
the variable pvpbuf is defined as an array size of c2. However there is no validation to

Fig. 1. A sample code with exploited buffer overflow vulnerability.
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ensure c2 is larger than 1024, in order to prevent pvpbuf being overwritten. Therefore
the system running this procedure _encode becomes vulnerable due to the existence of
(n9, n10, n11, n12, n13, n14, n15, n16, s1).

3 The Proposed Approach

In this paper, we propose Automatic Buffer Overflow Repairing (ABOR), a framework
that integrates and extends existing techniques to resolve the buffer overflow vulner-
abilities in a given program automatically. Figure 2 demonstrates the overall structure
of the framework. ABOR consists of two modules: vulnerability detection and vul-
nerability removal. ABOR works in an iterative way: once the vulnerability detection
module captures a vulnerable code segment, the segment is fed to the removal module;
the fixed segment will be patched back to the original program. ABOR repeats the
above procedure until the program is buffer-overflow-free. In this section, we introduce
the two modules of ABOR in detail.

3.1 Buffer Overflow Patterns

We first review some basic definitions of static analysis [8, 9]. A control flow graph
(CFG) for a procedure is a graph that visually presents the control flow among program
statements. A path is one single trace of executing a sequential of program statements.
A variable in a program is called an input variable if it is not defined in the program
solely from constants and variables. An abstract syntax tree (AST) is a tree structure
that represents the abstract syntax of source code written in a particular programming
language. We call a program operation that may cause potential buffer overflows as a
buffer overflow sensitive sink (bo-sensitive sink). In this paper, we shorten the name
“bo-sensitive sink” to sink. The node that contains a sink is called a sink node.

There are many methods to protect sinks from being exploited [10–14]. One
general way is to add extra protection constraints to protect sinks [2]. After a careful
review, we collect a list of common sinks and the corresponding protection constraints.
We characterize them in a form of four patterns:

Fig. 2. Overview of ABOR.
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(1) Pattern#1: A statement is a bo-sensitive sink when it defines or updates a des-
tination buffer with an input from either (1) a C stream input function which is
declared in < stdio.h > , or (2) a C ++ input function inherited from the base class
istream. The protection constraint shall ensure the length of the destination buffer
is not smaller than the input data.

(2) Pattern#2: A statement that copies/moves the content of a block of memory to
another block of memory is a bo-sensitive sink. The protection constraint shall
ensure that the copied/moved data is not larger than the length of the destination
memory block.

(3) Pattern#3: A statement is a bo-sensitive sink when it calls a C stream output
function when (1) this function is declared in < stdio.h > ; or (2) this function
contains a format string that mismatches its corresponding output data; or (3) the
function’s output is data dependent on its parameters [12]. The protection con-
straint shall ensure that:

• the output data should not contain any string derived from the prototype [15]:
%[flags][width][.precision][length]specifier;

• or all the character “%” in the output data has been encoded in a backslash
escape style, such as “\%”.

(4) Pattern#4: A statement other than the above cases but referencing a pointer or
array is a bo-sensitive sink. Before accessing this statement, there should be a
protection constraint to do boundary checking for this pointer or array.

We use the above four patterns as a guideline to construct the buffer overflow
detection and removal modules of ABOR. In order to specify these cases clearly, we
use metadata to describe them exhaustively at the AST level. The metadata is main-
tained in Table 1 (Here we only show a fragment of Table 1; the full table is presented
on our website). Each row in Table 1 stands for a concrete buffer overflow case. The
column Sink lists the AST structure of sinks. The column Protection Constraint
specifies the AST structure of the constraint which could prevent the sinks being
exploited. Additionally, in order to concrete the protection constraints ABOR needs to
substitute in constants, local variables, expressions, and also two more critical data
structures: the length of a buffer and the index of a buffer.

Table 1. Detail of ABOR pattern lookup table (a fragment).

Pattern Sink Protection Constraint Required
Intermediate Variable

1 gets(dst) dst_length ≥ SIZE_MAXa /*The destination buffer dst’s length
(bytes).*/ dst_length

2 memcpy
(dst,
src, t)

dst_length ≥ t;
src_length ≥ t;

//The destination buffer dst’s length,
in terms of bytes. dst_length,

//The source buffer src’s length, in
terms of bytes. src_length

aSIZE_MAX stands for the max value of unsigned long
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In C/C++, there is no universal way to retrieve a buffer’s length and index easily.
To resolve this, ABOR creates intermediate variables to represent them. In Table 1, the
last column Required Intermediate Variable records the required intermediate variables
for each constraint.

3.2 Buffer Overflow Detection

Among the existing detection methods, approaches working in a path sensitive manner
offer higher accuracy because they target at modeling the runtime behavior for each
execution path: for each path, path sensitive approaches eventually generate a path
constraint to reflect the relationship between the external input and target buffer, and
the path’s vulnerability is verified through validating the generated path constraint.

In the current implementation of ABOR, we modified a recent buffer overflow
detection method called Marple [16] and integrated it into ABOR. We chose Marple
mainly because it detects buffer overflows in a path sensitive manner, which offers high
precision.

Marple maintained a lookup table to store the common bo-sensitive sinks’ syntax
structure. For each recognized bo-sensitive sink node and the path passing through the
sink node, Marple generates an initial constraint, called query and backward propagates
the query along the path. The constraint will be updated through symbolic execution
when encountering nodes that could affect the data flow information related to the
constraint. Once the constraint is updated, Marple tries to validate it by invoking its
theorem prover. If it is proved the constraint is unsatisfiable, Marple concludes this path
buffer-overflow-vulnerable. Figure 3 demonstrates how ABOR integrates and extends
Marple:

(1) ABOR replaces Marple’s lookup table with Table 1. We enforce Marple to search
for the syntax structures listed in the column Sink of Table 1. Additionally,
Marple will raise a query based on the column Protection Constraint.

(2) ABOR uses a depth-first search to traverse a given procedure’s control flow
graph: each branch will be traversed once. If a bo-sensitive sink is found, the

A path with sink 

Constraint propagation 

Constraint solving 

Vulnerability Confirmation 

Symbolic Execution 

Constraint Solving: Z3 
Next 
path 

Fig. 3. Vulnerability detection in ABOR.
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segment starting from the sink back to the procedure entry will be constructed to
be a set of paths and each path will be fed to Marple for processing.

(3) ABOR replaces Marple’s constraint solver with Z3 (Z3, 2013), a latest SMT
solver from Microsoft with strong solvability.

(4) If one path is identified vulnerable, ABOR records the sub-path that causes the
vulnerability or infeasibility [16]. Later, paths containing any of such sub-paths
will not be examined.

(5) We follow the way Marple handles loop structures: we treat a loop structure as a
unit and try to compute each loop’s impact on the propagating constraint, if and
only if such impact is linear.

We illustrate the above procedure with an example. In Table 4, s1 is a sink node.
Therefore, Marple raises a constraint as pvpbuf_length ≥ req_bytes_length. It propa-
gates backward along the paths that pass through s1 and tries to evaluate the constraint.

For example, along the path (n1, n2, n3, n4, n5, n6, n7, n9, n10, n11, n12, n9, n13,
n14, n15, n16, s1), the constraint is updated at node n13 and becomes c2 ≥ 1024. The
variable c2 is affected by the loop [n9, n10, n11, n12, n9]. The variable c2 is used in the
loop, and it is data dependent on the input–ADDRSIZE. There exists a counterexample
to violate the constraint c2 ≥ 1024. So this path is identified as being vulnerable. The
method introduced in Sect. 3.3 will be used to remove this vulnerability.

3.3 Buffer Overflow Removal

The removal module takes an identified vulnerable path, analyzes the sink’s AST and
picks the corresponding constraint to protect the sink. The main challenge is to concrete
the selected protection constraint into valid C ++ code.

ABOR propagates backward along the given path to enable the intermediate
variables simulating their semantics. It maintains Table 2 to assist this propagation.

Table 2. Update intermediate variable during propagation.

Syntax Structure Update Operation

Buffer definition
•buffer = new wildcard T [n]; T buffer
[n];

buffer_length = n * sizeof(T);

Buffer referencing
•T * p = buffer; p_length = buffer_length; &&

p_index = buffer_index;
Array index subscription
•buffer[i] = wildcard buffer_index = i;
Pointer arithmetic
•p ++; p–; p_index ++; p_index–;
•p = p+n; p_index = p_index +n;
Free memory
•free (p); delete [] p; p_length = 0; p_index = NULL;
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In Table 2, the column Syntax Structure stands for the AST structure ABOR searches
for during the propagation. The column Update Operation stands for how ABOR
updates the corresponding intermediate variables.

The algorithm removeVul shown in Table 3 shows the workflow of ABOR’s
removal module. This algorithm takes an identified vulnerable path pth and its control
flow graph G as parameters. It inserts defensive code into G to remove the vulnera-
bility. The defensive code includes statements to update intermediate variables and a
predicate to protect the sink. After this, removeVul concretes the protection constraint
by substituting required local variables, expressions, constants and intermediate vari-
ables. The protection constraint is used to construct a predicate node. This predicate
node wraps the sink node to provide protections. At last, removeVul converts the
modified control flow graph back to source code. Therefore, the vulnerability caused by
the sink has been removed by ABOR.

Table 4 presents a full example of using ABOR. The vulnerable program is in the
left side column. The procedure of ABOR is as follows:

Table 3. Vulnerability removal in ABOR.
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(1) ABOR’s buffer overflow detection module finds that the path (n1, n2, n3, n4, n5,
n6, n7, n9, n10, n11, n12, n13, n14, n15, n16, s1) is vulnerable. The path will be
passed to removeVul.

(2) removeVul traverses the sink node s1’s AST and determines that the first pattern
shall be applied. The constraint is to validate that the length of pvpbuf is larger
than or equal to the length of req_bytes.

(3) ABOR inserts one node p1 into the CFG and creates two intermediate variables
with an initial value of 0: pvpbuf_temp0_size for the length of pvpbuf and
req_bytes_temp0_size for the length of req_bytes. ABOR inserts another three

Table 4. An example of applying ABOR.
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nodes p2, p3, and p4 into CFG, to manipulate the two intermediate variables to
track the lengths of pvpbuf and req_bytes.

(4) ABOR constructs the protection constraint as pvpbuf_temp0_size ≥ req_bytes_
temp0_size and transforms the original program by wrapping statement s1 with
statements p5, and p6.

(5) At last, ABOR converts the modified CFG back to source code, which is listed in
the right side column of Table 4. Therefore, the vulnerability has been removed.

4 Evaluation

4.1 Experiment Design

We have implemented the proposed approach as a prototype system based on the
CodeSurfer infrastructure [20]. The prototype has two parts: Program Analyzer and
ABOR. The Program Analyzer receives C/C++ programs as input and utilizes Code-
Surfer to build an inline inter-procedural CFG. This CFG is then sent to the ABOR for
the vulnerability detection and removal.

Nine systems are selected to evaluate ABOR’s performance: (a) six benchmark
programs from Buffer Overflow Benchmark [17] and BugBench [18] are selected for
the evaluation, namely Polymorph, Ncompress, Gzip, Bc, Wu-ftdp and Sendmail; and
(b) three industrial C/C++ applications, namely RouterCore, PathFinder, and RFID-
Scan, are selected. This is to further evaluate the effectiveness of the proposed approach
on real-world programs.

For each system, we first run ABOR and then manually validate the results. The
experiments are carried out on a desktop computer with Intel Duo E6750 2-core
processor, 2.66 GHz, 4 GB memory and Windows XP system.

4.2 Experimental Results

4.2.1 System Performance
We evaluate ABOR’s performance in terms of removal accuracy and time cost.

Removal Accuracy. For benchmark systems, the experimental results are shown in
Table 5(a). A false negative case occurs if we manually find that the proposed method

Table 5(a). Vulnerabilities removed by ABOR in benchmarks.

System KLOC #Reported #Repaired #FP #FN

Polymorph-0.4.0 1.7 15 15 0 0
Ncompress-4.2.4 2.0 38 38 0 0
Gzip-1.2.4 8.2 38 38 0 0
Bc-1.06 17.7 245 245 0 0
Wu- ftdp-2.6.2 0.4 13 13 0 0
Sendmail-8.7.5 0.7 21 21 0 0
Total 30.7 370 370 0 0
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failed to remove one buffer overflow vulnerability. A false positive case occurs if we
manually find the proposed method patched a piece of code that is actually buffer
overflow free. We calculate the error rate of the proposed method by dividing the total
number of vulnerabilities by the sum of the number of false positives and false neg-
atives. The column KLOC stands for thousands of lines of code. The column #Reported
records the real reported number of vulnerabilities while column #Repaired records the
number of vulnerabilities removed by ABOR. The columns #FP and #FN stand for the
numbers of false positives and false negatives respectively. For all the systems, the total
number of reported buffer overflow vulnerabilities is 370. Therefore, ABOR can cor-
rectly remove all the vulnerabilities reported in previous work [17, 18].

For industrial programs, the results are shown in Table 5(b). The columns KLOC,
#Repaired, #FN and #FP have the same meaning with Table 5(a). Additionally, the
column #Detected stands for the number of detected vulnerabilities; and the column
#Manual stands for the number of vulnerabilities discovered from manual investiga-
tions. The manual investigation double checked the detection result and analyzed the
reason behind the cases that ABOR failed to proceed. As shown in Table 5(b), our
approach detects 608 buffer overflow vulnerabilities and can successfully remove all of
them. The results confirm the effectiveness of the proposed approach in removing
buffer overflow vulnerabilities. However, due to implementation limitations, ABOR’s
detection modules didn’t capture all the buffer overflow vulnerabilities in the industrial
programs. On average, the error rate of our proposed method is 20.53 %, which
consists of 19.80 % false negative cases and 0.73 % false positive cases. The details of
the error cases are discussed in Sect. 4.2.3.

Time Cost. We measured the time performance of the proposed approach on both
benchmarks and industrial programs. Table 6 records the time spent on processing each
program individually. ABOR is scalable to process large programs. The time cost over
the entire 9 systems is 4480 s, which is nearly 75 min. It is also discovered that a large
amount of time is spent on vulnerability detection, which is 77.77 % of the total time.
The vulnerability removal process is relatively lightweight, which costs only 22.23 %
of the total time.

4.2.2 Comparison
There are another two types of commonly used removal methods [2], which are “search
& replace” and “bounds checker”.

Search and Replace. The first category of methods replaces those common vulnerable
C string functions with safe versions. If a program contains a large number of C string

Table 5(b). Vulnerabilities removed by ABOR in industrial programs.

System KLOC #Detected #Repaired #Manual #FP #FN ErrorRate(%)

RouterC* 137.15 217 217 309 3 41 14.23
Pathfinder 104.23 79 79 103 1 25 25.24
RFIDscan 219.36 312 312 406 2 96 24.13
Total 460.74 608 608 818 6 162 20.53
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functions, this category of methods can achieve a good effect. Additionally, they are
straight-forward for implementation [19]. But as the fast development of attacking
techniques based on buffer overflows [2], the “search and replace”, methods will miss
many buffer overflows in real code.

Bounds checker: The second category of methods chases high precision by
inserting effective validation before every memory access. In practice, they are usually
used by mission-critical systems [2, 3]. However, they normally bring in high runtime
overhead as a number of inserted validations are redundant.

ABOR is the method that only patches identified detected vulnerable code segment
in a path-sensitive way. So it guarantees the removal precision while it can keep a low
runtime overhead. Using the same benchmarks and industrial programs, we compare
ABOR with the other two main categories of removal methods.

First, we compare ABOR with the “search and replace” category. In Fig. 4(a), we
compare ABOR with a recent “search and replace” method from Hafiz and Johnson [6].
It maintains a static database that stores common C/C++ vulnerable functions with their
safe versions.

Table 6. The time performance of ABOR.

System Total time (ms) Detection time Removal time
Time(ms) % Time (ms) %

Polymorph 95.25 81.91 85.99 13.34 14.01
Ncompress 214.32 160.81 75.03 53.51 24.98
Gzip 3698.16 2388.71 64.59 1309.45 35.41
Bc 149469.60 132026.90 88.33 17442.66 11.67
Wu- ftdp 221.13 185.33 83.81 35.80 16.19
Sendmail 134.82 103.76 76.96 31.06 23.04
Routercore 2446656.17 1781649.13 72.82 665007.07 27.18
Pathfinder 654987.43 564359.17 86.16 90628.22 13.84
RFIDscan 1224366.67 1003880.72 81.99 220485.98 18.01
Total 4479843.55 3484836.44 77.77 995007.09 22.23

Fig. 4. Compare ABOR with existing methods.
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Figure 4(a) represents the histograms on the number of removed buffer overflows.
It contains a pair of bars for each test case. The shadowed ones are for ABOR while the
while bars are for the applied “search and replace” method. The Longer bars are better
as they represent the higher removal precision. For the entire 9 systems, in total, the
“search and replace” method removes 570 vulnerabilities while ABOR removes 978
vulnerabilities (41.72 % more). This is mainly because (1) many vulnerable codes are
not covered by the static database of the “search and replace” method; (2) even after
using a safe version of certain C/C++ functions, the vulnerabilities are not removed due
to improper function parameters.

Second, we compare ABOR with the bounds checker” category. At the current
stage, we implemented a customized bounds checker following a novel approach from
Nagarakatte et al. [3]. It will insert predicates to protect every suspicious sink.

Figure 4(b) represents the histograms on the number of inserted predicates. As with
more inserted predicates, runtime overhead will increase. Figure 4(b) contains a pair of
bars for each test case. The shadowed ones are for ABOR while the white ones are for
the applied bounds checker. Shorter bars are better as they represent the fewer number
of inserted predicates. For the entire 9 systems, in total, the applied bounds checker
inserts 3500 predicates. ABOR only patches confirmed sinks so it only inserts 978
predicates, which are 72.05 % less than the applied bounds checker.

Last but not least, though detection of buffer overflow is not a new research, till
now, no approaches can detect buffer overflow with full coverage and precision. As the
proposed approach uses these approaches, it is also limited by the accuracy of these
approaches.

4.2.3 Discussion
It is also found that ABOR caused some false positive and false negative cases when
processing the industrial programs. We further investigate these error cases and found
the errors are mainly caused by implementation limitations. We categorize them into
three types:

Error 1- inaccuracy from alias analysis: it is difficult to implement a comprehensive
alias analysis (CodeSurfer, [20]). Table 7(a) shows a false-negative example from

Table 7. Examples of errors from processing the industrial programs.
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RouterCore that is caused by inaccurate pointer analysis. In the loop, pointer ptr is
incremented by one in each iteration until it equals to the address of pointer slt. So after
the loop, ptr and slt are actually aliased. However, currently we cannot detect such alias
relationship. The node n2 could overwrite the value of *ptr. Though node n1 does the
boundary checking, it no longer protects node n3.

Error 2- inaccuracy from loop structure. So far only variables that are linearly
updated within an iteration are handled by ABOR. Table 7(b) shows an example found
in RouterCore. The variable x is non-linearly updated by using a bitwise operation.
Therefore the corresponding constraint, which compares the size between buff and
input, is beyond the solvability of our current implementation.

Error 3- platform-based data types: the industrial programs PathFinder and
RFIDScan both involve external data types of Microsoft Windows SDK (e.g., WORD,
DWORD, DWORD_PTR, etc.). This requires extra implementations to interpret them.
Additionally the value ranges of these data types specify implicit constraints. Table 7(c)
shows a false-positive case from PathFinder. In this example, although accessing the
buffer element via index at node n2 has no protection, there will be no buffer overflow
vulnerability because index ranges only from 0 to 65535.

We summarize the error analysis in Table 8. In the future, further engineering effort
is required to address these implementation difficulties.

5 Related Work

We reviewed the recent techniques in addressing the buffer overflow vulnerability. We
categorize them into three types: buffer overflow detection, runtime defense and vul-
nerability removal.

5.1 Buffer Overflow Detection

Buffer overflow vulnerability could be effectively detected by well-organized program
analysis. The analysis could be performed either on source code or binary code. The
current detection methods can be classified into path-sensitive approaches and
non-path-sensitive approaches.

Path-sensitive approaches analyze given paths and generate path constraints
according to the properties that ensure the paths are not exploitable for any buffer
overflow attack. The path constraints are extracted using symbolic evaluation through

Table 8. Accuracy and error analysis.

System Total error E1 E2 E3
# % # % # %

Routercore 44 23 52.27 10 22.73 11 25.00
Pathfinder 26 16 61.54 0 0 10 38.47
RFIDscan 98 31 31.63 22 22.45 45 45.92
Total 168 70 41.67 32 19.05 66 39.29
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either forward or backward propagation. A theorem prover or customized constraint
solver is instrumented to evaluate the constraints. If a constraint is determined as
unsolvable, the path is concluded as vulnerable. These methods pursue soundness and
precision but usually include heavy overhead due to the use of symbolic evaluation.
Typical examples include ARCHER [21], Marple [16], etc.

Non-path-sensitive approaches try to avoid complex analysis. They usually rely on
general data flow analysis. These methods compute the environment, which is a
mapping of program variables to values at those suspected locations. The environment
captures all the possible values at a location L. Therefore, if any values are found to
violate the buffer boundary at L, a buffer overflow vulnerability is detected. Choosing
proper locations and making safe approximation requires heuristics and sacrifices
precision. However, such a design gains more scalable performance, which is highly
essential when dealing with large-scale applications. Typical examples include the
from Larochelle and Evans [22], CSSV [23], etc.

5.2 Run-Time Defense

This type of approaches adopt run-time defense to prevent exploiting potential vul-
nerabilities of any installed programs. These approaches aim to provide an extra pro-
tection regardless of what the source program is. Normally such protections are
implemented using three different kinds of techniques: code instrumentation, infra-
structure modification, and network assistance.

The first aspect is to simulate a run-time environment partially, execute the sus-
picious program in the virtual environment and check whether malicious actions have
taken place. Examples include StakeGuard and RAD [24], which are tools that create
virtual variables to simulate function’s return address. Suspicious code will be redi-
rected to act over the virtual variables first.

The second aspect is to modify the underlying mechanism to eliminate the root
of attacks: Xu et al. [25] proposed a method to split stack and store data and control
information separately; Ozdoganoglu et al. [26] proposed to implement a non-executable
stack. More details and corresponding tools of run-time defense could be found in recent
surveys [2, 27].

The third aspect is to do a taint analysis for the input data from any the untrusted
network source. This analysis compares network data with vulnerability signatures of
the recorded attacks, or inspects payload for shell code for detecting and preventing
exploitation. TaintCheck [28], proposed by Newsome and Song, tracks the propagation
of tainted data that comes from un-trusted network sources. If a vulnerability signature
is found, the attack is detected. Similar approaches include PASAN from Smirnov and
Chiueh [29], and Vigilante from Costa et al. [30].

5.3 Attack Prevention Through Auto Patching

The last category aims to removal the vulnerability from the source code. The objective
is to add defensive code to wrap sink nodes so that no taint data could access the sinks
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directly. There are three strategies to design defensive code and insert them: search and
replace, bounds checker, and detect and transform [2].

The first strategy is to search common vulnerable C string functions and I/O
operations and replaces the found operations with a safe version. For example, vul-
nerable functions strcpy and strcat could be replaced as strncpy and strncat or strlcpy
and strlcat [19], or even with a customized version. Munawar and Ralph [6] proposed a
reliable approach to replace strcpy and strcat with a customized version based on
heuristics. This strategy is straight-forward and easy to implement. However, it misses
many complex situations.

The second strategy is aiming to insert effective validation before each memory
access to perform an extra bounds checking. A typical design is to add validation
before each pointer operation, named “pointer-based approach”. These approaches
track the base and bound information for every pointer and validate each pointer
manipulation operation against the tracked information. Examples include CCured,
MSCC, SafeC, and Softbound [3]. These approaches are designed to provide high
precision. However, as nearly every pointer operation will be wrapped with additional
checking, the code may grow large and the runtime performance could be downgraded.

The third strategy is to locate the vulnerability first and then transform the vul-
nerable code segment into a safe version. Comparing with the second strategy, this
helps reduce the size of added code without compromising the removal precision.
Relatively few efforts have been put in this direction. Lin et al. [11] proposed to slice
the code based on a taint analysis, and then detect the buffer overflow vulnerability over
each slice. The detected vulnerable slice will be inserted in additional code for vul-
nerability removal. However, their approach is based on path-insensitive information
only. Wang et al. [10] proposed a method to add extra protection constraints to protect
sink nodes. The method called model checker to verify the satisfiability of the inserted
protection constraints. If the constraint fails to hold, that sink node will be recorded
vulnerable, and the corresponding constraints will be left to protect the sink node.
However, this method is path-insensitive.

ABOR follows the third strategy and pushes the state-of-the-art one step ahead. It
first detects the buffer overflows based on path sensitive information and then only add
defensive code to repair the vulnerable code segment. Therefore, it adds limited code
and has a low runtime overhead.

6 Conclusions

In this paper, we have presented an approach to remove buffer overflow vulnerabilities
in C/C++ programs automatically. We first characterize buffer overflow vulnerability in
the form of four patterns. We then integrate and extend existing techniques to propose a
framework—ABOR that removes buffer overflow vulnerability automatically: ABOR
iteratively detects and removes buffer overflows in a path-sensitive manner, until all the
detected vulnerabilities are eliminated. Additionally, ABOR only patches vulnerable
code segment. Therefore, it keeps a lightweight runtime overhead. Using a set of
benchmark programs and three industrial programs written in C/C++, we experimentally
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show that the proposed approach is effective and scalable for removing all the detected
buffer overflow vulnerabilities.

In the future, we will improve our approach and tool to minimize the number of
wrongly detected cases. We will also integrate ABOR into existing testing frameworks,
such as CUnit, GoogleTest, to further demonstrate its practicality.
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Abstract. Mobile enterprise apps provide novel possibilities for the optimization
and redesign of business processes, e.g., by the elimination of paper-based data
acquisitioning or ubiquitous access to up-to-date information. To leverage these
business potentials, a critical success factor is the identification and evaluation of
value-adding MEAs based on an analysis of the business process. For this
purpose, we present ValueApping, a systematic analysis method to identify usage
scenarios for value-adding mobile enterprise apps in business processes and to
analyze their business benefits. We describe the different analysis steps and corre‐
sponding analysis artifacts of ValueApping and discuss the results of a case-
oriented evaluation in the automotive industry.

Keywords: Business processes · Analysis framework · Mobile application

1 Introduction

As Apple released the first iPhone in 2007, the success story of mobile applications
running on smartphones and tablets, so called mobile apps, began. In 2014, there will
be over 138 Billion app downloads [1]. Nowadays, the majority of target users are
consumers, but there is an increasing focus on mobile technology in enterprises. Mobile
apps used in business are called mobile enterprise apps (MEA) and they are one of the
top ten strategic technology trends for enterprises in 2014 [2]. The unique features of
MEAs like intuitive touchscreen-based handling, anywhere and anytime usage as well
as sensor capabilities enable a large spectrum of opportunities for new business models
and novel business processes. The employment of MEAs can lead to higher productivity,
higher employee satisfaction, integration of mobile process activities, elimination of
paper-based data acquisitioning and ubiquitous information access [3].

Typically, the introduction of MEAs is realized in a technology-driven manner, which
means MEAs are developed because it is technically feasible and fancy. However, a
benefit from a business point of view cannot be guaranteed. In order to realize the busi‐
ness value of MEAs, the enterprise has to establish a mobile strategy. Thereby, a critical
success factor is the business-driven identification and evaluation of value-adding MEAs
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based on a comprehensive analysis of the business process to be optimized. The goal is to
identify process activities suited for MEAs and the derivation of corresponding usage
scenarios. This includes the analysis of business benefits of desired MEAs and their
communication with the corporate management and the employees [4].

A key problem in the identification of value-adding MEAs is that the spectrum of
new fields of application enabled by mobile apps in business is not yet well-understood,
especially the conceptual differences compared to existing mobile IT systems like
laptops have not been analyzed sufficiently. Furthermore, there is a methodological lack
to systematically identify value-adding MEA usage scenarios. Previous methodologies
consider mobile applications in general but do not focus on mobile apps and their unique
features specifically [5–7]. Moreover, there is no clear picture of the business benefits
of mobile app usage as these benefits comprise monetary and non-monetary factors [8].

To address these problems, we present ValueApping, an analysis method to identify
value-adding MEA usage scenarios in business processes. It contains a criteria catalogue
which combines technological and business-oriented aspects of mobile app usage and
comprises several systematic analysis steps. By applying this method, it can be decided,
which type of IT technology fits best to support a particular process activity. Moreover,
ValueApping enables the analysis of the business benefits of a MEA usage scenario for
a certain process activity.

The remainder of this paper is structured as follows: Sect. 2 characterizes mobile
enterprise apps in general. Section 3 gives an overview of ValueApping including
addressed requirements, analysis steps and the underlying analysis artifacts. Section 3
details on the analysis artifacts whereas the analysis steps are described in Sect. 4. An
evaluation of ValueApping is presented in Sect. 5 based on a case-oriented application
in the automotive industry. Section 6 reviews related work. Finally, Sect. 7 concludes
the paper and highlights future work.

This paper represents a significantly revised and extended version of our work
presented in [9]. In particular, we extend our method by several components for a busi‐
ness benefit analysis. Furthermore, we investigate the special characteristics of mobile
enterprise apps compared to traditional mobile enterprise applications.

2 Mobile Enterprise Apps

In this section, MEAs are defined and characterized based on the term “mobile apps”.
According to [10], mobile apps are applications running on smart mobile touch-based
devices (SMTD) such as smartphones and tablets. Thereby, applications comprise all
types of executable programs as well as browser-based web applications. MEAs are
mobile apps used in business, whereas we specifically focus on mobile apps for
employees. MEAs differ from traditional mobile applications running on mobile devices
such as laptops, PDAs and mobile phones by the technical capabilities of SMTDs as
well as the way they are developed, distributed and consumed which is known as the
mobile ecosystem. Thereby, several technical and organizational challenges have to be
addressed to leverage MEAs. These aspects are explained in the following.
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2.1 Mobile Devices and Technical Capabilities

Originally, there were two different types of mobile devices [11]: Mobile PCs such as
laptops and mobile handhelds such as mobile phones and PDAs. Mobile PCs have
similar capabilities as desktop PCs. In contrast, mobile handhelds are highly portable,
always-on and they are equipped with various sensors, but they have limited resources
such as computing power. The evolution of mobile technology lead to the combination
of these two device types into smart mobile touch-based devices (SMTD) such as smart‐
phones and tablets [12–15] as shown in Fig. 1. SMTDs are more and more replacing
mobile handhelds and due to their increasing technical capabilities they are becoming
an alternative to mobile PCs [14], as well. In contrast to mobile PCs, SMTDs are char‐
acterized by a unique feature set [10, 13–17] comprising anywhere and anytime usage,
intuitive touch-based interaction as well as various device sensors like a GPS receiver.
In the following, these features are discussed in detail.

Fig. 1. Evolution of mobile devices.

Due to mobile networks, SMTDs allow for anywhere and anytime usage. This
enables employees to access the enterprise back-end whenever it is required. Besides,
the small and handy form factor of SMTDs leads to a higher portability. Moreover,
SMTDs have no long boot process, because they are designed to be always on. This
increases the reachability and working ability of the user.

Due to their touchscreen handling and multi-modal input capabilities, SMTDs enable
an intuitive touch-based interaction using touch events and gestures [18]. This is more
appropriate in mobile environments than the usage of mouse and keyboard. Due to the
small screen size, the interaction design has to be tailored towards the functionality
relevant for the task. We call this a task-oriented design. Moreover, the new interaction
paradigm enables people who are generally uncomfortable with computers to interact
with SMTDs without prior training [19]. In addition, sensors enable further input capa‐
bilities as described in the following.

SMTD are equipped with various device sensors including camera, GPS receiver,
and accelerometer. They can be used for interaction as well as context sensing and
enrichment. Regarding context sensing, sensors can be used for taking a photo, for voice
recording, and for positioning. Furthermore, sensors can be used for interaction using
voice commands or motion gestures. The camera can also be used for sensing the envi‐
ronment and in augmented reality application.

224 E. Hoos et al.



2.2 Mobile Ecosystems and Challenges to Leverage Mobile Enterprise Apps

Generally, mobile apps are part of complex mobile ecosystems which define the way
apps are developed and distributed. A mobile ecosystem consists of the SMTD as a
hardware component, the mobile operating system, native apps running on the operating
system as well as a storefront and supplementary online services [20]. Google’s Android,
Apple’s iOS, and Microsoft’s Windows 8 are the three major mobile ecosystems
competing nowadays. Each defines software development kits and user interaction
guidelines as well as app store concepts to distributed mobile apps.

The unique features of SMTDs as well as the preexistence of mobile ecosystems
lead to five core challenges to leverage MEAs according to [10]:

• MEA Portfolio: Systematic identification of usage scenarios for MEAs in business
processes to derive value-adding MEAs and define a corresponding MEA portfolio.

• MEA Development: The development of MEAs is challenged by the requirements of
high usability and restricted computing resources as well as limited network capaci‐
ties [4]. In particular, a task-oriented interaction design is a critical success factor for
usability. Moreover, the coexistence of different mobile ecosystems requires cross-
platform development approaches.

• MEA Infrastructure: In order to distribute and manage MEAs, enterprises have to
design company-internal app stores oriented towards apps store for consumers.
Moreover, a unified device management is necessary, e.g., to define policies and
control operating system updates across various types of SMTDs and mobile oper‐
ating systems.

• MEA Security and Privacy: The use of MEAs poses new risks on privacy and security.
Business-critical information has to be secured even in case of loss of SMTDs [21].
Moreover, personal data and context data on SMTDs have to be protected to avoid
employee tracking.

• MEA IT Architecture: The use of MEAs on top of existing back-end IT systems
requires an adaption and extension of the IT architecture especially with respect to
the design of lightweight and context-aware back-end services.

With ValueApping, we address the MEA portfolio challenge by providing a system‐
atic analysis method to derive value-adding MEA usage scenarios in business processes.

3 Requirements and Overview of ValueApping

In this section, we first define the requirements of an analysis method to identify value-
adding MEA usage scenarios. Then, we give an overview of ValueApping and its parts.

3.1 Requirements

In order to identify value-adding MEA usage scenarios in business processes, for each
process activity, the type of IT technology which fits best has to be selected. The tech‐
nologies range from PCs as stationary IT technology and laptops as mobile PCs to
SMTDs such as smartphones and tablets as a basis for MEAs.
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The corresponding decision making process is complex, because there are several
issues and requirements to consider. On the basis of shortcomings of existing analysis
approaches (see Sect. 7), we identified the following three major requirements Ri our
method has to address:

Potential of mobile technology (R1): A central question is whether there is a business
benefit of using mobile technology. Generally, mobile technology can have two different
effects on business processes [7]:

• Supporting existing mobility given by the process
• Enabling novel mobility in processes where none existed before

However, not every employment of mobile technology leads to an improvement of
the business processes in terms of efficiency and effectiveness. Hence, activities that
profit from one of the two effects have to be identified systematically.

Types of mobile devices (R2): There are a lot of different devices for mobile technology
such as laptops, smartphones, tablets, PDAs, and mobile phones differing in hardware
and software characteristics. In this work, we are considering the following types of
mobile devices as described in Sect. 2.1:

• Mobile PCs like laptops
• Smart mobile touch-based devices like smartphones and tablets

Holistic Point of View (R3). The combination of business-oriented and technology-
oriented aspects avoids a purely technology-driven introduction of mobile technology.
The latter typically focuses on porting existing back-end applications on mobile apps
without a detailed business analysis. Besides, business aspects do not only refer to the
mobility of process activities but further contextual factors like the elimination of manual
data acquisition. In addition, not only aspects of the process activity but also infrastruc‐
tural and organizational issues of the enterprise, e.g., the availability of a mobile
network, have to be considered.

3.2 Overview of ValueApping

The purpose of ValueApping is to systematically analyze process activities with respect
to their improvement potential using mobile technology in order to support enterprises
in the decision which IT technology fits best. At this, ValueApping incorporates the
above requirements and takes a holistic view on both technological and business-related
aspects (R3), differentiates between SMTDs and mobile PCs (R1) and investigates both
the support of existing mobility and the enablement of novel mobility in the process
(R2). Process improvements can be determined according to the goal dimensions time,
quality, and flexibility. The major result is a portfolio of analyzed process activities
which are categorized according to the IT technology which fits best. On this basis, a
business benefit radar chart for each process activity suited for SMTD support is derived.
The radar chart represents the business benefits of a corresponding MEA usage scenario
for the activity according to the goal dimen-sions. This provides a starting point to define
corresponding MEA development projects and IT investments.
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ValueApping is made up of two major parts, namely analysis steps and analysis
artifacts (see Fig. 2). The analysis steps are executed in a sequence and create different
analysis artifacts as input and output. Thereby, we distinguish between four groups of
analysis artifacts, namely

• the criteria catalogue and criteria values,
• the app potential as a metric,
• the app management portfolio, and
• the business benefit radar chart.

Fig. 2. Overview of ValueApping.

The criteria catalogue reflects the different aspects for the usage of mobile technology
in enterprises. The app potential is a metric to operationalize the improvement potential
of each activity with respect to MEA. This means, the higher the app potential the more
the activity can be improved using a MEA. The app management portfolio enables the
classification and ranking of the activities according to the IT technology which fits best.
The business benefit radar chart is based on a business benefit breakdown structure. It
indicates on which goal dimensions the usage of a MEA has a positive impact for a
particular process activity. The chart enables a comparison with other activities
according to the goal dimensions and constitutes a graphical representation to easily
communicate potential benefits.

ValueApping comprises four analysis steps, namely

• process analysis,
• app potential evaluation,
• recommendation generation, and
• business benefit analysis.

The two starting points represent different application variants of the method. The
user point of view enables employees to validate improvement suggestions for selected
activities across different processes. The process point of view considers improvements
of an entire process including all activities.

Process analysis refers to a procedure to determine the value of each criterion in the
criteria catalog. The input is the criteria catalogue and the output comprises a criteria
value for each analyzed criterion. These values represent in turn the input for the eval‐
uation of the app potential. The latter defines a procedure to calculate the app potential
for each activity as a metric. Then, recommendation generation reveals the app manage‐
ment portfolio according to the app potential of each activity. On this basis, recommen‐
dations are deduced according to the IT technology which fits best for each activity in
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the portfolio. At last, the business benefit analysis step reveals the business benefits of
corresponding MEAs for all process activities which are suited for SMTD support
according to the app management portfolio.

4 Analysis Artifacts

This section describes the analysis artifacts, namely the criteria catalogue, the app
potential, the app management portfolio, as well as the business benefit breakdown
structure and radar chart.

4.1 Criteria Catalogue

The criteria catalogue is based on multi-criteria analysis techniques. With these techni‐
ques, complex decision problems with multiple options and restrictions can be structured
[22]. As a basis for the criteria definition, we conducted literature analyses [5–7, 23–28]
Moreover, we carried out expert interviews with employees of a German car manufac‐
turer to refine the identified criteria.

The criteria catalogue reflects the different aspects of mobile app usage in enterprises
including the requirements R1, R2, and R3. The criteria are grouped into four categories:
mobility, process, technology requirement, and corporate conditions. Each criterion has
predefined ordinal values following a qualitative approach. In addition, some criteria
are complemented by indicators to ease the determination of their value. Table 1 shows
the structure of the criteria catalogue. In the following, an overview of the different
categories and the corresponding criteria is given.

Mobility of the Activity. This category includes two criteria: task and actor. These
criteria consider the aspects given in R1. The criterion task is based on the definition of
mobile processes given in [5] and has the predefined values of high, medium and low.
The indicators are a stationary workplace, the uncertainty of the execution space, moving
actor or multiple execution places. The uncertainty of the execution space emerges if
the execution space is unknown at the start of the process or it differs in multiple instances
of the process. For example, the value of the criterion task is high, if there is a high
uncertainty of the execution space, a moving actor or multiple execution spaces. The
value is low if the task is executed on a stationary workspace. This criterion investigates
whether mobile technology can be employed to support existing mobility in the process.
In contrast, the criterion actor considers if there is a benefit by enabling the location
independent execution of a stationary activity. Therefore, the cross-process mobility of
the actor is investigated on the basis of the definition of mobile workers given in [7].
The predefined values of the criterion actor are high, medium and low. The indicators
are stationary workspace, mobile workforce, and frequent business trips. For example,
the value is high if the actor is part of a mobile workforce, rarely at his stationary work‐
space or often on business trips.

Process. The category process considers aspects given by the process itself. This
comprises, on the one hand, the effects of the improvement of the activity on the entire
process and, on the other hand, the improvement potential of the underlying information
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system. Therefore, the category is divided into two subcategories: relevance and current
information system. The category relevance contains the criteria frequency and acute‐
ness. Based on these criteria, the impact on the process by improving the respective
activity is analyzed. The criterion frequency refers to the frequency of execution of an
activity. Thereby, it is not differentiated if the activity is executed multiple times in one
process instance or if multiple process instance lead to frequent activity executions as
the potential impact of the activity is higher the more often it is executed in general. The
predefined values are often, regularly, and rarely. There are no concrete numbers as
these depend on industry-specific process conditions. The subcategory current infor‐
mation system considers the improvement potential regarding the current information

Table 1. Criteria catalogue.
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system. The criteria are digitalization, existence of devices, usability and sensors. For
instance, the criterion sensors investigates if the use of sensors has the potential to
improve the activity, e.g., by taking photo of a situation instead of describing it textually.

Technology Requirements. The category technology requirements analyzes techno‐
logical aspects of the application used in the activity. They are deduced from [23–25,
28]. The category is divided into performance aspects and software quality aspects. The
performance subcategory contains the following criteria: Data Volume of send and
receive, computing power, presentation and type of input. With these criteria, the
required performance can be matched with the different types of mobile technology. For
instance, the criterion presentation refers to the characteristics of small screens. It is
investigated if it is possible to present the data on small screens. Indicators are type of
the data, e.g., text or picture, and number of data sets. The subcategory software quality
refers to non-functional properties and contains the criteria availability and security.
Security is one of the biggest barriers to introduce mobile technology in enterprises [10].
In this paper, security refers to data security which can be divided into confidentiality,
integrity, authenticity, non-repudiation. The predefined values are high, medium and
low. For the determination, the risks of violating each aspect have to be considered.

Corporate Conditions. The category corporate conditions combines general organi‐
zational and technological conditions for the use of mobile technology in the enterprise.
Thereby, aspects of mobile readiness as well as the context of the usage have to be
considered [29]. Thus, the subcategories are individual, organizational and infrastruc‐
tural. Individual considers the user and the management and their readiness to use and
accept MEAs. For instance, the criterion user estimates if the users have a general affinity
for mobile devices. Indicators are technical interests of the user and whether he already
uses SMTDs. The predefined values are high, medium and low. If the value is high, then
the possibility that the user would use the devices is high. The subcategory organiza‐
tional refers to organizational aspects of the enterprises and includes the criteria mobile
devices and guidelines. The criterion mobile devices investigates if the actor already
employs mobile devices that he can reuse for other applications. Guidelines may
prescribe, for instance, that in some restricted company areas mobile device are not
allowed. Infrastructural contains one criterion, data communication. It represents the
availability of mobile networks.

4.2 App Potential

The app potential is a metric representing the improvement potentials for a process
activity when supported by a MEA. The app potential has two dimensions, mobilization
potential and app capability.

The mobilization potential refers to the aspect whether a mobile execution of the
activity is beneficial: the higher the mobilization potential, the higher the advantages of
using mobile technology in general. The app capability refers to the question, whether the
application supporting the activity is suited to be realized as an application on SMTDs.
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In order to determine the app potential, the criteria of the catalogue are mapped to
the two dimensions of the app potential. The numerical calculation is then based on
scored and weighted criteria values as explained in Sect. 5.2.

The app potential metric enables the ranking and prioritization of process activities
in a portfolio (see Sect. 4.3) and makes them comparable regarding their improvement
potential using MEAs.

4.3 App Management Portfolio

The app management portfolio is based on portfolio analysis concepts. The latter are
typically used for evaluating, selecting and managing research and development projects
in order to make strategic choices [30–32]. We adapted these concepts to the evaluation
and selection of process activities regarding mobile technology. The app management
portfolio groups the process activities into four categories according to their mobiliza‐
tion potential and their app capability. The goal is to define action recommendations for
each category. These recommendations focus on the type of IT technology which fits
best for each category. The four categories are flexible & easy-on-the-go, complex &
mobile, legacy & fixed, and fancy & pointless. The resulting portfolio is shown in
Fig. 3. The higher the app potential of an activity, the more it is positioned further up
on the right of the portfolio.

Activities in the flexible & easy-on-the-go category have a high mobilization poten‐
tial and a high app capability. That is, process improvements are high when using apps
for this activity. It is highly recommended to deduce a corresponding usage scenario for
a mobile app. For instance, if a mobile worker needs current information of an enterprise
backend system or has to record information on-the-go, these activities may be in the
flexible & easy-on-the-go category. A corresponding app could not only provide mobile
access but easily enrich the information by sensor data, e.g., photos, location, voice or
video as provided by most smartphones. The recorded information can be transmitted
directly to the backend instead of describing the situation textually on paper and trans‐
ferring it manually.

The complex & mobile category is characterized by a high mobilization potential and a
low app capability. That is, activities in that category can be improved, if their applica‐

Fig. 3. App management portfolio.
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tions run on mobile devices. However, the application is not suitable for running on SMTDs
due to, e.g., high performance requirements of the application. Hence, the actors of these
activities should be equipped with laptops enabled to connect to the enterprise IT backend.
For example, if a simulation model should be compared to the real world, the employee has
to go to this area with his mobile device. Simulation needs a lot of computing power, hence
a notebook might be suited. Writing a long report at the point of action is another example
for a notebook application because writing a text on touchscreens is not appropriate.

Low mobilization potential and low app capabilities are the characteristics of activities
positioned in the legacy & fixed quadrant. This implies that there are no improvements
when using mobile technology. Thus, there is a clear suggestion to refer to traditional
stationary technology like PCs.

The fancy & pointless category has low mobilization potential and high app capa‐
bilities. That is, it is possible to create an app for this application but the app does not
add value, because the execution of the activity is not improved. For instance, an engi‐
neer might use an app for mobile product data management without having mobile tasks.
Technology-driven approaches are in danger of producing apps for this type of process
activities. Activities in this category should be supported by stationary IT technology
although it is technologically possible to employ apps.

The boundaries of the quadrants can be varied according to the enterprise strategy.
By default, boundaries are based on half of the maximum values for mobilization poten‐
tial and app capability revealing quadrats of equal size. The numerical calculation of
these values is described in Sect. 5.3 and the categorization of activities in the portfolio
is detailed in Sect. 5.4.

4.4 Business Benefit Breakdown Structure and Business Benefit Radar Chart

The business benefit breakdown structure offers a mechanism to analyze the business
benefits of MEA usage for a certain process activity. The structure is based on the three
goal dimensions of process improvement, namely flexibility, time, and quality. For each
dimension, we identified major business benefits which can be achieved by the usage of
a MEA in a particular activity, e.g., a reduction of reaction times in the time dimension.
It has to be remarked that we do not consider the cost dimension, because a profound
cost analysis requires additional investment calculations regarding the use of informa‐
tion systems in organizations [33]. However, the benefits can be used as basis for a
traditional cost-benefit analysis.

The benefits were identified on the basis of both a comprehensive literature study
[26, 34–36] and a case-oriented investigation of mobile apps in the engineering domain
presented in [37]. To determine, whether a certain benefit can be realized for an activity,
we mapped related criteria of the criteria catalogue to each benefit. In the following, we
give an overview of the business benefit breakdown structure with major benefits according
to the three goal dimensions. Related criteria for each benefit are written in brackets.

Flexibility. In the context of ValueApping, flexibility means that the execution of the
activity can be modified or adapted at process runtime.
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• Location Independent Task Execution (  actor): Due to the anywhere and anytime
characteristics, the actor is not restricted to perform the task in a specific place and
is enabled to perform his work even on-the-go. Hence, this is determined by the
criterion actor.

• Task Scheduling (  mobility of the task, availability): Different circumstances can
necessitate a rescheduling of a task during mobile work. For example, a service
engineer may receive an urgent service request while being at the customer. When
he is able to access the required information relevant for the new task in the back-
end system, he can reschedule his work immediately and reprioritize his tasks.
Therefore, the corresponding criteria are availability and task.

Quality. Quality refers to the data quality in the process. A higher quality refers to
fewer input errors as well as more precise information representation [38].

• Reduction of Input Errors (  digitalization, usability): Due to digitalization, media
breaks can be avoided, because the data are entered directly into the IT system. The
corresponding criterion is digitalization. In addition, the intuitive touch-based inter‐
action and targeted functionality of MEAs can avoid errors during activity execution
in general. This benefit can be realized if the usability of the existing IT system is
low. Thus, the corresponding criterion is usability.

• Contextualization and Enrichment of Information (  sensor): Device sensors can be
used to record data, which was not available before such as taking a photo or deter‐
mining the geographic location of the user. This enables an informational enrichment
by multimedia data as well as the additional contextualization of input data. The
relevant criterion for this benefit is sensor.

• Access to Real Time Data (  availability): Due to the mobile connection to the back-
end system, the user can access current data and base his decision on up-to-date
information. This is determined by the criterion availability.

Time. Time refers to the reduction of the entire lead time of the process. That is, the
time from the start of the first activity until the end of the last activity of the process.

• Reduction of Activity Execution Time (  sensor, usability): Due to a higher usability
and the sensor-based contextualization, the human computer interaction can be
improved. For example, taking a picture is faster than describing a situation textually.
Moreover, due to their strictly task-oriented user interface, MEAs only provide the
functionality which is actually necessary to perform an activity in contrast to complex
multi-functioned desktop applications. This leads to a faster execution of the activity,
especially for untrained employees. Hence, the corresponding criteria are sensor and
usability.

• Reduction of Waiting Time (  actor, availability): MEAs increase the reachability
and working ability of employees as described in Sect. 2.1. This is important, if the
start of an activity depends on receiving an event from a back-end system. With a
MEA the actor receives the notification of the event immediately and waiting times
between process activities can be reduced. This benefit is determined by the criteria
actor and availability.
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• Elimination of Activities (  digitalization, sensor): One of the main optimization
potentials of MEAs is the elimination of activities for paper-based data acquisitioning
through digitalization. In addition, due to the integration of multiple IT functions in
one mobile device, further data processing activities can be eliminated, e.g., due to
the integrated camera, it is not necessary to use a separate camera and transfer the
data from the camera to the IT system. The corresponding criteria are sensor and
digitalization.

On the basis of the benefit breakdown structure, the business benefit radar chart (see
Fig. 4) aggregates the benefits for each analyzed activity according to the goal dimen‐
sions time, quality, and flexibility in a graphical manner. At this, the chart does not
represent a detailed quantified statement but an indicator for the achievable benefits and
can be used to relatively compare particular MEA usage scenarios of different process
activities. The value for each dimension ranges between 0 and 1 and represents the
proportion of achievable benefits compared to the maximum. The calculation of the
values is detailed in Sect. 5.4.

5 Analysis Steps

In this section, the analysis steps of ValueApping are explained, namely process analysis,
evaluation of app potential, recommendation generation and business benefit analysis.

5.1 Process Analysis

The process analysis refers to the application of the criteria catalogue and the determi‐
nation of the criteria values for a given process activity. It comprises four analysis
activities, one for each category of criteria. The entire procedure for process analysis is
shown in Fig. 5.

The input for the activity analysis of mobility depends on the application variants.
In the user-driven approach, the input is one activity whereas in the process-driven
approach the input is the entire process. Then, each activity is analyzed by determining
the values of the criteria from the category mobility of activity. To minimize the effort,
there is a condition for early termination after the analysis of mobility: If no mobility is
detected, then the analysis of the activity is terminated because mobility is the prereq‐
uisite for the use of mobile devices. No mobility is given, if the values of the criteria
actor and task are both low.

Fig. 4. Business benefit radar chart.
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After this step, the activities for the analysis of process aspects, the analysis of tech‐
nology requirements and the analysis of corporate conditions follow. Thereby, these
activities are executed in parallel. The advantages of dividing the process analysis into
four sub analyses are that the entire procedure is clearly structured and the results can
be reused. For example, if two activities are executed in the same environment, the
corporate conditions have to be analyzed only once and the results are used for both
activities.

5.2 App Potential Evaluation

In order to evaluate the app potential, the criteria and their values have to be mapped to
the dimensions of the app potential as explained in Sect. 4.2. For this purpose, the
influence of the criteria on the dimensions has to be examined. For example, the criterion
task in the category mobility of the activity has an influence on the mobilization potential
due to the fact that a mobile task would benefit from mobilization. Hence, the criterion
task is assigned to the dimension mobilization potential ( . In contrast, the crite‐
rion computing power is assigned to the dimension app capability ( , because
this differentiates laptops from SMTDs.

The next step is to specify the concrete influence of a criterion value on the dimension
it belongs to. Therefore, a scoring function  maps the ordinal value kc of a
criterion C to a numerical value. The scoring function is based on a scoring matrix as
shown in Table 2. For example, if the criterion actor has the value high, then

 and in case the value is low it is .

Table 2. Excerpt of the scoring matrix.

Score 3 2 1

Task High Medium Low

Actor High Medium Low

Frequency
…

Often
….

Regularly Rarely

In addition, the influence of individual criteria on the app potential can be adapted
by weighting each scored criterion C with weight wc as in . The

Fig. 5. Procedure and activities for process analysis.
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weighting enables enterprises to adapt the impact of the criteria according to their mobile
strategy. For example, if data security issues are very important, such as with product
data for manufacturing cars, the weight  can be increased.

On this basis, the numerical values for the app potential of a process activity are
calculated as follows:

5.3 Recommendation Generation

The step recommendation generation positions the activities in the app management
portfolio and defines action recommendations for each portfolio category (see Sect. 4.3).
Process activities are positioned according to their values for app capability and mobi‐
lization potential. For example, activities with the app potential (0,0) belong to the cate‐
gory legacy & fixed. The higher the app potential of an activity, the more it is positioned
further up on the right of the portfolio.

Using this portfolio, the stakeholders can decide which activities should be supported
by apps and prioritize corresponding development projects. Hence, the enterprise gets
a structured overview about the app potential across various processes.

5.4 Business Benefit Analysis

In this step, the business benefits of MEA usage scenarios for activities located in the
flexible & easy-on-the-go quadrant in the portfolio are analyzed based on the business
benefit breakdown structure and the criteria (see Sect. 4.4): if one of the scored criteria
values related to a benefit is larger than zero, we assume that this benefit is likely to be
realized with the corresponding MEA. For example, the benefit reduction of execution
time has the corresponding criteria sensor and usability. Hence, this benefit will occur
if the value of the criterion sensor is yes or the value of the criterion usability is medium
or high. For the business benefit radar chart, all scored criteria values for all benefits are
then aggregated for each goal dimension. The calculation of the value  for each goal
dimension  is defined as follows:

It is important to remark that the value of  does not denote the absolute quantified
improvement of a goal dimension but enables a relative comparison of different MEA
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usage scenarios for certain process activities. For instance,  does not repre‐
sent an improvement of the process quality by 50 % but, compared to another MEA
usage scenario with , the first has a higher impact on the quality dimension.

6 Case-Oriented Evaluation in the Automotive Industry

As an initial evaluation, we applied ValueApping in a real case at a large German car
manufacturer. At this, we used the method to analyze a concrete process in the engi‐
neering domain. In the following, we briefly describe the process and the analysis
procedure and discuss major results.

6.1 Modification Approval Process

The modification approval process is part of the car development process. During the
development of a car, a lot of change requests arise. For instance, the design of the seat
is changed or another breaking system should be used. However, single changes have
impacts on the whole car. For instance, it has to be checked whether the new seat design
fits the car’s interior. The modification approval ensures that the product data in the
product data management (PDM) system is in a consistent state despite modifications.
In general, a faster execution of the process is desirable to reduce development times.

For our analysis, a process description is needed. Therefore, we conducted interviews
with the organizational owners of the process to get a high level overview of the process
and deduce a simple process model. The process model is shown in Fig. 6. It consists of six
sequential activities. The process starts if product data is modified. Product data comprises
both product geometry representation in terms of computer-aided-design models and the
product structure in form of a bill of materials. When the modification is done, the engi‐
neer has to create a modification document including all relevant changes. Once the docu‐
ment is checked into the PDM system, the process starts. Then, the system forwards the
document to various persons with different responsibilities following a pre-determined
order. At first, the responsible person for this component, the creator himself or his boss,
has to perform the check modification record activity. This includes checking the docu‐
ment for correctness and completeness. After that, the activity verify packaging is
performed by the packaging manager. A package is a higher level component built from
multiple parts. For example, the worker checks if there is an installation space collision,
e.g., whether the new engine fits in the engine compartment. After that, the design vali‐
dator performs the activity verify design to ensure data quality. Then, the activity verify and
approve modification has to be executed by the technically responsible persons. First, the
team lead has to give his approval and then the department leader approves as well. If the
document received all required approvals, the documentarian performs the activity create
entries in PDM. With that, the modification is completely documented in the PDM and the
modification approval process finishes.
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Fig. 6. Process model of the modification approval process.

This simple modelling is sufficient for our analysis, because all other important
aspects for mobile IT support, e.g., location and roles, are covered in the criteria cata‐
logue. Yet, for further stages like the development of suitable apps for the process, the
process model has to be extended by other process characteristics such as location,
actors, business domains and resources [39, 40].

6.2 Method Application and Results

On the basis of the process model described above, we applied ValueApping in the
process-driven approach in order to analyze the entire process. Thereby, we conducted
interviews with process experts to determine the criteria values.

On this basis, we investigated the mobility of each activity according to the procedure
described in Fig. 5. To this end, the criteria task and actor were used. We observed that
all tasks have a low mobility. The reason is that they are all executed at the actor’s
stationary workspace. However, during the evaluation of the criterion actor, two groups
of activities were identified. One group has actors with a low mobility and the other one
has actors with a high mobility. The activities create modification record document,
check document, verify packaging, verify design, and create entries in PDM have actors
with a low mobility because they are most of their working time at their stationary
workspaces. In contrast, the activities check record and verify and approve modification
have actors who are rarely at their workplaces. Thus, according to the termination
condition, we further analyzed only the activities from group two, check record and
verify and approve modification, and skip process analysis for group one.

Our analysis results of these activities revealed that the values of the sub–categories
process, performance, and individual have a positive influence on the app potential of
these activities, because the process is very important, so enhancement is beneficial for
the enterprise and the performance requirements make it possible to run the application
on SMTDs. In addition, employees and the corporate management welcome the usage
of SMTDs. However, security requirements are a big challenge. Product data are highly
sensitive and no unauthorized person should be able to access them.

After performing the app potential evaluation (see Fig. 7), two activities were posi‐
tioned in the category flexible & easy-on-the-go, namely check record and verify and
approve modification. For these activities, an app usage scenario was defined as a basis
for the development of a concrete app within the car manufacturer, called ApprovalApp.
The other activities create entries in PDM, check package, check design, and create
modification cannot be improved through mobile technology due to a low mobilization
potential.

The business benefit analysis for the ApprovalApp usage scenario revealed the
following benefits:
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• Location-independent task execution
• Reduction of waiting time
• Access to real time data

The resulting business benefit radar chart (see Fig. 8) reveals that the ApprovalApp
improves flexibility, time, and quality of the modification approval process. Many actors
of the verify and approve modification activity are senior managers. Hence, they are
rarely at their stationary workplaces, most of the time they are on business trips and
meetings. With the ApprovalApp, they are informed immediately if a new approval task
occurs and they can perform the task right on-the-go. Furthermore, the decision can be
made on the basis on up-to-date product data.

6.3 Discussion

We discussed both the procedure of applying ValueApping as well as the concrete results
for the modification approval process with experts on mobile technology within the
industry partner and summarize major results in the following.

It was underlined that the strict structure and the systematic procedure of analysis
steps make the results of ValueApping comprehensible and transparent. Moreover, it

Fig. 7. App management portfolio of the modification approval process.

Fig. 8. Benefit radar chart of the ApprovalApp.
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was emphasized that the portfolio-oriented visualization enables an easy communication
and representation of the analysis results especially for corporate management. Before,
various ideas for new MEAs were discussed within the industry partner without clear
prioritization. The portfolio helped to get an overview of all analyzed activities and
corresponding possibilities for new apps. This provided a sound basis for decision
making and prioritization of investments in mobile technology. On the one hand, poten‐
tial users could be convinced that their app ideas in the category fancy & pointless should
not be realized. On the other hand, IT responsibles developed a deeper understanding
for a business-driven view on mobile technology.

With respect to the analysis steps, the termination condition was recognized as
helpful because it decreased the analysis effort significantly. The approval modification
process comprised six activities and the analysis of four was terminated using the termi‐
nation condition. Yet, with respect to the criteria, additional indicators revealed to be
helpful in order to precisely determine the value of each criterion. At this, more fine-
grained values for some criteria like security and data volume would be helpful, too.

Considering the usage of MEAs in the modification approval process, the need for
supporting the activities check record and verify and approve modification through a
MEA was recognized by the industry partner. It was stated that an app has the potential
to reduce execution times and enhance flexibility of the process significantly as high‐
lighted by the business benefit radar chart.

7 Related Work

In this section, we give an overview of work related to our approach. A further qualitative
evaluation of ValueApping based on a comparison with similar approaches can be found
in our previous work [9]. For the discussion of related work, we differentiate three groups
of work with respect to mobile technology in business processes.

The first group comprises work on the general potential and impact as well as the
basic conditions for the use of mobile technology in business processes [26, 29, 34, 41].
These works discuss different high level aspects of mobile technology in enterprises such
as benefits of mobilizing processes, transformational impact of mobile technology and
mobile enterprise readiness. Yet, they do not address issues of a methodology to system‐
atically realize the benefits of mobile technology.

The second group comprises concepts which are similar to our ValueApping method.
Gumpp and Pousttchi propose a framework to evaluate mobile applications according
to their potential business benefits [7]. The framework is based on the theory of infor‐
mational added values and its application to mobile business. It constitutes a high level
approach and misses the detailed analysis of processes to derive concrete usage
scenarios. Gruhn et al. present a method called Mobile Process Landscaping to choose
a suitable mobile application to enhance business processes [5]. The authors make use
of typical return on investment concepts to analyze mobility in processes and evaluate
different mobile applications. Yet, they neither incorporate technological aspects, e.g.,
the complexity of data input, nor do they focus on the specific characteristics of MEAs.
Scherz defines criteria to identify mobile potential in business processes during a
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condition-analysis as part of a classical system analysis [6]. These criteria are divided
into four categories, namely actor, process classification, data and information system
as well as devices. Yet, mobile apps are not addressed specifically.

The third group of work considers the usage of mobile apps in enterprises [10, 42, 43].
They point out that apps have a great potential to improve business processes, suggest
general application areas for apps and discuss selected app-oriented aspects, e.g., tech‐
nical requirements for the IT back-end. Yet, they do not focus on an analysis method‐
ology to identify concrete usage scenarios.

8 Conclusions and Future Work

In this work, we presented ValueApping, an analysis method to identify value-adding
usage scenarios for mobile enterprise apps in order to improve business processes.
ValueApping helps stakeholders to decide which type of IT technology fits best for a
given process activity. It is based on a comprehensive criteria catalog to systematically
analyze business processes and reveals an app management portfolio, which categorizes
process activities according to their improvement potential using MEAs Furthermore,
the business benefits of the resulting app usage scenarios are evaluated and represented
in a graphical manner.

ValueApping can not only be employed to identify usage scenarios for one process.
It can also be used to get a general view on mobile potentials of several processes in an
enterprise in order to identify cross-process synergies and prioritize company-wide
investments. On this basis, ValueApping enables both a systematic prioritization of IT
investments in mobile technology and a transparent IT portfolio management as part of
a mobile enterprise strategy.

Our future work comprises two aspects. On the one hand, we plan to implement
ValueApping as a software tool to ease the application of the method, especially the
determination of the criteria values. On the other hand, we want to extend ValueApping
in order to apply it at the business modelling stage and determine usage scenarios for
mobile enterprise apps during the initial design of a new business process.
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Abstract. Background: Aspect-Oriented Requirements Engineering (AORE) is
a research field that aims to provide appropriate strategies for identification,
modularization and composition of crosscutting concerns (also called
early-aspects). Several AORE approaches have been developed recently, with
different features, strengths and limitations. Goals: the aim of this paper is
threefold: (i) cataloguing existing AORE approaches based on the activities
encompassed by them; (ii) describing what types of techniques have been used
by these approaches for “Concern Identification and Classification” – a bottle-
neck activity; and (iii) identifying which are the most used means of publication
of AORE-based studies and how it has been the progress of these studies over
the years. Results: we have selected and analyzed 60 (sixty) papers and among
them, we identified 38 (thirty-eight) AORE distinct approaches. Some inter-
esting results are: (i) few approaches lead to “Conflict Identification and Res-
olution”, an activity responsible for discovering and treating the mutual
influence between different concerns existing in a software; (ii) there is a lack of
evaluation studies about already existing AORE approaches; (iii) the most
productive research institutions on AORE in the world are located in Lancaster
(UK) and Nova Lisboa (Portugal); among other.

Keywords: Systematic mapping � Concern identification and classification �
Aspect-oriented requirements engineering � Crosscutting concerns �
Early-Aspects

1 Introduction

The Requirements Engineering (RE) encompasses activities related to the elicitation
and analysis of information about the software: its requirements. Each sub-activity (or
task) performed during requirements elicitation will result in a document with the
textual description of all the software requirements. This document is then analyzed
and requirements are structured in individual units, such as viewpoints, goals, use
cases, scenarios. This is done in order to promote the Separation of Concerns - SoC [1],
i.e., the identification and modularization of pieces of the software that are relevant for
a particular purpose.

In the context of RE, a “concern” can be understood as a set of one or more
software requirements for a given purpose. For example, a security concern can
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encompass several requirements related to the following goal: “ensuring that software
is secure”.

In an ideal scenario of software development, each concern should be allocated in a
specific module, which achieves its goals. When it occurs, the software is called
well-modularized, because all their concerns are clearly separated [2]. However, there are
some types of concerns, for which, this allocation is not possible, only using traditional
software engineering abstractions, such as viewpoints, goals, use cases, scenarios, among
others. These concerns are called “crosscutting concerns” or “early aspects” and are
defined as software requirements that are spread and tangled within other requirements.
Some examples of common crosscutting concerns include: Persistence, Security, Caching,
and Synchronization. The existence of crosscutting concerns can lead to lack of modu-
larization and make harder the software maintenance and evolution activities.

Aspect-Oriented Requirements Engineering (AORE) is a research field that pro-
vides the most appropriate strategies for identification, modularization and composition
of crosscutting concerns. A concern, in the context of AORE, encapsulates one or more
requirements specified by stakeholders, and a crosscutting concern is a concern whose
requirements cut across requirements of other software concerns. For example,
a security concern may contain a requirement related to “encryption” and another one
related to “checking access permissions”. In addition, this set of security requirements
can affect other software requirements, such as the requirement of sending registration
information to a customer, which is related to another software concern. Hence, the
security concern is called “crosscutting concern”.

Several AORE approaches have been proposed recently, although with different
features, strengths and limitations. However, there are few studies in the literature that
describe: (i) the amount of studies produced about this subject; (ii) the location of these
studies and in what time they were produced; (iii) which are the main AORE activities
explored by researchers; among others.

This paper shows the planning and execution of a Systematic Mapping (SM) [3, 4],
conducted with a focus on AORE, aiming to catalogue, identify and classify approa-
ches related to this subject. A SM can be understood as a wider review of primary
studies available in the literature, in order to identify the amount and types of studies
about a particular subject. It also may indicate the evolution of the published studies
about this subject over the years [3].

In this SM, we have selected and analyzed 60 (sixty) papers and among them, we
identified 38 (thirty-eight) AORE distinct approaches. Some interesting results are:
(i) few approaches lead to “Conflict Identification and Resolution”, an activity
responsible for discovering and treating the mutual influence between different con-
cerns existing in a software; (ii) the most of sixty studies consist of presenting new
AORE approaches or extensions of previous approaches - therefore, there is a lack of
evaluation studies on already existing approaches; (iii) few studies have been published
in journals, what can be a consequence of the item (ii); (iv) the most productive
research institutions on AORE in the world are located in Lancaster (UK) and Nova
Lisboa (Portugal); among other.

The obtained results in this SM can help other researchers to conduct further studies
from this work, proposing new methods/techniques/tools for AORE as well as com-
paring their proposals with the catalogue present in this paper. The remainder of this
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paper is organized as follows: Sect. 2 presents an overview about Aspect-Oriented
Requirements Engineering; Sect. 3 illustrates the planning of the Systematic Mapping,
along with the research questions for which we have found answers in this work. In
Sect. 4, the answers to the research questions are given and discussed. In Sect. 5, some
threats to validity are discussed and, finally, Sect. 6 presents the final remarks and
proposals for future works.

2 Background

The SoC principle is based on the identification and modularization of pieces of the
software relating to a particular concept, goal or purpose [1]. Several traditional
approaches for software development, such as Object-Orientation, were created based
on this principle; however, some broad scope concerns (e.g., security, synchronization,
and logging) are not easy to be modularized and maintained separately during the
development of software. When these concerns are not appropriately modularized, the
software can contain tangled and scattered representations, making its understanding
and evolution harder.

An effective approach for RE must take into account the SoC principle and the need
to satisfy broad scope concerns [5]. AORE emerges as an attempt to encompass this
goal through the usage of specific strategies to modularize concerns that are difficult to
be isolated in individual modules (crosscutting concerns). The concern identification on
requirements level allows software engineers to think about them in an isolation way
from the beginning of software development, hence facilitating the creation/usage of
strategies to modularization.

Figure 1 shows a generic process for AORE, proposed by Chitchyan et al. [6],
which was developed based on other approaches available in the literature [5, 7–9]. The
rounded-corner rectangles represent the process activities.

Fig. 1. A generic process for AORE (Chitchyan et al. [6]).
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From an initial available set of requirements, the activity “Concern Identification”
identifies and classifies software concerns as basis or crosscutting ones. The software
engineer knows the influences and constraints imposed by crosscutting concerns on
other software concerns, through the activity “Concern Relationship Identification”.
The activity “Concern Screening Out” aid software engineers to identify if there is
repetition in the list of identified concerns and decide which of these concerns are
relevant to the software. The activity “Concern Refinement” happens when there is a
need to change the set of already identified concern and relationships.

During the activity “Concern Representation”, the concerns are then represented in
a particular template. This template can vary according to the used AORE approach,
e.g., it can be a text, a use case model, viewpoints, among others. For example, the
approach developed by Rashid et al. [8, 10] represents base concerns using viewpoints;
in the Baniassad and Clarke’s approach [7, 11] it is defined themes as a new concept for
representation of base and crosscutting concerns. Still in the “Concern Representation”
activity, the software engineer can identify the need for refinement, for example, for
addition/removal concerns and/or relationships. Therefore, he/she can return to the
previous activities (Fig. 1). Finally, the base and crosscutting concerns represented in a
specific template must be composed and then analysed to identify conflicts between
them. These tasks are performed in the “Concern Composition” and “Conflict Identi-
fication and Resolution” activities. Then, identified conflicts are solved by the software
engineers with the help of stakeholders.

In general, the activities described in the process presented in Fig. 1 are aggregated
into four major activities, namely: “Concern Identification and Classification”, “Concern
Representation”, “Concern Composition” and “Conflict Identification and Resolution”.
These activities are used as a basis for cataloguing the AORE approaches (Sect. 4).

3 Systematic Mapping Planning

Kitchenham et al. [4] argue that a systematic review should be carried out following the
steps of planning, execution and documentation of the review and these steps can be used
in the context of a Systematic Mapping (SM). This section shows the planning and
strategy of execution of the SM performed in this work, according to the model of
Kitchenham et al. Further, a discussion about the results of this SM is presented in Sect. 4.

3.1 Research Questions

The SM conducted aims to answer the questions presented in Table 1. The first column
shows the code of the research question, which will be referenced throughout this text,
and the second one, shows its description.

The goal of the question Q1 is discovering the AORE approaches existing in the
literature and what activities they encompass. This question is important for at least two
reasons, it allows to: (i) catalogue existing approaches based on the activities encom-
passed by them; and (ii) indicate the approaches that deal with concern identification and
classification - which will facilitate obtaining data to answer the question Q3.
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The question Q2 classifies the studies analysed in the SM based on the type of
study conducted by the authors: “Validation Study”, “Evaluation Study”, “Original
Solution”, “Adapted Solution”, “Philosophical Study”, “Opinion Papers” and “Expe-
rience Papers”. This classification was initially defined by Wieringa et al. [13] and is
used to guide the development of SMs proposed by Kai et al. [3]. An adaptation of the
original classification is presented in Table 2.

Table 1. Research questions for the SM.

# Description

Q1 What are the AORE approaches available in the literature and which activities they
cover?

Q2 What are the types of studies (Validation Study, Evaluation Study, Original Solution,
Adapted Solution, Philosophical Study, Opinion Papers and Experience Papers) that
have been proposed regarding the approaches identified in Question Q1?

Q3 What are the types of techniques that have been used by the approaches listed in
Question Q1 for concern identification and classification?

Q4 Which are the events (conferences, workshops, among others), journals, book chapters,
among others, where the approaches listed in Question Q1 have been published and
when this happened?

Table 2. Classification of the types of studies (adapted from Wieringa et al., [13]).

Classification Description

Validation
Study

It presents an evaluation of a proposed approach in simulated environments
(laboratories), through controlled experiments, case studies or proof of
concept.

Evaluation
Study

It presents a practical evaluation of a proposed approach, through
experiments on real industrial environment. This type of study, in
general, is conducted on more mature approaches, whose strengths have
been evaluated by means of “validation studies”.

Original
Solution

It presents the description of an original solution to a given problem. The
potential benefits and applicability of the proposed solution are presented
by small examples and good arguments by the authors of the study.

Adapted
Solution

It presents a description of a solution to a given problem, but it is an
adaptation of an existing solution. An adaptation may be considered as a
supplementary solution or a solution that minimize certain limitations of
the original approach. Similarly, the type of study “original solution”, the
potential benefits and applicability of the proposed solution are shown by
small examples and good argumentation from the authors of the study.

Philosophical
Study

It delineates a new way to look at existing approaches and structures them
in the form of a taxonomy, conceptual framework or catalogue.

Opinion Papers This type of study expresses the personal opinion of a (some) researcher(s)
about the benefits and/or limitations of a particular approach or how the
approach should be used.

Experience
Papers

It consists in testimonials expressed by professionals/researches about how
the approaches can be used in practice. It is the personal experience of
the author(s) from the usage of a particular approach.
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It is important to highlight few points regarding the classification presented in
Table 2:

• This work adapts the classification proposed by Wieringa et al. in the following
way: the category “proposed solution” [13] was subdivided into “original solution”
and “adapted solution”. This adaptation let we know which approaches are new and
which ones are extensions of existing approaches;

• In the context of this paper, a study is classified as an “adapted solution” when it
comes to an extension of an existing AORE approach. For example, a study that
describes the development of a computational support for an approach proposed in
another study. However, studies that show solutions non-based on AORE
approaches are considered original solutions, because the extensions made in the
original approach, generally, are more significant. For example, a study that pre-
sents an approach for concern identification and classification based on use cases,
which is a traditional approach for software development, is classified as “original
solution”; and

• A study can be classified in more than one class described in Table 2. For example,
a study may provide an original solution to a problem while presenting a description
of a controlled experiment for evaluating this approach (“validation study”).

Regarding to the question Q3, some studies [2, 14] describe that concern identi-
fication and classification activity is a bottleneck in the AORE process. While this
activity serves as a basis for execution of the other activities, it is important to know:
(i) what types of techniques have been used for concern identification and classifica-
tion; (ii) what are the strengths and limitations of these techniques; and (iii) which of
them has been more used.

Finally, the question Q4 was proposed in order to know which are the most used
means of publication of AORE-based studies and how it has been the progress of these
studies over the years.

To answer these questions, it is necessary to conduct an investigation in the liter-
ature aiming to recovery primary studies, as full papers, experience reports, among
others. Kitchenham et al. [4] describe certain criteria to lead to an appropriate selection
of primary studies, they are: population, intervention and outcomes.

The population refers to the group of studies that will be observed. In this work, the
population consists of publications (full papers published in conference proceedings,
journals, among others) with a focus on Aspect-Oriented Requirements Engineering.
The intervention refers to what will be observed in SM. In this case, all type of AORE
approaches, techniques, methods and tools was observed. The outcomes refer to the
expected results at the end of the SM. In this case, the expected results are: (i) a
catalogue of AORE approaches available in the literature; (ii) the classification of the
main AORE activities encompassed by the identified approaches; (iii) a catalogue of
the main techniques used for concerns identification and classification; and (iv) the
presentation of the evolution of the publications related to AORE over the years, as
well as vehicles in which they have been published.
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3.2 Search String and Keywords

The keywords used in the search string to obtain the primary studies of this SM are:
“requirements engineering”, “approach”, “aspect-oriented”, “aspect orientation”,
“tool”, “method” and “technique”. Based on this set of keywords, the search string was
generated: ((approach OR approaches OR technique OR techniques OR tool OR tools
OR method OR methods) AND (“aspect-orientation” OR “aspect-oriented”) AND
(“requirements engineering”)).

Some studies that were not retrieved by the search engines used in this SM were
manually added to the repository of the studies. These works were mainly obtained
from references found in publications considered relevant for this work.

3.3 Criteria for Inclusion of the Sources and Method
for the Search of Primary Studies

The IEEE Xplorer (ieeexplore.ieee.org) and Scopus (www.scopus.com) search sources
of primary studies were select based on the following criteria: (i) the source must index
publications in the field of Computer Science; (ii) the source should allow searches to
studies published in conference proceedings and journals via web; and (iii) the source
must provide advanced search engines, using the keywords and filters. The method
used to search for primary studies was the search engines available for these sources.
Beside, a manual review of the references from studies returned by these sources was
performed to obtain publications that were not retrieved by the search engines and that
are relevant for this SM.

3.4 Criteria for Inclusion of Primary Studies, Quality Criteria
and Methods for Evaluation of Primary Studies

The inclusion and exclusion criteria for primary studies are presented in Table 3.

Quality Criteria: as a way to assess the quality of selected primary studies, we have
considered only publications that present a complete and detailed description of the

Table 3. Inclusion and exclusion criteria for the primary studies.

Inclusion (I) and Exclusion (E) Criteria

(I1) The text of the study is written in English.
(I2) The complete version of the text of the study is available on web.
(I3) The study treats to the usage, adaptation, and/or creation of AORE approaches.
(E1) The study text is written in another language, not in English.
(E2) The complete version of the study text is not available on web.
(E3) The study does not treat to the usage, adaptation, and/or creation of AORE approaches.
(E4) The study is a duplicated version of another study.
(E5) The study is an older version of another study.
(E6) The study is a short paper or a poster up to 2 pages.

250 P.A.P. Júnior and R.D. Penteado

http://www.scopus.com


proposed approach. Thus, short papers and posters up to two pages were not consid-
ered. Moreover, only the newer versions of studies were analysed.

The Evaluation Method: consists in selecting primary studies according to the
inclusion criteria described in Table 3 and the quality criteria, as previously comment.
This protocol was applied for each study obtained from the research method described
in Sect. 3.3 and the selected papers were stored for later analysis.

3.5 Data Extraction from the Selected Primary Studies

The data extraction from the selected primary studies for this SM was performed in
four steps.

Step 1. One of the researchers has applied the research method to identify potential
primary studies. Based on the preliminary identified studies, a researcher read the title,
the abstract and the keywords of the publication, applying the criteria described in
Table 3. It was recovered 217 studies: 162 coming from the source Scopus and 55 from
the IEEE Xplorer; 112 of these studies were accepted and then, completely analyzed in
the second step of this SM.

The other ones were considered duplicated (48) or rejected (57). Duplicated studies
are those ones that consist of exactly the same publication, without any extension. This
occurs because the source Scopus can also index publications available in other
sources, such as IEEE, among others. Fifty-seven studies were rejected mainly due to
the exclusion criteria E3 (the study does not treat to the usage, adaptation, and/or
creation of AORE approaches.). Examples of rejected studies are those that propose the
usage of aspect orientation to create tools for requirements management. In this case,
the meaning of keyword “requirements engineering” was not directly related to AORE.

Step 2. In this step, the same researcher who has completed Step 1 also has read the full
text of the 112 accepted studies. The criteria described in Table 3 were reapplied, as
well as the quality criteria (Sect. 3.4). Several studies were rejected because they were
short papers (exclusion criterion E6) without enough information for answering the
research questions of this work.

The classification of the primary studies after finishing Step 2 can be seen in Fig. 2.
It can be noticed that some duplicated studies were identified yet. This occurred
because the researcher has not detected this situation, while performing Step 1. The
obtained results reinforces that Systematic Mapping must be done at stages, as well as
by more than one researcher [3, 4].

Due to the manual insertion of some relevant studies referenced in the selected
papers of the Step 1, the amount of studies has increased in 14 (fourteen). It is
important to mention these studies also were submitted to the same set of inclusion and
quality criteria already discussed in the paper.

Step 3. The results of the Step 2 were reviewed by another researcher involved in this
study, so that any disagreements were discussed and resolved. There was not need to
change the previously selected set of studies, but the interaction between the
researchers was important for the next step (Step 4), as it will be explained below.

An Overview on Aspect-Oriented Requirements Engineering Area 251



Step 4. Finally, the resulting set of primary studies was used to extract the information
required to answer the questions listed at the beginning of this study (Table 1). In this
step, the collaboration between the researches was important to reduce the interpreta-
tion errors about some data extracted to the studies. The results of this step are pre-
sented in detail in Sect. 4.

4 Results

In this section, answers to the research questions for this SM (Table 1) are presented.
The data needed to answer the question Q1 are in Table 4; there are 38 approaches
identified and analysed in this SM. The columns 1 and 2 show the code of the
approach, used to identify it in other parts of this paper, the name of the approach and
the reference of the study(ies) that present(s) it, respectively.

If there is not a specific name for an approach, we have used the title of the study in
which this approach was presented. Then, the reader can find, at any time, what are the
AORE approaches analysed in this SM and which studies are related to them. Columns
3, 4, 5 and 6 of Table 4 describe which AORE activities, as discussed in Sect. 2, are
encompassed by the identified approaches.

It is possible to notice that many approaches include the concern identification
and classification, representation and composition activities. However, there is a lack of
approaches related to the “Conflict Identification and Resolution” activity. Other interesting
points are that only 16% of the analysed approaches (7, 8, 13, 15, 18 and 23) are complete,
i.e., include all activities related to AORE and 55 % of them encompass just one or two
activities. This provides indications that conducting studies on a specific AORE activity or a
small subset of activities can be an interesting strategy of research instead of trying to
develop approaches that deal with all activities. A final point to be emphasized with respect
to Table 4 is that not every 60 studies analysed in this SM are referenced in this table. This
occurs because some studies are related to the usage and/or comparison of some AORE
approaches, i.e., they did not develop or extend any approach.

In order to answer the question Q2, Fig. 3 presents the classification of primary
studies analysed in this SM according to the classes described in Table 2.

Fig. 2. Classification of the
studies.

Fig. 3. Classification of Primary Studies.
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Table 4. AORE approaches.

# Approach AORE Activities
CIC CR CC CIR

1 An approach for crosscutting concern identification at requirements
level using NLP [16–18]

X

2 ACE - Aspect Clustering Engine [19] X
3 AWC - Aspect Weaving Connector [20] X X
4 RDL - Requirements Description Language [21, 22] X
5 ASSD - Aspects Specification for the Space Domain [23] X X
6 A semi-automatic strategy to identify crosscutting concerns in

PL-AOVgraph requirement models [24]
X

7 EA-Miner [24, 25] X X X X
8 NFR/AUC [26, 27] X X X X
9 DERAF [28] X X
10 An evolutionary model of requirements correctness with early

aspects [29]
X X X

11 AORE/XML [30] X X X
12 Theme [7, 11] X X X
13 AspOrAs [31, 32] X X X X
14 EA-Analyzer [33] X
15 AORE with Arcade [8, 10] X X X X
16 PROBE [34] X
17 MAST - Modeling Aspectual Scenarios with Theme [35] X X X
18 Integrating Problem Frames with Aspects [36] X X X X
19 Interaction Analysis in Aspect-Oriented Models [37] X
20 Isolating and relating concerns in requirements using latent semantic

analysis [38]
X

21 ADORA [39] X
22 Multi-ComBO [40] X X
23 Multi-Dimensional Separation of Concerns in Requirements

Engineering [5]
X X X X

24 Concern Interaction Graph (CIG) [41, 42] X
25 On the discovery of candidate aspects in software requirements [43] X
26 Promoting the software evolution in AOSD with early aspects:

Architecture-oriented model-based pointcuts [44]
X X

27 RCT - Requirements Composition Table [45] X X X
28 AOZCL [46] X
29 Scenario Modeling with Aspects [15] X X X
30 VisualAORE [47] X
31 Aspectual i* Model [48] X X
32 AO-ADL [49] X
33 AoUCM-to-RAM [50, 51] X X

(Continued)
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Seventy nine percent of the studies were classified as an “Original Solution” or an
“Adapted Solution” and there were few validation studies and none evaluation studies.
This fact calls our attention, because many approaches are being used/adapted without
having been submitted to evaluation studies. In addition, new approaches are being
proposed without knowing the real accuracy of the existing approaches.

Another evidence about the previously affirmation is presented in Table 5, that
presents: (i) the code of the AORE approach; (ii) the year of the first publication of this
approach; (iii) the years of publication corresponding to adaptations of this approach;
(iv) the references of the approaches used as basis for development of this approach;
and (v) the references of the studies that evaluate this approach.

Table 4. (Continued)

# Approach AORE Activities
CIC CR CC CIR

34 Using tagging to identify and organize concerns during
pre-requirements analysis [52]

X

35 VGraph - From Goals to Aspects [9] X X X
36 AORA - Aspect-Oriented Requirements Analysis [53] X X X
37 AoURN - Aspect-oriented User Requirements Notation [54] X X X
38 RAM - Reusable Aspect Models [55] X X
Amount of approaches for each AORE activity 22 26 22 12
Subtitle: CIC – Concern Identification and Classification; CR – Concern
Representation; CC – Concern Composition; CDR– Conflict Identification and Resolution.

Table 5. Evolution of the AORE approaches.

# Proposal Evolution
s

Base
d on

Performed 
Evaluation

s
# Proposal Evolutions Based 

on

Performed 
Evaluation

s
1 2008 2011 12 - 20 2006 - 12 - 

2 2007 - 20 - 21 2007 - - - 

3 2007 - - - 22 2008 - 36 - 

4 2007 2008 - [22] 23 2005 - - [2]
5 2008 - 36 - 24 2009 - 29 -
6 2013 - 35 - 25 2009 - - -
7 2005 2006 - [14] 26 2009 - - -
8 2009 2010 - - 27 2012 - - [22]
9 2007 - - - 28 2007 - - -

10 2007 - - - 29 2004 - - -
11 2006 - - [2] 30 2010 - - [47]
12 2004 2005 - [14] 31 2010 - - -
13 2005 2008 - - 32 2007 - - -
14 2009 - - - 33 2007 2011 37; 38 -
15 2002 2003 - [2, 22] 34 2009 - - -
16 2004 - - - 35 2004 - - [2, 22]

17 2010 -
12;
29

- 36 2003 - - -

18 2009 - - - 37 2010 - - [54]
19 2006 - - - 38 2009 - - -
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Approximately 74 % of the approaches (28 of 38) were not evaluated through case
studies, controlled experiments, among others, performed in a laboratory or an
industrial environment. In addition, many approaches (55 %: 2, 3, 5, 6, 9, 10, 14, 16,
17, 18, 19, 21, 22, 23, 24, 25, 26, 28, 31, 32 and 34) have been proposed and then they
have not been adapted, evaluated or used as a basis for other approaches anymore. In
other hand, some approaches that have been evaluated, adapted and/or used as a basis
for other approaches are: 4, 7, 11, 12, 15, 20, 23, 27, 29, 30, 35, 36, 37 and 38. The
approaches 15 [8, 10] and 35 [9] have been evaluated in more than one experimental
study. The approaches 12 [7, 11] and 29 [15] were used as basis for, at least, two other
approaches.

With regard to the question Q3, Table 6 presents the name and description of five
concern identification and classification techniques and the approaches that use them.
Some experimental studies [2, 14] describe that concern identification and classification
activity is a bottleneck in the AORE process. Then, knowing the techniques used in this
activity can help professionals and researchers to obtain better strategies to perform this
activity.

As can be seen the most used technique in different approaches is “Manual
Analysis of the Requirements Document by the Software Engineers with the Aid of
Guidelines”. Despite being limited to large scale software, this technique has promising
benefits, such as minimizing the dependence of users’ experience during the applica-
tion of the approach.

This is an indication that this technique has significant benefits for the concern
identification and classification and should be studied more carefully. Another
important point to notice is that few approaches (7, 23 and 27) use more than one
technique for concern identification and classification. This fact can be an interest
research field, because the usage of combined techniques can lead to higher accuracy of
AORE approaches.

Finally, to answer the question Q4, two bubble charts were built and they are
presented, respectively, in Figs. 4 and 5. Regarding to these figures, it is important to
comment that:

(i) the distribution of the published studies on conference proceedings is in Y-axis
of the graph of the Fig. 4;

(ii) the distribution of the published studies on journals, books and other vehicles of
scientific publication is in Y-axis of the graph of the Fig. 5. Aiming to simplify
the visualization of these graphs, only the initials of the events/journals was used
to identify them; and

(iii) the amount of publications per event, journal or book and the year in which they
occurred are presented in X-axis of the graphs of Figs. 4 and 5.

It may be notice that most publications (eleven) comes from the Workshop in
Aspect-Oriented Requirements Engineering and Architecture Design (EA). This makes
sense, because this is an event dedicated to publishing works related to AORE. Another
event that has a relevant amount of publications related to AORE (eight) is the
International Requirements Engineering (RE), a good and well-known conference in
the RE field.
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Another important point to be observed in Figs. 4 and 5 is the evolution of AORE
publications over the years. It is possible to notice that there was a great amount of
publications between 2007 and 2009. In this period, the scientific community have
published 52 % of all studies published from 2002 to 2013. Finally, we also can
observe that most of studies have been published in conference proceedings and only
eight studies (13 %) were published in journals.

This indication is consistent to what we have said about the lack of evaluation
studies on the existing approaches. Since the approaches are not mature enough, i.e.,
the evidences of the robustness and accuracy of such approaches are fragile, publishing
them in good journals may be a hard task.

Beside the answers for the questions of Table 1, we aimed to know what are the
major research institutions and countries involved with AORE. This information is
important because it can help to improve: (i) the dissemination of the work carried out
by research groups; and (ii) the cooperation between different research institutions,
interested in the same area, i.e., AORE.

Regarding the distribution of studies among research institutions, the graph of
Fig. 6 presents the name of the research institution and the percentage of studies
published by this institution. Lancaster University (UK) and University of Nova

Lisboa (Portugal) are the most productive research institutions on AORE in the
world, with a total of 18.5 % and 21 % of the studies published on this area, respec-
tively. All other research institutions, with only one published study, were grouped in
the category “Other ones”.

Once the institutions located in Lancaster and Nova Lisboa have published the most
of studies related to AORE, countries that had the greatest amount of published studies
in this area were Portugal and the UK, as can be seen in the graph of Fig. 7 (besides the
University of Nova Lisboa, Polytechnic Institute of Beja also had publications on
AORE and is located in Portugal). In third place is Brazil, with 13.6 % of the amount of
published studies on AORE. The main universities in Brazil responsible for these
publications are Federal University of Rio Grande do Norte and Federal University of
Rio de Janeiro (Fig. 6). All other countries, with only one published study, were
grouped in the category “Other ones”.

Another relevant point that can be raised from this SM, but that was not system-
atized through research questions, is the identification of the main researchers involved
with AORE in the world. The graph in Fig. 8 presents the word cloud (generated by
Word Cloud Generator tool, available at: http://www.jasondavies.com/wordcloud/#)
generated from the names of the authors of the studies analyzed in this SM. From this
graph is possible to identify the main researchers involved with AORE as João Araújo
(University of Nova Lisboa), Ana Moreira (University of Nova Lisboa), Awais Rashid
(Lancaster University), among others. This information is important because it can
serve as a “control” for performing other secondary studies, such as Systematic
Mappings or Systematic Reviews. A control can be used to judge whether the search
string allows recovering relevant studies or not.
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Table 6. Techniques for concern identification and classification.

Concern Identification
and Classification
Technique

Description

Natural Language
Processing (NLP)

It is based on NLP techniques such as part-of-speech,
lemmatization (approach 7), among others to find keywords of
the text of requirements document that are related to with some
kind of concern. According to the analyzed studies, this
technique was not good for identification of implicit concerns,
i.e., concern that are not explicitly described in the text of the
requirements document.

Approaches that use this technique: 1, 7 and 23.
Probabilistic Models and
Clustering

It is based on statistical models, such as (Latent Semantic Analysis
- approach 20) and clustering techniques such as the use of tags
(approach 34) to find concern candidates. As this is a technique
based on statistical analysis, it does not usually bring good
results when the requirements document is small, i.e., when the
sample is small.

Approaches that use this technique: 2, 20, 25 and 34.
Manual Analysis of
Requirements
Document by Software
Engineers

In this type of technique, the software engineer performs a manual
inspection in the requirements document trying to discover the
software concern. As limitations, we have: (i) the results
obtained with this technique are strongly dependent on the
experience of those who apply it; and (ii) this technique is
error-prone, difficult to replicate its application and has high cost
of execution when requirements documents of large software are
used.

Approaches that use this technique: 10, 13, 15 and 17.
Manual Analysis of
Requirements
Document by Software
Engineers
with the Aid of
Guidelines

It is similar to the technique of manual analysis, but differs by the
fact that users of this technique have guidelines that can assist
them during the process of concern identification. One type of
guidelines quite common is non-functional requirements
catalogs, such as proposed by Chung and Leite [57]. This type of
technique can minimizing the dependence of the user experience
that applies it, however, it remains costly to be performed on
large software. In addition, it takes a certain user experience to
understand and follow the guidelines.

Approaches that use this technique: 5, 7, 8, 11, 23, 27, 29, 31, 36 and 37.
Software Visualization It is based on visualization techniques to help the user identify the

software concerns. A type of well-known visualization if “Action
Views”, proposed by Baniassad and Clarke (approach - 12).
A limitation of this technique is that for building the
visualizations, usually, the user must perform a manual
inspection from the requirements document, i.e., it suffer the
same problems of technical based on manual analysis of
requirements document, cited above.

Approaches that use this technique: 6, 18, 12 and 27.
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5 Threats to Validity

Primary Studies Selection. Aiming at ensuring an unbiased selection process, we
defined research questions and devised inclusion and exclusion criteria we believe are
detailed enough to provide an assessment of how the final set of primary studies was
obtained. However, we cannot rule out threats from a quality assessment perspective,
we simply selected studies without assigning any scores. In addition, we wanted to be

Fig. 4. Distribution of the published
studies on conference proceedings.

Fig. 5. Distribution of the published studies on
journals and books.

Fig. 6. Distribution of the studies regarding to research institutions.
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as inclusive as possible, thus no limits were placed on date of publication and we
avoided imposing many restrictions on primary study selection since we wanted a
broad overview of the research area.

Missing Important Primary Studies. The search for primary studies was conducted
in two well-known search engines (Scopus and IEEE Xplorer), even though it is rather
possible we have missed some relevant primary studies. Nevertheless, this threat was
mitigated by selecting search engines which have been regarded as the most relevant
scientific sources [56] and therefore prone to contain the majority of the important
studies.

Reviewers’ Reliability. All the reviewers of this study are researchers in the software
engineering, focused on the aspect-oriented development, requirements engineering
and aspect mining. Therefore, we are not aware of any bias we may have introduced
during the analyses.

Data Extraction. Another threat for this review refers to how the data were extracted
from the digital libraries, since not all the information was obvious to answer the
questions and some data had to be interpreted. Therefore, in order to ensure the
validity, multiple sources of data were analysed, i.e. papers, technical reports, white
papers. Furthermore, in the event of a disagreement between the two primary
reviewers, a third reviewer acted as an arbitrator to ensure full agreement was reached.

Fig. 7. Distribution of the studies regarding to the country where the research institutions are
located.

Fig. 8. Word cloud derived from the names of the authors of the studies analyzed.
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6 Final Remarks

In this paper, we presented a SM of Aspect-Oriented Requirements Engineering
(AORE), based on the process described by Kitchenham et al., [4].

The SM presented was conducted as the planning described in Sect. 3. Through an
examination of 60 primary studies related to AORE approaches, this review has pre-
sented 38 different approaches. The steps outlined in this plan were sufficient to obtain
relevant primary studies, which generated the data needed to answer the research
questions (Table 1).

Summarizing the results observed from this SM:

1. We have identified 38 (thirty-eight) distinct AORE approaches;
2. The most of identified approaches are related to concern identification and classi-

fication, representation and composition activities; we have notice there is a lack of
studies based on conflicts detection and resolution;

3. The most studies analysed in this SM consist of presenting either new AORE
approaches or adaptation of existing approaches; this indicates that more evaluation
studies, based on these existing approaches, need to be performed to verify the real
accuracy of them;

4. We have identified five different types of techniques for concern identification and
classification, which are used by the AORE approaches: “Natural Language Pro-
cessing (NLP)”, “Probabilistic Models and Clustering”, “Manual Analysis of
Requirements Document by Software Engineers”, “Manual Analysis of Require-
ments Document by Software Engineers with the Aid of Guidelines” and “Software
Visualization”. The most used technique is the “Manual Analysis of Requirements
Document by Software Engineers with the Aid of Guidelines”. Despite being
limited to large software, it has promising benefits, such as minimizing the
dependence users’ experience during the application of the approach;

5. It was notice that most of the studies has been published in conference proceedings,
which reinforces the idea that many approaches have been proposed, but few of
them are mature enough to be published in journals; and

6. Finally, data show that the most productive research institutions on AORE in the
world are Lancaster University and University of Nova Lisboa, located in UK and
Portugal, respectively.

Researchers can use this SM as a base for advancing the field, while practitioners
can use it to identify approaches that are well-suited to their needs. With the results
obtained through this SM, it was possible to develop a set of comparison criteria for
AORE approaches, based on common features and variability of the approaches ana-
lysed in this SM [58]. Such criteria were then applied on six of the main AORE
approaches: 7, 11, 12, 15, 23 and 29. The results can serve as a guide so that users can
choose the approach that best meets their needs, and to facilitate the conduct of
research in AORE. The main future directions that emerged from this mapping are the
need for empirical, comparative evaluations and the opportunity for developing com-
bined AORE approaches.
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Abstract. Requirements specifications describe multiple technical concerns of
a system and are used throughout the project life-cycle to help sharing a system’s
common understanding among multiple stakeholders. The interest to support the
definition and the management of system requirements specifications (SRSs) is
evident by the diversity of many generic and RE-specific tools. However, little
work has been done in what concerns the quality of SRSs. Indeed, most recom‐
mended practices are mainly focused on human-intensive tasks, mainly
dependent on domain experts, and so, these practices tend to be time-consuming,
error-prone and unproductive. This paper proposes and discusses an innovative
approach to mitigate this status, and defends that with proper tool support – such
as the SpecQua framework discussed in the paper –, we can increase the overall
quality of SRSs as well as we can increase the productivity associated to tradi‐
tional tasks of RE such as documentation and validation.

Keywords: Requirements specification · Quality of requirements specification ·
Requirements validation

1 Introduction

Requirements Engineering (RE) intends to provide a shared vision and understanding of the
system to be developed between business and technical stakeholders [1–3]. The adverse
consequences of disregarding the importance of the early activities covered by RE are
well-known [4, 5]. System requirements specification, software requirements specification
or just requirements specifications (SRS) is a document that describes multiple technical
concerns of a software system [1–3]. An SRS is used throughout different stages of the
project life-cycle to help sharing the system vision among the main stakeholders, as well
as to facilitate communication and the overall project management and system develop‐
ment processes. For achieving an effective communication, everyone should be able to
communicate by means of a common language, and natural language provides the foun‐
dations for such language. Natural language is flexible, universal, and humans are profi‐
cient at using it to communicate with each other. Natural language has minimal adoption
resistance as a requirements documentation technique [1, 3]. However, although natural
language is the most common and preferred form of requirements representation [6], it also
exhibits some intrinsic characteristics that often present themselves as the root cause of
many requirements quality problems, such as incorrectness, inconsistency, incompleteness
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and ambiguousness [1, 3]. From these causes, in this paper we emphasize inconsistency and
incompleteness because avoiding – or at least mitigating – them requires significant human
effort due to the large amount of information to process when combined with inadequate
tool support, namely to perform the typical requirements linguistic analysis. On the other
hand, although ambiguity and incorrectness – by definition – cannot be fixed without
human validation [7], we consider that the tasks required to minimize the effects of both
inconsistency and incompleteness (and also ambiguity at some extent) can be automated
if requirements are expressed in a suitable language, and if adequate tool support is provided.

In our recent research we consider the RSLingo approach [9–11] as a starting
point for this challenge. RSLingo is an approach for the formal specification of soft‐
ware requirements that uses lightweight Natural Language Processing (NLP) tech‐
niques [8] to translate informal requirements – originally stated in unconstrained
natural language by business stakeholders – into a formal representation provided
by a language specifically designed for RE. Unlike other RE approaches, which use
languages that typically pose some difficulties to business stakeholders (namely
graphical modeling languages such as UML or SysML, whose target audience are
engineers), RSLingo encourages business stakeholders to actively contribute to the
RE process in a collaborative manner by directly authoring requirements in natural
language. To achieve this goal, RSLingo provides (1) the RSL-PL language for
defining linguistic patterns that frequently occur in requirements specifications
written in natural language, (2) the RSL-RSL language that covers most RE
concerns, in order to enable the formal specification of requirements, and (3) an
information extraction mechanism that, based on the linguistic patterns defined in
RSL-PL, translates the captured information into a formal requirements specifica‐
tion encoded in RSL-IL [10]. However, RSLingo does not provide yet any guaran‐
tees that the RSL-IL specifications have the required quality. Therefore, the main
contribute of this research is to propose and discuss that, with proper tool support
and an intermediate representation language such as RSL-IL, we can increase the
overall quality of SRSs as well as the productivity associated to documentation and
validation tasks. To the best of our knowledge, and apart from our own research on
this issue [12], no further works have been proposed before in relation to this
complex approach and the way we support automatic validation of SRSs as well as
we have discussed the subject of modularity, dependencies and combinatorial effects
at requirements level [13].

The structure of this paper is as follows. Section 2 introduces the background under‐
lying this research. Section 3 overviews the SpecQua framework. Section 4 introduces
some more technical details of the SpecQua with the purpose to show and discuss the
practicability of the proposed approach. Section 5 discusses some experiments that are
being implemented in the context of the SpecQua, in particular related to consistency,
completeness and unambiguousness. Finally, Sect. 6 presents the conclusion and ideas
for future work.
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2 Background

This section briefly introduces the definition for SRS’s quality attributes, overviews
requirements specification languages, introduces some considerations on requirements
validation, and briefly introduces the RSLingo approach.

2.1 SRS’s Quality Attributes

Writing good requirements is a human-intensive and error prone task. Hooks summarize
the most common problems in that respect [14]: making bad assumptions, writing
implementation (How) instead of requirements (What), describing operations instead of
writing requirements, using incorrect terms, using incorrect sentence structure or bad
grammar, missing requirements, and over-specifying. To achieve quality SRSs must
embody several characteristics. For example, the popular “IEEE Recommended Practice
for Software Requirements Specifications” states that a good-quality SRS should be [7]:
correct, unambiguous, complete, consistent, prioritized, verifiable, modifiable, and
traceable. From all of them, we briefly discuss those that are most relevant for the scope
of this paper.

Complete. A SRS is considered complete if it fulfills the following conditions: (1)
Everything that the system is supposed to do is included in the SRS; this can lead us to
a never ending cycle of requirements gathering; (2) Syntatic structures filled, e.g.: all
pages numbered; all figures and tables numbered, named, and referenced; all terms
defined; all units of measure provided; and all referenced material present; and (3) No
sections or items marked with “To Be Determined” (TBD) or equivalent sentences.
Completeness is probably the most difficult quality attribute to guarantee. In spite that
some elements are easy to detect and correct (e.g., empty sections, TBD references), but
one never knows when the actual requirements are enough to fully describe the system
under consideration. To achieve completeness, reviews of the SRS by customer or users
are essential. Prototypes also help raise awareness of new requirements and help us better
understand poorly or abstractly defined requirements.

Consistent. A SRS is consistent if no requirements described in it conflict among
themselves. Disagreements among requirements must be resolved before development
can proceed. One may not know which (if any) is consistent until some research is done.
When modifying the requirements, inconsistencies can slip in undetected if only the
specific change is reviewed and not any related requirements.

Unambiguous. A SRS is unambiguous if every requirement stated there has only one
possible interpretation. The SRS should be unambiguous both to those who create it and
to those who use it. However, these groups of users often do not have the same back‐
ground and therefore do not tend to describe software requirements the same way.
Ambiguity is a very complex phenomenon because natural language is inherently
ambiguous (a simple word can have multiple meanings) and most of the times this
ambiguity is unintentionally introduced. The most recommended solution to minimize
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ambiguity is the use of formal or semi-formal specification languages rather than or in
complement to natural languages. Also, the use of checklists and scenario-based reading
are common recommendations [15].

2.2 Requirements Specification Languages

Traditionally, the requirements documentation activity has consisted in creating a
natural language description of the application domain, as well as a prescription of what
the system should do and constraints on its behavior [16]. However, this form of spec‐
ification is both ambiguous and, in many cases, hard to verify because of the lack of a
standard computer-processable representation [17].

Apparently, the usage of formal methods could overcome these problems. However,
this would only address part of the problem, as we still need to take care while inter‐
preting the natural language requirements to create a formal specification, given that in
general engineers often misinterpret natural language specifications during the design
phase. The same occurs with the attempt to directly create formal requirements speci‐
fications, especially when the real requirements are not discovered and validated at first
by the business stakeholders [18]. Thus, the usage of such formal languages entails an
additional misinterpretation level due to the typically complex syntax and mathematical
background of formal method languages [17]. Given that formal methods are expensive
to apply – because they require specialized training and are time-consuming [2] –,
creating formal requirements specifications might have a negative impact.

In the attempt of getting the best from both worlds – the familiarity of natural language
and the rigorousness of formal language –, one can document requirements with controlled
natural languages, which are languages engineered to resemble natural language.
However, these languages are only able to play the role of natural language to a certain
extend: while they are easy to read, they are hard to write without specialized tools [19, 20].

Finally, there are graphical approaches, such as UML and SysML for traditional RE
modeling, and i*, KAOS and Tropos notation for Goal-Oriented RE [1]. However, these
graphical languages are less expressive than natural language and cannot be regarded
as a common language to communicate requirements, because business stakeholders
still require training to understand them. Also, despite being “easier to understand” than
formal method languages, these graphical modeling languages are regarded as less
powerful in terms of analytical capabilities because they often lack tool support to
enforce the implicit semantics of their modeling elements, or might even intentionally
leave some unspecified parts of the language itself to ease its implementation by tool
vendors, in which case they are considered as semi-formal. Some authors even argue
that the simplicity of these languages comes precisely from this lack of semantic
enforcement: it is easy to create models because “anything goes” [5].

Furthermore, the usage of graphical languages might cause another problem when
the modeler includes too much detail in the diagram, cluttering it and thus affecting its
readability. Therefore, despite the existence of such graphical approaches, textual
natural language specifications are still regarded by many as the most suitable, fast, and
preferred manner to initiate the requirements development process of the envisioned
software system.
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2.3 Tools and Interoperability Formats

Regarding the documentation and management of requirements there are two main
approaches depending on the respective tool support. On one hand, the approach based
on generic tools (usually office applications and suites, word processors, or just text
editors) such as MS-Word, MS-Excel, OpenOffice or GoogleDocs. This is the most
popular approach and many times the solution for simple projects: these tools are ubiq‐
uitous and everyone knows how to use them; they are flexible and good enough for most
documentation needs. However, these tools do not provide specific features, particularly
in what concerns the validation and management of requirements. On the other hand,
RE-specific tools – such as Doors, RequisitePro, ProR, CaliberRM or Visure Require‐
ments –, allow to define each requirement as a set of attributes, can establish link
requirements with each other, and offer analysis and reporting features. Additionally,
some tools allow for concurrent editing and change tracking, and to establish links
between textual requirements and visual models represented in languages such as UML,
SysML or BPMN. Depending on these approaches there are different formats to support
requirements interoperability between tools. The common formats provided by generic
tools are TXT (plain text) and RTF (rich text format) while RE-specific tools provide
XML-based formats such as XMI (usual in UML CASE tools) and ReqIF (Requirements
Interchange Format).

2.4 Requirements Validation

There is not a consensus in the literature about the use of the terms “verification” and
“validation” in the context of RE. However, in this paper we adopt the term as suggested
by Pohl and Robertsons, who define requirements validation as checking requirements
with the purpose of detecting errors such as inconsistencies, ambiguities, and ignored
standards. These authors recommend the use of the term “verification” to denote the
formal (mathematical) proof of properties of a model, related to properties of concurrent
systems, such as safety or absence of deadlocks [1, 2]. Considering the premises
regarding the current practices of the requirements documentation and validation activ‐
ities – such as inspections, walkthroughs, checklists, or using scenarios and prototypes
[1–3] –, we consider that the quality of a SRS still strongly depends on the expertise of
whoever is performing this activity. Given that most RE activities are still manually
performed and involve a large amount of information, to produce a high quality require‐
ments specification one requires an experienced requirements engineer with a vast skills
set. However, to avoid large discrepancies in the results of the RE process, we advocate
that the quality of requirements specifications and the productivity of the requirements
documentation activity can be increased through the formalization of requirements. The
computer-processable requirements specifications that are obtained through such a
formalization process enable the automation of some manual validations thus relieving
requirements engineers from the burden of manually handling a large amount of infor‐
mation to identify requirements quality problems. Additionally, the degree of formali‐
zation achieved can be employed to generate complementary artefacts to better support
RE tasks, such as requirements validation.
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2.5 The RSLingo Approach

RSLingo is an approach for the formal specification of software requirements that uses
lightweight Natural Language Processing (NLP) techniques to (partially) translate
informal requirements – originally stated by business stakeholders in unconstrained
natural language – into a formal representation provided by a language specifically
designed for RE [9].

The name RSLingo stems from the paronomasia on “RSL” and “Lingo”. On one hand,
“RSL” (Requirements Specification Language) emphasizes the purpose of formally spec‐
ifying requirements. The language that serves this purpose is RSL-IL, in which “IL” stands
for Intermediate Language [10]. On the other hand, “Lingo” expresses that its design has
roots in natural language, which are encoded in linguistic patterns used during by the infor‐
mation extraction process [8, 21] that automates the linguistic analysis of SRSs written in
natural language. The language designed for encoding these RE-specific linguistic patterns
is RSL-PL, in which “PL” stands for Pattern Language [11]. These linguistic patterns are
used by lightweight NLP techniques and, when combined with general-purpose linguistic
resources (e.g., VerbNet (http://verbs.colorado.edu/~mpalmer/projects/verbnet.html) and
WordNet, (http://wordnet.princeton.edu)), enable the extraction of relevant information
from the textual representations of requirements. Finally, the extracted information with
these lightweight NLP techniques is formally specified in RSL-IL notation through prede‐
fined transformations from RSL-PL into RSL-IL. Upon a match of a requirement’s textual
representation with one of the RSL-PL linguistic patterns, a transformation should become
active. This transformation takes into consideration the semantic roles of each word within
the linguistic pattern, and drives the mapping between RSL-PL and RSL-IL.

RSL-IL provides several constructs that are logically arranged into viewpoints
according to the specific RE concerns they address [10]. These viewpoints are organized
according to two abstraction levels: business and system levels.

To properly understand and document the business context of the system, the busi‐
ness level of the RSL-IL supports the following business-related concerns, namely: (1)
the concepts that belong to the business jargon; (2) the people and organizations that
can influence or will be affected by the system; and (3) the objectives of business stake‐
holders regarding the value that the system will bring. Considering these concerns,
business level requirements comprise respectively the following viewpoints: Termi‐
nology, Stakeholders, and Goals.

On the other hand, at the system level, the RSL-IL supports the specification of both
static and dynamic concerns regarding the system, namely: (1) the logical decomposition
of a complex system into several system elements, each with their own capabilities and
characteristics, thus providing a suitable approach to organize and allocate requirements;
(2) the requirements that express the desired features of the system, and also the
constraints and quality attributes; (3) the data structures aligned with the business jargon,
their relations, and a logical description of their attributes; and (4) the actors, functions,
event-based state transitions, and use cases that further detail the aforementioned
requirements. Considering these concerns, the System Level comprises the following
viewpoints: Architectural; Requirements; Structural; and Behavioral, respectively.
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3 SpecQua Framework – General Overview

Figure 1 illustrates the context diagram of the SpecQua framework and in particular
shows the actors that might interact with it, namely: users (such as requirements engi‐
neers and business analysts), and tool superusers and administrators; and third-party
tools that directly or indirectly interact with SpecQua. SpecQua provides several import
and export features to guarantee the maximum interoperability with third-party tools,
namely with commercial or open-source RE-specific tools and also general-purpose
text-based authoring tools.

:SpecQua
:Third-Party RE Tool:SpecQua User

:SpecQua 
Administrator

:Third-Party Word 
Processor

:SpecQua 
SuperUser

uses

(advanced) manages

ReqIF (XML) exports
«use»

RTF and PDF exports
«use»

manages

Fig. 1. SpecQua context diagram.

Figure 2 shows the common usage workflow supported by the SpecQua framework.
This starts (1) by importing a set of requirements specifications produced in the context
of third-party tools, namely by importing from one of the following formats: RSL-IL
plain text, NL (natural language) plain text, or ReqIF. Then, users might (2) author the
requirements directly in the SpecQua tool and (3) run a selected number of tests to
automatically validate the quality of the involved requirements. Finally, if the require‐
ments have the intended quality, (4) the requirements can be exported to third-party tools
in formats such as ReqIF, RTF or PDF, and this process can iterate as many cycles as
needed.

The key concepts underlying the SpecQua tool are depicted in Fig. 3 in a simplified
way. There are two levels of abstraction in this domain model: project-level and generic-
level. The concepts defined at generic-level are managed by users with most responsi‐
bility (i.e., by the SpecQua SuperUsers), and involve the definition of GenericSpecifi‐
cations and Tests. GenericSpecification consists in a set of requirements (following the
ReqIF terminology) that are defined in a project-independent way, so that they can be
reused throughout different projects with minor changes. Test is a type of automatic
validation that can be defined and run against one or more requirement specifications
(see below for more information about Tests).

On the other hand, at project-level, there are common concepts to support the
management of different projects, assign them to different users, with different permis‐
sions, and so on. At this level, any user can create a project, invite other users to partic‐
ipate in that project, and then start to import from third-party tools or author requirement
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Specifications directly. Users can also establish relationships between specifications and
reuse (by copy and customization) GenericSpecifications previously defined. Users may
select and configure the relevant tests (via TestConfiguration) in order to automatically
validate their specifications. If these specifications have the required quality they can be
exported to third-party tools or some kind of SRS report can be produced automatically.

:SpecQua :Third-Party RE 
Tool

:SpecQua User

:Third-Party Word 
Processor

:Third-Party 
Tool

:Other User

uses

RSL-IL (TXT) imports

«use»
ReqIF (XML) exports

«use»

RTF and PDF exports

«use»

NL (TXT) imports

«use»

ReqIF (XML) imports
«use»

Fig. 2. SpecQua context diagram (with the common usage workflow).
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Fig. 3. SpecQua domain model.
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Figure 4 suggests the general operation of the validation process with its main input,
outputs, and supporting resources. The major input is the Specifications files that
are the SRS defined in the RSL-IL concrete syntax (or the alternative formats, such as
NL or structured ReqIF). The validation outputs are the Parsing Log file and the
TestRun Reports file with the errors and warnings detected by the tool during its
execution, respectively during the Parsing and the Validation processes. Addi‐
tionally, there are some supporting resources used to better extend and support the tool
at run-time, namely: Tests, TestConfiguration, and Lexical Resources.

Fig. 4. Overview of the validation process.

Tests are directly implemented in a given programming language and have addi‐
tional metadata such as name, description and quality category. (Figure 9 gives an
example of such test directly implemented in C#.) TestConfiguration is a
resource used to support the validation in a flexible way. For example, this resource
allow requirements engineers to configure the level of completeness needed for their
purpose, in a project basis. This means that different projects may have different needs
regarding completeness for their specifications. Finally, Lexical Resources are
public domain resources (such as WordNet or VerbNet) that support some tests, mostly
those related with linguistic issues.

4 SpecQua Framework – More Details

The proposed high-level approach has to be implemented by a concrete software tool to
offer a real interest and utility. Due to that we have implemented the SpecQua Frame‐
work with the purpose to show and discuss the practicability of this approach.
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The SpecQua has the following objectives. First, provide SRS’s quality reports: for a
given RSL-IL specification, the system should be able to provide results for quality tests
applied to that specification. Second, easily add and configure new quality tests: it should
be easy to develop and add new quality tests in order to extend the tool; additionally it
should be easy to configure those tests. Third, provide a Web collaborative workspace: the
tool should be accessible via a Web browser and should provide the means for multiple
users to work together while specifying, analyzing and validating RSL-IL specifications.
(A preliminary prototype is available at http://specqua.apphb.com).

Figure 5 depicts the SpecQua software architecture in generic terms, with its main
blocks: WebApp, WebAPI and Core.

Fig. 5. SpecQua architecture.

SpecQua WebApp. The WebApp layer corresponds to how users interact with the
tool. In a 3-tier layer architecture this corresponds to the presentation layer, although
this is more than a simple frontend: the WebApp is a Web-based independent application
with its own logic that connects to SpecQua Core via its API.

SpecQua WebAPI. This intermediate layer serves as the Application Programming
Interface (API) that exposes all the relevant functions that Core provides to the outside.
Besides serving as a proxy between WebApp and Core, the API can still be accessed
from other clients that do not intend to use the main frontend but still want to take
advantage of SpecQua analyses or data resources.

SpecQua Core. This layer is the kernel of the SpecQua tool and this is where all the
action takes place. A key feature for the system SpecQua is the ease to add new tests
and this is implemented using two advanced programming techniques (i.e., dependency
injection and reflection) which combined make it possible to associate new quality tests
to the tool with minimal effort. At system startup, and based on referenced assemblies,
all classes that implement a specific interface become available to the system as new
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quality tests, and are logically grouped into analyses. Currently, this grouping of testing
analysis is performed using a configuration file as exemplified in Fig. 6.

Fig. 6. Example of a SpecQuA’s test configuration file.

Each test is independent from each other and may have its own particular configu‐
ration. This configuration is defined in XML format and has no restriction on the schema
level: it is up for those who develop the test (i.e., the SpecQua superuser), to define the
schema and interpret it in the respective test. Each test may or may not have a default
configuration.

Additionally, the SpecQua Core has the Parser component which is responsible to
parse the input RSL-IL text and map it to the Domain Model (in the internal database).
This parsing is done by ANTLR (http://www.antlr.org/) using a grammar specific for
the RSL-IL language. With this grammar, ANTLR generates a parser and a lexer that
can be used to validate the syntax and the semantic of a given input. If the input does
not have errors, then the result is a representation of the domain model entities that can
be tested. This grammar has some similarities with the BNF notation as expressed in
Fig. 7. (Other parsers to different import formats might be developed in the future.)

5 Discussion

Despite having a simple user-interface, a lot is done in the background when carrying
out the analysis of a specification. In this case, when the user wants to validate the
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specification, it is parsed with the specific ANTLR grammar. If any syntactic or semantic
error is detected in the specification, the user is alerted and the process stops. However,
if the specification is successfully parsed, the tests can be selected and configured and
are run against the specification. Finally, a report is shown to the user such as the example
shown in Fig. 8. In the following subsections we introduce and discuss some tests that
are being implemented in the context of the SpecQua framework.

5.1 Consistency Validation

The consistency validation enforces that the information model underlying the RSL-IL
specification is well-formed, or consistent in accordance with the RSL-IL metamodel,
which involves, for example, the following concrete validations.

Consistent Attribute Values. SpecQua verifies whether the value assigned to a given
attribute is valid based on the semantics of its RSL-IL construct. For instance, SpecQua

Fig. 7. An excerpt from the RSL-IL grammar for ANTLR.

Fig. 8. Excerpt of a report test for the AIDSPortal example.
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can systematically enforce that every id attribute follows the predefined prefix of each
RSL-IL construct. Also, SpecQua can also provide a short mnemonic for the id attribute
based on the word attribute of the related Term, which is more meaningful than just a
numeric sequence.

The combination of the specific prefix with this mnemonic allows one to better
understand when two RSL-IL constructs of different types refer to the same underlying
concept (e.g., they describe different concerns about the same business notion).

Consistent Numeric Sequences. There are several attributes in RSL-IL constructs that
follow a certain numeric sequence. For instance, SpecQua checks the order attribute of
each Sentence within a given Requirement. Also, SpecQua verifies the values assigned
to the label attributes of a given UseCase’s Steps. In all these cases, SpecQua must
ensure that each construct was assigned a unique numeric value of that sequence, and
that all the assigned numbers follow a monotonic increasing sequence without gaps.

Referential Integrity. SpecQua must check and enforce that those relationships
between different RSL-IL constructs are properly defined in terms of the values (i.e.,
references) assigned to the attributes that support the establishment of such relationships.
The most obvious case is given by the strong dependency of most RSL-IL constructs
on a Term that unambiguously defines the semantics of the underlying concept. Thus,
SpecQua must check whether all RSL-IL constructs that depend on the Terminology
viewpoint effectively provide a valid reference for a previously defined Term through
its id. That is the example of the test shown in Fig. 9 that checks if all Stakeholders are
referenced as Terms defined in the glossary.

Another important aspect of this validation is also to support for the resolution of
Term references based on their acronym or word values, instead of only relying on the
value of its id attribute.

Although we are illustrating this sort of validations mostly based on the Terminology
viewpoint, there are similar cases in other RSL-IL viewpoints. For instance, this problem
is similar to the validation performed regarding the source attribute of a given Goal,
which should be resolved to a well-defined Stakeholder.

5.2 Completeness Validation

The completeness validation is based on the test’s configuration resource that
enables the definition of the level of completeness required for each RSL-IL speci‐
fication. This level of completeness varies on a project basis or even, for the same
project, along the timeline according the needs of the project team. We consider
three levels of completeness:

Completeness at Model Level. At the macro level, one can define which viewpoints
are required for considering a concrete RSL-IL specification to be complete. For
example, during the initial stage of a project lifecycle, one may only require the Termi‐
nology, Stakeholders, and Goals viewpoints to consider the specification as being
complete. On the other hand, if the project is running in a more advanced stage

SpecQua: Towards a Framework for Requirements Specifications 277



(for instance, after a couple of iterations), the remaining System Level viewpoints should
be also considered in order to provide a complete requirements specification.

Completeness at Viewpoint Level. For each viewpoint one can define which
constructs are mandatory or optional. For example, for the Behavioral viewpoint one
might only consider as being relevant the existence of the Function construct (and not
of Event) in order to consider that viewpoint as being complete.

Completeness at Construct Level. For each construct (e.g., Term, Stakeholder, Goal,
Entity, Use Case) one can define which attributes are mandatory or optional. For
example, for the Goal construct one can define the criticality as a mandatory attribute
and the source (a reference for the Stakeholder responsible for that goal) as an optional
attribute. Still at construct level, we can enforce that the names of some of these
constructs (e.g., the names of actors and entities) should be defined as a unique term in
the Terminology viewpoint.

Fig. 9. An excerpt of a concrete Test.
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5.3 Unambiguousness Validation

While in a formal specification (such as in RSL-IL) inconsistencies and incompleteness
can be automatically detected, ambiguities deal directly with the meaning of those
specifications, thus they are hard to be detected by automatic processes. Consequently,
ambiguity tends to be detected mostly by human intervention, for example through
analysis and inspection of the specification and through the use of prototypes. However,
regarding this semantic level, still some automatic validation can be applied to reduce
ambiguity, such as those discussed below.

Semantic Analysis. First, based on general-purpose linguistic resources that encode
world knowledge, SpecQua can further verify the semantic validity of relations estab‐
lished between RSL-IL constructs, especially those strongly related with the natural
language representation of concepts. For instance, an advanced validation feature
consists in using WordNet to check whether the value of the word attribute of synonym
Terms are indeed synonyms of the word attribute’s value of the primary Term to which
they are associated. Second, the information encoded within WordNet can be used to
cross-check whether the Term associated with a given Stakeholder (through its role
attribute) is aligned with the classification provided by the StakeholderType enumera‐
tion based on the lexname attribute of the WordNet synset referred by the synset attrib‐
ute’s value of that Term. Third, and still regarding the relations between different Stake‐
holders, SpecQua must verify the semantics of the hierarchical composition of these
RSL-IL constructs. For instance, it does not make sense to specify that a Stakeholder
whose type is “group.organizational” is MemberOf of another Stakeholder whose type
is “individual.person”. This means that the hierarchical Stakeholders composition must
follow the implicitly semantics entailed in the values of the StakeholderType enumer‐
ation, which are ordered from broader groups to more specific entities. Fourth, SpecQua
can determine whether the relation between a given RSL-IL construct and a Term is
semantically valid based on the pos attribute of that Term and the semantics of the other
RSL-IL construct. For instance, it does not make sense to associate an Entity with a
Term whose part-of-speech (provided by either its pos or synset attributes) classifies the
Term as a verb, instead of a noun. Fifth, another example consists in checking whether
nouns associated with the agent thematic relation (e.g., the subject of natural language
sentences in the active voice) are defined as Actors and, if so, whether they can be traced
back to the respective Stakeholders via a shared Term.

Terminology Normalization. The RSL-IL glossary (i.e., its Terminology viewpoint)
formally defined the terms associated with the main concepts used throughout the
requirements specification. There are different types of relations that can be established
between terms, i.e. relations of type synonym, antonym, and hyponym. One motivation
for using these relations is to reduce the number of redundant Terms employed within
the RSL-IL specification, by providing a unique Term for each concept. So, it is impor‐
tant to avoid the definition of two or more synonym Terms by clearly stating which one
of them should be classified as the primary Term, and the other(s) as secondary Term(s).
Based on this information, SpecQua can perform a systematic normalization of Terms
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through a common find and replace process and, consequently, reduce the requirements
specification’s ambiguity.

6 Conclusions

RE comprises several tasks including requirements elicitation, analysis and negotiation,
documentation and validation. We recognize that natural language is the most common
and popular form to document SRSs. However, natural language exhibits several limi‐
tations, in particular those related with requirements specification quality such as incor‐
rectness, inconsistency, incompleteness and ambiguousness.

This research extends the RSLingo approach by considering that requirements are
represented in RSL-IL, automatically extracted from natural language specifications or
authored directly by their users. This paper proposes a generic approach to automatically
validate these specifications and describes the SpecQua framework that shows the prac‐
ticability and utility of this proposal. The flexibility of SpecQua and the initial cases
studies developed so far allows us to preliminary conclude that this approach helps to
mitigate some of the mentioned limitations, in particular in what respect inconsistency,
incompleteness and ambiguousness.

For future work we plan to implement SpecQua in a more extensive way, in particular
with features related with the support of a collaborative environment, allowing end-users
to author and validate directly their requirements [22], eventually with different repre‐
sentations beyond natural language, RSL-IL and ReqIF. Several import and export
features would also be relevant in order to promote tools interoperability as discussed
in the paper. Finally, we still intend to explore the integration of requirements specifi‐
cations with testing [23] and model-driven engineering approaches [24–26] to still
increase the quality and productivity of Software Engineering in general terms.
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Abstract. Virtual Organizations (VOs) have emerged as a powerful
enterprising strategy to leverage the activities of Small and Medium
sized Enterprises, by providing a way of sharing their costs and bene-
fits when attending to particular demands. Along with their numerous
advantages, VOs also pose several challenges, including additional risks
that need to be considered to ensure its correct operation. Proper risk
analysis provides more solid means for managers to evaluate and further
decide about the most suitable VO composition for a given business.
Therefore, this paper aims to develop a mathematical method that ana-
lyzes and measures the risk in a set of partners, synthesized in the form of
Service Providers, which will compose a VO in a P2P SON environment.
By means of validation of the proposed method, a set of simulations were
carried out and the results are presented in this paper.

Keywords: Virtual organization · Risk analysis · P2P SON

1 Introduction

The fundamental developments in network technologies, particularly the advent
of Peer-to-Peer Service Overlay Networks (P2P SON) [1,2], provided an advan-
tageous environment for companies make their services available to the user
community at large. The joining of the SON and P2P fields offers a high poten-
tial for handling services, by creating dynamic and adaptive value chain networks
across multiple Service Providers (SPs). Moreover, a wide range of services can
be made available, as well as an environment where price and quality can be
competitive differentials [3].

The P2P SON concept applies to a broad range of network architectures.
This paper deals particularly with the Virtual Organization (VO) type of net-
work. A VO is a temporary and dynamic strategic alliance of autonomous, het-
erogeneous and usually geographically dispersed companies created to attend
very particular business opportunities [4,5]. In this sense, the P2P SON acts as
infrastructure that provides an environment for VO formation and, additionally,
enhances benefits to SPs, e.g., sharing costs, bandwidth and others [6].

Although the mentioned advantages of using P2P SON can improve the
VO formation process, the natural VO networked structure faces additional
c© Springer International Publishing Switzerland 2015
J. Cordeiro et al. (Eds.): ICEIS 2014, LNBIP 227, pp. 285–301, 2015.
DOI: 10.1007/978-3-319-22348-3 16
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risks than other general forms of organization. These additional risks come,
in part, from the increasing sharing of responsibilities among companies and
their dynamic nature of relationships [7]. The problem is that there is a lack
of more systematic and integrated methods to handle the several dimensions of
risk, which includes both intra-organizational and inter-organizational aspects
of the VO. Since the analysis of these risks is key to ensure the VO’s proper
operation, it should be complemented with the risk analysis support methods
that can provide more agility and transparency when creating new VOs [8].

In a previous work, it was designed a three-layer architecture for services
management in P2P SONs, named OMAN [6]. The OMAN offers an efficient
search and selection process of most suitable SPs in a multi-provider environ-
ment. Authors also presented results of SP selection by using a geographical
location criteria [2]. However, the VO risk aspects in the context of P2P SONs
were not addressed.

This paper presents an exploratory work, which complements the proposals of
[2] and [8], and looks for answering how SPs can be properly selected when con-
sidering risks. This work consists in adding an additional risk management level
in the search and selection process and conceiving a new risk analysis method,
named MARTP (Multi criteria Risk Analysis Method applied to P2P Service
Overlay Networks). In the proposed method, the SPs are two-stage evaluated,
both individually and collectively. The goal of the method is to measure the
level of risk and identify which SPs are most risky for the VO formation. This
will allow decision-makers to decide wisely about which SPs should be effec-
tively discarded for a given business collaboration opportunity, and additionally,
the identified risks can be managed and hence mitigated throughout the VO
formation process.

The remainder of this paper is organized as follows: Sect. 2 addresses the
problem of SPs search and selection in P2P SONs and contextualizes it within
the VO risk analysis proposal. Section 3 describes the proposed method for VO
risk analysis. Section 4 presents the set of experiments conducted to evaluate the
proposed method and also presents the final results. Finally, Sect. 5 concludes
the paper and outlines some future work.

2 General Background

2.1 Service Provider Integration

As cited in Sect. 1, different SPs can be grouped in a given VO in order to accom-
plish a mutual goal, the so-called collaboration opportunity. These SPs might
range from non-governmental organizations to autonomous software entities, by
sharing costs, benefits and risks, acting as they were one single enterprise [5].
Regarding to the classical main phases of a VO life cycle (creation, operation,
evolution and dissolution phases) [9], this paper focuses on the creation (or for-
mation) phase, which is seen in Fig. 1. Within the creation phase, this analysis
is carried out during the Partner’s Search and Selection step (left circle).
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Fig. 1. Framework for the VO formation process. extended from [9].

Fig. 2. BPSS model [2].

The process of collaboration among the SPs in a VO is accomplished through
interactions between their business processes, which are usually supported by a
network infrastructure. Particularly, this work addresses the use of P2P SON
to organize all the SPs committed with the eventual VO formation. A P2P
SON is an infrastructure designed to provide services and, in the context of this
work, it can be seen as a breeding environment for the creation of VOs [10]. It
is also considered that the SP’s search and selection procedures are performed
by a service management architecture developed in [6], particularly through its
BPSS module, which aims to select one SP from the set of SPs that fulfill a
required service according a particular metric.

Figure 2 details the BPSS module. P2P SON, shown as the elliptic curve,
is created covering domains (clouds in Fig. 2) that contain SPs. Every peer in
the P2P SON runs service(s) from the corresponding SPs. The AgS is created in
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a higher level inside the P2P SON, where each AgS peer maintains an aggregation
of services published by the SON peers (providers at the P2P SON level). In
order to select a SP (peer), the BPSS sends a service request to the AgS, which
forwards the request to the peers in the aggregation overlay. In the context of
this work, this means the begin of a new Collaboration Opportunity (CO) that
will trigger the formation of a new VO [9]. The result of this request is a list of all
SPs that fulfill a required service according a particular, or a set of, application
metrics.

2.2 VO Formation Risk Analysis

The problem in choosing the most appropriate SPs to compose a VO is critical.
The concept of risk can be handled at a number of perspectives. [11] provides
an overview of risk definition, as a variation in the distribution of possible out-
comes, their probabilities, and their subjective values. [12] associates risk with
the likelihood of an unfavorable outcome. When applied on this research context,
the risk can then be viewed as a composition of three basic elements: the general
environment where it can happens; its occurrence probability; and the scope of
its impact in the case of its occurrence [13]. Specifically, a risk is characterized
by the potential of an SP – that in principle is able to be a member of a VO
– to do not perform correctly its assigned task regarding the associated CO’s
requirements and hence hazarding the VO success.

In the literature review, a number of risk analysis methods has been iden-
tified as potentially suitable for VOs, namely FMEA (Failure mode and effects
analysis), FTA (Fault Tree Analysis), AHP/ANP (Analytic Hierarchy/Network
Process), ETA (Event Tree Analysis), Bayesian Networks, CNEA (Causal Net-
work Event Analysis) and Ishikawa Diagram [13–17]. Some requirements can
be pointed out for the tackled problem: events can be treated as independent
from each other; the deterministic relation between events can be known; events
analysis can be both qualitative and quantitative; a risk can be globally quanti-
fied after a succession of events. Regarding these requirements, ETA and AHP
techniques were selected to be used and combined in the proposed method.

In that same reasoning line, there is a number of works related VO’s sources
of risk and its analysis. In [7,18], thirteen KPIs were identified as general risk
sources in VOs, further identifying the importance of each one. In [19], the prob-
lem of risk mitigation in VO was discussed, and four processes were identified
to improve the level of VOs performance reliability. In [20] two sources of risks
were specified (external and internal), and risk occurrence likelihood in the life
span of a VO was calculated based on them. [21,22] considered the fuzzy char-
acteristics and the project organization mode of VOs to propose Multi Strategy
Multi Choice (MSMC) risk programming models.

In addition, [23] presented a competence model to support efficiently the
process of partner’s selection, which works in the context of Service-Oriented
Virtual Organization Breeding Environments. When dealing with SP as the type
of partners, the same authors have proposed a hybrid DEA-Fuzzy method for
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analyzing the risk in the process of VO partners search and selection [24]. The
method is strongly based in the concept of SPs importance and efficiency within
the VO, where aspects like SPs historical performance and relative efficiency are
considered in the analysis and therefore in the calculation performed.

All the reviewed works in the literature have proposed contributions to iso-
lated elements of the whole tackled problem of this research. Nevertheless, none
have somehow formalized how the proposed KPIs should be used nor provided
means to quantity VO partners risks before the VO formation. Moreover, it
was not identified proposals that specify a method or procedure that aims to
systematize the process of risk qualification/quantification involved in the SPs’
Search and Selection for the VO formation, while focusing in the SP type of
partner. Therefore, this paper presents as a contribution a way to specify KPIs
together with a mathematical method that enable measuring the risk in the VO
formation.

The way the risk is represented should be aligned with the organization goals
so that the most important ones can be determined for further and more proper
management. Identifying risk sources is the first and most important step in risk
management [13]. Therefore, there are four main sources of risks regarding VOs
that were considered the most critical ones: trust, communication, collaboration
and commitment [7]. In this work they are modeled as KPIs and their values are
calculated and provided by the methodology developed in [8]:

– Trust. SPs who are going to compose a VO do not necessarily have prior
knowledge about each other before starting collaborating. Thus, trust is cru-
cial to bear in mind, which in turn involves commitment in doing the planned
tasks. When trust among providers is not enough established there is a hesi-
tation to share risks and so the VO can be jeopardized;

– Communication. Communication among VO’s SPs is a key factor for its
proper operation. They should provide correct information about parts, prod-
ucts and services, collaborating in solving conflicts, sharing practices, etc.
However, this can be complicated by the fact SPs are heterogeneous, inde-
pendent, geographically dispersed and usually have distinct working cultures.
The insufficient communication can put a VO on risk;

– Collaboration. Collaboration is characterized when the sharing of risks,
costs and benefits of doing business are agreed and fairly distributed among
partners. However, when a collaboration agreement is not clearly defined, i.e.,
when there is no clear definition of its main objectives, the VO risk increases;

– Commitment. Commitment is related to the attitude of VO members with
each other, i.e., it considers the contributions and agreements made by and
among them for a business. This is important as partners have complementary
skills and so it is important they feed the whole environment with the right
and timely information. The VO risk gets higher when partners fail in that
attitude.
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3 The Proposed Method

3.1 MARTP Overview

The devised method for risk analysis is generally presented in Fig. 3. It starts hav-
ing as input a pre-selected and ranked list of most adequate SPs (through BPSS
simulation) registered in a P2P SON environment. The main goal of the proposed
risk analysis method is to add another support dimension for decision-making,
identifying and measuring how risky is each of those SP candidates involved in
the VO formation process. In this work, considering VO reference theoretical
foundations [5], the so-called VO Manager is seen as the main decision-maker.

Fig. 3. Overview of MARTP.

The method splits the problem into two stages. In the first stage, it starts
measuring the risks individually, for each possible SP, and after and based on
that, collectively, for the entire SP team for the given VO. In this context, the
VO manager has the following role: to quantify the level of importance of each
SP in the VOs before creating it. There is also a risk specialist, who is in charge
of auditing the SPs historical KPI metrics. The risk techniques and criteria are
applied to assess the risk according to the VO manager guidelines.

3.2 MARTP Architecture

The MARTP method itself is illustrated in Fig. 4. It divides the problem into
two phases: the first phase does the individual risk analysis applying the Event
Tree Analysis (ETA) method for that. The second phase does the risk analysis
taking the group of SPs as a whole into account, applying the Analytic Hierarchy
Process (AHP) method [14,15].

Individual Risk Analysis. In the first phase of MARTP, it is performed an
individual risk analysis for pre-selected SPs. ETA is particularly suitable for
risk analysis of systems where there are interactions between several types of
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Fig. 4. MARTP architecture.

probabilistic events, whether dependent or independent [14]. It uses a visual
representation based on a logical binary tree structure, known as Event Tree
(ET), as shown in Stage 1 of Fig. 4.

An ET is a probability tree, which provides two possible conditions: suc-
cess and failure. It also has three basic components: initial event; intermediary
events; and outcomes. The initial event begins the ET creation process. In this
work, it corresponds to one pre-selected SP, and the assigned probability (PIE)
is always 1 (or 100 %) in the beginning [14]. Next step consists in specifying
the (four) intermediary events, which are represented by the (four) KPIs: trust,
communication, collaboration and commitment.

These events are used to quantify the effectiveness of a particular SP, i.e., if it
is able or not to compose a VO, and to generate an ET by assigning success and
failure probabilities to each of them as shown in Stage 1 of Fig. 4. The criterion
to assign the KPI success probability to each SP takes the historical values
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analysis of the KPI that were assigned to it in past VOs participations [25,26].
This analysis is fundamentally based on statistical inferences by quantifying both
the central trend and variability of historical values.

The central trend analysis is performed by calculating an exponentially
weighted average index (EWA) for each set of historical KPI values of a given
SP. The EWA is currently used in financial risk analysis and supply chain man-
agement being popular in practice due to its simplicity, computational efficiency
and reasonable accuracy (giving more importance for the most recent values in
an exponential factor) [27]. The EWA for a KPI k of a SP p is formally defined by
Eq. 1:

X̄k(p) =
∑n

i=1 xiwi∑n
i=1 wi

(1)

where x = {x1, x2, ..., xn} means a non-empty set of historical KPI values and w
represents a normalized exponential decay constant (note that this paper aims to
calculate a success probability by KPI historical analysis; the determination of
optimal values for central trend analysis is not within its scope). After calculating
the EWA for each SP, the Maximum Quality Index (MQI) value is assigned as
the higher value among all the results obtained with the EWA results of a given
Kk for different SPs (that is, for p = 1, 2, ...n). The MQI is calculated for each
KPI and used as a performance reference for all others SPs that will be assessed.
In this sense, considering k the number of used KPIs (in this case four) and p
the number of SPs associated for each KPI, Eq. 2 shows the MQI calculation
procedure:

MQIk = maxk

(
X̄k(p)

) ∀p ∈ SP (2)

For instance, Fig. 5 shows a graph with hypothetical KPI values about trust
(intermediate event KPI1 according to Stage 1 of Fig. 4) associated to a SP.

The value of the MQI (left circle in Fig. 5) assigned for this KPI would have
been set up as 6.7 (this value is the highest EWA value calculated for SPs using
the KPI trust). Nevertheless, it is obvious that, when taking into account only
the highest MQI value, a few KPIs will reach an acceptable success probability.
For this reason, a variability metric is well-suited in this scope. The metric used
is the standard deviation (SD) of MQI. Therefore, the acceptable interval will
range not only values above 6.7, but also includes the SD interval, which are 2.4
(right circle in Fig. 5). So, the acceptable range turn to 6.7 − 2.4 = 4.3.

The values assigned to each KPI can vary from 0 to 10 and are associated
with a probability success rate which varies from 0 to 1, respectively. Assuming
that each SP has participated in nPA past VOs and since that nR represents the
number of SP’s previous participation in VOs where its KPIs values are higher
than MQIk − SDk (those values with an * in Fig. 5), Eq. 3 calculates the KPI
success probability for the current participation.

Pr (Kk) =
nR

nPA
(3)
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Fig. 5. Trust KPI historical values for a given SP.

The failure rate for a given KPI is represented as Pr
(
K̄k

)
by the following

equation:
Pr

(
K̄k

)
= 1 − Pr (Kk) (4)

According to Fig. 4, the success and failure probability rates are calculated
for all KPIs that compose the ET of an SP, which are presented by the four inter-
mediate (and independent from each other) events K1:4 that populate the ET.
Event K2, for instance, would be related to KPI communication, with success
and failure values of Pr(K2) = 0.90 and Pr

(
K̄2

)
= 0.10, respectively.

After assigning all probabilities for all ET branches, it is necessary to identify
if the SPs are minimally qualified to compose a VO. For this, a calculation is
performed to obtain the final probabilities for all event combinations composing
the ET. They are determined for each of the 2|K| branches of ET and are got
by multiplying the probabilities of events that compose each path. Following, it
is applied the Harmonic Weighted Average (HWA) calculation over the set of
results obtained in the ET, in order to obtain the level of risk for each SP.

The presented concepts can be formalized as follows:
Let SP = {SP1, SP2, ..., SPn} be a set of n SPs previously selected, where

each element in this set is associated with a different type of service activity
that is being requested in a CO. Let K = {K1,K2, ...,Km} be a set of m KPIs
associated to a SPn, and Pr (Kk) the probability function associated with each
event Kk (as defined in Eq. 3). ETA events occur independently, i.e., where the
occurrence of an event does not affect the occurrence of the other.

Now consider P = {P1, P2, ..., P2|K|} as a set of all possible outcomes from the
2|K| ET events combinations. The procedure for obtaining this set was performed
using a Binary Search Tree (BST) [28], which travels 2|K| different paths and
assigns a value to each element of P , as shown in Eq. 5:

P =
2|K|⋃
k=1

⎡
⎣PIE ∗

|K|∏
l=1

ω(i, j, k, l)

⎤
⎦ (5)
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where PIE is the initial probability of the SP. The function ω, as shown in
Eq. 6, performs a binary search in the tree, returning a path element from each
iteration. Values i and j correspond, respectively, to the beginning and ending of
the search, and have i = 0 and j = 2|K| as initial values. The value k corresponds
to the index of the sought element (an element of P ) and l, the current level of
the tree. The sequence of events can be viewed in Stage 1 of Fig. 4.

ω (i, j, k, l) =
{

Pr (Kl) ; j = c, k ≤ c
1 − Pr (Kl) ; i = c, k > c

(6)

where c = (i + j)/2. After all the possible outputs of P for a SP p are defined,
the method calculates the value Sp, which represents its quantitative risk level,
as formalized in Eq. 7. The procedure for calculating the Sp takes into account
performing a Harmonic Weighted Average (HWA) over all elements of P . The
HWA comprises a particular type of average where the weights follow a sequence
of harmonic numbers (i.e., the sequence harmonically converges to zero at each
new number).

Sp =
k∑

j=1

(
1
j

)
Pj (7)

Therefore, from the set of Sp obtained results (i.e., the risk of each partner),
the proposed method will be able to measure and analyze the SP’s risk collec-
tively.

Collective Risk Analysis. The second phase of the MARTP method aggre-
gates the results provided by the first phase (that is, the risk level of each pre-
selected SPs) to calculate the VO success probability as a whole (if the VO
formation can succeed or not). To perform this, it is used the Analytic Hierar-
chy Process (AHP) [15], as seen in Stage 2 of Fig. 4. The AHP method arranges
the problems resolution in a hierarchy, starting from the more general element
(usually the goal) to the most specific elements (often alternatives). In this paper,
the problem to be solved using AHP is specified by two components: the goal and
the alternatives. The goal of AHP is to determine the overall VO risk. The alter-
natives consist in the individual risk levels for each SP (Sp) obtained through
the individual risk analysis (Stage 1 of Fig. 4).

The first step to perform the AHP evaluation consists in defining a normalized
level of risk SpN for each SP p. The normalization procedure is necessary as a
way to enable the collective risk analysis step. The level of risk of each SP (Sp)
is normalized in a scale that varies from 0 to 1 as seen in Eq. 8:

SpN =
Sp

|S|max(S)
(8)

where max(S) represent the highest value of S and |S| the number of elements
in S.
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After normalizing the risk level of each SP, it is applied a correspondent
weight Wp, which determines the degree of importance of each SPp regarding
the VO. In this work, the degree of importance of each SP is determined by
an external entity named VO Manager [5], which is seen as the main decision
maker. Therefore, the VO Manager plays a key role in the process of evaluating
the VOs since he will inform which SPs have greater or lesser importance, so
prioritizing some specific SPs in relation to the other ones.

For example, given a VO in the formation process, composed by three SPs (as
illustrated in Fig. 4), each SP will have a level of importance (weight). The impor-
tance of each SP can be classified as follows: [0.0; 0.25]: very low; [0.25; 0.50]: rel-
atively low; [0.50; 0.75]: relatively high; [0.75; 1.00]: very high. In this sense, the
VO manager can change the weights Wp according to the degree of importance
that is assigned to each SPp. This feature increase the robustness of the method
when compared to other techniques, by determining collectively the influence
that each SP has within the VO and the level of risk of each one will impact
overall VO risk level.

Accordingly, let be W1,W2, ...,Wn the weight of each alternative
S1N , S2N , · · · , SpN associated the goal. The overall goal, i.e., to measure the
VO risk level, is represented by RV O, whose simplified calculation procedure is
shown in Eq. 9:

RV O = 1 −
p∑

i=1

WiSiN (9)

From the calculation presented in Eq. 9, is obtained the overall level of risk
in the VO formation, considering the importance of each SP in the process.

4 Evaluation Framework

This section presents results of the MARTP method evaluation. A computa-
tional simulation is conducted based on the preliminary results of [2] and [24]
researches, in order to add the risk analysis context and also analyze the impact
in the process of selecting SPs. Next subsections present the results obtained.

4.1 Computational Prototype

The developed computational prototype was split into two modules: BPSS (Best
Peer Selection Service) [2] and DFRA (Decision Framework for Risk Analysis).
The first module implements the BPSS model developed by [2,6] (view Sect. 2.1)
using the PeerFactSim.KOM discrete event simulator [29] to support the creation
of the P2P SON infrastructure and additionally make available the process for
SPs search and selection. On the other hand, the DFRA module focuses specif-
ically on the risk analysis method simulation. This model was integrated with
BPSS in order to group the pre-selected SPs into a new potential VOs and to
perform a MARTP evaluation (see Fig. 3).
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Regarding technical system specifications, the prototype was built and the
tests were developed in a computer Intel Core i5 3.1GHz, 4.0GB of RAM and
Linux Mint 14.1 64-bit distribution.

4.2 Simulations Setup

The initial configuration for the risk scenario follows the same rules used for the
SP’s selection. The data was taken from the CAIDA project and MaxMind GeoIP
database [30]. The SPs are represented by a set of pre-selected SON peers whose
identifiers (IPs addresses) belong to five geographical domains, corresponding to
the five countries (Portugal, Spain, France, Italy and Germany). They are also
equally distributed between the five domains.

Taking into account the data setup for the risk analysis, the KPIs values
assigned to each SP follows a linear distribution (varying from 0 to 1) during
the simulation. The linear distribution strategy for generating the KPIs values is
primarily used because companies are often very variable and the implementation
of the four chosen KPIs (trust, communication, collaboration and commitment)
in real scenarios depends on the culture and working methods currently applied
by the involved organizations. In the same way, it is also considered that each
SP has participated at 10 previous VOs (in average) when it was selected.

4.3 Results

The results presented in this section aims to present a comparative analysis of
the proposed MARTP method that analyses risk of SPs to form a VO with:
(a) the selection process proposed by [2]; and (b) the DEA-Fuzzy risk analysis
method proposed by [24]. The main goal of this comparison is to verify which of
the three procedures present a more critical analysis regarding the risk level of
sets of “preformed VOs” (i.e., a set of grouped SPs). The overall procedures for
obtaining the selection and risk results are divided into two different phases as
follows:

– The first phase basically performs the process of SP’s search and selection
through the BPSS model [2]. In this paper, the process for VO formation will
take into account a set of three distinct SPs that will provide the following
services: VPN (SP1), Billing (SP2) and Video-Streaming (SP3). For this rea-
son, the BPSS model should be used three-times in order to provide the three
different SPs, each of them providing its particular service.

– The second phase take emphasis on the risk analysis process (MARTP). Thus,
this phase uses as input the three SPs acquired at the first phase (SP1, SP2

and SP3) to group them into a consortia to measure the risk of their collab-
oration in composing a new VO. It is worth to mention that the MARTP
and the DEA-Fuzzy risk analysis methods uses the same criteria (KPIs), thus
enabling the comparison of the results.
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The results comprise four test cases, where each one present a different dis-
tribution in the absolute importance of SP1, SP2 and SP3 (that compose a
potential VO), as specified in Table 1. It means that there will be evaluated
from cases where both the three SPs have little importance in the VO to cases
where both the three SPs have great importance at all.

Table 1. Level of importance assigned for each SP in the four test cases.

SP1 SP2 SP3

Test case 1 (Fig. 6(a)) 0.30 0.30 0.30

Test case 2 (Fig. 6(b)) 0.50 0.50 0.50

Test case 3 (Fig. 6(c)) 0.70 0.70 0.70

Test case 4 (Fig. 6(d)) 0.30 0.50 0.70

The process of comparison between the level of risk of preformed VOs without
risk analysis (i.e., only grouping the three SPs acquired in the first phase into a
consortia) and with risk analysis (analyzing the risk of the previous formed con-
sortia with the MARTP and the DEA-Fuzzy methods) is depicted in Figs. 6(a) –
(d). The simulation comprises 11 sets of individual scenarios divided into clusters
that range [50, 300] SPs. For each of the eleven scenarios (50 SPs, 75 SPs, · · · ,
300 SPs), the first and second phase early mentioned are performed 100 times,
which will result in eleven 3-bar clusters, which one varying from 0 to 100. This
scale is represented by the vertical axis and shows, in percentage, the average
level of risk of the simulated VOs when: not using any method of risk analysis
(just selection), using the MARTP method and using the DEA-Fuzzy method.

It is worth mentioning that the selected SPs in the first phase (i.e., without
risk analysis), will always form VOs since there is no criteria to prevent their
formation beyond those for selection. In this case, the risk level regarding the
first-bar cluster in the results figures will be always assigned to zero. On the
other hand, there is a significant increase on the risk percentage in the analyzed
VOs under the methods that consider the risk analysis as the formation decision
criterion (MARTP and DEA-Fuzzy) for all the four simulated test cases. In this
sense, it can be pointed out that both methods behave like a VO formation filter,
regardless of whether pre-selected SPs have been rated as the best or the worst
according to a particular selection criteria.

Considering average results (and based on a confidence interval of 95%),
the greatest increase in the level of risk of the analyzed VOs when using the
MARTP method was 77.54%, and for the DEA-Fuzzy method, 98.81%. On the
other hand, the smallest increase when adding the MARTP method was 41.22%,
and for the DEA-Fuzzy method, 8.03%.

Taking into account the comparison between the two methods of risk analysis,
one can notice a reasonable difference in their VO’s level of risk distribution (in
average), which can be seen in the Figs. 6(a) and (c). Although analyzing the
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(d) Test case 4

Fig. 6. Distribution in the number of formed VOs when not using risk analysis (just
selection), MARTP method and the DEA-Fuzzy method [24].

risk in a similar way (i.e., the more importance have the SPs, the more risky
is the VO) the DEA-Fuzzy method presented a very higher and lower VO’s
level of risk distribution when compared with the MARTP method (41.22% and
77.54% for MARTP, versus 8.03% and 98.81% for DEA-Fuzzy method) while
in the Figs. 6(b) and (d) there were a similar occurrence of these distributions
(59.76% and 62.69% versus 49.04% and 50.54%).

The main factor that contributes to this result is related to the bicriterial
facet of the proposed method (MARTP), which takes into account a more crit-
ical and balanced analysis regarding its stages of individual and collective risk
analysis. This means that MARTP avoids the small oscillations in the calcula-
tion of each step that generates large variations in the distribution of VO’s level
of risk in [24]. It means that the performance of a given SP has more equal –
or similar – importance in relation to their relative importance within the VO,
what is desirable to ensure the consistency of the proposed method in different
kinds of scenarios. In the work presented in [24], these minor variations in the
degree of importance of each SP led to huge variation in the distribution of risk
(standing near from 0 % or near from 100 %), as shown in Figs. 6(a) and (c).
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In this sense, one can conclude that the risk analysis compared methods
may favour a greater or lesser critical evaluation, where both the individual
SP’s performance and its importance in the VO plays a decisive role in the
final outcome to calculate the final VO level of risk. Therefore, it should be
taken great prevention and control by the VO Manager and risk specialists when
evaluating the importance as well as the competence of each SP in order to
provide confidence in the future operation of the VO, which is the next step
further the VO formation.

5 Conclusions

This paper addressed some issues related to VO risk identification and mea-
surement. Overall, risk analysis has become a key element in VO planning since
small errors can lead them to impairment as a whole. Therefore, it is proposed
a new method to perform a risk analysis in a set of Service Providers (SPs) that
are going to compose a Virtual Organization (VO).

The presented method, named MARTP, is composed of two stages. The first
stage performs an individual risk analysis for all pre-selected SPs, by basing it on
ETA analysis. Having as input the results from the first stage, the second stage
calculates and analyzes the global risk considering all SPs together. It applies
AHP method to accomplish that.

Most of the works in the literature review have approached the problem of
selecting partners via an analysis focused on members competences and capa-
bilities. This work extended this vision incorporating an additional dimension
of decision, which is risk. Therefore, besides considering these two dimensions,
this work qualifies and quantifies the risk of each possible VO, suggesting to
decision-makers a measurable rank of the less risky compositions.

The risk measurement is also based on four chosen KPIs (trust, commu-
nication, collaboration and commitment) that seem appropriate regarding the
technical literature. Moreover, these indicators are combined with real geograph-
ical data in a simulation environment. The performed simulations involved sets
of pre-selected SPs (taken in [2]) in order to explore the comparison between the
proposed method and the method previously proposed by [24], evaluating which
of the two methods presents more criticality in the process of analyzing the risk
in VOs.

The achieved results seem promising about the suitability of the method
regarding its purpose. There were found that the proposed method may be more
or less critical for the assessment of an SP to be part of a VO, where this analysis
is equally dependent on both the individual SPs’ performance and their impor-
tance in the VO, unlike [24]. This particular feature enhances the consistency
of the proposed method when dealing with different kind of scenarios, which is
very common in VOs. The VO Manager plays a key role in the evaluation since
it informs which SPs have greater or lesser importance in the VO.

Likewise, the presented method contributes to a more concrete way to
express, measure, assess and deal with the risks in VO forming, both individ-
ually and collectively, while focusing only on SPs. Nevertheless, the use of the
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method in the process of risk analysis provides an evaluation with a lower level
of subjectivity, discarding SPs or not, before composing a VO, according to the
established criteria. Future work includes testing the method in near-real scenar-
ios as well as extending the evaluation to an expert panel, in order to improve
its quality.

References

1. Duan, Z., Zhang, Z.L., Hou, Y.T.: Service overlay networks: SLAs, QoS, and band-
width provisioning. IEEE/ACM Trans. Netw. 11, 870–883 (2003)

2. Fiorese, A., Simões, P., Boavida, F.: Peer selection in P2P service overlays using
geographical location criteria. In: Murgante, B., Gervasi, O., Misra, S., Nedjah, N.,
Rocha, A.M.A.C., Taniar, D., Apduhan, B.O. (eds.) ICCSA 2012, Part II. LNCS,
vol. 7334, pp. 234–248. Springer, Heidelberg (2012)

3. Zhou, S., Hogan, M., Ardon, S., Portman, M., Hu, T., Wongrujira, K., Seneviratne,
A.: Alasa: when service overlay networks meet peer-to-peer networks. In: Proceed-
ings of the 11th Asia-Pacific Conference on Communications (APCC 2005), pp.
1053–1057, Perth, Australia (2005)

4. Mowshowitz, A.: Virtual organization. Commun. ACM 40, 30–37 (1997)
5. Camarinha-Matos, L.M., Afsarmanesh, H.: On reference models for collaborative

networked organizations. Int. J. Prod. Res. 46, 2453–2469 (2008)
6. Fiorese, A., Simões, P., Boavida, F.: OMAN – a management architecture for P2P

service overlay networks. In: Stiller, B., De Turck, F. (eds.) AIMS 2010. LNCS,
vol. 6155, pp. 14–25. Springer, Heidelberg (2010)

7. Alawamleh, M., Popplewell, K.: Risk sources identification in virtual organisation.
In: Popplewell, K., Harding, J., Raul, P., Chalmeta, R. (eds.) Enterprise Interop-
erability IV, pp. 265–277. Springer, London (2010)

8. Junior, O.C.A., Rabelo, R.J.: A KPI model for logistics partners’ search and sug-
gestion to create virtual organisations. Int. J. Netw. Virtual Organ. 12, 149–177
(2013)

9. Camarinha-Matos, L.M., Afsarmanesh, H.: Collaborative networks: a new scientific
discipline. J. Intell. Manuf. 16, 439–452 (2005)

10. Afsarmanesh, H., Camarinha-Matos, L.M.: A framework for management of virtual
organization breeding environments. In: Proceedings of the 6th Working Confer-
ence on Virtual Enterprises (PRO-VE 2005), pp. 35–48, Valencia, Spain (2005)

11. March, J.G., Shapira, Z.: Managerial perspectives on risk and risk taking. Manage.
Sci. 33, 1404–1418 (1987)

12. Moskowitz, H., Bunn, D.: Decision and risk analysis. Eur. J. Oper. Res. 28, 247–260
(1987)

13. Vose, D.: Risk Analysis: A Quantitative Guide. John Wiley & Sons, New Jersey
(2008)

14. Ericson, C.A.: Hazard Analysis Techniques for System Safety. John Wiley & Sons,
New York (2005)

15. Saaty, T.L.: Decision making - the analytic hierarchy and network processes
(AHP/ANP). J. Syst. Sci. Syst. Eng. 13, 1–35 (2004)

16. Rychlik, I.: Probability and Risk Analysis: An Introduction for Engineers. Springer-
Verlag, Berlin (2006)

17. Rhee, S.J., Ishii, K.: Using cost based fmea to enhance reliability and serviceability.
Adv. Eng. Inf. 17, 179–188 (2003)



Analyzing Virtual Organizations’ Formation Risk in P2P SON Environments 301

18. Alawamleh, M., Popplewell, K.: Analysing virtual organisation risk sources: an
analytical network process approach. Int. J. Netw. Virtual Organ. 10, 18–39 (2012)

19. Grabowski, M., Roberts, K.H.: Risk mitigation in virtual organizations. J. Comput.
Mediate. Commun. 3, 704–721 (1998)

20. Li, Y., Liao, X.: Decision support for risk analysis on dynamic alliance. Decis.
Support Syst. 42, 2043–2059 (2007)

21. Min, H., Xue-Jing, W., Lu, F., Xing-Wei, W.: Multi-strategies risk programming
for virtual enterprise based on ant colony algorithm. In: Proceedings of the 1st
International Conference on Industrial Engineering and Engineering Management,
pp. 407–411, Singapore (2007)

22. Fei, L., Zhixue, L.: A fuzzy comprehensive evaluation for risk of virtual enterprise.
In: Proceedings of the 10th International Conference on Internet Technology and
Applications, pp. 1–4, Corfu, Greece (2010)

23. Paszkiewicz, Z., Picard, W.: Modelling competences for partner selection in service-
oriented virtual organization breeding environments (2011). CoRR abs/1111.5502

24. Lemos, F.S.B.d., Vieira, R G., Fiorese, A., Junior, O.C.A.: A hybrid dea-fuzzy
method for risk assessment in virtual organizations. In: Proceedings of the 11th
International FLINS Conference on Decision Making and Soft Computing (2014)

25. Pidduck, A.B.: Issues in supplier partner selection. J. Enterp. Inf. Manage. 19,
262–276 (2006)

26. Goranson, H.T.: The Agile Virtual Enterprise Cases, Metrics, Tools. Quorum
Books, Westport (1999)

27. Montgomery, D.C., Runger, G.C.: Applied Statistics and Probability for Engineers.
John Wiley & Sons, New Jersey (2011)

28. Bentley, J.L.: Multidimensional binary search trees used for associative searching.
Commun. ACM 18, 509–517 (1975)

29. Stingl, D., Gross, C., Ruckert, J., Nobach, L., Kovacevic, A., Steinmetz, R.: Peer-
factSim.KOM: a simulation framework for peer-to-peer systems. In: Proceedings of
the 13th International Conference on High Performance Computing and Simulation
(HPCS 2011), pp. 577–584, Istanbul, Turkey (2011)

30. Caida: Macroscopic topology project (2013). http://www.caida.org/analysis/
topology/macroscopic/

http://www.caida.org/analysis/topology/macroscopic/
http://www.caida.org/analysis/topology/macroscopic/


CRAWLER-LD: A Multilevel Metadata
Focused Crawler Framework for Linked Data

Raphael do Vale A. Gomes1(&), Marco A. Casanova1,
Giseli Rabello Lopes1, and Luiz André P. Paes Leme2

1 Departamento de Informática, PUC-Rio, Rio de Janeiro, Brazil
{rgomes,casanova,grlopes}@inf.puc-rio.br

2 Instituto de Computação, UFF, Niterói, Brazil
lapaesleme@ic.uff.br

Abstract. The Linked Data best practices recommend to publish a new tripleset
using well-known ontologies and to interlink the new tripleset with other tri-
plesets. However, both are difficult tasks. This paper describes CRAWLER-LD,
a metadata crawler that helps selecting ontologies and triplesets to be used,
respectively, in the publication and the interlinking processes. The publisher of
the new tripleset first selects a set T of terms that describe the application domain
of interest. Then, he submits T to CRAWLER-LD, which searches for triplesets
whose vocabularies include terms direct or transitively related to those in
T. CRAWLER-LD returns a list of ontologies to be used for publishing the new
tripleset, as well as a list of triplesets that the new tripleset can be interlinked
with. CRAWLER-LD focuses on specific metadata properties, including sub-
class of, and returns only metadata, hence the classification “metadata focused
crawler”.

Keywords: Focused crawler � Tripleset recommendation � Linked data

1 Introduction

The Linked Data best practices [1] recommend publishers of triplesets to use
well-known ontologies in the triplification process and to interlink the new tripleset
with other triplesets. However, despite the fact that extensive lists of open ontologies
and triplesets are available, such as DataHub,1 most publishers typically do not adopt
ontologies already in use and link their triplesets only with popular ones, such as
DBpedia2 and Geonames.3 Indeed, according to [2–4], linkage to popular triplesets is
favored for two main reasons: the difficulty of finding related open triplesets; and the
strenuous task of discovering instance mappings between different triplesets.

This paper describes CRAWLER-LD, a crawler that addresses the problem of
recommending vocabulary terms and triplesets to assist publishers in the publication
and the interlinking processes. Unlike typical Linked Data crawlers, the proposed
crawler then focuses on metadata with specific purposes, illustrated in what follows.

1 http://datahub.io.
2 http://dbpedia.org.
3 http://www.geonames.org.
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In a typical scenario, the publisher of a tripleset first selects a set T of terms that
describe an application domain. Alternatively, he could use a database summarization
technique [5] to automatically extract T from a set of triplesets. Then, the publisher
submits T to CRAWLER-LD, which will search for triplesets whose vocabularies
include terms direct or transitively related to those in T. The crawler returns a list of
vocabulary terms, as well as provenance data indicating how the output was generated.
For example, if the publisher selects the term “Music” from WordNet, the crawler
might return “Hit music” from BBC Music. Lastly, the publisher inspects the list of
triplesets and terms returned, with respect to his tripleset, to select the most relevant
vocabularies for triplification and the best triplesets to use in the interlinking process,
possibly with the help of recommender tools. We stress that the crawler was designed
to help recommender tools for Linked Data, not to replace them.

This paper is organized as follows. Section 2 presents related work. Section 3
summarizes background information about the technology used. Section 4 briefly
explains how the crawler works with the help of an example. Section 5 details the
crawling process. Section 6 describes experiments that assess the usefulness of the
crawler. Finally, Sect. 7 presents the conclusions and future work.

2 Related Work

We first compare CRAWLER-LD with Linked Data crawlers. Fionda et al. [6] present
a language, called NAUTILOD, which allows browsing through nodes of a Linked
Data graph. They introduced a tool, called swget (semantic web get), which evaluates
expressions of the language. An example would be: “find me information about Rome,
starting with its definition in DBpedia and looking in DBpedia, Freebase and the New
York Times databases”.

swget < dbp:Rome > (< owl:sameAs >)* -saveGraph
-domains {dbpedia.org,rdf.freebase.com,data.nytimes.com}

LDSpider [7] is another example of a Linked Data crawler. Similarly to the crawler
proposed in this paper, LDSpider starts with a set of URIs as a guide to parse Linked
Data. Ding et al. [8] present the tool created by Swoogle to discover new triplesets. The
authors describe a way of ranking Web objects in three granularities: Web documents
(Web pages with embedded RDF data), terms and RDF Graphs (triplesets). Each of
these objects has a specific ranking strategy.

The Linked Data crawlers just described have some degree of relationship with the
proposed crawler, though none has exactly the same goals. As explained in the
introduction, the proposed crawler focuses on finding metadata that are useful to design
new triplesets. Furthermore, rather than just dereferencing URIs, it also adopts
crawling queries to improve recall, as explained in Sect. 5.1.

We now comment on how the proposed crawler relates to recommender tools for
Linked Data. Some generic recommender tools use keywords as input. Nikolov et al.
[2, 3] use keywords to search for relevant resources, using the label property of the
resources. Indeed, a label is a property used to provide a human-readable version of the
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name of the resource.4 A label value may be inaccurate, in another language or simply be
a synonymous of the desired word. There is no compromise with the schema and its
relationships. Therefore, the risk of finding an irrelevant resource is high. Martínez-
Romero et al. [4] propose an approach for the automatic recommendation of ontologies
based on three points: (1) how well the ontology matches the set of keywords; (2) the
semantic density of the ontology found; and (3) the popularity of the tripleset on theWeb
2.0. They also match a set of keywords to resource label values, in a complex process.

CRAWLER-LD may be used as a component of a recommender tool, such as those
just described, to locate: (1) appropriate ontologies during the triplification of a database;
(2) triplesets to interlink with a given tripleset. We stress that the crawler was not
designed to be a full recommender tool, but rather to be a component of one such system.

3 Background

The Linked Data principles advocate the use of RDF [9], RDF Schema [10] and other
technologies to standardize resource description.

RDF describes resources and their relationships through triples of the form (s, p, o),
where: s is the subject of the triple, which is an RDF URI reference or a blank node;
p is the predicate or property of the triple, which is an RDF URI reference and specifies
how s and o are related; and o is the object, which is an RDF URI reference, a literal or
a blank node. A triple (s, p, o) may also be denoted as “<s > <p > <o>”.

A tripleset is just a set of triples. In this paper will use dataset and tripleset
interchangeably.

RDF Schema is a semantic extension of RDF to cover the description of classes and
properties of resources. OWL [11] in turn extends RDF Schema to allow richer
descriptions of schemas and ontologies, including cardinality and other features.

RDF Schema and OWL define the following predicates that we will use in the rest
of the paper:

• rdfs:subClassOf indicates that the subject of the triple defines a subclass of
the class defined by the object of the triple

• owl:sameAs indicates that the subject denotes the same concept as the object
• owl:equivalentClass indicates that both the subject and the object are

classes and denote the same concept
• rdf:type indicates that the subject is an instance of the object

For example, the triple

<dbpedia:Sweden > < rdf:type > < dbpedia:Country > .

indicates that the resource Sweden is an instance of the class Country.
Triplesets are typically available on the Web as SPARQL endpoints [12] or as file

dumps (large files containing all the data from a tripleset, or small files containing only
the relevant data for a defined term). A third option is through URL dereferencing,

4 http://www.w3.org/TR/rdf-schema/#ch_label
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which means that the resource contains description data about itself so it is possible to
discover more data simply by reading the resource content.

More than just a query language similar to SQL, SPARQL is a protocol: it defines
the query interface (HTTP), how requests should be made (POST or GET) and how the
data should be returned (via a standard XML). Thus, an agent can perform queries on a
dataset and acquire knowledge to create new queries and so on.

Finally, VoID [13] is an ontology used to define metadata about triplesets. A VoID
document is a good source of information about a tripleset, such as the classes and
properties it uses, the size of the tripleset, etc.

Let d be a tripleset and V be a set of VoID metadata descriptions. The classes and
properties used in d can be extracted from tripleset partitions defined by the properties
void:classPartition and void:propertyPartition that occur in V.Class
partitions describe sets of triples related to subjects of a particular class. Property
partitions describe sets of triples that use a particular predicate. These partitions are
described by the properties void:class and void:property respectively. The set
of vocabulary terms used in d can be generated by the union of all values of the
properties void:class and void:property. In some cases, the VoID description
of a tripleset does not define partitions, but it specifies a list of namespaces of the
vocabularies used by the tripleset with the void:vocabulary predicate. One can
enrich the set of vocabulary terms used in d with such a list.

4 Use Case

Consider a user who wants to publish as Linked Data a relational database d storing
music data (artists, records, songs, etc.). The crawler proposed in this paper will help
the user to publish d as follows.

First, the user has to define an initial set T of terms to describe the application
domain of d. Suppose that he selects just one term dbpedia:Music, taken from
DBpedia.

The user will then invoke the crawler, passing T as input. The crawler will query
the DataHub catalogue of Linked Data triplesets to crawl triplesets searching for new
terms that are direct or transitively related to dbpedia:Music. The crawler focuses
on finding new terms that are defined as subclasses of the class dbpedia:Music, or
that are related to dbpedia:Music by owl:sameAs or owl:equivalent-
Class properties. The crawler will also count the number of instances of the classes
found.

The crawler will return: (1) the list of terms found, indicating their provenance -
how the terms are direct or transitively related to dbpedia:Music and in which
triplesets they were found; and (2) for each class found, an estimation of the number of
instances in each tripleset visited.

The user may take advantage of the results the crawler returned in two ways. He
may manually analyze the data and decide: (1) which of the probed ontologies found he
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will adopt to triplify the relational database; and (2) to which triplesets the crawler
located he will link the tripleset he is constructing. Alternatively, he may submit the
results of the crawler to separate tools that will automatically recommend ontologies to
be adopted in the triplification process, as well as triplesets to be used in the linkage
process [14, 15].

For example, suppose that the crawler finds two subclasses, opencyc:Love_
Song and opencyc:Hit_Song, of wordnet:synset-music-noun-1 in the
ontology opencyc:Music. Suppose also that the crawler finds large numbers of
instances of these subclasses in two triplesets, musicBrainz and bbcMusic. The
user might then decide that opencyc:Music is a good choice to adopt in the
triplification process and that musicBrainz and bbcMusic are good choices for
the linkage process.

5 A Metadata Focused Crawler

5.1 Processors

The crawler works with catalogues that use the CKAN framework (such DataHub) to
identify SPARQL endpoints and RDF dumps, and the user can also manually add new
datasets. It receives as input a set of terms T, called the initial crawling terms. Such
terms are typically selected from generic ontologies, such as WordNet,5 DBpedia and
Schema.org,6 albeit this is not a requirement for the crawling process. Given T, the
crawler uses a list C of processors, in successive stages (see Sect. 5.2), to extract new
terms from the triplesets listed in the catalogues.

The tool is engineered as a framework, whose pseudo-code is listed in Appendix 1.
It passes each crawling term t to each processor in C. The processor annotates the
provenance of its crawled data and returns a list of terms to be crawled in the next
stage, after filtering, based on parameters specified by the user (see Sect. 5.2). Cur-
rently, the crawler includes three processors, described in the rest of this section.

Dereference Processor. The first processor is responsible for extracting information of
the resource itself. It tries to find new resources using the properties owl:sameAs,
owl:equivalentClass and rdfs:subclassOf (see Sect. 3). For each such
property, the processor applies a SPARQL query to extract new information. The
following template illustrates how each query works, where p is one of the above
properties and t is the crawling term itself; the values assigned to the variable ?item
are resources that to be crawled in a next stage.

SELECT distinct ?item
WHERE {< t > p ?item}

5 http://wordnet.princeton.edu/.
6 http://schema.org.
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Given that owl:sameAs and owl:equivalentClass are reflexive, the pro-
cessor also applies SPARQL queries generated by a new code template, with the
subject and object inverted:

SELECT distinct ?item
WHERE {?item p < t>}

Property Processor. This processor is responsible for crawling other datasets. It uses a
special SPARQL query, which runs over each dataset discovered in DataHub and
manually as described Sect. 5.1. The motivation is to extract information that is not
directly related to the resources already processed. Given the crawling term R that will
be processed by CRAWLER-LD and a dataset D that uses R to describe a fraction of its
data. While a conventional crawling algorithm is not able to find D since R does not
have any reference to D, CRAWLER-LD, on the other hand, traverses all datasets
available and is able to find the relationship between D and R.

The processor uses the following SPARQL template, where t is the resourced
being crawled:

SELECT distinct ?property ?item
WHERE {
{?item owl:sameAs < t>.}
UNION { < t > owl:sameAs ?item.}
UNION {?item owl:equivalentClass < t>.}
UNION { < t > owl:equivalentClass ?item.}
UNION {?item rdfs:subClassOf < t>.}
?item ?property < t>. }

Note that, for each term t to be crawled, the template inverts the role of t (for the
details, see lines 7 and 9 of the code in Appendix (1), when the predicate is owl:
sameAs and owl:equivalentClass, since these predicates are reflexive.
However, the crawler does not invert the role of t, when the predicate is rdfs:
subClassOf, since this predicate is not reflexive.

For example, in the specific case of the crawling property rdfs:subClassOf,
suppose that C and C’ are classes defined in triplesets S and S’, respectively, and
assume that C’ is declared as a subclass of C through a triple of the form

(C’, rdfs:subClassOf, C)

Triples such as this are more likely to be included in the tripleset where the more
specific class C’ is defined than in the tripleset where the more generic class C is
defined. Hence, after finding a class C, the crawler has to search for subclasses of C in
all triplesets it has access using the template above.
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Another case occurs when the relationship between C and C’ is defined in a third
ontology S”. Similarly to the previous example, we need a subclass query over S” to
discover that C’ is a subclass of C. S’’ is obtained by dereferencing the URI of C’. In
most cases the returned tripleset is the complete ontology where C’ is defined, while in
some other cases only a fragment of the ontology where C’ is defined is returned.

Instance Counter Processor. The last processor extracts information about the
quantity of instances available in each dataset for each crawling term. It runs queries
over all datasets, using the same principle as the property processor. To reduce the
bandwidth, the processor uses grouping functions to query datasets:

SELECT distinct (count(?instance) AS ?item)
WHERE {?instance rdf:type < %s > . }

Unfortunately, grouping functions are only available in SPARQL version 1.1 [16]
and above. Therefore, the processor also crawls the remaining datasets using the fol-
lowing query, which spend more bandwidth:

SELECT distinct ?item
WHERE {?item rdf:type < %s > . }

5.2 Crawling Stages

The crawler simulates a breath-first search for new terms. Stage 0 contains the initial set
of terms. The set of terms of each new stage is computed from those of the previous
stage, as described in Sect. 5.1.

The crawling frontier is the set of terms found which have not yet been processed.
To avoid circular references, we used a hash map that indicates which terms have
already been processed.

Since the number of terms may grow exponentially from one stage to the next, we
prune the search by limiting:

• The number of stages of the breath-first search
• The maximum number of terms probed
• The maximum number of terms probed in each tripleset, for each term in the

crawling frontier
• The maximum number of terms probed for each term in the crawling frontier

For each new term found, the processors create a list that indicates the provenance
of the term: how the term is direct or transitively related to an initial term and in which
tripleset(s) it was found. That is, the crawler identifies the sequence of relationships it
traversed to reach a term, such as in the following example:

wordnet:synset-music-noun-1 - > owl:sameAs ->
opencyc:Music - > rdfs:subClassOf ->
opencyc:LoveSong - > instance ->
500 instances.
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6 Tests and Results

6.1 Organization of the Experiments

We evaluated the crawler over triplesets described in DataHub. The tool was able to
recover 1,042 triplesets with SPARQL endpoints. However, despite this number, it
could run queries on just over 35 % of the triplesets due to errors in the query parser or
simply because the servers were not available.

To create the initial crawling terms, we used three generic ontologies, WordNet,
DBpedia and Schema.org, as well as ontologies specific to the application domain in
question.

WordNet is a lexical database that presents different meanings for the same word.
For example, the word “music” is given two different meanings, denoted by two distinct
terms: wordnet:synset-music-noun-1 means “an artistic form of auditory
communication incorporating instrumental or vocal tones in a structured and continuous
manner”, while wordnet:synset-music-noun-2 means “any agreeable (pleas-
ing and harmonious) sounds; “he fell asleep to the music of the wind chimes””.

DBpedia is the triplified version of the Wikipedia database. The triplification
process is automatically accomplished and the current English version already has 2.5
million classified items.

Table 1. Namespace abbreviation.

Abbreviation Namespace

akt http://www.aktors.org/ontology/portal#
bbcMusic http://linkeddata.uriburner.com/about/id/entity/http://www.bbc.co.uk/

music/
dbpedia http://dbpedia.org/resource/ or http://dbpedia.org/ontology/
dbtune http://dbtune.org/
freebase http://freebase.com/
freedesktop http://freedesktop.org/standards/xesam/1.0/core#
lastfm http://linkeddata.uriburner.com/about/id/entity/

http://www.last.fm/music/
mo http://purl.org/ontology/mo/
musicBrainz http://dbtune.org/musicbrainz/
nerdeurocom http://nerd.eurecom.fr/ontology#
opencyc http://sw.opencyc.org/2009/04/07/concept/en/
schema http://schema.org/
twitter http://linkeddata.uriburner.com/about/id/entity/http://twitter.com/
umbel http://umbel.org/
wordnet http://wordnet.rkbexplorer.com/id/
yago http://www.yago-knowledge/resource/
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Schema.org is the most recent ontology of all three. It focuses on HTML semantics
and was created by Google, Bing and Yahoo. Therefore, Schema.org is now used by
many triplesets.7 Schema.org is also developing other ways to increase the search
results by creating a mapping with other ontologies, such as DBpedia and WordNet.

In the examples that follow, we use the abbreviations shown in Table 1.

6.2 Results

The experiments involved two domains, Music and Publications, and used the fol-
lowing parameters:

• Number of stages: 2
• Maximum number of terms probed: 40
• Maximum number of terms probed for each term in the crawling frontier: 20
• Maximum number of terms probed in each tripleset, for each term in the crawling

frontier: 10

Music Domain. We chose Music as the first domain to evaluate the crawler and
elected three ontologies, DBpedia, WordNet and Music Ontology,8 to select the initial
crawling terms. The Music Ontology is a widely accepted ontology that describes
music, albums, artists, shows and some specific subjects.

The initial crawling terms were:

mo:MusicArtist dbpedia:Album
mo:MusicalWork dbpedia:MusicalArtist
mo:Composition dbpedia:Single
dbpedia:MusicalWork wordnet:synset-music-noun-1
dbpedia:Song

In what follows, we will first comment on the results obtained in Stage 1, for each
initial term. Then, we will proceed to discuss how the new terms obtained in Stage 1
were processed in Stage 2.

Table 2(a) shows the results of Stage 1 for mo:MusicalArtist. On Stage 2, for
each of the terms mo:MusicGroup and mo:SoloMusicArtist, the crawler
obtained different results: while mo:MusicGroup recovered over 1.5 million
instances over three datasets, mo:SoloMusicArtist did not find any new result.

Table 2(b) shows the results of Stage 1 for mo:MusicalWork. Note that the
crawler found a variety of instances from multiple databases. On Stage 2, when pro-
cessing mo:Movement, the crawler did not find any new instance or class.

Table 2(c) shows the results of Stage 1 for the first DBpedia term, dbpedia:
MusicalWork. The crawler found 5 subclasses from DBpedia and over a million
instances in 13 datasets, with 8 being DBpedia in different languages (such as French,
Japanese, Greek and others), which was only possible because it focused on metadata.

7 http://schema.rdfs.org/mappings.html.
8 http://musicontology.com/
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Crawlers that use text fields [2] can only retrieve data in the same language as that of
initial terms.

The first three terms, dbpedia:Album, dbpedia:Song and dbpedia:
Single, will be analyzed in the next paragraphs since they are also in the initial set of
terms.

On Stage 2, the processing of dbpedia:Opera returned no results and the
processing of dbpedia:ArtistDiscography returned 48,784 instances, but no
new term.

Table 2(d) shows the results of Stage 1 for dbpedia:Song. The crawler was able
to find a relationship with other generic dataset (Schema.org) and also found a variety
of resources from DBpedia in different languages.

On Stage 2, when processing dbpedia:EurovisionSongContestEntry,
the crawler found 7,807 instances from 7 datasets. The other resource probed on the
Stage 2 was schema:MusicRecording, which returned 38,464 instances and no
new crawling terms.

Table 2(e) shows the results of Stage 1 for dbpedia:Album. The processing of
this term also found schema:MusicAlbum and a large number of instances. On

Table 2. Related terms.

Related terms
Query type Description

(a) Related terms for mo:MusicArtist
subclass mo:MusicGroup, mo:SoloMusicArtist
instance 2,647,957 instances from over four datasets
(b) Related terms for mo:MusicalWork
subclass mo:Movement

instance 1,166,365 instances found in multiple databases
(c) Related terms for dbpedia:MusicalWork
subclass dbpedia:Album, dbpedia:Song, dbpedia:Single, dbpedia:

Opera, dbpedia:ArtistDiscography
instance 939,480 instances from 13 datasets
(d) Related terms for dbpedia:Song
equivalentclass schema:MusicRecording

subclass dbpedia:EurovisionSongContestEntry

instance 35,702 instances from 9 datasets
(e) Related terms for dbpedia:Album
equivalentclass schema:MusicAlbum

instance 871,348 instances from 13 datasets
(f) Related terms for dbpedia:MusicalArtist
instance 424,152 instances from 19 datasets
(g) Related terms for dbpedia:Single
instance 305,041 instances from 10 datasets
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Stage 2, the tool was able to find 662,409 instances of schema:MusicAlbum, but no
new resource.

Table 2(f) shows the results of Stage 1 for dbpedia:MusicalArtist. The tool
was not able to find any new related resource, but it found a large number of datasets
that have instances of this class.

Table 2(g) shows the results of Stage 1 for dbpedia:Single. The tool found
more than 300 thousand instances from triplesets in many languages.

The last term probed in Stage 1 was wordnet:synset-music-noun-1. The
crawler found a sameAs relationship with an analogue term from another publisher:
http://www.w3.org/2006/03/wn/wn20/instances/synset-music-noun-1.

Finally, we remark that, when we selected the terms to evaluate, we expected to find
relationships between DBpedia and the Music Ontology, which did not happen. In
addition, we found much better results using terms from DBpedia than from the Music
Ontology, which is specific to the domain in question. The definition of links between
the Music Ontology and DBpedia could increase the popularity of the former. For
example, if the term mo:MusicArtist were related to the term dbpedia:Musi-
calArtist, crawlers such as ours would be able to identify the relationship. Also,
matching or recommendation tools would benefit from such relationship.

Publications Domain. For the second domain, we focused on two ontologies,
Schema.org and Aktors,9 which is commonly used by publications databases. We
selected the following terms:

schema:TechArticle
schema:ScholarlyArticle
akt:Article-Reference
akt:Article-In-A-Composite-Publication
akt:Book, akt:Thesis-Reference akt:Periodical-Publication
akt:Lecturer-In-Academia
akt:Journal

The results were quite simple. Both ontologies (Schema.org and Aktors) returned a
small number of instances, but with no complex structure. A quick analysis showed
that almost all triplesets were obtained from popular publications databases (such as
DBLP, IEEE and ACM) by the same provider (RKBExplorer), which used the Aktors
ontology. In addition, the Aktors ontology is not linked to other ontologies, which lead
to an almost independent cluster in the Linked Data cloud.

Processing Times. Table 3 shows the processing time for each experiment. In general,
the time spent to process each term was direct related to the number of terms found
(some exceptions apply due to bandwidth issues). The experiment was performed on a
virtual machine hosted by Microsoft Azure10 with 56 GB and two AMD Opteron™
4171 processors.

9 http://www.aktors.org
10 http://azure.microsoft.com/
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Table 3 shows that the minimum time was 4 min, when no new terms were found,
but the maximum time depended on the number of new terms in the crawling frontier
and how the network (and the endpoints) responded.

Finally, we observe that the processing time can be optimized, provided that:
(1) the endpoints queries have lower latency; (2) the available bandwidth is stable
across the entire test; (3) cache features are used.

Table 3. Performance evaluation.

Term Proc. time (minutes)

Music domain
mo:MusicArtist 11
mo:MusicalWork 8
mo:Composition 4
dbpedia:MusicalWork 22
dbpedia:Song 11
dbpedia:Album 8
dbpedia:MusicalArtist 4
dbpedia:Single 4
wordnet:synset-music-noun-1 11
Publications domain
schema:TechArticle 4
schema:ScholarlyArticle 4
akt:Article-Reference 4
akt:Article-In-A-Composite-Publication 8
akt:Book 5
akt:Thesis-Reference 5
akt:Periodical-Publication 4
akt:Lecturer-In-Academia 5
akt:Journal 4

Table 4. Number of terms found using swget.

Term Subclass SameAs Equivalentclass Type

mo:MusicArtist 6 0 0 0
mo:MusicalWork 8 0 0 0
dbpedia:MusicalWork 21 0 0 0
dbpedia:Song 7 0 1 0
dbpedia:Album 6 0 1 0
dbpedia:MusicalArtist 10 0 0 0
dbpedia:Single 6 0 0 0
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6.3 A Comparison with Swget

We opted for a direct comparison between CRAWLER-LD and swget for three reasons.
First, there is no benchmark available to test Linked Data crawlers such as ours and it is
nearly impossible to manually produce one such (extensive) benchmark. Second, swget
is the most recent crawler available online. Third, it was fairly simple to setup an
experiment for swget similar to that described in Sect. 6.2 for the Music domain.

Briefly, the experiment with swget was executed as follows. Based on the examples
available at the swgetWeb site, we created the following template to run queries (where
t’ is the term to be probed and q’ the current crawling property):

t’ -p < q’ > < 2-2>
The above query means “given a term t’, find all resources related to it using the

predicate q’, expanding two levels recursively.
Then, we collected all terms swget found from the same initial terms of the Music

domain used in Sect. 6.2, specifying which crawled property swget should follow.
Table 4 shows the number of terms swget found, for each term and crawling property.

Based on the experiments with swget and CRAWLER-LD, we compiled a list of
terms shown in Appendix 2. Then, we manually inspected the terms and marked those
that pertain to the Music domain and those that swget and CRAWLER-LD found.

The results can be summarized by computing the precision, recall and balanced
F-measure (F1) [17] obtained by swget and CRAWLER-LD for the list of terms thus
obtained:

• swget: Precision = 29.17 % Recall = 100 % F1 = 45.16 %
• CRAWLER-LD: Precision = 100 % Recall = 78.57 % F1 = 88.00 %

These results should be interpreted as follows. Swget achieved a much lower
precision since it finds more generic and more specific terms at the same time, while
CRAWLER-LD only searches for the more specific terms. This feature creates unde-
sirable results for the purposes of focusing on an application domain. For example,
using rdfs:subClassOf as predicate and dbpedia:MusicalWork as object,
swget returned dbpedia:Work, a superclass at the first level. At the next stage, swget
then found resources such as dbpedia:Software and dbpedia:Film, each of
them subclasses of dbpedia:Work, but unrelated to the Music domain.

Swget achieved a larger recall value. However, Swget found only two related
resources that CRAWLER-LD could not find. The basic reason is that the crawling
resources were subclasses of domain resources, which implied that CRAWLER-LD
could not reach the resources, while swget was able to.

Analyzing the overall quality of the crawlers using balanced F-measure,
CRAWLER-LD outperformed swget, obtaining an F1 result almost twice as large as
that of swget. Thus, in this experiment, CRAWLER-LD was able to find a better
balance between recall and precision values than swget.

Swget was also unable to identify the same number of instances as CRAWLER-LD.
While CRAWLER-LD searched a large number of datasets, swget tried to obtain data
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only by reading the resource’s content, which does not describes instances from any
other dataset. This behavior should not be regarded as defect of swget, though, but a
consequence of working with a general-purpose crawler, rather than a metadata focused
crawler, such as CRAWLER-LD.

6.4 Lessons Learned

In this section, we highlight the main lessons learned from the results of our experi-
ments. We first enumerate some aspects that may influence the crawling results, such as
the settings of the parameters and the availability of sufficient information about the
crawled triplesets.

Parameter Setting. Since, in our crawler, the set of terms of each new stage is computed
from that of the previous stage, the number of terms may grow exponentially. We defined
some parameters to prune the search. Hence, the user must adequately set such parameters
to obtain results in reasonable time, without losing essential information.

Choosing the Initial Crawling Terms. In the Music domain experiments, we started
with terms from three different triplesets, DBpedia, WordNet and Music Ontology, the
first two being more generic than the last one. It seems that the resources defined in the
Music Ontology are not interlinked (directly or indirectly) with the more popular
triplesets. This limitation is related to the fact that some triplesets do not adequately
follow the Linked Data principles, in the sense that they do not interlink their resources
with resources defined in other relevant triplesets.

Ontologies Describing the Domain of Interest. Our crawler proved to return more
useful when there are relationships among the metadata. In the experiments using the
publications domain, our crawler returned a simplified result because all triplesets
related to the initial crawling terms used the same ontology to describe their resources.
In general, the larger the number of triplesets in the domain, the more useful the results
of our crawler will be.

Reducing the Number of Request. Our crawler demands a high number of requests for
each dataset, and creating ways to reduce this number would improve the performance.
Our approach, primarily implemented on property processor, combines all queries
inside one using the UNION clause and processing the result set locally.

We now highlight some improvements obtained by our metadata focused crawler,
when compared to traditional crawlers.

Discovering Relationships Between Resources of Two Triplesets Described in a Third
One.Using our crawler, we can find cases in which a relationship between two resources
r and r’, respectively defined in triplesets d and d’, was described in another tripleset d”.
This happens, for example, when the ontologies used by d and d’ are only stored in a
different dataset d”. In these cases, it is necessary to crawl all triplesets, other than d and
d’, to find the relationship between r and r’. A traditional crawler following links from
d would not find any link between r and r’ because it is only declared in d”.

CRAWLER-LD: A Multilevel Metadata Focused Crawler Framework for Linked Data 315



Crawling with SPARQL Queries. Our crawler returns richer metadata than a traditional
crawler since it uses SPARQL queries, executed over all triplesets. In particular, our
crawler discovers not only the links between resources, but also the number of
instances related to the crawling terms.

Identifying Resources in Different Languages and Alphabets. Our crawler was able to
identify resources in different languages, even in different alphabets, through the
sameAs and seeAlso queries.

Performing Simple Deductions. Using the provenance lists the crawler generates, one
may perform simple deductions, using the transitivity of the subclass property, perhaps
combined with the sameAs relationship. For example, suppose that the crawler dis-
covered that opencyc:Hit_music is a subclass of opencyc:Music, which in
turn has a sameAs relationship with wordnet:synset-music-noun-1. Then,
one may deduce that opencyc:Hit_music is a subclass of wordnet:
synset-music-noun-1.

7 Conclusions and Future Work

This paper presented CRAWLER-LD, a metadata focused crawler for Linked Data. The
crawlerworks in stages, startingwith a small setT0of genericRDF terms and creating a new
set of terms Ti+1 by enriching Tiwith related terms. The tool is engineered as a framework
that currently includes three processors, implementing different crawling strategies.

In general, the metadata focused crawler introduced in this paper helps simplify the
triplification and the interlinking processes, thereby contributing to the dissemination of
Linked Data. Indeed, the results of the crawler may be used: to recommend ontologies
to be adopted in the triplification process; and to recommend triplesets to be used in the
linkage process.

Finally, the overall crawling process is open to several improvements. For example,
we may use summarization techniques to automatically select the initial set of terms.
We could also use some sort of caching system to improve overall performance.
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Appendix 1: Framework Pseudo-Code

CRAWLER-LD(maxLevels, maxTerms, maxFromTerm, maxFromSet; T, C, PR; Q, P,
D)

CRAWLER-LD(maxLevels, maxTerms, maxFromTerm, maxFromSet; T, C, PR; Q, P, D)

Parameters: maxLevels - maximum number of levels of the breath-first search
maxTerms - maximum number of terms probed
maxFromTerm - maximum number of new terms probed from each term
maxFromSet - maximum number of terms probed from a tripleset, for each term

input: T - a set of input terms
C - a list of catalogues of triplesets
PR  - a list of processors

output: Q - a queue with the terms that were crawled
P - a provenance list for the terms in Q
D - a provenance list of the triplesets with terms in Q

begin Q, P, D := empty;
#levels, #terms := 0;
nextLevel := T;
while #levels < maxLevels and #terms < maxTerms do
begin

#levels := #levels + 1;
currentLevel := nextLevel; /* currentLevel and nextLevel are queues of terms */
nextLevel := empty;
for each t from currentLevel do
begin

terms += terms;
if ( #terms > maxTerms ) then exit;
add t to Q;
resourcesForEachDataset := (dataset,resourceList) := empty
for each p from PR do
begin
/* use t on the processor p and save the results for each dataset */
call (dataset,resultList) := p(t,P,D) 
add p to resourceForEachDataset
end
/* limiting results phase */
resourcesFromTerm := empty
for each dataset d from resourcesForEachDataset
begin
resultList := results from dataset D on term t;
truncate resultList to contain just the first maxFromSet terms;
resourcesFromTerm := concatenate(resultList, resourcesFromTerm);
end
truncate resourcesFromTerm to contain just the first maxFromTerm terms;
nextLevel := concatenate(resourcesFromTerm, nextLevel);

end /* t loop */
end /* level loop */
return Q, P, D;

end /* algorithm */
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Appendix 2: A Comparison Between Swget and CRAWLER-LD
for the Music Domain
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Abstract. Smart environments are spaces that interact with users taking into
account their needs and preferences. Systems that manage these environments
need to manipulate the context for interacting in a suitable way with users. One
big challenge for creating a smart environment is to deal with context dynam-
icity. Ideally, these computer-supported environments must detect relevant
events to forecast future situations and to act proactively to mitigate or eliminate
situations related to specific user’s needs. This paper proposes a framework for
providing extensible, reactive and proactive behavior in Smart Environment
systems. The focus of the present work is related to a specific class of Smart
Environments: an Ambient Assisted Living. In this sense we define a framework
and illustrate practical aspects of the use of framework by describing a
home-care scenario in which the system observes the behavior of the user, as the
time goes by, and detects relevant situations and acts reactively and proactively
for preserving user health condition.

Keywords: Proactive � Reactive � Situation � Context � Event � Ambient
intelligence

1 Introduction

Ambient Intelligence (AmI) aims to support people in their needs and to prevent user’s
behaviors [1]. Fields such as Ambient Assisted Living (AAL) [2] and Smart Homes [3]
are emerging as Smart Environment focused on specific characteristics of the user.

These systems must (a) manage heterogeneous sources (sensors and appliances) to
provide high level information such as situations; (b) process events for detecting
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situations in the environment; (c) make predictions of unwanted situations and to react
in advance; (d) determine the policy of actions to consume appropriate services for
adapting the environment ahead the situation envisaged; (e) have expansive capacities
to manipulate different situations. However, an Ambient Intelligence system does not
incorporate reactive and proactive behavior in an adequate way.

Thus, taking into account these challenges, this paper focuses on how to process
events to detect and predict future unwanted situations. In this sense, we argue that for
fulfilling user needs, AmI systems should be reactive and proactive. Therefore, these
systems must be aware of the user’s current situation and foresee future situations. The
system must make decisions in advance, taking into account evidences that demon-
strate the possibility of an unwanted situation happening in the future.

In our approach, the user and his/her actions are monitored through sensors that
capture environmental data. This data is used to characterize the user context, using
entities for obtaining a semantic characterization that determines the state of the
environment. In the proposed approach, the state of the environment is called “situa-
tion”. Thus, when a situation is detected, if necessary, it is possible to act reactively and
proactively on the environment, using capabilities (services) provided by electronically
controlled devices, seeking to adapt automatically the environment according to the
detected situation.

In our approach the actions of the system are achieved by using functionalities
implemented by Web services embedded in physical objects such as mobile phones,
televisions and radios. The use case of this work focuses on unwanted situations
involving the lives of elderly people at home. In this context, systems that foresee and
handle unwanted situations proactively can assist caregivers of users who do not have
physical or cognitive conditions for managing their own health, because it is necessary
to act before an unwanted situation occurs.

As first concept proof, the approach was applied to a specific case-based application
for managing medicines. In this case, citizens self-manage their health, and an appli-
cation assists this activity. Over time, the citizens are affected by cognitive decline,
when they become unable to manager their medications and the system must adapt
itself to assist caregivers. The aim is to analyze the user behavior for predicting the
need of some early actions to aid them to take their medications at the right time,
preventing a decrease in their health condition.

This paper is organized as follows. Section 2 discusses background and related
work. Section 3 presents the proposed reactive and proactive approach. In Sects. 4 and
5, presents the case study developed. Finally, in Sect. 6, we present and discuss our
conclusions and future works.

2 Background and Related Work

Ambient intelligence systems need to know the world around users they monitor and,
in order to perform actions, they need to interact with users through the devices that
surround them [4]. Therefore, intelligence systems must be context-aware and proac-
tive, automatically adapted to changes in the environment and considering user needs,
without requiring their personal attention.
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Regarding to context-aware systems, the concept of context is not new. Among the
large number of existing definition in the literature, we adopt the definition of Ye,
Dobson and McKeever [5], in which context is seen as “the environment in which the
system operates”. It’s different from the most adopted definition of Dey [6]: “context is
the situation of an entity in an environment”. In the present work, the context of an
environment is thus represented by a set of entities that surround or interact with the
user, and their semantic relations.

As the time goes by, different entities or interactions may be active. In this sense,
we need to verify the current contextual state of the user and act upon it or on its
changes. For that, we define the concept of situation, since it is used by us to char-
acterize the state of the user environment. For instance, Ye, Stevenson and Dobson [7]
define situation as “the abstraction of the events occurring in the real world that are
derived from the context and hypotheses about how the observed context relates to
factors of interest”.

In this sense, applications that deal with situations are called situation-aware.
Awareness implies vigilance in observing or alertness in drawing inference from a
previous experience, so something is aware only if it is able to observe some objects
and design conclusions through previous observations [8]. Observations could be made
by services provided through devices, such as sensors. Therefore, by these observa-
tions, it is possible to detected events that change the state of the environment, char-
acterizing thus a situation.

Another important concept is the notion of event. According to Etzion and Niblet
[9], “an event is an occurrence within a particular system or domain, it is something
that has happened, or is contemplated as having happened in that domain”. Events can
be modeled as raw or derived. Derived events are higher-level events in the semantic
hierarchy. It normally corresponds to a pattern of observation. Raw events are produced
by some entity of context (e.g., sensors). Events can change the state of the environ-
ment, therefore producing new situations.

Works such as SOPRANO [10], PERSONA [11], among others, aim at modeling
context, events and situations in middleware systems to provide a platform of health
services in Ambient Assisted Living (AAL). They propose conceptual models to
transform homes into AAL environments, modeling their context and services [12].
SOPRANO, for instance, has the intention of recognizing facts, objects, and people
surrounding users allowing systems to act more appropriately and providing support to
daily activities. However, in these works, the system is reactive, since it only acts after
the evidence that an unwanted situation has occurred. They are not able to provide
proactive actions to mitigate or eliminate undesired situations in advance.

The term proactive computing was first described by Tennehouse [13], who pro-
posed the following principles for proactive systems: “they should be closely connected
with their surrounding world; they should also deliver results to humans before the
user action; and they must operate autonomously”.

The characteristics proposed by Tennehouse turn systems essentially reactive. In
this sense, proactive computing overlaps with the term of autonomic computing [14].
An autonomic system is one that reacts to events that already happened. Our approach
follows the proactivity definition of Engel and Etzion [15] who describe proactively in
computing systems as “the ability to mitigate or eliminate undesired future situations,

322 A. Machado et al.



identifying and taking advantage of future opportunities by applying prediction and
automated decision making technologies”. Thus, the aim of the system actions is to
prevent future unwanted situations. One example is the work of Fu and Xu [16] where
event correlations are used for predicting future failures in networked computing
systems.

The current vision of proactive behavior is listed as the next phase in the evolution
of complex event processing [9]. Thus, Engel and Etzion [15] present the Proactive
Event-Driven Computing. They propose an extension of the event processing con-
ceptual model and include more two types of agents to the architecture of proactive
event-driven applications: predictive and proactive.

Proactive systems apply prediction methods for predicting future information and
decision making. Boytsov and Zaslavsky [17], for instance, analyze and compare
prediction methods in order to identify their benefits and shortcomings. Among these
methods, they describe Bayesian networks as an appropriate approach for predictive
models. Similarly, Nazerfard and Cook [18] present a sequence-based activity pre-
diction approach that uses Bayesian networks in a two-step process to predict both
activities and their corresponding features.

Lotfi et al. [19] seek to make prediction of abnormal behavior of elderly with partial
dementia. They use sensor data for identifying anomalous sensor behaviors to predict
the future values of the possible data for each sensor. The predicted values are used to
inform a caregiver in the case of anomalous behavior of sensors in the near future.

Analyzing the facts presented above, we identify that works related to smart
environments propose strictly reactive systems. We have seen some researches
describing proactive behavior to anticipate user’s actions, but reacting only after a
situation has happened, such as, systems for handling situations of agitations for elderly
patients who take actions to anticipate actions of the caregivers. They, however, do not
seek to identify this situation in advance to avoid it happening. Besides, in general
these proposals do not address or include extensibility technologies, i.e., are not able to
handle different situations in the course of time.

3 A Reactive and Proactive Approach

Our approach differs from other works because we present a new reactive and proactive
approach that is more appropriate to attend the proper demands of AAL systems.
Besides, it provides extensibility for residential smart environments. The approach is
explained taking into account the recent history of self-management of a citizen’s
health, where the system triggers reactive and proactive actions.

The extensibility aspect of our approach is related to the concept of pervasive
applications, and is based in a work named Situation as a Service (SIaaS) [20], which is
described in the next section. In the present work, we have added temporal aspects,
prediction and decision making techniques in order to prevent the existence of
unwanted situations in future (Sect. 3.2).
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3.1 Situation as a Service

In our approach, pervasive applications are installed in a middleware named SItuation
as a Service (SIaaS). Pervasive applications (appPerv) are software applications
developed by companies specialized in specific fields, such as health, surveillance,
energy. This feature allows to attend the requirement ‘ready to use’, plug-and-play
style. Designers of appPerv must implement in a conceptual model that corresponds to
specific situations of the environment that are relevant to the appPerv. They also must
inform the appPerv context of interest, generating instances of a particular type (e.g.,
Patient, Sensor) and make the linking semantics among them (as hasSensor).

Therefore, the pervasive application informs the SIaaS middleware about the sit-
uations that are important and should be managed for the detection and prediction of
situations, as well as a set of contextual information necessary for decision making. In
this work, we are interested in a specific domain: home-care health support. Thus, users
could extend the capabilities of the middleware buying a complete solution for man-
aging chronic diseases or only one pervasive application for managing the schedules of
their medicines. For example, the pervasive applications described by Machado et al.
[20] perform reactive actions (consumption of services) when a patient’s agitation
situation becomes true.

The SIaaS manages the environment and provides the context of interest, as well as
the situation of interest for pervasive applications, so it is possible to trigger the more
appropriate action when a situation is detected. It is presented in Fig. 1.

Fig. 1. Levels of the architecture.
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The SIaaS is a Service-Oriented Architecture (SOA) with complex event processing
that is implemented in three levels: Lower, Intermediate, and Upper. The Lower Level
(3) corresponds to the physical environment (i.e., sensors and appliances).

The Intermediate Level (2) contains the middleware for providing a stable and
secure environment for pervasive applications. The Applications Manager Subsystem
installs applications and obtains the context and situation of interest. After this,
Applications Manager Subsystem subscribes the situation of interest in Subsystem to
Manager Prediction and Inference, also subscribes the context of interest of the
installed application in Subsystem to Manager Context.

The Subsystem to Manager Context has two modules: the Monitor Module and the
Complex Event Processing Module. The Monitor Module generates instances of events
and manages raw data from sensors. Each time an event arises, Complex Event Pro-
cessing Module sends the event to the Complex Event Processing Module. After the
Complex Event Processing Module uses the pattern informed in the event description,
it processes the flow of events to determine if some received events are relevant. If it is
the case, the Complex Event Processing Module notifies the Prediction and Inference
Managing Subsystem. The Prediction and Inference Managing Subsystem is composed
of two models that are activated at the same time: Inference and Prediction. The
Module of Inference processes the rules to detect the current situation, and the Module
of Prediction processes the influence model (Sect. 3.4) to determine the probability of a
situation happening in the future. If a situation happens or could happen in the envi-
ronment, the application assigned to the situation is started. At this moment, the per-
vasive application chooses the most relevant action to manipulate the situation and
sends a request to the Manager Action Subsystem to execute the action. The Manager
Action Subsystem needs to select the services with the most appropriate functionalities
of appliances, according to the detected situation.

The Upper Level (1) offers a stable computing environment for pervasive
applications.

3.2 Proactive Model

A pervasive application has interest in specific situations that involve users and what
happens in their living environment. The pervasive application contains the knowledge
of what kind of reactive and proactive actions (two business processes) should be taken
when an unwanted situation happens. The SIaaS middleware monitors the events that
could generate a situation of interest for any pervasive application, and notifies it
whenever such situation becomes true.

These events occur in time windows and are related to situations. These situations
are described by pervasive applications that specify their situations of interest and
subscribe their situations in the middleware. Taking into account examples from the
health domain, we consider a scenario where the aim is to monitor medicine admin-
istration. Thus, the pervasive application declares to the middleware its interest in the
event “medicine X is not administrated”, and also provides how this event can be
detected through of model (Sect. 3.4). For instance, if it is detected during consecutive
days, it may result in health problems for the patient, i.e., an unwanted situation.
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The SIaaS must avoid such unwanted situations (e.g., the patient forgot to take his
medicine and became sicker). For this purpose, the SIaaS initially learns a predictive
model using data provided by the pervasive application. The pervasive application data
consists of patient’s behavior patterns (proactive model and data) that will be managed
by the SIaaS. After the learning stage, the SIaaS can predict situations through events
detected in real-time and is able to perform proactive actions, avoiding the occurrence
of unwanted situation. Consequently, the reactive actions requested by the pervasive
applications will not be executed, because the events (e.g., patient forgot to take his
medicine) that would determine the situation will not occur. In this sense, the SIaaS
acts proactively to prevent an unwanted situation.

As depicted in Fig. 2, the environment may be in two states: controlled or
uncontrolled. An event stream, predefined as normal (pattern that is not interest of the
middleware), characterizes a controlled environment where reactive actions are helpful.
However, if the events are being detected outside this predefined state (interest pattern
of the middleware), it could characterize that the environment will become uncon-
trolled, thus increasing the dependency on proactive actions being performed by the
SIaaS.

In the environment, event streams are constantly monitored through data made
available by sensors. Still, evaluating the events flow of Fig. 2, at t+1 a pattern of
events (provided by the pervasive application) is detected (1) by the Context Manager.
This subsystem uses a prediction algorithm to determinate the probability of an
unwanted situation becoming true in the user living environment. The Context Man-
ager has t+2 times to make the prediction, having enough time to take corrective
actions. After identifying the probability of the occurrence of a situation in t+2 (2), the

Fig. 2. Environmental states.
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Inference Manager processes the respective rules to determinate if the rate of proba-
bility is relevant. If it is positive, the Proactive Actions Manager must be activated in t
+3 (3) to trigger proactive actions. This module is responsible for choosing the most
appropriate policy to consume appropriate services corresponding to environmental
devices and health care providers.

All these actions are taken in order to conduct the environment towards a normal
state and to avoid future unwanted situations. The goal is to return to the initial streams
of events, thereby characterizing the consistency of the environment.

3.3 Sliding Windows

In the present approach, we consider that it is necessary to analyze a sequence of events
for learning and detecting patterns aiming to predict situations. Besides, we consider
that this sequence of events occurs in a period of time, referenced as Sliding Window,
i.e., a valid space of time where situations are predicted or detected and the relevant
decisions are taken. The Sliding Windows model used in our approach is adapted from
Salfner, Lenk and Malek [21]. In this model, a sliding can be sized or timed. A sized
sliding window (SSW) has a specific size that corresponds to the number of events of a
given pattern of interest. For instance, it is possible to use a SSW with the last hundred
events that match specific selection criteria. A timed sliding window (TSW) has a finite
time frame where events of interest are monitored. In this work, only Δtd is modeled as
these two possibilities, the remainders are windows of time, because they are used to
model the window in future for an unwanted situation.

Figure 3 presents a sliding window associated with a real time proactive behavior.
At time t (current time), the possibility of occurrence of a situation can be predicted
with some time in advance. This period of time is called prediction time (Δtpr) and is
based on the events currently detected in the environment. Situations are predicted in
Δtpr, which uses a size or time sliding window (Δtd) that corresponds to the event
stream monitored by the system. These timed or sized windows (Δtd) are used to
perform prediction. We assume that proactive actions are valid for some period of time,
named period of proactivity (Δtp). In this time window, triggered actions can change
predicted situations, which are expected to occur in the reaction time (Δtr). If Δtpr >
Δtp then there will not be enough time for all proactive actions to be triggered before
the predicted situation (i.e., an unwanted situation) becoming true. Thus, Δtr is the
maximum time the system has to react, since Δtr is the time estimated to the situation to
occur. Then, Δtr is the period where reactive actions, related to a specific unwanted
situation, are triggered.

Fig. 3. Sliding Windows
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3.4 Event and Situation Model

In this work, the semantic relations {R} that form the context are represented by triples
‹Es, p, Eo› where the subject Es and the object Eo represent instances of entities of the
environment, which could belong to the same domain or not. Similarly, as formalized
by Ye, Stevenson and Dobson [7], p represents a context predicate that encapsulates
two entities of context in a relation. For instance, in the relation ‹John, hasSensor,
RFID› John and RFID represent entities. Subjects and objects can also be represented
by variables in reasoning rules. For example, in the following triple, ‹x, hasSensor, y›,
x represents any entity instantiated in the user domain and y represents any entity
instantiated in the sensor domain. In this example, any pair of values of User and
Sensor, related by the relationship hasSensor, can validate this context predicate.

Figure 4 depicts the conceptual model of our approach. The Activity entity rep-
resents daily activities performed by the citizen in his home, like breakfasting,
watching television, taking medicine or doing exercises. The activities are made up of
human actions, for instance the activity to take medicine is composed by picking up a
glass with water and taking the drug, represented by the semantic relations presented
below (1).

Besides human actions, we also take into account automated actions taken by the
system. For instance, the system may notify the citizen through an audible warning
using some device (we consider that automated actions are actions performed by
devices). Thus, actions are carried out by an agent (human or device) in order to
achieve a goal. When an action either achieves or not its goal, it can generate events.

In our approach, we adopt internal and external events, which are defined in the
theory of Situation Calculus [22]. An external event is generated externally by human

Fig. 4. Conceptual model.
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actions or by interacting with pervasive applications. In addition, external events can be
generated by changing a user device or by changing the network connection used by a
device. Internal events are generated internally by the system and are represented by
assertions that can be given by an axiom. An internal event could be generated by an
automated action, the detection of successive state variable changes, or by the modi-
fication of one specific state variable. Thus, as more human actions are transferred to
automated actions, more extensible the system becomes. Events are represented by the
following syntax (2).

Event : name; type; time; fRg; pð Þ ð2Þ

An event has a name and is characterized by a type (internal or external), a time
(timestamp) within Δtd windows and a set of contextual semantic relations {R}. When
the event is not produced by a single entity (e.g., raw data sensor), it may also have a
detection pattern (p). Events can be linked to one or more contexts; for instance, a
pattern that defines that an event must be detected if a specific sequence of events
happens within a given sliding window of time or size involving the “user” in his/her
living room. In this work, events can determine the evidence of the beginning and the
ending of a situation. Thus, events change the state of the environment and characterize
a new situation. The current situation is represented by the following syntax (3).

Cs : name; Ie; fag; Feð Þ ð3Þ

As shown in (2), the current situation (Cs) has a name and a set of events that
characterize its beginning (Ie) and ending (Fe), and the time attribute of these events
that characterize the valid time window of this situation, which will always be in Δtr. In
addition, the current situation has a set of triggered reactive actions {a} that were
detected during a valid time for handling the current situation. For instance, below we
present how to represent an event (Ie) that initiates the “unmedicated” situation (4), its
corresponding final event (Fe) and the actions to be performed in this situation.

The event evaluation can lead the system to find out that an unwanted situation has
a probability of happening in the future. In (5) we show that a Predictive Situation (Ps)
is characterized by a set of events; a set of patterns (p), which describes some form of
correlation among events that shape this situation, the probability value (pr) of its
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occurrence in a context in the future; and a timestamp (time) during which it may occur
within Δtr.

Ps : name; feventg; fpg; pr; timeð Þ ð5Þ

Figure 5 presents the influence model. The model is a set of events modeled by a
pattern that determine a correlation model among the events. For example, the detec-
tion of the event “E3” influences event “E1”, and the detection of the event “E4”
influences “E1”, and “E1” influences the arise of predictive situation. In this model, a
situation is always a left node and their parents are always events.

4 Case Study Scenarios

This case study aims to demonstrate the use of our approach in a scenario where the
necessity of a mechanism that acts in proactive way is emphasized. The scenario is
related to the aforementioned self-administration of medicines by patients in their
homes. The aim is to identify when patients are no longer able to control their own
medication.

In this sense, we are considering that patients, in general, will take their medicine in
a stipulated period of time or after an action system (e.g., using functionalities (ser-
vices) of devices of the environment to remember the patient about the medication).
However, some patients can have cognitive decline over time, compromising the
self-management of their health condition, thus needing help to take the medication at
the correct time. In this scenario, the situation known as “unmedicated” becomes
habitual, and reactive/proactive actions are necessary to control this situation, con-
sidering the recent history of self-management of citizen’s health, thus assisting the
patient to take his medicine in the best possible way. We considered a pervasive
application deployed in the SIaaS to help patients in the described scenario. For the
implementation, we have used the monitoring component Esper [23], the Bayesian tool
Netica [24], which provided an API that we used to create the Bayesian network that
was inserted into the Context Manager. In addition Jess [25] was used to build Java
software process able to perform inference rules in the Inference Manager module.

For the case study, the following fictitious scenario was considered for describing
the approach supported by the decision making process implemented by the pervasive
application. Imagine ‘Ms. Smith’, a 70 years old citizen who has some aging associated

Fig. 5. Influence model.

330 A. Machado et al.



diseases such as diabetes, hypertension and lightweight dementia. Ms. Smith’s home is
an intelligent environment managed by a SIaaS middleware, where a number of per-
vasive applications are installed. An example is the pervasive application for managing
medications (appPervMed).

Ms. Smith initially controls the medication herself. However, as any ordinary
person, sometimes, to be involved in some particular activity, she forgets to take or
takes her medicines late, which puts her in an “unmedicated” situation. In these cases,
the appPervMed requests to the SIaaS middleware to trigger an audible or visual
warning through devices located near Ms. Smith. Whenever a warning reaches her
attention, she can interact with the system through a smart phone or smart TV to report
explicitly that she took her medication. After that interaction, the system will close
(finish) the “unmedicated” situation.

After some stipulated time, if Ms. Smith does not take her medication, the system
sends a warning to her caregiver. It warns her caregiver that Ms. Smith had not taken
her medicine, thus placing the responsibility of interacting with the SIaaS on the
caregiver. Once the caregiver gives her the medicine, and informs the system about
that, the appPervMed will know that Ms. Smith took the medicine and will determine
the end of the “unmedicated” situation.

Eventually, the caregiver himself may forget or may be not close to any device that
could warn him about the moment that Ms. Smith must be medicated. Thus, the event
“medicine X not taken” is detected, corresponding again to the beginning of the sit-
uation of “Ms. Smith is unmedicated”. Audible and visual warnings are generated in
different moments in the environment, and, after some parameterized time, the care-
giver is warned. The appPervMed waits for a notification that Ms. Smith took the
medication by the caregiver. If it is not notified in a specific period, the appPervMed
triggers a warning directly to the healthcare provider (consuming a specific Web ser-
vice), placing the responsibility on the healthcare provider to make Ms. Smith taking
her medicine, and, once taken, it ends the situation.

As explained, alerting the caregiver is an exception. However, after some time, if Ms.
Smith takes her medicine only after a systemwarning to her caregiver and if this behavior
becomes more usual, this behavior may indicate a cognitive decline of Ms. Smith.

Thus, it is necessary to identify (in a proactive way) when the cognitive impairment
happens, because if this identification does not happens fast, the treatment will be
harmed by the administration of drugs in wrong times. This moment may characterize
the end of the patient’s ability to medicate her-self, requiring the caregiver to this
function. Therefore, the system must adapt itself and assist the caregiver in his task of
assisting Ms. Smith.

5 Applying the Approach to the Case Study

The scenario described before shows that a pervasive application must react to an event
(Ms. Smith did not take her medication) that characterize the unmedicated situation and
also must forecast some situation (e.g., Ms. Smith will not take her medication without
her caregiver help) and be proactive.
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In this paper, the pervasive application has two business processes for taking
decision (reactive and proactive). Next, following our approach, we show how a
pervasive application should work either reactively and proactively.

5.1 Reactive Behavior

The events related to this case study that are relevant to the appPervMed are described
here, as proposed in Sect. 3.4. For performing this task we used the Semantic Web Rule
Language (SWRL), using the already defined semantic relations {R} and triplets in the
form ‹Es, p, Eo›, as presented in Sect. 3.4.

The Fig. 6 presents the reactive decision making process where the appPervMed is
selected when Ms. Smith does not took her medicine and always it is initiate because
event “ea1” is detected. The patterns to detect events were modeled as Esper state-
ments. The variables were replaced to the values used in the scenario to provide an
easier interpretation.

Event name: ea1; description: Not took the medicine; typed: Internal

In this rule, timer:at is an expression of a specific time that turns true. The
syntax is timer:at (minutes, hours, days of month, months, days of week, seconds) [23].

Event name: ea2; description: Took medicine; typed: External

Event name: ea3; description: Took medicine after some action; typed: External
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Event name: a1; description: Audible warning after 10 min of ea1; typed: Internal

The events “a2”, “a3” and “a4” are modeled the same way and are not describe
here. As presented above, if event ea2 is detected, Ms. Smith is in the situation of
“medicated”. Therefore, the appPervMed is not started because the situation
“unmedicated” did not happen. The internal and external events and relevant actions
that determine each situation are presented below:

If Ms. Smith does not take the medicine (event ea1 was detected) the “unmedi-
cated” situation is initiated and appPervMed chooses the reactive action to be triggered.
After the detection of the event ea1, appPervMed waits for 10 min and, if an event ea2
was not detected, it will trigger an audible warning (a1). After the audible warning, the
application needs to wait for a feedback. If this feedback is not received, appPervMed
triggers a2 to produce some visual warning. Thus, appPervMed terminate its execution
when the resulting feedback is ea3 (i.e., took medicine after some action).

5.2 Proactive Behavior

This section presents the proactive behavior of the SIaaS, showing how it would
prevent Ms. Smith from entering in an “unmedicated” situation. Initially, it makes a
historical analysis of the situations generated by the events detected that are relevant for
appPervMed.

Below, we present a historical situation (HS) that has happened and the reactive
actions triggered for manipulating this situation.

Fig. 6. Proactive and reactive network.
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This representation is based in a notation proposed by Wasserkrug, Gal and Etzion
[26], which shows the initial and final time of the situation. In this case, curly brackets
represent the actions triggered during the period of time when the situation was valid.
For instance, the first event ea1 was detected at 10:15 (1), and the situation was
finalized when the event ea3 was detected at 10:23 and the action a1 was triggered. In
(2), Ms. Smith took the medicine on the right time (10:00), so, no reactive action was
triggered.

This historical data of behavioral management of medicines by Ms. Smith shows
the sequence of actions that were needed to handle the unwanted “unmedicated” sit-
uation. This HS is used to generate the Conditional Probability Table (CPT) for each
node event of the Bayesian network. In this case study, the generation of the CPT must
be sensible to a cognitive decline, so the Bayesian network cannot be established with
all the stored history of that situation. In order to identify a cognitive decline, the
system needs to build a valid sliding window with an event stream of Δtd (which was
described in Sect. 3.3) that corresponds to the current behavior of Ms. Smith. There-
fore, the appPervMed will register in the Module Monitor (Esper) of the Context
Manager only the patterns that correspond to the sliding window used to calculate the
network CPT represented in (7).

In the previous pattern, which was deployed in Esper, we have defined a sliding
window of Δtd corresponding to the last 45 times in which Ms. Smith had not taken her
medicine (event ea1), as well as the actions that were detected after that situation had
happened. In this pattern, if Ms. Smith should take a medication once a day, this
window would correspond to 45 days. Thus, the value of the probabilistic predictive
situation always will be set to a percentage that corresponds to 45 days. In this sense,
we avoid network scalability problems related to the excessive number of events (since
they are modeled as nodes in the network), and detect cognitive declines with periods
less than 45 days. This pattern generates the sequence of events that constantly updates
the Bayesian network and the values of the probability of the event that determines the
beginning of unwanted situations of this kind.
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As Fig. 7 shows, event ea1 is the cause of the “unmedicated” situation. This event,
as well as events a1, a2, a3, a4, also influences event ea3. Besides, ea2 and ea3
influence the fact of Ms. Smith being medicated or not. The probability of Ms. Smith
not taking her medicine at the correct time is 63.4%, according to the simulated
behavior. Based on this data, the SIaaS will update the probability attribute of the
corresponding predictive situation for this case, as shown below:

Predictive Situation name = unmedicated;
{event} = {ea1, ea3, a1, a2, a3, a4};
{p} = ea1; pr = 63.4%; time = ea1.drug.timeTakeDrug;

The value of time is extracted by navigating through the event ea1 and following to
the entity of context drug and attribute time to take the medicine (timeTakeDrug) this
entity of context. The appPervMed thus registers the following rule (8) that shows the
relevance of the prediction value.

This rule demonstrates that the “unmedicated” situation could happen the next time
that Ms. Smith needs to take the medicine, activating the proactive decision making
process of the appPervMed.

Figure 8 presents how the pervasive application uses the Bayesian network to
identify, among the triggered actions, which one had the greatest influence for ea3 to be
detected and ending the “unmedicated” situation of Ms. Smith. It gives more relevance
to the actions that were followed by ea3 (i.e., took medicine after some action). If there
is a sequence of actions triggered after the detection of an unwanted situation (corre-
sponding by ea1), the appPervMed will chose the last action as being responsible for
the ending of the unwanted situation (i.e., ea3 detected).

Figure 7 shows that the action a3 (notify the caregiver) was the most successful
action at this moment, thus the appPervMed request for middleware trigger the action
a3, thus the polity will change from “notify caregiver after 45 min of ea1” to “notify
caregiver BEFORE 5 min of ps.time (ea1.drug.timeTakeDrug) ”. Thus, the SIaaS will

Fig. 7. appPervMed Bayesian network.
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warn the caregiver that he/she has to ensure that Ms. Smith will take the medicine at the
right time. In this case, the appPervMed will not be triggered to perform a reactive
action, because event ea1 will not happen. This behavior causes more events of type
ea2 to be detected since Ms. Smith starts taking her medicine at the right time, so
consequently the situation “unmedicated” will not happen and the probability of the
Bayesian Network for being medicated (ea2) increases.

We assume that there is a parameterized value with the criteria of policy selection
actions to update the triggering order of proactive actions after this rule being updated.
This will avoid that an action, after being identified as most effective, be always chosen
as a proactive action that should be executed forever. This calibration is necessary
because, in this case study, we are monitoring the behavior of a person, and this
behavior may change over time. In the example given, Ms. Smith could not respond to
the warnings of the SIaaS for some period of time because she was unmotivated with
the treatment, so the warnings to the caregiver would effectively make her taking her
medicine. However, if she did not show cognitive decline, she could return to her
self-health management without requiring the notification of the caregiver. Therefore,
there is a need for policies that trigger proactive actions to be updated. So, the SIaaS
will again generate warnings to Ms. Smith.

6 Conclusions

Most of the research efforts in situation awareness for AAL are generally related to the
detection of situations and the immediate reaction for these situations. In this sense, we
have demonstrated the necessity of mechanisms to act reactivity in order to avoid
unwanted situations in AAL.

Fig. 8. Proactive decision process.
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In addition, we consider that for an Ambient Intelligence application to act pro-
actively it must have learning capabilities. Therefore, these applications must under-
stand and learn from the events that happened, predicting situations of interest and
making decisions in advance related to the user needs. Thus, we consider the use of a
Bayesian Network for identifying when it is necessary to act in a changed way.

In this paper, we presented an approach for enabling smart environments with
extensible, reactive and proactive characteristics, more specifically in AAL. The
extensible principles are related to an enrichment of pervasive applications, where
different situations and contexts can be managed by the middleware over the time.

We introduce reactive and proactive principals related to a situation. Reactive
actions are selected if the situation is occurring at the present moment and proactive
actions are triggered if a situation is predicted in the nearby future.

The main contributions of our approach are: (i) a method for supporting extensi-
bility in systems to Ambient Assisted Living by including experts experience while
modeling pervasive applications; (ii) an approach for handling reactive and proactive
behaviors; and (iii) a model of sliding windows for modeling time in complex event
processing.

The next steps of this research include; (i) testing the situation prediction over a real
world automated environment; (ii) improving aspects related to the prediction model;
and (iii) adapting the predictive model for taking decisions in a dynamic Bayesian
network.
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Abstract. Interactive Digital TV (iDTV) applications suffer with problems that
are inherent to the technology and their social aspects. In addition, theoretical and
practical references for designing iDTV applications are not easily found. In this
sense, designing for iDTV has become an increasingly complex activity. In this
paper, we propose three participatory practices for supporting a situated design
and evaluation of iDTV applications. The practices were articulated in a situated
design process conducted inside a Brazilian TV company. The approach favored
the participation of important stakeholders, supporting different design activities:
from design ideas to the creation and evaluation of an interactive prototype. The
results suggest the practices’ usefulness for supporting design activities, indicate
the benefits of a situated and participatory approach for iDTV applications, and
may inspire researchers and designers in other contexts.

Keywords: Socially aware computing · Organizational semiotics · Design
patterns · Participatory design · HCI · iDTV

1 Introduction

In the last years, the amount and diversity of technical devices have increased both inside
and outside people’s homes (e.g., tools, mobiles, cars, airports), being increasingly
interconnected (e.g., through bluetooth, wireless LAN, 4G) [15]. Systems are not
working in isolation, but in plural environments, bringing different people together as
citizens and members of global communities [29]. As Bannon [2] suggests, in this
scenario, there are problems that go beyond the relationship between users and tech‐
nologies, requiring more than a man-machine approach and ergonomic fixes to make
useful and meaningful design.

Therefore, designing interactive systems is becoming a more complex task, not only
in the technical sense, but also in the social one [15]. However, Winograd [37] highlights
that the majority of techniques, concepts, methods and skills to make design for a new
and complex scenario are foreign of the computer science mainstream. In this sense, it
is necessary to look at the technology comprehensively within the situated context in
which it is embedded, incorporating knowledge of several stakeholders, areas, subjects
and theories [19].
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Within this scenario, the emergency of the Interactive Digital TV (iDTV) (which
includes digital transmission, receiver processing capability and interactivity channel)
opens up a variety of possibilities for new services for TV [28]. However, as Bernhaupt
et al. [6] argue, with new devices connected to TV, watching it has become an increas‐
ingly complicated activity.

In fact, the iDTV has technical issues as well as social characteristics that influence
directly their use and acceptance. For instance: the interaction limited by the remote
control, the lack of custom of people to interact with television, the high amount and diver‐
sity of users, the usual presence of other viewers in the same physical space, to cite a few
[20]. As Cesar et al. [11] assert, the TV is a highly social and pervasive technology —
characteristics that make it a challenging and interesting field to investigate, but that
usually are not receiving attention from current works. Furthermore, Kunert [20] high‐
lights that every emergent technology suffers from a lack of references, processes and arti‐
facts for supporting its design. Therefore, new simple techniques and artifacts that fit the
broadcasters’ production chain and explore the challenge of designing applications within
the broadcasters’ context are welcome.

Despite not abundant, some literature has proposed ways to support the design of
iDTV applications. Chorianopoulos [12] analyzed works on media and studies about
television and everyday life, proposing design principles to support user interactivity
during leisure pursuits in domestic settings. Piccolo et al. [27] proposed recommenda‐
tions to help designers with accessibility issues for iDTV applications. Kunert [20]
proposed a collection of pattern for the iDTV focused in usability issues. Solano et al.
[30] presented a set of guidelines that should be considered in iDTV applications for
preventing frequent usability problems.

Focused on the users’ aspects, Rice and Alm [28] proposed methodologies and
interactive practices influenced by the Participatory Design (PD) to design solutions for
supporting elderly people to interact with iDTV. Bernhaupt et al. [6], in turn, used the
Cultural Probes Method to conduct ethnographic studies in order to understand users’
media behavior and expectations, indicating trends concerned with personalization,
privacy, security and communication.

Focusing on the broadcaster company’s aspects, some works have adapted tradi‐
tional methodologies for software development [18] and Agile Methods [35] to the
companies’ production chain. The adapted methodologies encompass the entire soft‐
ware development process (e.g., requirement analysis, project, implementation, testing
and support); although robust in terms of the technical process of software development,
end users are usually not considered in the process.

Shedding light on this scenario, we draw on Socially Aware Computing (SAC) [3, 5],
Organizational Semiotics theory [22], Participatory Design [24], and Design Patterns for
iDTV applications [20] to propose three situated and participatory practices for supporting
designers to create and evaluate iDTV applications: (i) the Participatory Pattern Cards; (ii)
the Pattern-guided Braindrawing; and (iii) the Participatory Situated Evaluation.

In this paper, we present the three practices and the theories underlying them, and
discuss the results obtained from their usage in the practical context of a Brazilian
broadcasting company. The practices were planned to facilitate the participation of
professionals from the TV domain that are not familiar with iDTV applications design.
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A group of 9 persons, with different profiles, participated in design workshops for
creating an iDTV application for one of the company’s programs. The results suggest
both the practices’ usefulness for supporting design activities and the benefits of situated
and participatory design for iDTV applications, indicating the viability of conducting
the practices in industrial settings.

The paper is organized as follows: the Sect. 2 introduces the theories and method‐
ologies that ground our work. Section 3 describes the new practices created for
supporting a situated and participatory design of iDTV applications. Section 4 presents
the case study in which the techniques were applied, and Sect. 5 presents and discusses
the findings from the case study analysis. Finally, Sect. 6 presents our final considera‐
tions and directions for future research.

1.1 Software Development Vs TV Content Processes

TV Companies have teams with well-defined roles (e.g., director, designer, producer
and engineer) and tasks (e.g., pre-production, production and transmission) that work
in a synchronized way to produce the television content [7]. For example, while the
production teams produce television content, engineers provide infrastructure for broad‐
casting the TV content to viewers. A software development process has also well-defined
steps and roles. Pressman [16] argues that the main steps depend on different process
models (e.g., Cascade Model, Agile Methods) and should encompass from requirements
analysis and design to development and testing of the system. These steps are supported
by designers, developers, testers, and analysts among other professionals.

With iDTV and the need to produce interactive content, the production process of
television content gains new roles and new needs toward the software production.
However, the broadcasting companies are not ready for this new component into their
production chains. In addition, Veiga [35] argues that designing iDTV applications is
hardly supported by existing methodologies (e.g., Cascade Model) because it is different
from designing traditional software systems (e.g., desktop, web). There is a distance
between a production process of television content and conventional software develop‐
ment process. In this sense, the application of iDTV must be created on the optics of the
two process models, and the opportunity arises to develop a new model specific process
model for developing iDTV applications, from inspirations in both process models. In
this work we draw on the SAC approach that seeks to understand the needs of the
production chain from TV Company, and brings theoretical references from software
engineering, but also seeks to bring the end user’s needs for the artifact to be designed.

2 Theoretical and Methodological Foundation

Organizational Semiotics (OS) and Participatory Design (PD) are two disciplines which
represent the philosophical basis for the design approach considered in this work. Design
patterns for iDTV add to this theoretical basis contributing to shaping the design product.

OS proposes a comprehensive study of organizations at different levels of formali‐
zation (informal, formal, and technical), and their interdependencies. OS understands
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that all organized behavior is effected through the communication and interpretation of
signs by people, individually and in groups [22, 32]. In this sense, the OS supports the
understanding of the context in which the technical system is/will be inserted and the
main forces that direct or indirectly act on it. If an information system is to be built for
an organization, the understanding of organizational functions from the informal to the
technical level is essential [22].

The PD, originated in the 70’s in Norway, had the goal of giving to workers the rights
to participate in design decisions regarding the use of new technologies in the workplace
[24]. In this sense, PD proposes conditions for user participation during the design
process of software systems. PD makes use of simple practices that use fewer resources
(e.g., pen and paper), and considers that everyone involved in a design situation is
capable of contributing, regardless of his/her role, hierarchical level, and socio-
economic conditions. Two examples of participatory practices are Brainwriting [34] and
Braindrawing [24]. Both practices are examples of cyclical brainstorming conducted to
generate ideas and perspectives from various participants for the system to be built.
While Brainwriting was created to generate ideas for system features, Braindrawing was
proposed for generating graphical ideas for the User Interface (UI).

Drawing on OS and PD, the Socially Aware Computing (SAC) proposes to under‐
stand the design cycle by working on the informal, formal and technical issues in a
systematic way; moreover, it recognizes the value of participatory practices to under‐
stand the situated character of design.

2.1 Socially Aware Computing

The Socially Aware Computing (SAC) is a socially motivated approach to design [3]
that supports the understanding of the organization, the solution to be designed, and the
context in which the solution will be inserted, so that it can effectively meet the socio‐
technical needs of a particular group or organization.

Considering the Semiotic Onion (see “SAC’s Meta-Model” detail in Fig. 1), SAC
understands design as a process that must go through the informal, formal and technical
layers cyclically — see the dashed cycle. According to Baranauskas [5], the design
process should be understood as a movement that starts in the society (outside of the
semiotic onion) and progresses through the informal and formal layers in order to build
the technical system. Once (an increment of) the technical system is projected, the
movement returns impacting on formal and informal layers alike, including the people
for whom the system was designed, the environment in which it is/will be inserted, and
the society in general. SAC is an iterative and incremental process. Therefore, each
iteration favors the problem clarification, knowledge-building, and the design and eval‐
uation of the proposed solution.

For understanding the organization’s situational context and the system inside it,
SAC uses concepts and techniques inspired by PD and OS. More than the end user, SAC
considers and involves key stakeholders and heterogeneous groups of people who may
influence and/or may be influenced by the problem being discussed and/or the solution
to be designed.

The practices conducted in SAC are held throughout the design process within
Semio-participatory Workshops (SpW). According to Baranauskas [4], each SpW has
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well-defined goals and rules within the design process, such as: (i) socialization and
personal introductions of the participants. (ii) explanations about the SpW to be
conducted, its concepts and objectives. (iii) the role of the SpW in a whole design process
(in the cases where there are more than one SpW to be conducted). (iv) a well-defined
schedule for activities. (v) artifacts and methods created/adapted to be articulated with
the practices, and so on.

SAC has been used to support design in several different contexts, being applied in
design scenarios of high diversity of users (e.g., skills, knowledge, age, gender, special
needs, literacy, intentions, values, beliefs) and to create different design products in both
academic and industrial environments [25]. Specifically for the iDTV context, SAC has
being used to support the consideration of stakeholders’ values and culture during the
design process [26], for proposing requirements and recommendations to iDTV appli‐
cations [27], and to physical interaction devices [23].

2.2 Design Patterns for IDTV

Design patterns were originally proposed to capture the essence of successful solutions
to recurring problems of architectural projects in a given context [1]. In addition to their
use in the original field of architecture, design patterns have been used in other fields,
such as Software Engineering [17] and Human-Computer Interaction (HCI) [8], and
within different contexts, such as Ubiquitous Computing [13] and iDTV [20].

For new technologies, Kunert [20] and Chung et al. [13] argue that design patterns
present advantages: (i) they are distributed within a hierarchical structure, which makes
it easier to locate and differentiate between patterns of different granularity; (ii) they are
proposed in a simple language; and (iii) they incorporate references that may indicate
other forms of design guidance.

Fig. 1. Design process.
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In the iDTV field, few studies proposing HCI patterns are found in literature. For
instance, Sousa et al. [31] identified a list of usability patterns for specific interactive
iDTV tasks, and Kunert [20] proposed a pattern collection that focuses on interaction
design for iDTV applications, paying special attention to usability issues.

The pattern collection used in this work is the one proposed by Kunert [20]. The
patterns are divided into 10 groups: Group A: Page Layout — Defines the layout types to
be used in the application; Group B: Navigation — Defines what types of navigation are
to be used in the application; Group C: Remote Control Keys — Defines the main keys
of the remote control; Group D: Basic Functions — Highlights the basic functions that
should be considered in the design of interaction; Group E: Content Presentation —
Determines the basic elements that form an application; Group F: User Participation —
Describes the interaction of specific tasks; and the way how the approval for connectivity
should be handled; Group G: Text Input — Defines the multiple ways to input text, when
to use each, and how to use them in an application; Group H: Help — Defines the types
of help and how to provide them for users in an appropriate way, according to the context
of use; Group I: Accessibility & Personalization — Deals with accessibility and person‐
alization issues; and Group J: Specific User Groups — Illustrates patterns for specific user
groups (e.g., children). Each of the 10 groups describes and illustrates first-level problems
that are divided into new design problems of second and third levels. On the second level,
there are 35 interaction problems; for each one, there is a corresponding pattern.

There is not a strict order when choosing patterns, however, Kunert [20] suggests
choosing the layout and navigation patterns before the other patterns, because this initial
decision directly influences the remaining ones.

3 The Proposed Participatory Practices

Drawing on the design patterns and the participatory design techniques, we proposed
three practices for supporting design activities in a situated context: (i) Participatory
Pattern Cards; (ii) Pattern-guided Braindrawing; and (iii) Participatory Situated Evalu‐
ation. These practices were articulated with other design activities in an instantiation of
Baranauskas’ SAC design process [3, 5] in order to favor the situated and participatory
design of iDTV applications — see Fig. 1.

The “A” detail in Fig. 1 suggests that the problem domain must be clarified and a
solution proposal must be discussed in a participatory way before engaging in further
design activities. When the problem is clarified and a solution is proposed, three partic‐
ipatory practices (“1”, “2” and “3” details) support the production of the first version of
the prototype (“B” detail); one participatory practice supports the inspection of the
designed prototype (“4” detail), and one extra evaluation may be conducted with
prospective end-users (“5” detail). These activities contribute to build and evaluate a
prototype for the application, offering useful information for further iterations of the
process (e.g., the codification stage, the design of new functionalities, redesign).

The Participatory Pattern Cards (PPC) (“1” detail in Fig. 1) was conceived to
support discussions about design patterns for the iDTV, and the identification and selec‐
tion of the patterns suitable for the application being designed. For this practice, we
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created 34 cards based on Kunert’s Design Patterns [20] for the iDTV. Table 1 presents
a description for the practice.

Table 1. Description of the PPC practice.

Participatory Pattern Cards (PPC) 
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1. A set of 34 cards representing Kunert’s collection of patterns [20]: the cards are organized in 5 
predefined groups (e.g., patterns for the application’s layout; patterns for the text input mode);  

2. All the material produced in previous activities (e.g., a brief description of the design problem, 
a general description of a solution proposal, a list of requirements).  

M
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1. Cards overview: participants are introduced to the Pattern Cards, their different types and 
usage examples; 

2. Selection of patterns: for each card group, participants should individually select the cards that 
would potentially be used in the application. 

3. Consensus: a brainstorming section where the participants present the selected patterns and 
discuss the pros and cons of each one in order to decide the ones they will adopt; 

4. Justification for the choices: once a consensus was reached, participants must justify their 
choices based on the project’s scope and requirements. 
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 1. A subset of patterns that will potentially be used for the application.  

As byproducts, the practice: i) brings participants closer to the iDTV domain; ii) draws attention 
to the limited resources and technology that will be provided for the system to be designed; and 
iii) may inspire design ideas for future projects. 

Figure 2 illustrates an example of a Pattern Card created for the practice. Each card
has the following sections: (i) group, reference and name of the pattern, (ii) an example
of the pattern being used in a given situation; (iii) a brief description of the problem;
(iv) forces (advantages and disadvantages) that act directly and indirectly on the problem
to be solved; and (v) the solution to the problem.

Fig. 2. Example of a pattern card created from Kunert’s collection [20] of patterns.

The PPC practice is useful to clarify the constraints and potentials of iDTV tech‐
nology and to choose design patterns in a participatory way, contributing to the construc‐
tion of a shared knowledge among the participants.

The Brainwriting (“2” detail in Fig. 1) is a silent and written generation of ideas by
a group in which participants are asked to write ideas on a paper sheet during a
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pre-defined time (e.g., 60 s). Once this time was elapsed, each participant gives his/her
paper sheet with ideas to other participant and receives another paper sheet to continue
the ideas written on it. This process is repeated several times until a predefined criterion
is satisfied — e.g., the fixed time has run out; each paper sheet passed by all the partic‐
ipants [36]. On the one hand, Brainwritting is a good method for producing different
ideas in a parallel way, allowing the participation of all without inhibition from other
participants. On the other hand, it focuses on the question/problem being discussed rather
than on the person discussing it [34], avoiding conflicts between the participants.

The Pattern-guided Braindrawing (PgB) (“3” detail in Fig. 1) is an adapted version
of Braindrawing that aims to generate ideas for the UI of the application being designed,
taking into account the Design Patterns for iDTV. Table 2 presents a description for the
technique.

Table 2. Description of the PgB practice.

Pattern-guided Braindrawing (PgB)
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Paper sheets for drawing, colored pens, chronometer. 
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1. Situating: participants are arranged in a circle;  the design problem and the results from the 
previous activities (e.g., requirements, PPC) are briefly reviewed; 

2. Generation of design elements: keeping visible the design patterns selected in the PPC and a 
list of requirements for the application, participants start drawing the application’s interface 
on a paper sheet. After a pre-defined time (e.g., 60 seconds), participants stop drawing, move 
the paper sheet to the colleague seated on their right side, and receive a paper sheet from a 
colleague seated on their left side, continuing to draw on the received paper sheet. This step 
repeats until all participants contributed with ideas to all the paper sheets at last once, i.e., a 
complete cycle; 

3. Synthesis of design elements: From their own paper sheets (the ones the participants initiated 
the drawing), participants highlight the design elements that appeared in their draws and that 
they find relevant for the application.  

4. Consensus: Based on the highlighted design elements from each paper sheet, the group 
synthesizes the ideas and consolidates a final proposal that may include elements from all the 
participants; 
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 1. Different UI proposals that were created in the participatory activity:  each proposal presents 

elements drawn by different participants, differing from each other because they were started 
by a different person; 

2. A collaborative proposal for the application’s UI, guided by design patterns, and created 
from the consolidation of the different proposals by the participants. 

The PgB allies the benefits from PD and Design Patterns, being useful to materialize
ideas and proposals produced in the previous steps into prototypes for the application.
Therefore, while the participatory nature of both PPC and PgB techniques motivate
participants to generate design ideas that rely on the perspectives of different stake‐
holders, the use of Design Patterns informs these ideas and guides their materialization.

A picture of a television device and a screenshot of the TV program may be used as
background of the paper sheets used in PgB. This contributes to bring reality to the
participants during the activity, situating them according to the device’s physical limi‐
tations, the program layout and content. Example of this template is reported in Buchdid
et al. [10].
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The third practice created was the Participatory Situated Evaluation (PSE) (“4”
detail in Fig. 1). The PSE is an adapted version of Thinking Aloud method [21] that
aims to bring together all participants for the evaluation of an iterative application —
Table 3 presents a description for the practice. This practice is useful to promote a
collective analysis and discussion about the produced prototype; to identify shared
doubts and difficulties, as well as ideas for improving the application. It avoids the
prevalence of individual opinions, favoring the collective discussion and making sense
about the application being evaluated, and optimizing the time spent by the participants
during the activity.

Table 3. Description of the PSE practice.

Participatory Situated Evaluation (PSE) 
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Laptop, interactive prototype, video camera, and software to record users interacting with the 
prototypes. 
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1. Situating: participants are arranged in a circle; the interactive prototype is introduced to the 
participants and the evaluation activity is explained; participants can either conduct pre-defined 
tasks (e.g., voting in a pool) or explore the application in a free way; 

2. Interacting with the prototype: a participant is invited to interact with the prototype; using the 
Thinking Aloud method [21], the participant speaks aloud for the group while interacts with 
the prototype, reporting his/her thoughts (e.g., general impressions about the prototype, inten-
tions, goals, difficulties, questions, reasoning). The other participants can talk to each other and 
to the person who is interacting with the prototype, speaking their thoughts alike. 

3. Consensus: based on the doubts, ideas, feelings and difficulties found during the activity, the 
participants elaborate a list of problems and suggestions for improving the application. 
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1. A mapping of the interaction and interface problems identified through the activity; 
2. Suggestions of improvements presented in the group’s suggestion list. 

User Evaluation (“5” detail in Fig. 1) proposal: the Thinking Aloud technique [21] can
be used to capture users’ impressions and opinions. The participants’ interaction, voices
and facial expressions can be recorded, and participants may be invited to answer an
evaluation questionnaire, providing their overall impressions about the prototype. The
activity and data usage should be conducted in accordance to ethical principles in
academic research.

4 The Case Study

The case study was conducted in a real context of a television broadcasting company,
named EPTV (Portuguese acronym for “Pioneer Broadcasting Television Stations”). EPTV
is affiliate of a large Brazilian broadcasting company. Currently, EPTV programming
reaches more than 10 million citizens living in a microregion of about 300 cities [14].

“Terra da Gente” (TdG, “Our Land”, in English) is one of several programs produced
by EPTV. The program explores local diversity in flora and fauna, cooking, traditional
music, and sport fishing. Currently, the program runs weekly and is structured in 4
blocks of 8 to 10 min each. It counts on a team of editors, writers, producers, designers,
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technicians, engineers and journalists, among other staff members. In addition to the
television program, the TdG team also produces a printed magazine and maintains a
web portal. Both the magazine and the web portal serve as complementary sources of
material for the TdG audience [33].

The activities reported in this paper were conducted from January to July, 2013, and
involved 3 researchers from Computer Science and 6 participants playing different roles
at EPTV:

• TdG Chief Editor: is the person who coordinates the production team (e.g., editors,
content producers and journalists) of the television program and the web portal.

• Designer: is the responsible for the graphic art of the TV program as well as of the
web portal, and who will be responsible for the graphic art of the iDTV application.

• Operational and Technological Development Manager: is the person who coor‐
dinates the department of new technologies for content production.

• Supervisor of Development and Projects: is the person who coordinates the staff
in the identification and implementation of new technologies for content production
and transmission.

• Engineer on Technological and Operational Development: is the engineer of
infrastructure, and content production and distribution.

• Technical on Technological and Operational Development: is the person respon‐
sible for the implementation, support and maintenance of production systems and
content distribution.

• Researchers (3 people): are researchers in Human-Computer Interaction and the
responsible for preparing and conducting the workshops. One of them is expert in
the SAC approach and other is an expert in iDTV technologies.

All the participants, except for the researchers, work in the television industry. The
participants (P1, P2…P9) collaborated in the workshops proposed to the problem clar‐
ification, problem solving, requirement prospecting, as well as the creation of prototypes
for the application and their evaluation, within a SAC approach.

Regarding the familiarity of participants with iDTV applications, from the 9 partic‐
ipants, 2 are experts; 2 are users of applications; 5 participants had already used/seen
iDTV applications. Regarding the frequency which the participants watch the TdG
program, 5 participants have been watching the TdG program, but not very often: 1
participant watches the program every week, 1 participant watches the program in
average twice a month, and 2 participants watch at least once a month.

4.1 Designing an Application for TdG

This section presents the main activities conducted to create the first prototype of an
iDTV application for the TdG program. Before these activities, participants had colla‐
borated for the problem understanding, and for the clarification, analysis and organiza‐
tion of requirements for the application to be designed — as proposed by the SAC
approach, and that are out of scope of this paper (“A” detail in Fig. 1). The materials
produced by the previous activities were used as input for the design activities presented
in this paper, and were reported in Buchdid et al. [9].
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Before the beginning of each activity, the results obtained from the previous activities
were presented and discussed briefly, and the techniques to be used, as well as their
methodologies and purposes were introduced to the participants. For instance, before
the PPC activity, examples of different existing iDTV applications, and the patterns from
Kunert [20], were briefly presented and discussed with the participants.

The PPC activity was the first participatory practice conducted to design the appli‐
cation prototype (“1” detail in Fig. 1). Its input were the documentation produced in the
problem clarification activities, the participant’s knowledge about the project, and
Pattern Cards based on the Kunert’s patterns [20].

Originally classified into 10 different categories (from “A” to “J”), the patterns were
grouped into 5 major groups in order to facilitate the participants’ understanding: 1.
Layout (Group A); 2. Navigation (Group B); 3. Operation (Groups C, D and G); 4.
Content presentation (Groups E and F); and 5. Help, accessibility and personalization
(Groups H and I). Patterns such as “B3 Video Multi-Screen” and “J1 Children” were
not considered because they were out of the projects’ scope.

The dynamic for this practice followed the description presented in Table 1. While
each group of pattern was presented and discussed, participants were asked to select the
ones that would potentially be used in the application — see “A” detail in Fig. 3. This
practice lasted 90 min and was important to generate discussion and ideas to the appli‐
cation; they also led to a shared knowledge about iDTV potentialities and limitations
among the participants.

Fig. 3. Participatory activities in a situated context.

Guided by the discussions and the results identified in the PPC practice, the Brain‐
writing (“2” detail in Fig. 1) was used to identify what the participants wanted in the
application and what they thought the application should have/be. The dynamic for this
activity is similar to the PgB presented in Table 2: each participant received a paper sheet
with the following sentence: “I would like that the “Terra da Gente” application had…”;
the participants should write their initial ideas and, after a pre-defined time (e.g., 60 s), they
should exchange the paper sheets and continue to write on the ideas initiated by the other
participants. After each paper had passed by all the participants and returned to the one who
started writing the idea, participants should highlight the concepts that appeared in their
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paper sheet, and expose them to the group for discussion. The group reached a consensus
creating a list of the main features that should appear in application — see “B” detail in
Fig. 3. This activity took 90 min.

The PgB practice was conducted based on the ideas generated during the Brain‐
writing and took into account the patterns selected in the PPC (see “3” detail in Fig. 1).
The dynamic for this activity is presented in Table 2: each participant received a template
in a paper sheet, and they were asked to explore the initial call for the application, the
layout and other specific content that they would like to see in the application. Partici‐
pants started drawing the application interface, exchanging their paper sheets periodi‐
cally and continuing to draw on the paper sheets of the other participants until they
received their paper sheet back — see “C” detail in Fig. 3. This activity generated several
ideas for the iDTV application that were consolidated by the team in a final proposal.
This activity lasted 30 min.

Based on the results obtained from these activities, the first prototype for the appli‐
cation was built (“B” detail in Fig. 1) by a researcher who has experience in the devel‐
opment of iDTV applications. The Balsamiq® tool was used to create the UI and the
CogTool® was used to model the tasks and to create an interactive prototype. The Pattern
Cards were used again in order to inspect whether the application was in accordance
with the design patterns, guiding the layout definition (e.g., font, elements size and
position, visual arrangement of these elements) and interaction mechanisms (e.g.,
remote control’s keys that were used).

The PSE was conducted in order to evaluate the produced prototype — “4” detail
in Fig. 1. The activity was conducted according to the structure presented in Table 3.
The interactive prototype was presented to the participants, and one of them explored
the application using the “Thinking Aloud” technique — see “D” detail in Fig. 3. The
other participants observed the interaction, took notes, and were able to ask, suggest and
discuss with the evaluator at any time. Both the user interaction and the group dynamic
were recorded, providing interesting information about the general perception of the
participants and possible features to be redesigned before programming the final appli‐
cation. This practice lasted 50 min and, after concluded, participants answered a ques‐
tionnaire evaluating the prototype.

Finally, a User Evaluation was conducted in order to evaluate the prototype with
prospective representatives from the target audience that did not participate in design
activities — “5” detail in Fig. 1. This activity was important to serve as a parameter to
the PSE evaluation, assessing whether the prototype made sense to a more diverse audi‐
ence. For this activity, 10 participants explored the prototype: 3 participants are 21–30
years old, 5 are 31–40 years old, 1 is 41–50 years old, and 1 participant is over 60 years
old. Regarding their formal education, from the 10 participants: 1 has high school, 3
have bachelor’s degree, 2 has specialization course, 3 have master’s degree and 1 partic‐
ipant has a doctor’s degree. None participant had previous experience using iDTV
applications; 8 participants were aware of them, but had never seen any application; and
2 participants had seen them before. Furthermore, from the 10 participants, 6 have been
watching the TdG program, but not often; 3 participants watch once a month; and 1
participant do not watch TdG.
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5 Results and Discussion

In this section, we present and discuss the main results from the practices we proposed
in this paper to create the interactive prototype for the TdG TV program.

5.1 Results of Design Practices

During the PPC practice, the participants selected 20 patterns that could be used in the
application design. At least one pattern from each group of patterns was considered by
the participants. Table 4 presents some of the patterns selected by the participants. The
“Groups” column presents the general group of the selected pattern; the “Patterns”
column presents the name of the pattern; the “PPC” column indicates whether the pattern
was selected during the PPC practice; the “Explanation” column explains the reason
why the pattern was selected; and the “PgB” column indicated whether the pattern was
identified in the prototype produced in the Brain-Drawing practice.

Table 4. List of Patterns used in the activities.

Groups Patterns PPC Explanation PgB 

O
pe

ra
ti

on

C3 Ok-key It must be the main method of interaction together with arrow keys 

C4 Colour keys To be used in case of voting and multiple-choice question 

C5 Number keys Would not be used due to the difficulty of use 

C6 Special keys Hard to find on remote control 

D1 Initial call to action 
An unobtrusive call that does not disturb who does not want to use 
the application 

… 

G3 Mobile phone keyboard 
Must not occupy much space on the screen. It will only be used in 
case of text input 

H
el

p 
an

d 
ci

a 

H1 On-Screen instruction It is not necessary because the application is simple 

H2 Help section Help only in the Option menu 

I1 Accessibility Universal Design 

I2 Personalisation It is very sophisticated to this kind of application 

For instance, the pattern “C3 Ok-key” was selected to be “the main interaction
method together with arrow keys” in the PPC practice, and was identified in the prototype
produced in the PgB. The pattern “C6 Special keys”, in turn, was not selected in the
PPC, but appeared in the prototype created by the participants: It can be partially
explained by the fact that the participants got more used to the patterns and may have
perceived the need/benefits of patterns they did not select during the PPC. Therefore,
this is both an indication that the PPC does not narrow the participants’ views during
the creation of prototypes, and an evidence that the PgB facilitates the revision of the
selected patterns during the creation of prototypes.

From the Brainwritting practice, 11 concepts were created to be included in the
application: 1. Gallery/Making of: pictures from the TV program and information about
the backstage; 2. Localization/Mapp: geographic coordinates of the place in which the
TV program was recorded; additional information about roads, flights, trains, etc.
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3. Recipe/Ingredients: it presents the ingredients of the recipe that will be prepared
during the TV program. 4. Information/Curiosity: offers information and curiosities
about the fauna and flora existing in the place where the TV program was recorded. 5.
Evaluation Pool: a pool that allows users to answer whether they liked the program
they are watching. 6. Quiz: a question-answer based-game about subjects directly
related to the TV program content. 7. Fishing Game: a ludic game intended to keep
users’ attention through a virtual fishing while they watch the TV program (e.g., a little
fish will appear on the screen and the user must select a different key to fish it).
8. Fisherman Story: a specific Quiz that allow users to answer whether a given story
is true or false. 9. Abstract: a summary of the current TV program. 10. Prospection
Pool: a pool that allows users to vote in the subjected that will be presented in the next
program. 11. Chat: asynchronous communication on the TV program.

The first 6 concepts were selected to be used in the PgB activity. In addition, the
participants were invited to explore ideas to application’s trigger (Pattern: “DI Initial
Call to Action”) in the same activity. The other concepts were not considered because
they were similar to a selected concept (e.g., Fisherman Story is similar to the Quiz),
because they were considered uninteresting (e.g., Summary), or because they would
require high attention and cognitive effort to be used (e.g., Chat).

All the six selected concepts appeared in the individual prototypes created by the
participants of the PgB practice as well as in the final prototype consolidated by the
participants. For instance, the “Gallery/Making of” concept appeared in 7 individual
prototypes (see the column “Frequency” in Table 5), and was represented in 4 different
forms (column “Forms”). The 9 individual prototypes also represented the “Localiza‐
tion/Mapp” concept in 4 different forms. Furthermore, the “Fishing Game” appeared 3
times even not being one of the chosen concepts; indicating that the activity favored the
appearance of different and diverse ideas.

Table 5. List of concepts represented in the individual prototypes.

Concept Frequency Forms 

Gallery/Making Of 7 4 

Localization/Mapp 9 4 

Recipe/Ingredients 7 4 

Information/Curiosities 7 4 

Evaluation Pool 5 3 

Quiz 5 3 

Application’s Trigger 6 6 

Fishing Game 3 3 

The individual prototypes generated in the PgB were consolidated into a final proto‐
type that, in turn, was used as the basis for creating an interactive prototype for the TdG
iDTV application. The six concepts cited previously, as well as the patterns presented
in Table 4, and general ideas elaborated by the participants were reflected in the inter‐
active prototype. In fact, the design patterns selected in the PPC practice were reflected
in both the final prototype produced by the participants and the interactive prototype
created by the researcher. For instance, the patterns “C4 Colour keys” and “H2 Help
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section” were selected in the PPC activity and were considered in the individual proto‐
types — see Table 4, and were also considered in the interactive prototype — see details
“C4” and “H2” in Fig. 4.

Fig. 4. Patterns highlighted on the mockups from the PgB and on the final prototype.

5.2 Evaluation

Results of the PSE Practice. During the PSE we identified that users could leave the
application at any moment/any level of interaction; however, the evaluation indicated
that it could cause interaction problems, such as the user accidentally leaving the appli‐
cation while trying to see a picture from the backstage. The participants recommended
disabling the “Exit” functions when the user enters in a second level menu/function.
Furthermore, the “Help” function also should be applied only to the general application
(not in specific sub-menus), because the application is very easy to use and the button
could disturb the user in specific activities.

Other useful feedbacks were obtained from the PSE practice, such as the suggestion
to use numbers in the pool’s options in order to facilitate the selection, and not confuse
users with other application’s functions that use colors key; and the recommendation to
not deploy the “Quiz” and the “Pool” features simultaneously in the application in order
to not overload users with similar features.

The participant who explored the interactive prototype in the PSE practice was clearly
pleased for not having difficulties while using it, highlighting the simplicity and consis‐
tency of the interactive prototype. Using his words: “(…) if even me was able to under‐
stand and use the prototype, then it means the prototype is very intuitive.” [laughs] — he
had never used an iDTV application before.

The participants’ responses to the evaluation questionnaire also indicated a positive
opinion about the interactive prototype. From the 9 participants who answered the ques‐
tionnaire, 7 (78 %) responded they really liked the prototype, and 2 (22 %) answered
that they liked moderately. No indifferent or negative response was provided, indicating
that the prototype met the participants’ expectations
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Results of the Test with Prospective Users. The test with representatives from the audi‐
ence reinforced a favorable opinion about the interactive prototype. The 10 prospective
users were able to understand and explore the prototype, indicating its simplicity. From
their responses to the evaluation questionnaire, 5 users (50 %) answered they really liked
the prototype, 4 users (40 %) answered they liked moderately, and 1 users (10 %)
answered with indifference. Although users reported the application was intuitive and
easy to use, they had initial difficulties to interact with the prototype, in parts because
of their lack of experience with iDTV applications. After a few interactions, users got
more comfortable with the application and started to explore it, visiting its different
features. However, when some users felt lost, they tried to change the channel, turn off
the TV device, tried many remote key options or visited parts of application randomly.

The representatives liked the application because they would be able to access rele‐
vant content (curiosities, recipes, game fishing and exclusive content); to take notes of
information that is difficult to annotate during the TV show (e.g., recipe and directions);
to view part of the content they missed in the TV Show; iv) to learn more about a new
subject (e.g., curiosities). However, to continue accessing the iDTV application, users
answered that the application should be updated for each new program (e.g., extra curi‐
osities, new games, and different recipes).

Although we need to test the application with a higher number of users in order to
have data with statistical relevance, obtaining 90 % of positive responses is a good
indication given that they did not participate in design activities and had no prior contact
with iDTV applications.

Preliminary Evaluation of the Design Process. The process has shown strong aspects
in different situations. One of them, participants with different roles in EPTV showed
themselves comfortable at all times of the process to expose their ideas and desires.
While some participants want more interactivity and functionality, other participants,
with responsibilities on the product itself (the TV program content), wanted an aesthet‐
ically simple application that does not influence on the television content. Accordingly,
when conflicts emerged from the participants, the participatory activities guided by the
Organizational Semiotics artifacts were important for achieving a cohesive and uniform
decision from the whole group.

Other point that deserves consideration in this project is its situated context. The
conduction of participatory practices in a situated context contributed to understand
different forces related to the project and the organization in which it was being
conducted. In each new practice, it was possible to clarify tensions between the partic‐
ipants, the context in which the EPTV operates, the high importance of the TdG
program for EPTV organization, the relation between the affiliate and its headquarter
and, mainly, the role that the application might play in the TV program. Participants
have different views and understandings regarding the competition (for the user atten‐
tion) between the interactive application and the TV program, and different opinions
about what the application should offer to users and the way it should be offered. Such
complex context would be difficult to capture and understand in a non-situated design
approach, and such conflicts would be hard to deal with if participatory practices were
not part of the methodology.
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Furthermore, the four workshops conducted at EPTV took about 12 h. It means that
all the process, from the problem clarification to the prototype evaluation, took them
less than two days of work. It is clear that a great effort from the researchers was needed
in order to summarize, analyze and prepare the practices as well as to prepare the
presentations and build the interactive prototype. Indeed, this effort is expected because
a lot of work must be done in parallel to the practices organization and conduction.
Therefore, this experience shows that it is possible, viable and worth the time used to
make participatory design in a situated context.

5.3 Discussion

During the participatory practices, the constructive nature of the process allowed to see
how different viewpoints were conciliated, different proposals were consolidated, a
shared understanding about the problem domain and the application was created, and
how the discussions were materialized into a solution proposal. Ideas and concepts that
were discussed when the project started could be perceived during the practices and
were reflected in the final prototype.

The interactive prototype reflected the results from both PPC and PgB practices,
allowing the participants to interact with the prototype of the application they co-created.
The examples of existing applications presented to the participants were useful to illus‐
trate different solutions regarding the patterns, inspiring the design of the new applica‐
tion and avoiding design decisions that would not satisfy them. The PPC practice was
especially useful to: (i) present the constraints, limitations and challenges of designing
for iDTV; and (ii) introduce participants to design patterns for iDTV, which may support
their design decisions.

The PgB, in turn, was useful for supporting a pattern-guided construction of UI
proposals for the application from the material produced in the previous activities. This
practice is especially important because it favored the consideration of Design Patterns
in the prototype design, and because it allowed all the participants to expose their ideas
and to influence the prototype being designed, avoiding the dominance of a single view‐
point. For instance, the “Pool” and the “Quiz” were concepts that emerged from the
Brainwritting and were materialized during the PgB practice, but were strongly
discussed among the participants because some of them did not approve these features.
However, after listening pros and cons of keeping/removing these concepts from the
project’s scope, the participants decided to keep both concepts in the final prototype.

Regarding the prototype evaluation, the PSE was important to foment discussions
on the design decisions. Furthermore, the feedback from prospective users was impor‐
tant to verify decisions made with outsiders: people who did not participate in the design
process (e.g., how to present the recipe: only the ingredients should be included? The
preparation mode should also be displayed?).

The practices reported in this paper demonstrate that it is possible to conduct situated
and participatory design in industrial settings. There is usually a myth that these practices
are expensive and difficult to be conducted. In fact, in less than 4 h a prototype was built
from the documentation produced in the previous practices and from the discussion
between the participants — including the time spent to present examples of existing
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applications and the lecture for presenting the patterns. Some of the participants had a
vague idea about how to design iDTV applications and none of them had designed this
kind of application before.

The experience at EPTV also indicated that a situated and participatory design
contributes to the development of solutions that are in accordance to both the people
directly involved in design practices and the prospective end users of the designed solu‐
tion. On the one hand, the participatory evaluation indicated that the participants
approved the interactive prototype they co-designed; it was expected because of the
participatory and situated nature of the process conducted. On the other hand, the eval‐
uation with representatives from the target audience reinforced the positive results,
indicating that the application was understood and well accepted by users that were not
present in design activities and that had never experienced an iDTV application before.

These results suggest that a situated and participatory design perspective favors the
ideas of solutions that make sense to the interested parties, reflecting an understanding
about the problem domain and its complex social context.

6 Conclusions

Designing iDTV applications is a complex activity due to several factors including the
ecosystem of media that compete and cooperate with the TV. In addition, the production
chains of the broadcasters are still not prepared to the design of iDTV applications. This
paper proposed three different practices and presented activities for supporting a situated
and participatory design of iDTV applications; a case study situated in real scenario of
a TV organization illustrated the proposal in action.

The results obtained from the case study indicated the benefits of using the practices
for supporting the involved parties to understand the situated context that the iDTV
application will be inserted, and to design an application that reflects that understanding.
The results suggested that the interactive prototype designed was widely accepted by
both the participants and prospective end users, pointing out the situated and participa‐
tory process as a viable and useful perspective for designing iDTV applications.

Although the results so far are very positive, the prototype still needs to be broad‐
casted as an iDTV application in Terra da Gente TV show. Thus, further work involves
the next steps of implementing and testing the final application and releasing it for use
by the TV program viewers. We also intend to conduct further studies within the
perspective of the Socially Aware Computing, to investigate the potential impact of the
practices presented in this paper to the TV staff and iDTV end users.
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Abstract. Transmodality is the partitioning of an image into regions
that are expected to present a better entropy using different coding
schemes, depending on their structural density, at constant bandwidth.
In this paper we present the transmodality of video stream. Our contri-
bution is a transmoder module that includes various different optimized
video codecs and implements the concept of transmodality on a set of
video streams. We evaluate our proposal in the context of cloud gam-
ing, using an optimized remote rendering chain and several games. A per
game adaptation allows an optimal refinement of video encoding para-
meters, including both quantization and modality parameters. Our algo-
rithm shows comprehensive results by saving up to 2 % of bandwidth for
the same PSNR in comparison with the state-of-the-art video encoding
baselines.

Keywords: Video encoding · Vectorization · Modality · Cloud gaming

1 Introduction

Video communication accords for one of the highest development slope among
various Internet applications for the last few years. It is forecasted to be one
of the main bandwidth consumer with respect to future applications. Different
kinds of applications are using video compression: live TV, online newspapers,
social networks. . . Over the last few years, new applications have emerged and
one of the most important one is probably the cloud gaming. All cloud gaming
solutions like Gaikai1 or OnLive 2 are based on remote rendering; such a system
is generally based on two parts. On the server side, the game is rendered and
the current picture is compressed using a state-of-the-art video encoder like
MPEG-4 AVC (a.k.a. H.264), then streamed to the clients. Currently, for all

1 http://www.gaikai.com/.
2 http://www.onlive.com/.
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previously described applications, the compression engine handles each image as
an atomic element, regardless if the image contains more or less homogeneous
regions. Adaptive encoding schemes bring new features, both in size and quality
term, but the video is still processed as a pixel set. Some regions of the picture
will be encoded with different parameters, but using the same global encoding
scheme. Criteria used in the adaptative encoding scheme are most often related to
objective metrics, like network bandwidth or latency. Recent studies highlight the
importance of subjective approaches, they seemed to be an interesting alternative
for controlling the adaptation process.

The intuition behind this work is to go one step beyond by defining an
adaptive region-based encoding algorithm using fundamentally different encod-
ing schemes. The encoding scheme should be chosen independently for each
region, depending on its structure and heterogeneity. In this paper we propose
several video coding systems to encode one video stream. More, proposed encod-
ing solution uses important areas (from the user’s viewpoint) in addition to a
structure and heterogeneity analysis. Proposed modifications will ensure that
the video stream is optimally compacted.

The remainder of this paper is organized as follows: Sect. 2 presents a review
of background literature. Section 3 details the concept of transmodality. Section 4
presents our video encoding system from a global perspective to detailed com-
ponents. Section 5 is dedicated to comparative testing and Sect. 6 concludes the
paper and draws perspectives.

2 Related Work

This section investigates existing work in the broad field of video encoding. While
a complete state-of-the-art on video coding is out of scope of this paper, we aim
at focusing only on relevant results in this part. We present two major encoding
methods relevant to our approach: matrix-based and the one based on graphics
primitives. We also present their applications to image and video coding. The
initiated reader may skip this section.

2.1 Image

We can consider that there are two ways to store and manipulate a digital pic-
ture. The first one is a matrix-based representation while the second one is based
on graphics primitives. Nowadays, both solutions coexist but each representation
brings specific advantages and flaws.

The matrix-based method is widely used for storing and sharing pictures.
This image representation, also known as raster or bitmap, is based on the pixel
definition. The most common encoders are BMP, PNG, and JPEG. Under this
method, images are represented as 2D-matrices. This is a very convenient way for
storing and even compressing pictures and pixel-based compression algorithms
are proved to be quite efficient. Although, its major drawback is decrease quality
while zooming into the parts of the picture. Even if the picture is uncompressed,
the original pixel element will eventually outsize the corresponding pixel in the
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screen space. At this point, the picture quality will strongly suffer from this
limitation.

The second competing method does not use the pixel as the atomic element
but instead makes use of graphic primitives in addition to color profiles. Each
graphic primitive is a mathematical objet: it can be a point, a line or a polygon,
and is defined by a formal definition. These graphic primitives are a kind of
skeleton for the picture on which corresponding color profiles will be applied.
This representation then uses a set of graphic primitives and their associated
color profiles to build an image. However, for complex fitting more powerfull
objects like splines, Bezier curves or even Non Uniform Rational Basis Spline
(NURBS) can be used. Each graphic primitive is positioned in a reference system
and bears specific attributes like its color, shape or thickness. Due to its nature,
the picture is first rendered and displayed in a second time. i.e. every point is
computed using the formal definition to which it belongs. The result of this
computation is what is being displayed on the users device. The very main
advantage of this representation is the independence from the rendered image
size. Performance in size term is to mitigate since its mainly related on the
picture content itself: it can be greatly reduced, or largely more important. When
a picture or a video is live recorded or streamed, the raster format is used.
Meantime, graphic primitives formats (EPS, SVG) are more and more used in
the numeric world: due to the increase of terminal heterogeneity in our daily
lives (IPTV, smartphones, tablets. . . ) multimedia content is now often included
in web pages. These vector formats will insure that whatever the screen size,
display picture quality is maximal.

Building a raster representation of a vector picture is a trivial task, but
the reverse process (often called vectorization) is not obvious [1]. References on
this subject can be found [2–4], but proposed solutions are quite basic and are
most often limited to black and white pictures processing. Some approaches to
handle color exist but they cannot bear with photo realistic pictures (natural
shots). Another important limitation to overcome is the vectorization required
process time which is mainly picture content related. In subsequent sections, we
distinguish codec types based on pixel and vector: the first one is related to a
raster representation while the second one denotes the vector representation.

2.2 Videos

This subsection presents state-of-the-art video encoders (based on the MPEG-4
AVC video encoding standard). Our main focus is on literature aiming to use
several encoders to process a single video, but also on existing adaptive solutions.
The first paragraph is a reminder on how a modern video encoder is working.

To compress a video, it is first splitted into a so called Group Of Pictures
(GOP), which is basically made of three different types of pictures called I, P
and B. An I picture is a reference picture also known as a key frame. P pictures
are predicted using a past referenced picture. B pictures are bi-predicted, using
both past and future P pictures (depending on the standard definition). Main
steps of such encoders are prediction, transformation, quantization and entropy
coding. In the encoder scheme the main step responsible of data compression is
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quantization. In order to control the final bitrate, the user can tune the quan-
tization factor, called Qp in most common implementations. Various strategies
can be applied to control this parameter throughout the encoding process, like
constant Qp or constant bitrate (therefore with a non-constant Qp). A little Qp
value will ensure a good video quality. Furthermore usually, when Qp = 0 the
compression is lossless. Resulting entropy coded data, and necessary decoding
information like prediction mode, motion vectors, quantization factor form the
encoded video stream.

In [5,6] some macroblocks are encoded in a parametric manner, using an
Auto Regressive (AR) process [7]. Selection of these macroblocks is done using
a particular edge detection. Some moving textures can be modeled as a spatio-
temporal AR process, which is in fact a tridimensional basis model version. In
their system, I pictures are H.264 encoded, while P pictures are encoded using
the proposed method. The process is based on 16 × 16 macroblock size (owing
to H.264). macroblocks are then categorized in two sets: with or without edges,
where macroblocks without edges are processed with the proposed solution. The
quality assessment was done using the Mean Opinion Score (MOS) system since
the reconstruction scheme is statistically built. No information within the video
like spatial resolution, frames per second or even related enconding time are
exploited. In [8] authors offer to simply delete some macroblocks during the
encoding process and to rebuild them by synthesis methods at the decoding
stage. The method chosen to regenerate missing parts is the spatio-temporal
patch searching. The system is running with an I-P-B scheme. Some tests have
been conducted with QCIF videos, at 30 FPS using different Qp. Experimental
results show a bitrate reduction with a quite similar image quality (although
no objective metrics were used). In [9] the encoding process is based on both a
traditional bloc coding and on a model coding. For such appraoch, they use a
long-term temporal redundancy. Object detection related part is based on region
of interest (ROI) algorithms, these ROIs are detected using principal component
analysis (PCA). ROI areas are then segmented using graph-cut algorithms [10].
Finally a resultant area analysis is done, aiming to regroup some of them for
whole optimization. A tracking algorithm is used for following ROIs in futures
images. Theses ROIs areas, defined by a rectangle and an angle are finally com-
pressed using an active appearance model, which is statistically based.

Jointly to this research, work on adaptive video coding is largely present.
One can discern two major trends: the first needs several versions of a same
video; the second is based on a single version, which is adapted in realtime. The
first solution is covered by the Scalable Video Coding (SVC), but also by the
upcoming MPEG-DASH standard. Several recent articles can be found about
the second adaptive way. An other wide used solution is to produce as many
videos as screen sizes, like Netflix (each video is in 120 different copies). In [11]
real time adaptation is performed on video encoder as according to the network
delay. Latency measurements are done before the launch of the system, but also
periodically during the whole process. This latency evaluation makes possible the
detection of network congestion and then the ability to take necessary actions to
adapt the stream. In [11], they use a cloud gaming application, with an aim to
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guarantee fluidity and responsiveness of the system. The proposed solution is to
reduce the quantization parameter (among all macroblocks) and the necessary
bitrate. In [12], the assumption between importants objects to the user and their
position in the depth map is done. In other words, more the object is close to
the user, more it is important. To reduce the necessary bitrate without loosing
in quality, they refine the Qp parameter, acting at macroblock level.

This approach seems to be better suited for outside games environment, i.e.
for scenes with an important depth map amplitude. In indoor games, range of
depth map values is much smaller, in consequence take a decision on each mac-
roblock is more complex and error prone. Additionnaly, the depth map criterion
is not a so good one: a defect can be pushed in this approach, especially when
the player tries to eliminate enemies far from his position. In this case, despite
the fact that the player is actually focusing on these enemies, corresponding
macroblocks will therefore be compressed with a greater Qp value. In fact, from
the depth map perspective, these macroblocks are considered as not important.
This scenario thus degrades the quality in an important area of the image.

In the previous sections, various ways to optimize the compactness of a video
stream were reviewed. To adjust the video compression, some are based on net-
work related metrics whereas others use empirical considerations. The inter-
est around cloud gaming is still increasing, many researchers are interested in
improving the different parts of the system, mainly using objective metrics. But
in a cloud gaming application, another parameter as to be taken into considera-
tion: the player himself. It is therefore interesting to analyze the behavior of the
player during a game session. Once important data for the player are known,
it becomes easier to adjust the compression, acting for example on some non
important areas. This type of approach acting on the perceived quality (com-
monly known as QoE) is related to subjective judgement. Assessment of QoE is
a hot topic in the media world [13], and it has been recently demonstrated that
the perceived quality is a very personal data [14].

As an exemple, in [15] an eye-tracker is used to highlight a correlation between
the ease of use of a website and the data collected by the eye tracker. In the cloud
gaming field, only a few papers are available, these include the work presented
in [16]. Authors introduced a conceptuel model for attention evaluation, based
both on salicency models and game logic. However the used model for visual
attention estimation on each picture is not design for games, it as been design
for static picture or video content. Moreover, although the authors suggest that
their system operates in real time, no study on the impact of the proposed model
as been presented.

Nevertheless, there is a common thread between all these solutions: they
always use a set of pixel to encode and adapt the video coding. All presented
solutions are using a standard version of H.264, We will use an optimized one
using each I and P pictures (B pictures are not used in cloud gaming video
compression systems: they introduce latency). Adaptive technologies are largely
used, but they are all the time confined to the pixel world. We will use an other
type of encoding system, which is based on vectorization. In order to effectively
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manage the various encoders, we choose to study the user behavior while palying
different games, and more particularly where his visual attention was focused.
We did intensive gaming tests by appealing several players acting on several
games in order to generate attention maps, which will subsequently be used by
the algorithm to finely manage encoders.

3 Transmodality

We introduce a new way of encoding a video stream using so called modalities.
A modality is a set of areas to be compressed regarding a specific encoder.
Each modality refers to (a) specific(s) part(s) in a frame, regarding an encoder
especially well suited for compressed corresponding areas in a picture. According
to our experiments we conclude that using more than one encoder will achieve a
better compression rate than using only one, while preserving the same quality in
terms of Peak Signal to Noise Ratio (PSNR). Conventional encoding approaches
consider a video as a set of pixels and use a single encoding scheme for the whole
picture. Our approach is based on the assumption that a dynamic partitioning
of the video frames and the approximation of some regions with a parametric
representation will reduce the video bitrate. Splitting a video stream into objects
and encoding them separatly is the basis of MPEG-4 part 2, but the way of doing
this work on a video stream is not covered by this standard.

3.1 Transmodality Definition

We define the Tansmodality as the fact of using several specific encoders to com-
press the same video file. The aim is to use a well-suited encoder to each region
and using different modalities for video encoding. In other words, a modality
is defined as being the compression of an area set by an encoder. We define
a class as a set of areas, each class being encoded using one specific encoder.
Using one or more modalities is not known by advance but it belongs to the
processed video itself. The decision to use 1, 2 or n modalities is taken in real
time during multimodal encoding, which means that shapes and area size are
potentially different for each frame. For instance, Fig. 1 is made of five areas z1
to z5 which are grouped into three classes m1 to m3. An area is a contiguous set
of pixels, contiguity of two pixels is defined using the Kronecker operator (V4
neighborhood).

In the following section we focus on the transmoder whose role is to process
the video compression with multi-modalities.

3.2 Transmoder vs Transcoder

A transcoder is a software or hardware element which aims to modify the way
how a video file or stream is compressed. It first decodes a video file or stream,
and encodes it again using new parameters. This enables the application to mod-
ify the way this video will be transformed including three majors trends: the
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Fig. 1. Areas and modalities in a sample picture.

output video size (spatial resolution), the frame rate (temporal resolution) and
the quality (resolution in PSNR). In this work, we introduce a new adjustable
parameter called modality. Doing so, we define a new application called trans-
moder, which is a transcoder with an ability of using modalities, as described
in previous sections. Our Transmoder as compared to transcoder uses an addi-
tional parameter that increase the output range of possible bitrates and thus
make it possible to distribute the video to a larger number of people. A trans-
moder is also able to conduct simple transcoding operations, so with regard to
our definition, the transcoder is a particular case of the transmoder.

In this work, we focus on implementing a transmoder that can handle two
modalities, the pixel and the vector ones. What follows therefore presents our
bimodal transmoder approach. In order to simplifiy, following parts of this article
will rely on a transmoder working on two modalities. The multimodal process is
then limited to a bimodal approach.

4 Transmoder Process

Our transmoder is built on three separated parts: a decoder, an encoder and
a sunder. The whole architecture is presented in Fig. 2. The decoder decodes
frames from a video file or stream. The sunder part is in charge of the partitioning
of each frame into n modalities, while taking into account attention maps. As
depicted in Fig. 2, the sunder output is a combination of n modalities denoted
M1 to Mn. Finally, the encoder uses the processed results of sunder as its input
and encodes the whole video in a transmoded stream. The remaining systems
blocks are explained in the following sections.

4.1 Attention Maps Generation

The state-of-the-art has shown that cloud gaming applications start to consider
attention (from a general point of view) to perform a compression adaptation.
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Fig. 2. Synoptical transmoder scheme.

Given this trend, we offer a new approach to refine attention models with the
aim of making them better.

The goal is firstly to determine which areas are important, depending both
on the game and on the player. In order to answer this question, we customized
our cloud gaming research plateform. It is now able to manage an eye-tracker so
when each picture is displayed, corresponding data (eyes position) is recorded
in a specified file. For our first expermiments, two games are available: Doom 3
and 0 A.D. First one is a First-Person Shooter (FPS) while the second belongs
to Real-Time Strategy (RTS) video game genre. The first phase of testing is
performed using a conventional video compression (no adaptation, constant Qp)
to make sure that the player’s attention is not disturbed. This stage will allow
the construction of visual attention maps for each game and each player. The
protocol to follow is quite simple: after calibration of the eye-tracking device,
users are ask to play one hour each game. To maintain consistency, all tests
are performed in the same room, with the same environment. Our tester panel
consists of three experienced players, who have completed three time the same
test with available games.

Before going further, consistency between the three tests made by a user with
a game is checked. This is done by computing the Pearson correlation coefficient
for each test, two by two. Our first conclusions show that players behave similarly
for the same game, so visual attention is game related. In order to reflect this
conclusion, per game final attention maps are built using all available player
data. These maps are considered as baselines for future quality evaluation.
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4.2 The Sunder

The aim of Sunder is to take the decision of splitting (or not) the frame in several
modalities. All the required steps for such functionality as depicted in Fig. 2 are
explained later. But at this point we consider that the input of this whole process
is an uncompressed picture, typically in an Red Green Blue (RGB) raw format.
Some image processing treatments is first applied, then the picture is splitted
into modalities (see section “Modality Splitting”). Once both modalities are
splitted, respective encoding is conducted and some optimizations are applied
on the pixel encoding part (see section “Analysis”). The ouput of this process
is a so-called bimodal picture. While all necessary informations are available,
the video stream can be recorded. This is done by using packets, which are
usually containing one frame. Packetisation process is described in details later
(see section “Packetisation” of Sect. 4.3).

Modality Splitting. Modality splitting involves with splitting operation by
exploiting well known image processing filters. Previously, we explained our
choice to split a picture into two modalities. To operate efficiently, an image
processing filter appears to be the best choice. Our approach splits an image,
based on the level of details which can be performed using an edge detector
filter. There are various filters available for such requirements including Canny,
Laplace an Sobel. For scalibility reasons, we require an algorithm that exhibits
a good trade-off between performance an computation time. Under these condi-
tions, [17] and more recenlty [18] concludes that the Canny filter is the filter of
choice. Furthermore, this choice is affirmed by [3] in which the authors processed
videos. It should be noted that this process (and later described sub processes)
is not applied on the whole picture but only on non important regions, according

Fig. 3. Sample input picture.
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(a) Canny filtered input picture representation. (b) Macroblocked representation of vector areas (in
white).

Fig. 4. Canny filtered picture and its macroblocked version, based on 3 input picture.

to the game’s attention map. As an exemple, lets take the picture presented in
Fig. 3 as an input picture. After the edge detector process, we obtain a binary
picture as displayed in Fig. 4(a). As the reader can see, details in the picture
are spotted in white, and more uniform areas are in black. Some morphologi-
cal operations are now necessary to clean this mask (remove single points, close
holes. . . ).

At this point, we need to make a choice regarding modality encoding. We
choose to use one encoder from the pixel world and another one from the vector
one. Chosen pixel encoder is the well-known MPEG-4 AVC, the state-of-the-art
reference. As literature does not provide any efficient library for a raster to vector
conversion, we thus employ our own vectorization module. This one is designed
to suit our specific needs and is further described in section “Vectorization” of
Sect. 4.3. As we previously said, in the binary mask black parts represents a high
amount of details while white parts depicts more uniform areas. Based on the char-
acteristics of selected encoders, Black parts may be pixel coded whereas white
parts may be vector coded. At this point, white areas are candidates to be vector
coded, but further analysis (as described in see section “Analysis”) may down-
grade them in the pixel world to ensure a good compacity in the output video
stream. Because we choose to compress a modality using a MPEG-4 AVC encoder,
the binary mask needs to be adapted since this kind of encoder is based on a mac-
roblock definition (a 16×16 pixels size). This is simply done in checking each pic-
ture macroblocks: if all pixels are black, then the macroblock is black otherwise it
is white. The corresponding new macroblock mask is depicted in Fig. 4(b).

Analysis. This concludes as the most important step of transmoding. All deci-
sions made here are based on parameters set by the user at startup time. Cur-
rently a macroblock mask is present, the aim is now to process this mask and take
appropriate decisions. Important steps of this analysis are presented in Fig. 5.
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Fig. 5. Logic analysis process in the sunder.

Labeling. The first operation involves a V4 neighbourhood labelling of white
areas. This will ensure that each vector area is separated from the others, and
provides an internal data structure easy to manipulate.

First Filter. Filter 1 as described in Fig. 5 is responsible of the deletion of some
area, based on surface size criterion as according to the threshold set by the user
(or by the default value). Consequently, some little areas which were planned to
be vector encoded is in place pixel encoded, because in this case a pixel encoder
offers better results. As an exemple, Fig. 5 shows a possible output result.

Largest Rectangle Decomposition. According to Fig. 5, we can now consider two
vector areas. These areas can have any shape, including holes. To make the
decoding stage possible, we will need to know two things: covered areas and
their respective definitions.

We need now to think on how to store efficiently the binary mask. We can
consider a lot of different solutions but in all cases, we need to keep a very good
compacity. In order to fulfill this need, we choose to decompose any vector area
into a set of largest rectangles. This kind of operation is known as a rectangle
decomposition of binary matrix, henceforth DBMR problem. More information
on this subject can be found in [19]. Most of the time, taking into account the
first two or three biggest rectangles is enough to keep a good approximation of
the intial shape.

Second Filter. Our second filter aims at deleting little areas (user set thresold)
that are moved in the pixel modality. At the end of this analysis, only important
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large rectangle areas are candidate for a parametrized representation. This
process is detailed in section “Vectorisation” of Sect. 4.3.

This is the last step of sunder process. A binary mask specifies if each area
has to be compressed using the first or the second modality. Thus encoding
operations, related optimizations, and stream generation can be conducted.

4.3 Stream Encoding

The modality splitting step is now finished. All pixel and vector areas are
known and respective encoding operations can be conducted. The first para-
graph describes our vectorization process while the second one is devoted to
optimizations. Bimodal video stream is then packetized and dumped in an out-
put video file or stream.

Vectorization. As described earlier, vectorization is not a trivial task, espe-
cially when the user wants to process a natural picture and expect good quality
results. The main problem of such encoding scheme includes complexity of such
a project, necessary time to process pictures and output obtained sizes. All
these parameters are intimately related to the picture content. The desirable
objectives at this point is the implementation of specific software that meets
our need along with a fast processing and a good quality (in term of PSNR).
Because as the previous operations provides only a specific texture type and
in order to achieve a uniform one, we can utilize a simple vectorization app-
roach. As a first implementation we choose to simply use a polynomial based
approach, inspired by what has been done in [3]. In order to vectorize an area,
we used sequence of retangles as graphic primitives, and a polynomial based
colour profil. Each polynomial expression is based on a static template of the
form: Z = a + bx + cy + dx2 + exy + fy2, computed using a least square based
regression. Each vector area have three unique polynomials, one for each picture
color channel. To control the quality of color profiles, respective correlation coef-
ficients are computed. If their values are too low (thus implies a poor modeling
quality), the corresponding area will fall back in the pixel mode.

Encoding Optimizations. Encoding a single video using a per area optimized
compression is not such a tedious task. The most difficult part is to use them
correctly while avoiding redundancy in the data stream and trying to limit the
impact on the encoding time. However, the only fact of adding some new lines
of code will inevitably increase the necessary computing power.

Starting from this fact, we tried to minimize the impact of the sunder in
optimizing the way encoder works. Both vector and pixel parts have been opti-
mized. After all areas are vectorized, a process checks if some of them can be
modeled using a same polynomial definition. Special treatment is reserved for
writing vector data: for example, the number of digits is limited and all the data
is compressed. The sunder process gives us some useful informations, which can
be directly sent to the vidoeo encoder. We can denote two optimizations: the
first one (O1) directly indicates to the encoder macroblocks to skip, and the
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second (O2) manipulates the Qp parameter. Each of these two optimization is
macroblock based. The aim of O1 is to directly provide a list of macroblocks to
encoder that have to be skipped. Thus the analysis cost is reduced (minimize the
encoding time) and the stream is more compact, regardless the chosen encoding
preset. This optimization is only applied on P frames. O2 optimization is related
to I and P frames. Per macroblock Qp is modified to force the encoder to skip
some macroblocks (thus which are not used by the pixel modality). These two
optimizations can be used separately but also at the same time. They do not
impact the quality of the output stream.

Packetisation. For being able to add our vectorization data part, we modify
the way packetisation is done. Each vector data is just positionned after the
picture data, hence a frame is a combination of pixel and vector data. As the
splitting is done live in an automatic manner, some packets may have only a pixel
part, some others only a vector part. This stream is written in such a way that
any compliant MPEG-4 AVC decoder will be able to read it, however only the
usual pixel modality will be correctly displayed on the screen. In order to get the
full picture correctly constructed, a suitable decoder is necessary: final decoded
picture is a combination of the rendered vector part and of the traditional pixel
representation.

5 Performance Evaluation

We evaluate our solution using the Doom33 game. This video game is a First-
Person Shooter (FPS), so it comports a lot of action and rapid scenes. For testing
purpose, video is dumped in a raw file (RGB format) while the user is playing.
The obtained videos raw files are the result of different gaming sessions, there are
all different. We use our transmoder through our remote rendering chain. As a lot
of parameters can be tuned and will inevitably lead to different results, we choose
to use static parameters for testing. Both modalities coding parameters are fixed
to make comparisons possible. Furthermore the pixel video encoding strategy
uses a constant quantization parameter, which is set by default at Qp = 20.
All testing movies have been a 720p resolution, frame number varies from 300
to 500 pictures. Optimizations presented in section “Encoding Optimizations”
of Sect. 4.3 are used. Our transmoder implementation outputs XML files with
all necessary information, like frame sizes, made decisions. . . Results between a
classical approach (transcoder) and our approach are then analyzed. These first
tests results only use an objective metric (PSNR) but further assessment will
use subjective evaluation methods based on attention maps.

5.1 Implementation

Video encoding is a quite heavy task even on most recent computers. The
choice of a native programming language is then obvious. Because of code source
3 http://www.idsoftware.com/games/doom/doom3.

http://www.idsoftware.com/games/doom/doom3
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portability but also external available libraries, the preferred choice for our imple-
mentation is C/C++. In order to accelerate the developping time and reduce the
source code size to maintain, some well known multimedia libraries were used,
such as FFmpeg and libx264 for decoding, encoding and manipulate the different
kind of codec and containers. Image processing related operations are done by
OpenCV, and our basic vectorization software uses the GNU Scientific library
(GSL). The whole program is available as a standalone executable capable of
transmoding any kind of videos, or as a library for direct splitting and encod-
ing. Obviously the transmoder is also capable of simple transcoding operations.
Although our model is designed for any number of modalities, our current imple-
mentation is limited to two: a pixel modality and a vector one.

5.2 Results

Table 1 presents obtained results in size between transcoded and transmoded
versions of a same input raw video. These experiments have been done using the
veryfast preset and the zerolatency tune. Column TC indicates the transcoded
file size, while TM(1) and TM(2) are transmoded output file size with differ-
ents settings (those are presented in section “Analysis” of Sect. 4.2). In TM(1)
experiment, both filters have been set to 1 and in the second test, TM(2) both
filters have been set to 2. Our transmoder outperforms transcoding operations in
all tested cases. Obviously, one can notice than chosen parameters influence the
final result. Gains in size ranging from 0.1% (Doom 3 D video) to 2.6% (Doom
3 A video). A sample snapshot is presented in Fig. 6.

Quality Assessement. Quality assessment is not a trivial job. Usually for
this task, some metrics as well-known PNSR or MSSIM are used to complete
surveys, but this is not sufficient. For now we need to take care of subjective
meaning and not only objective ones. First conducted tests used a PSNR metric
for quality assessment, with some particularities. Indeed, we choose to calculate
a per modality and a per framne PSNR value, aiming to preserve a maximum
amount of information for later analysis.

Table 2 outputs PSNR results for all tested videos, using a per picture com-
puting. We can notice that two times (Doom 3 A and Doom 3 D videos) out of
four, transmoding PSNR results are better than transcoding equivalent opera-
tion. When the transcoding operation is better in PSNR, the relative difference
is negligible.

Table 1. Obtained transcoded and transmoded file sizes (in bytes).

Video name TC TM(1) TM(2)

Doom 3 A 9907403 9824570 9644114

Doom 3 B 13178506 13133818 13077405

Doom 3 C 14912310 14876477 14831883

Doom 3 D 13151625 13145306 13134501
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Table 2. Obtained transcoded and transmoded PSNR values (in dB).

Video name 0-TC O-TM(1)

Doom 3 A 31.8201 31.8211

Doom 3 B 32.3262 32.3253

Doom 3 C 35.4112 35.4086

Doom 3 D 31.0368 31.0379

Table 3. Per modality PSNR values (in dB) compared to original video.

Video name TC-P TM(1)-P TC-V TM(1)-V

Doom 3 A 34.142 34.1514 31.7812 31.7811

Doom 3 B 38.3652 37.8888 32.0904 32.0904

Doom 3 C 39.1548 39.1019 33.9563 33.9562

Doom 3 D 32.08 32.0538 31.1088 31.1088

For a better understanding of the process, and to make sure that PSNR
are similar in vector and pixel parts, we computed PSNR values per modality.
All PSNR computations have been done between the original raw video and
obtained transcoded and transmoded videos. Table 3 summarizes results for all
videos. One of the first observations is that vector modality PSNR is very simi-
lar, which means that our vectorization software is able to compete a pixel-based
encoder in such regions. In vector areas, differences between a transcoded and a
transmoded area is negligible. This last remark is also applicable to respective
pixel areas.

Fig. 6. A Doom 3 final rendered picture.
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5.3 Real Time Processing

Our first tests reveals that real time processing is possible with videos assuming
quite little spatial resolutions (320 × 240). In order to overcome this limitation,
we first optimize the whole architecture of the software, especially by adding
threading support in appropriate source code parts. Another way of increasing
performance, especially in the image processing world is to use the GPU. This
aspect has been brought to our program using OpenCV GPU related functions.

Table 4. Necessary time for transcoding and transmoding operations (in ms).

Experiment Doom 3 A Doom 3 B

TC 1 7062 6906

TM(1) 57078 57672

TM(2) 67766 63921

TM(1)-8T 16015 15937

TM(2)-8T 19703 20328

Table 4 outputs necessary time to conduct transcoding and transmoding
operations, without any software optimization. In this case, one can see that
transmoding operations take 7 to 8 times than simple transcoding. If we acti-
vate the multithreading support, using 8 threads significantly reduces necessary
time (8T suffix in the table). As doom 1 and doom 2 videos include 500 frames,
we can say that our system is able of live transmoding (≈ 40 ms per frame).

A 2 % improvement is quite little one, but this preliminary work comfort us
in exploiting other optimizations. Some optimizations have been done on both
encoders, but they can be further improved (accuracy, bitstream format. . . ). In
the mean time, the decoding process can also be improved. For exemple, at the
moment no image processing is done to reduce visual artifacts between pixel and
vector areas while decoding. Results have to be analyzed in the light of the used
cloud game - a FPS - which brings by definition a lot of action. Further work on
other kind of games will be conducted.

6 Conclusions and Future Works

In this paper, we presented a new type of video encoding system called trans-
moder. The video stream is splitted into regions that are encoded using several
modalities depending on the regions characteristics. We proposed an overall sys-
tem architecture for transmoding, that we implemented using two modalities,
pixel and vector encoding. Corresponding streaming architecture is presented.
We first split each frame into regions using an edge detector. We then deter-
mine the more relevant encoder for each region. We output a bimodal video
stream combining vector and pixel frames. We tested our approach in a cloud
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gaming use case, using a FPS game. Performance analysis shows that our app-
roach outperforms state-of-the-art encoder for a large majority of testbed videos.
Although immature with respect to the transcoder baseline, the system could
compete with state-of-the-art solutions while other optimizations are still pos-
sible. This comfort us in continuing the exploration of transmoder algorithm
and architecture. Conducted tests present a reduction of the necessary bitrate
up to 2%, based on objective metrics. Future research will allow us to optimize
even more our system, using for example GPU optimized algorithms (aiming
at reduce necessary processing time), but also per game attention maps profiles
to know precise locations of important and non important picture parts. In the
frame of our research on cloud gaming systems, we aim to integrate this mul-
timodal coding scheme in the realtime rendering chain. We therefore adapt our
approach for distributed processing in a cloud architecture.
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Abstract. Graphics based systems of Augmented and Alternative Com-
munication are widely used to promote communication in people with
Autism Spectrum Disorders. This study discusses an integration of Aug-
mented Reality in communication interventions, by relating elements
of Augmented and Alternative Communication and Applied Behaviour
Analysis strategies. An architecture for an Augmented Reality based
interactive system to assist interventions is proposed. STAR provides an
Augmented Reality tool to assist interventions performed by therapists
and support for parents to join in and participate in the child’s interven-
tion. Finally we report on the usage of the Augmented Reality tool in
interventions with children with Autism Spectrum Disorders.

Keywords: Autism spectrum disorder · Augmented reality · Aug-
mented and alternative communication · Human-computer interaction

1 Introduction

Children with Autism Spectrum Disorders (ASD) are affected with various
impairments in communication, social interaction and imagination, three major
components of self-development. Regarding communication issues, these range
from the total absence of language, 20 % to 30 % [1], to the lack of effective-
ness in the communication process, reinforcing the need to promote initiatives
to improve communication skills.

Applied Behaviour Analysis (ABA) interventions for autism in early child-
hood are an effective practice to improve socially relevant behaviours and
teach new skills, through several established teaching tools and positive rein-
forcement strategies. Augmented and Alternative Communication (AAC) based
approaches, in particular those based on graphics, are the most used in inter-
ventions for children with ASD. These interventions are considered to be highly
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relevant in communication promotion, reduction of behavioural problems, and
environmental awareness [2].

The graphics based system usage is supported by the strong visual process-
ing ability seen in many children with ASD. Nevertheless, imagination impair-
ments caused by rigidity and lack of imagination can prevent the usage of some
symbols [3]. In [3] it is argued that some children with ASD, when confronted
with a symbol, only capture a set of lines, shapes and colours, and the usage
of communication symbols would lead to memorization and context association.
The authors show that changes in the background or width of the lines are
sufficient to prevent recognition on a previously learned symbol. Hence, they
conclude that these symbols are meaningless to those children. In [2] it is stated
that the lack of symbolic capacity is one of the main handicaps in communi-
cation, reflecting the difficulty in learning conventional or shared meanings of
symbols. To achieve communication, symbols must be meaningful to the child [4].

Computer animations, 3D graphics, and sounds, may provide deeper engage-
ment for children in their activities, gains in learning, and reduction of behav-
ioural problems, as suggested in several studies on the benefits of Information
Technologies in interventions with children with ASD [5–7]. The use of tangible
interfaces has also been suggested by [8] to promote alternative ways of collabo-
ration and communication, engaging the children for longer periods of time than
with regular interventions.

Augmented Reality (AR), merging virtual objects into real environments, can
be explored in some intervention areas for ASD children, such as self-awareness,
augmented communication, emotion awareness and identification, social com-
mitment and concept development [9]. These visually oriented approaches are
highly suitable due to the remarkable ability of most autistic people to excel at
visual spatial skills [10].

Considering the relevance of AAC approaches, and the impact of symbols
to promote communication, we performed a study on the usage of AR to assist
interventions and expand language with children with ASD. The interactive AR
system developed in this study uses both AAC and ABA principles to support
interventions focused on facilitating graphic symbol comprehension. The sys-
tem reinforces the communication symbols superimposing virtual objects and
animations over the real environment screen view.

The system’s human-computer interaction was previously discussed with
speech-language therapists to ensure its suitability for both therapists and chil-
dren. The system’s features include the creation of activities with AR graphics
and sound to enrich the symbol’s meaning, with both visual and audio rein-
forcements. The system is adaptable to each individual child, allowing to have
multiple activity configurations, and supports a number of different activity tem-
plates to increase the options for the therapist.

In order to evaluate the system, the application was tested in speech-language
sessions with four children with ASD. The tests fulfilled the framework proposed
by Moore [5], where computer assisted learning systems for ASD children should
focus on at least one on the major impairments; the projects should be based on
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current established practices; and evaluation should be performed in cooperation
with actual therapists.

In Sect. 2 we provide some background information on ASD. Related work
is described in Sect. 3. The architecture of our proposed system is described in
Sect. 4, and the working prototype is presented in Sect. 5. The evaluation of the
prototype is discussed in Sect. 6. Conclusion and possible avenues for future
work are presented in Sect. 7.

2 Autism Spectrum Disorder

ASD is a group of developmental brain disorders affecting individuals from all
races, cultures and socio-economic groups. It presents a wide range of possi-
ble symptoms and varying degrees of severity, the common feature being an
early developmental disruption in socialization processes [1]. Impairments in
communication, social interaction, and imagination - the triad of impairments
[11] - causes difficulties in understanding and using verbal and non-verbal com-
munication, to relate and empathize with other people, and rigidity and inflexi-
bility in thinking, language and behaviour.

The Centers for Disease Control and Prevention [12] estimate that about
1 % of individuals have ASD in Europe, Asia, and North America. ASD is more
common among boys than among girls, with a ratio of 5 to 1.

2.1 The Triad of Impairments and Behavioural Issues

The difficulty of socialization is the most remarkable feature, being more evident
in the first years of life. Even in the first few months of life, many infants with
ASD do not interact and avoid eye contact, in contrast to neurotypical infants
[13]. Social behaviour is not absent, but is developed with absolute lack of social
and emotional reciprocity response [14]. One of the consequences of this difficulty
is the lack or decline to imitate, one of the crucial prerequisites for learning and
a pre-linguistic skill to language development.

The imagination impairment is manifested by obsessive and ritualistic behav-
iours, literal understanding of language, resistance to changes in routine or envi-
ronment, inability to simulate, imagine and participate in pretend games. The
consequences of this inability affect several areas of thought, language and behav-
iour, preventing, for example, the development of skills of social reciprocity, lan-
guage construction, and acquisition of the word.

The difficulty in coordinating attention between people and objects - shared
attention - and the difficulty of learning the conventional meaning of symbols -
symbolic capacity - are the core deficits of communication.

The behavioural issues are the most influential regarding the social integra-
tion of a children with ASD. These include hyperactivity, lack of focus, mood
variability, unexpected movements, and uncommon reaction to sensory stimuli.
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2.2 Interventions

The main goal of an intervention is to promote functional and spontaneous commu-
nication, social interaction and symbolic play, in order to increase functional inde-
pendence and quality of life. These interventions address communication, social
skills, unsuitable behaviours, among other common issues caused by ASD [15].
Interventionprograms require amultidisciplinarybase, involvingbehavioural ther-
apy, educational programs, speech-language and communication therapy [16].

Applied Behavioural Analysis methods, such as intense behavioural inter-
ventions, directed towards long term behaviour modification, have as goals to
increase and maintain adequate behaviours, reduce maladaptive behaviours,
teach new skills, and enhance the generalization ability to new contexts [15].
These methods have a short duration and are effective in both adults and
children [2]. Discrete Trial Training (DTT) is also an ABA method to enhance
skills such as attention, compliance, imitation, and discrimination learning,
among others [17]. It consists of a structured learning method whereby a complex
learning sequence is divided in small steps, with reinforcements and assistance
by the therapist where required.

Regarding ASD, the main goal of AAC is to enhance symbol acquisition, since
the development of mental models provides the ability to create abstractions
from concrete situations and use them when communicating [18].

The American Speech-Language-Hearing Association defines AAC as an area
of clinical practice focused on impairment and disability patterns of individuals
with severe expressive communication disorders [19]. AAC methods and tools
are also highly adaptable to the autistic child needs and personality.

Graphics based systems take advantage of the strong visual processing skills
found in many individuals with ASD, and have been proven effective, through
functional communication training, in increasing communication reception in
small children, and to replace disruptive behaviour such as aggression, self-
aggression and crying [2]. The environment, space, and time concepts are other
examples where AAC can be used.

The Picture Exchange Communication System (PECS), developed by Bondy
and Frost in 1985 [20], is an AAC method for functional communication based on
picture exchange. PECS follows ABA principles being structured in a sequence
of six steps, each with specific goals, instructions, and training procedures. Ini-
tially the child is taught to initiate requests through figures. Later the child will
start building sentences, and answering questions. Later stages require the child
to make comments. Several studies [21–23] have shown the benefits of PECS,
resulting in vocabulary acquisition and social behaviour improvements.

3 Related Work

In [6] the impact of an educational software in vocabulary acquisition is dis-
cussed. The software was designed to parallel the existing behavioural program,
adding audio reinforcements and object motion. The authors conclude that the
usage of the software enhanced the children’s focus, motivation and vocabulary
acquisition.
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3D Virtual Environments and AR techniques have also been used extensively
to assist interventions for children with ASD.

Project INMER-II [24] was designed based on a serious game in a virtual
environment related to shopping activities. The results show increased levels of
functional, symbolic comprehension, and imagination. Furthermore, one child
was able to successfully generalize the experience to a real environment.

Project AS Interactive was developed to support people with ASD to improve
social skills through 3D virtual environments simulating a cafeteria and a bus
[25]. Environments and learning objectives were designed in cooperation with the
participants’ teachers. User interaction is performed with a joystick and mouse.
The participants were able to successfully navigate in the virtual environment
and interacted with the system effortlessly. The study performed with teenagers
with ASD led to the conclusion that these simulated environments could be
successfully used to help people with ASD to engage in social interactions.

Virtual avatars with emotional facial expressions were used in project Vir-
tual Messenger [26]. The goal was to help users to relate emotions to facial
expressions. In the first stage, the user would be asked to select the emotion
corresponding to the avatar presented on screen, or to select a facial expression
that corresponds to an emotion. The second level requires the user to select an
emotion that is appropriate for a scenario presented on screen. When in the third
level, the user is presented with an avatar’s facial expression, and is required to
select a scenario that could cause the avatar’s expression. The results show that
people with ASD were able to increase their level of understanding of emotions
based on facial expressions.

Joint attention is one key issue in ASD. According to [27], joint attention is
a social interaction in which two people use gestures and gaze to share atten-
tion with respect to a third object or element of interest. Joint attention seems
to be related to communication as a requirement for its development. Interven-
tions that rehabilitate joint attention have shown correlated improvements in the
communication skills of the children, such as social initiations, positive affect,
imitation, play, and spontaneous speech [28]. In [29] a system that combines
VR simulation with an EEG data acquisition to evaluate the cognitive detec-
tion of joint attention stimuli was proposed. Two tasks to explore joint atten-
tion were developed: to identify joint attention clue; and follow joint attention
clue. Although the work is being developed considering people with ASD as the
target, a preliminary evaluation was performed with four people with no disor-
ders for proof-of-concept with encouraging results presenting 90 % classification
accuracy.

Mobis is a mobile AR system that aims to redirect the attention of children to
the objects used during therapy [30]. The system superimposes digital contents,
including text and visual shapes, on top of physical objects. The evaluation
was taken with seven teachers and twelve low-functioning children with autism,
between the ages of 3 and 8. Children rapidly learn how to manipulate the mobile
devices and used Mobis to explore their environment. The results indicate that
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low-function children with autism can use AR technologies and a mobile device
as a visor, and that Mobis helped children to discriminate between and identify
new objects. Results also lead to the conclusion that Mobis has a positive effect
on the time the child remains on tasks, including when distractions are present,
and increased student engagement with people and objects.

In [9] a system based on AR with infrared markers was described. The sys-
tem superimposes the card symbols on the user’s image in real time aiming
at enhancing symbol understanding. However, this prototype was never tested
on children with ASD. Later, in [3] the Pictogram Room, a AR system using
Microsoft Kinect, was proposed having as main goals teaching self-consciousness,
body scheme and postures, communication and imitation, using serious games
to promote interaction with the children.

An AR marker-base system that substitutes real objects by virtual/imaginary
objects was proposed in [31] to promote pretend play based on common practices.
The virtual objects simulate appropriate behaviours when the real objects are
moved, like rotating wheels. Furthermore, a set of theme-related augmentations
are added into scene to reinforce pretence and encourage situational appropriate
responses. The same set of real objects can be replaced by different pretend
virtual objects to promote flexibility in pretend play. This work is still at an
early stage and therefore no testing with children with ASD has been performed.

Tentori and Hayes proposed the Mobile Social Compass framework for the
development of mobile AR systems. The Social Compass Curriculum is a behav-
ioural and educational curriculum for social skills training, based on stories and
visual paper clues to guide the child in both active and passive social interac-
tions. The framework focuses in the concept of Interaction Immediacy, providing
a set of visual clues to assist the child in anticipating situations [32].

MOSOCO is a mobile application implemented using the above described
framework, using AR and visual guidance, to assist children with ASD in social
interactions in real life. The system guides children in the basic social skills
defined in The Social Compass curriculum, encouraging them through interac-
tive resources. The systems evaluation was performed with three children and
the results show an increased social interactions, both in quantity and quality,
mitigating behavioural and social disruptions. The system also promoted social
integration of these children in neurotypical groups.

Another mobile AR application, Blue’s Clues, was proposed in [33], to help
children with ASD moving from one place to another. Blue’s Clues concept was
developed for a school environment, aiming at providing the necessary mobility
instructions, visual and audio clues, to guide students with ASD.

In [34] the authors have created an AR application where students handle plant
entities such as fruits leaves, flowers and seeds. Students are required to match
a template page where several fruits are presented with all the above items. The
system uses AR to match 3D and 2D plant entities, and provides visual cues, sur-
rounding the entities with red or blue circles as feedback to show if the markers
are correctly placed. Auditory and olfactory cues are also provided. The study was
performed with a large group of children including 11 cognitive disabled children,
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some of them with ASD. According to the authors, all the children, including dis-
abled, easily handled the markers and had no difficulty with technical elements.
Also, the perception and understanding of the 2D and 3D virtual entities, was effec-
tive for all children including the disabled ones. During evaluation the authors have
observed that disabled children were very enthusiastic when using the application
and showed a high motivation compared to most other pupils. Moreover, autistic
and trisomic children were able to express some positive emotions when confronted
to the application.

Artifact-AR [35] is an AR cognitive artifact for retraining and cognitive skill
development, that explores identification, memorization, comparison, and asso-
ciation of pictures and sounds. The user interacts with markers to perform the
tasks. To take full advantage of this system some sort of VR glasses are required.
Otherwise, the user must interact with the physical device, while the system
responds on a different location (the computer screen). This implies that the user
must be concentrated on the physical device to point at the right areas, while
at the same time checking the computer screen to see the system’s response.
The customization of the application can be done adding or removing sound
and images in a specific directory and edit some of the of the configuration files,
hence, the user doesn’t need programming skills to expand or personalize the
application. The system was tested by ten therapists to analysing the usability
aspects with encouraging results regarding its usability.

4 STAR’s Architecture

In this section we propose an AR based system that allows the creation of interac-
tive activities based on behaviour principles to assist interventions with children
with ASD.

STAR (Speech Therapy with Augmented Reality) design took the needs and
characteristics of children in ASD into account. We held meetings and applied
questionnaires to parents and experts in order to understand the activities under-
taken with children with ASD and identify the potential applications of AR
technology in interventions.

As result of this process, and literature review, we defined the requirements
of the system, namely providing:

– A broad enough range of AR activities templates to avoid repeating the same
task over and over again;

– A GUI activity manager where the therapist can define activities and system
behaviours according to needs and characteristics of each child. The therapist
does not have to be a programmer nor edit text or configuration files;

– Data generated from the sessions should be gathered and stored in a database
containing the history for each child;

– Video recording and annotation;
– Parent participation.
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The AR subsystem and the GUI activity manager will be described in more
detail in Sect. 5.

Data gathered during the AR sessions can be of assistance to the therapist
to plan new sessions, namely by recalling the session history, and specific details
of each session, which activities were performed, for how long, where the child
had more difficulties, among other items.

While most of these items can be found abundantly in the literature, having
participating parents is not so common. The system would allow the parents,
in their own homes, to see the videos of the interventions by the therapist,
thereby being more aware of the work being developed with their children. The
video annotation becomes extremely useful as the therapist can use this resource
to provide parents with additional information, or direct their attention to a
particular detail on a session.

Session viewing, together with therapist coaching, could ultimately enable
parents to perform sessions with their children, acting as co-therapists. Partici-
pating parents, acting as co-therapists, has been reported in [36–38]. In [38], the
authors claim that parent training has been shown to be a very effective method
for promoting generalization and maintenance of skills in children with autism.

These sessions, between a parent and the child, could be streamed live to the
therapist who could guide the parents as the session progresses, or viewed later
and annotated by the therapist as feedback for the parents. This dual feedback
system, where parents access videos recorded in the therapist own sessions, and
the possibility of real time guidance, or at least feedback from the therapist
based on the parents sessions could provide a richer experience to everybody,
strengthening bonds between therapist, parents, and most importantly, the child.

The GUI activity manager would allow the therapist to elaborate and manage
activities. The therapist could then select a subset of these activities and make
them available to the parent’s software client, so they can act as co-therapists.
Data gathered during the parent-child session would then be sent back to the
central system, registered under the child’s history, and made available to the
therapist.

This proposal aims to fulfil the main characteristics of successful behaviour
intervention in ASD [39]:

– Training in various settings (house, school, clinics);
– Multiples facilitators (parents, teachers, therapists);
– Prompting, reinforcement and fading;
– Transparency and predicable structure of training/environment.

Note, however, that the system should only be seen as a facilitator, not as an
enforcer. The therapist should always be in charge and it is up to the therapist
to decide, on a child by child basis, whether, and which of these features should
be made available to the parents.
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5 The Prototype

In this section we propose an AR based system that allows the creation of inter-
active activities supported on AAC and ABA principles to assist interventions
with children with ASD, aided by a therapist. This system has been implemented
and tested with children with ASD, as detailed in Sect. 6.

The goal was not to impose a new methodology to the therapist, but to offer
a supporting tool that could enrich the current daily activities in the speech-
language sessions. Hence, all the development was initially discussed with speech-
language therapists, to ensure that the prototype would fit painlessly in the
current activities, and that its interface was clear and intuitive for both the
therapist and the children.

The prototype allows the design of activities for each individual child attend-
ing to the difference in degree of the ASD, the individual personality, and the
previous activities developed by the therapist. Within each activity, we aimed at
providing as much flexibility as possible. Several templates were provided for this
initial evaluation to guide the therapist in designing the individual activities.

The usage of AR is directed towards superimposing 3D models and anima-
tions on cards with communication symbols that the child holds or places on the
table. This creates a richer experience, and takes advantage of the visual skills
found in many children with ASD.
The selection of AR as the underlying technology for this project aims at:

– Promote a natural interaction with the computer through the use of tangible
interfaces;

– Facilitate the generalization of the acquired knowledge;
– Allow the enrichment of traditional interventions based on communication

symbols without imposing a new methodology on the therapy;
– Eliminate the distractions caused by traditional interfaces such as mouse and

keyboard.

In [40] is suggested that for the use of tangible interfaces to be intuitive and
natural, it is recommended that the selection of physical objects and interaction
metaphors should be familiar to users, allowing them to interact with the system
relying on previous skills and experiences. In our project we use communication
symbol cards which are already familiar to the children. The child interfaces with
the system by showing cards with communication symbols, which is a natural
behaviour for the child under intervention. Furthermore, the acquired knowledge
is implicitly associated with the communication symbols, hence, the child should
be able to recall its experiences afterwards.

The prototype was built with open software tools and APIS such as irrKlang
for audio, ARToolkit for the AR component and MySQL. These options aim at
providing a low cost solution, and multi-platform future support.
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5.1 GUI Activity Manager

The activity construction process takes place in a simple support application
where the therapist can select a template and design interactive activities to
explore with the children.

Initially the therapist associates words with symbol cards, 3D graphics,
sounds and animations, and builds phrases with word sequences. The words
can be further defined as belonging to user-defined categories such as actions,
fruits, or animals.

The data set of words, phrases, and their associated media, is then used to
construct the activities based on the available templates. Each template provides
full parameterization including reinforcement definition, and error management.
Activity parameterization includes:

– Interaction procedure: choose between display or occlude markers to interact
with application;

– Interaction events behaviour: choose from (a) superimpose a virtual object,
(b) reproduce an audio (c) both or (d) none of them;

– Audio and visual reinforcements: In “beginning of activity”, “success on task”
and other events, the therapist can select to reproduce an audio file and/or a
selectable colour square to surround the mark;

– Sequence management: define when to proceed to next task in activity. Can
choose from (a) proceed only on attempt success; (b) proceed even on attempt
fails; or (c) proceed on success or after a configurable number of attempts.

5.2 Activity Templates

The available templates are: Free, Category, Discriminate, and Phrase. These
are based on stages I (Free), III (Category and Discriminate), and IV (Phrase)
of PECS. The possibility to use different templates also seeks to avoid having
the autistic child engaging in repetitive tasks for long periods of time.

The basic procedure consists in showing a card in the field of view of the web
cam. The recognition of the pattern in the card will trigger an action.

The Free template, the simplest one, allows both, child and therapist, to
interact freely with the prototype. When designing an activity with this template
the therapist can associate the action to be triggered when the card is shown or
occluded. This action, which can be a graphic, an animation, or a sound, can
act as a positive reinforcement depending on the intervention context, or just
be used to engage the child into exploring the system. Additional actions can
be specified when the card is occluded. As an example assume an activity based
on cards with animals. When the child shows a card the system may display on
screen a 3D model of the animal on top of the card. If the child covers the card
with the hand then the animal sound can be played.

In the Discriminate template the child is required to identify an object based
on a clue provided on screen, and present the card that matches the clue. Pos-
itive and negative reinforcements can be associated with each individual clue.
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The system supports the configuration for special cards that the therapist can
include in the activity. A ‘hint’ card will trigger a user-defined hint when shown
to the system. A ‘next’ card tells the system to move on to the next object.
Finally the ‘end’ card will end the activity. These cards, if provided by the ther-
apist, allow for a freer interaction from the child, since the child can control
the activity when possessing all three special cards, or some subset. The special
cards can also be used by the therapist to control the activity.

The Category template can be configured in two different ways. Initially the
system will present a hint on screen, namely a graphic or sound. The child is then
requested to select and show a card either with the respective category or with
an item in the same category. Positive reinforcements, applied when the answer
is correct, are configurable, as well as the actions to be triggered for showing the
wrong card.

In the Phrase template the child is requested to show a sequence of cards,
which represent the subject, verb and noun in a phrase, see Fig. 1 for an example
using symbols from the ARASAAC collection (available at http://www.catedu.
es/arasaac/descargas.php). When each card is placed on the table a reinforce-
ment can be triggered by the system. This reinforcement will hint the child if
the right card is being used, and also if the card is in the correct position within
the phrase. The system will detect when a phrase is complete and trigger the
user-defined positive reinforcement.

Fig. 1. An example of a phrase

6 Testing the Protopype

The test was performed in an association that supports children with ASD, the
Associação para a Inclusão e Apoio ao Autista, located in Braga, Portugal
(http://www.aia.org.pt/).

The prototype was tested by a speech-language therapist, the third author,
that performs interventions regularly with children, and four children diagnosed

http://www.catedu.es/arasaac/descargas.php
http://www.catedu.es/arasaac/descargas.php
http://www.aia.org.pt/
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with ASD. The goal was to test if the software was clear to the therapist, and
to evaluate its usage as a supporting tool in the interventions performed.

The therapist had 13 sessions with four boys diagnosed with ASD. The chil-
dren were between the ages of 6 and 10, had some level of orality, and attended
school.

Some children were previously assessed as participative in the speech-
language sessions, while others have an extremely passive behaviour and barely
engaged in spontaneous interaction and communication with the therapist. One
child had several verbal and motor stereotypies and expressed himself mainly
through echolalia.

A qualitative study was performed with data gathered through observation
by the team, including the therapist, in order to evaluate the suitability of the
software usage by the children, namely what behaviours were triggered by the
usage of AR, and if the children had benefited from the interaction with the
software. To support the study we recorded the sessions in video, and filled
observation grids with the interaction stages as well as observations that emerged
in the sessions with the children (Fig. 2).

Fig. 2. Children interacting with the prototype

6.1 Strategies

Based on the previous history with the children, as well as the existing interven-
tion plan for each child, the therapist set the following scripts for these sessions.

For three children the goal was set to: (1) identify animals, nutrients, and
daily objects; (2) Identify and designate gender; (3) Identify and designate
actions; (4) Discriminate and identify sounds; (5) Answer yes/no questions,
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together with the respective head nod or shake; and (6) Build sentences with
subject, verb and noun.

The other child had as goals to: (1) Enhance declarative skills; (2) Improve
language skills; and (3) Create and imagine using language.

The therapist created six activities based on the four available templates to
achieve these goals.

6.2 Evaluation

In general the children were highly motivated by the usage of AR. Superimposed
3D models and computer animations on top of cards displaying familiar symbols
caused a higher degree of engagement in the activities, and had the children
requesting the therapist to ‘play’ with the software when arriving.

The child with stereotypies, when in traditional interventions, used to keep
asking to go to the window to watch for cars passing by, and kept repeating
out of context phrases. After the AR based session had ended, when they were
ready to start a different activity (not related to this project), the child asked
the therapist for the dog marker and autonomously presented it to the system.
A joyfully expression emerged when the dog’s bark was heard.

A child defined by the therapist as passive, regarding communication and
behaviour, revealed to be highly motivated, repeating everything the computer
‘said’.

Another child, with high functioning ASD, offered an initial resistance to
any activity that didn’t involve creating stories. Since he had an interest in
animals, the therapist started to use the animal markers, and asked the child
to show one to the computer. When the system superimposed the 3D model of
the animal on the card the child was holding, the child became very interested
in the application. In particular, the child showed more enthusiasm for markers
associated with 3D models than those associated with sounds only. The therapist
took advantage of the sudden child’s interest and suggested that he could create
a story with the markers. The child selected only markers which were associated
with 3D models. During the session the child created two stories, one with insects,
and another with sea animals using the 3D models as characters. When the
session was over, the child asked for a photo of him playing with the animals to
show to his father.

The activities were easily grasped by the children, possibly due to the use
of tangible interfaces based on the cards with symbols, something which was
highly familiar to these children. The prototype did not require any new form
of communication, showing cards was something that was already present in the
sessions prior to this test. Hence, the interaction with the computer presented
itself as familiar to the child.

After 13 sessions the therapist reported her impressions. On a positive note,
the therapist stated that the children kept the interest on the activities for a
longer period of time, and inclusively that children had the initiative to ask
and use the software on their own. The children acquired new vocabulary and
consistently managed to perform correctly the proposed activities.
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However, the therapist also noted that a particular child would sometimes
disregard everything else concentrating only on his image on the screen. The joint
attention was not as high and eye contact occurred less often, suggesting that
a balance must be achieved between the several different types of interventions
and activities.

The therapist concluded that an AR based approach has the potential to
present benefits in speech-language therapy although the social area may be
neglected with some children.

6.3 Detected Issues

Some issues came up during the test which are worth mentioning in this report.
First we had some situations where a card would be incorrectly recognized,
triggering an inappropriate action. Other times an action was triggered without
having any card on display. These issues came up due to the variations in lighting
during the day.

One child actually enjoyed the fact that the system made ‘mistakes’ and was
eager to correct these mistakes. The therapist also took these system misclas-
sifications and explored them within the intervention leading to an even more
engaging session. These unintended recognition failures must be fixed, as children
with more rigid cognitive processes may be unable to deal with these situations.
Nevertheless, this obviously leads to the question: should the system fail occa-
sionally on purpose? Should this feature be introduced in the configuration?

On another session when the system triggered a sound without a card being
shown, the child immediately sought for the associated card and showed it to
the system. Again, while these unattended failures must be avoided, they may
become part of an activity with some children, introducing an element of surprise
and breaking the pattern of the activity.

The team also noted that the Phrase template needed to be redesigned to
include variations and more reinforcements. The system should be able to provide
hints regarding the type of the missing elements and their relative position.
Furthermore, the system should allow reinforcements when, although all the
correct cards are in the table, the order is not correct. Another option to explore
is to start with incomplete phrases and ask the child to identify the type of the
missing element, as well as the specific missing card.

The last issue is related to the childs interaction when motor stereotypies are
present. In our study a child needed assistance from the therapist to be able to
show the cards. This can be solved in the context of the application if the cards
are laid on the table. Nevertheless, this issue also suggests a need for a different
form of interaction.

7 Conclusions

The present work has proposed an approach, relating elements from AAC and
ABA, to apply AR in communication and language interventions with children
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with ASD to mitigate the issues caused by the impairments in communication
skills and imagination. We exploited visual and auditory sensory stimulation,
combining immediate reinforcement and enrichment of the environment with
virtual objects and audio, in order to attract and motivate children.

The resulting prototype has been qualitatively evaluated in an association
that supports children with ASD and has therapists conducting interventions in
many areas. The sessions were conducted by a therapist and the behaviours of
the children and their interaction with the system was recorded on video and
using observation grids.

A common issue in qualitatively evaluations relates to the generalization of
results to the remaining population. We have no intention of suggesting that the
data presented in here can be generalized. This is particularly relevant in the
case of ASD due to the wide range of disorders and their varying degrees. This
study presents only a contribution to the development of technological systems
to support interventions.

Our study shows that the usage of information technologies, in particular AR
based systems, in speech-language interventions, complementing and supporting
the traditional approaches is an option that must be further explored. The results
suggest that the system usage could represent an added value since we could
observe greater motivation, word acquisitions, and commitment in performing
correctly, as observed by the therapist.

Due to the use of AR and tangible interfaces, familiar physical objects, and an
interaction procedure similar to the used in previous AAC sessions, where cards
are exchanged between child and therapist, the system was easily grasped by
the children. As expected, the children were able to use their past experience to
interact effortlessly with the system and hopefully they will be able to generalize
the acquired knowledge.

We believe that the positive results obtained in this study are, to some extent,
due to the engaging environment provided by the application, and its tangible
interface. These factors stimulate cognitive processing and lead to visual learning.

These results illustrate the potential of AR systems to be used in linguistic
skill development due to the significant increase in interaction and communica-
tion initiated by the children.

While technologies such as the ones in our prototype can provide very pos-
itive results, we must pay particular attention to avoid having the child com-
pletely immersed on some application details and neglecting social interaction.
The therapist plays a fundamental role in these ‘augmented’ interventions.

7.1 Future Work

We believe that the results presented show the need for deeper and further
studies, adding more interaction templates, extending their configuration, and
testing the system with more children.

Game oriented activity templates could provide an extra level of engage-
ment for the children. Making use of the markers as characters, one child was
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encouraged to telling stories. Templates with more customizations options could
provide a suitable environment to training symbolic play.

Adding templates should be explored to increase the range of possibilities for
the therapist to conduct the interventions. The phrase template, as mentioned
before, would also benefit from a subdivision or at least more configuration
options.

The card recognition subsystem also needs to be fine-tuned to increase
robustness, hence suppressing unintentional card misclassification. These system
errors, due to the way children reacted to them, raise an interesting question that
we believe is worth pursuing: Would a system that intentional provides a wrong
answer be a way of further engaging at least some children? What is a ‘good’
wrong answer?

Children with motor stereotypies also require a different interaction proce-
dure. This condition makes it harder for the system to correctly classify the cards
when the child is holding the card, requiring the card to be placed on the table.
This is an important issue since a significant number of children with ASD suffer
from motor stereotypies.

In this study we focused on speech-language interventions, nevertheless, the
designed approach, combining behavioural methods and AR features, could make
this system suitable to support other interventions, such as sensorial and motor
based intervention or even music therapy.

Finally, the limited number of participating children does not reflect the
broad range of the spectrum, nor do they allow for any generalization in a par-
ticular subset of these disorders. While the generalization for the whole spectrum
of disorders is an impossible task, more participating children would allow for a
more relevant analysis, regarding the significance of the contribution of a system
such as the one presented in here when used in interventions.
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Abstract. Spreadsheets are widely adopted as “popular databases”, where
authors shape their solutions interactively. Although spreadsheets are easily
adaptable by the author, their informal schemas cannot be automatically inter‐
preted by machines to integrate data across independent spreadsheets. In biology,
we observed a significant amount of biodiversity data in spreadsheets treated as
isolated entities with different tabular organizations, but with high potential for
data articulation. In order to automatically interpret these spreadsheets we exploit
construction patterns followed by users in the biodiversity domain. This paper
details evidences of such patterns and how they can lead to characterize the nature
of a spreadsheet, as well as, its fields in a domain. It combines an automatic
analysis of thousands of spreadsheets, collected on the Web, with results from a
survey conducted with biologists. We propose a representation model to be used
in automatic interpretation systems that captures these patterns.

Keywords: Pattern recognition · Spreadsheet interpretation · Semantic mapping ·
Biodiversity data integration

1 Introduction

When producing spreadsheets, end-users have autonomy and freedom to create their
own systematization structures, with few formal requirements. However, the product is
driven to human reading, causing a side effect: programs provide poor assistance in
performing tasks, since they are unable to recognize the spreadsheet structure and to
discern its implicit schema – hidden in the tabular organization – from the instances and
consequently the semantics of this schema. Therefore, it is difficult to combine and
coordinate data among spreadsheets using conventional methods, because each new
different schema cannot be interpreted.

But, how much different they are in fact? We present in this paper evidences that
similarities in spreadsheets can indicate patters followed by groups. We consider that it
is possible to map these patterns to a respective semantic description, through the
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recognition of structural reasons which leads a user to interpret a spreadsheet in one way
and not another.

Thus, our strategy focuses on the detection of patterns to recognize similar spread‐
sheets. We argue that the specific way authors build their spreadsheets – i.e. the criterion
to define elements, the approach to spatially organize them and the relationship between
these elements – is directly related their daily experience in the community they belong.

The challenge of this research is to consider a computer system as a consumer of
spreadsheets besides the user. Our approach involves achieving a richer semantic inter‐
operability for data from spreadsheets through pattern recognition.

Most of the related work disregard these patterns to implement strategies for seeking
interoperability of tabular data. This paper argues that the structure, i.e. the organization
of spreadsheet elements, must be considered, since it leads to the identification of
construction patterns, which is related to the user intention/action. This technique allows
us to go towards the pragmatic interoperability layer [1].

This article is an extension of a previous work [2], in which we showed evidences
of spreadsheet construction patterns adopted by biologists based on an application
implemented by us, able to automatically recognize these patterns in the implicit spread‐
sheet schemas. To support our thesis we collected and analyzed approximately 11,000
spreadsheets belonging to the biodiversity domain.

In this paper we confront previous results with an exploratory observation of these
construction patterns based on a survey answered by 44 biologists.

The next sections are organized as follows: Sect. 2 gives an overview of some basic
concepts and our research, Sect. 3 details the process of collecting and analyzing spread‐
sheets employed by biologists, as well as research hypotheses and their evaluation;
Sect. 4 highlights evidences of construction patterns followed by biologists; Sect. 5
introduces our model to represent construction patterns; Sect. 6 presents Related Work
and Sect. 7 our concluding remarks and the next steps of this research.

2 Research Scenario

According to Syed et al. [3], a large amount of the information available in the world is
represented in spreadsheets. Despite their flexibility, spreadsheets were designed for
independent and isolated use, and are not easily articulated with data from other spread‐
sheets /files.

For this reason, there is a growing concern to make spreadsheet data more apt to be
shared and integrated. The main strategies convert them into open standards to allow
software to interpret, combine and link spreadsheet data [4–10].

Related work address this problem mainly by manual mapping to Semantic Web
open standards or by automatic recognition, relating spreadsheet elements to concepts
available on Web knowledge bases such as DBpedia (http://dbpedia.org).

Systematic approaches for data storage, such as databases, predefine explicit
schemas to record data. These schemas can be considered as semantic metadata for the
stored data. Spreadsheets, on the other hand, have implicit schemas, i.e. metadata and
data merged in the same tabular space.
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The central thesis behind our approach is that we can detect and interpret the spread‐
sheet’s schema by looking for construction patterns shared by research groups. We
propose in this paper a representation model able to capture such patterns, as well as to
be processed by machines. Results of our analysis in thousands of spreadsheets and in
a survey indicate the existence of such recurrent patterns and that they can be exploited
to recognize implicit schemas in spreadsheets.

There are several aspects that hinder the spreadsheet recognition and its implicit
schema, such as differences between columns order, the label used to identify fields and
their respective semantics etc.

Although related work explore a subset of the common practices in tabular data –
sometimes taking into account their context [11–13] – they do not define a mechanism
or model to independently represent these patterns. Since the knowledge about how to
recognize patterns is mixed with the programs, they cannot be decoupled from their
code. We claim here that a representation to materialize the knowledge about these
patterns as artefacts, independently of specific programs and platforms, enables to share,
reuse, refine and expand such patterns among users and applications.

This research is driven by a larger project that involves cooperation with biologists
to build biodiversity bases. We observed that biologists maintain a significant portion
of their data in spreadsheets and, for this reason, this research adopted the context of
biology as its specific focus.

We propose a model to represent construction patterns, departing from observations
conducted through incremental steps, including spreadsheets collecting/catalog, formu‐
lating hypotheses/models, exploratory observation of biology survey and evaluation.
These steps will be detailed in next sections.

3 Methodology

As previously mentioned, our approach to represent construction patterns was based on
a study of related work and field research in the biology domain.

Based on an initial analysis of how biologists of the Institute of Biology (IB) at
Unicamp created their spreadsheets, we defined a set of hypothesis and designed experi‐
ments and a survey to validate them. These data were also the basis to produce our first
model adopted in a process to automate the recognition of construction patterns, whose
design involved:

(i) preliminary collection and analysis of spreadsheet data: in a first moment, we
discussed with biologists of the Institute of Biology (IB) at Unicamp about the
practices applied when they work with spreadsheets, starting from their creation
until their reuse and manipulation;

(ii) formulation of hypotheses about spreadsheet construction patterns: departing from
the spreadsheets, we performed a visual analysis looking for commons elements
able to be identified by a system;

(iii) design and implementation of an automatic recognizer for these spreadsheets: we
implemented a systems – the SciSpread [2] – which was validated in three progres‐
sive groups of spreadsheets: 9 spreadsheets belonging to IB at Unicamp; 40
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spreadsheets from the Web selected manually; 11,000 spreadsheets from the Web
automatically selected by a crawler script;

(iv) exploratory observation of biology survey: we deployed an online form (available
in goo.gl/b1iEvl) to biology students, professors, researchers and professionals, in
order to verify according our hypothesis – formulated in (ii) – how biologists clas‐
sify and arrange their data. This step plus step (iii) were designed to evaluate and
refine the hypothesis. The results of both steps are confronted in the next section.

3.1 Initial Data Collection and Analysis

Our analysis started with 9 spreadsheets belonging to the IB, in which we identified
two main construction patterns, related to the nature of the spreadsheet: catalogs of
objects – e.g., specimens in a museum – and event related spreadsheets, e.g., a log of
samples collected in the field. We further will refer to these spreadsheet natures as
catalog and event.

In order to address the significant differences among spreadsheet types we classified
each field in six exploratory questions (who, what, where, when, why, how) [14]. It
enabled us to represent and recognize patterns in a higher level of abstraction, e.g., a
catalog spreadsheet has as initial fields the taxonomic identification – classified as what
question – on the other hand, a collection spreadsheet has as initial fields: date and
locality – classified as when and where questions, as illustrated in Fig. 1.

Fig. 1. Fields characterization.

The next step involved collecting more 33 spreadsheets on the Web to compose our
sample. To search spreadsheets belonging to the biology domain, we applied domain
related keywords as criterion.

3.2 Hypothesis

According to the observation of these spreadsheets, we proposed the following pattern-
related hypotheses:
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H1: most of the spreadsheets organization follows the pattern of columns as fields and
rows as records;

H2: most of the spreadsheets organization follows the pattern of columns as fields and
rows as records;

H3: the first fields of a spreadsheet often define its nature, e.g., catalog or event, as well
as its construction pattern.

We developed a system – SciSpread – to automatically recognize schemas based on
these hypotheses (see details at [2]). We found evidences, based on our hypothesis, that
patterns can drive the recognition of the spreadsheet nature in a context, to make its
schema explicit and to support its semantic annotation.

4 Evidences of Construction Patterns

The evidences of Construction Patterns are based in two steps. The first was based in an
automatic interpretation did by SciSpread system [2], and the second is an exploratory
analysis of a survey conducted with biologists.

Thus, the next subsections explain (i) the considerations about the scenario that we
implemented the system and observed the evidences, (ii) the survey conducted with
biologists in order to verify and refine the hypothesis, and (iii) the comparative results
about (i) and (ii).

4.1 Evidences Based on Automatic Recognition of Web Spreadsheets

Based on our preliminary assumptions presented in Sect. 3, we looked for patterns
concerning: schema layout (e.g., column labels), order and grouping of spreadsheet
fields etc. A set of hypotheses – presented in the previous section – was defined and we
developed an initial version of the automatic recognition system to validate these
hypotheses [2].

The system was tuned to recognize all spreadsheets of this initial sample, whose
nature fit in our context. We further randomly collected more 1,914 spreadsheets on the
Web, finding them through the Google search engine, based on keywords extracted from
previous spreadsheets: kingdom, phylum, order, biodiversity, species, identification key
etc. The system recognized 137 spreadsheets (7 %) of all 1,914 spreadsheets collected.
The manual analysis of these spreadsheets showed that the system correctly recognized
116 spreadsheets and incorrectly recognized (false positives) 21 spreadsheets. Even
though the latter spreadsheets have the expected construction pattern, they do not address
the focus of our study, which are spreadsheets used for data management.

Increasing our sample size to 5,633 spreadsheets, the system recognized 7 %; subse‐
quently, increasing to about 11,000 spreadsheets, the system recognized 10.4 %, which
corresponds to 1,151 spreadsheets, in which 806 were classified in the catalog and 345
in the event.

We selected a random subset of 1,203 spreadsheets to evaluate the precision /recall
of our system. The percentage of automatic recognition of the spreadsheets in the subset
was approximately the same as the larger group. Our system achieved a precision of
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0.84, i.e. 84 % of retrieved spreadsheets were relevant; are call of 0.76, i.e. the system
recognized 76 % of all relevant spreadsheets; and an F-measure of 0.8. The accuracy
was 93 % and the specificity 95 %, i.e. among all spreadsheets that the system does
classified as not relevant, 95 % were in fact not relevant.

The recognition rate of approximately 10.4 % of the spreadsheets must consider that
they were collected through a Web search tool. According Venetis et al. [12], these
search tools treat tabular structures like any piece of text, without considering the
implicit semantics of their organization and thus causing imprecision in the search
results. We further show an analysis of the data extracted from spreadsheets.

4.2 Exploratory Analysis Based on a Survey Conducted with Biologists

The survey was performed with 44 biologists, where 36 are from Brazil, 4 are from
France, 3 are from EUA and 1 is from Colombia, Denmark and England.

The distribution about their main activity is 11 % are professors, 23 % are researchers,
5 % work in companies, 20 % are post-doctoral students, 25 % are PhD students and
17 % are master students, where 79,5 % work with spreadsheets always or often, 14 %
work sometimes and 2 % never use spreadsheets.

We developed an online form with 10 questions to analyze: how biologists organize
their specimens’ catalogs or samples collected in the field; if the arrange of the fields in
a spreadsheet influences its nature; which fields work like identifiers according to the
spreadsheet nature; and, if it is possible to capture and map the patters biologist behavior
when producing an spreadsheet through a survey with exploratory questions (this survey
is available in goo.gl/b1iEvl).

The questions were divided in 2 blocks, in the first block we would like to know the
vocabulary which describes catalog and collection spreadsheets. Thus, the biologists
chose 8 elements from a list of 17 (author, altitude, collector, common name, date, field
number, group, latitude, life stage, locality, longitude, museum, note, species, source,
taxonomy identification, time, other) ranked by relevance. In the second block, we
presented 3 spreadsheet images and asked to biologists to classify them according to:
catalog, field sampling, both types, neither and other. If the option was “other”, an extra
text field must be filled with the description of the type more adequate to the image.

Compared to spreadsheets retrieved from the Web, the characteristics analyzed in
the survey indicated a more specialized set of spreadsheets, i.e. some spreadsheets types
retrieved from the Web and classified by the system as catalog or event (field sampling),
cannot be related to a specific context as a museum catalog or a research field sampling.
Therefore, the results of the survey refined our hypothesis about construction patterns
and in a future work we will increase the sampling with more biologists.

In the following subsections, we will confront results obtained from the automatic
recognition of Web spreadsheets by our SciSpread system introduced in Sect. 4.1 –
which we will refer in abbreviated form as SciSpread abbreviated form – and those
obtained from the survey introduced in this section – which we will refer in abbreviated
form as Survey.
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4.3 Comparative Results: Scispread X Survey

Pattern for Schema Location. Our SciSpread system identifies the schema of a
spreadsheet guided by the adopted vocabulary, which varies according to the type of the
spreadsheet: catalog or event. The scatter chart in Fig. 2 shows the percentage of terms
extracted from a given spreadsheet recognized in a vocabulary against the row in the
spreadsheet they were recognized. We observe that the spreadsheets schemas were
concentrated on the initial lines, since the percentage of matching terms per line
decreases exponentially as we move away from the initial lines and the most of the terms
are located in the initial lines. Therefore, there is a tendency of positioning schemas at
the top followed by their respective instances.
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Fig. 2. Terms by schema of initial lines.

Even though we did not design a specific experiment to validate this hypothesis in the
survey, we assumed this pattern in its examples, when we asked to biologists to recognize
spreadsheet images. No biologist reported having difficulty to recognize the schema and
the answers indicate they successfully recognized it.

Predominance of Terms and Spatial Distribution. In this stage of the analysis, we
verified how much the predominant terms and their disposition in the schema can indi‐
cate the spreadsheet nature: catalog or event (see explanation of these natures in
Sect. 3.1). In order to perform a comparative analysis among proportions and positions
of the fields in spreadsheets of the catalog type, we present a radar chart in Fig. 3
(SciSpread) and Fig. 4 (Survey).

While fields and their positions were automatically recognized in SciSpread, in the
survey we requested to the interviewee to select and sort fields for a catalog spreadsheet
schema. The schema fields were grouped in one of the six exploratory questions and they
were weighted according to their position in the schema – the weight has the value one in
the leftmost field and decreases to half of its value for each field position towards the right.

In catalog spreadsheets, we observed that, charts have smaller differences and both
have a strong tendency to “what” questions, validating that spreadsheets recognized as
catalog tend to have many fields that answer the “what” question appearing in the initial
positions of the schema. The quantities of the other five questions were no significant
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in the SciSpread spreadsheets and were a bit more significant in the survey spreadsheets,
with emphasis to “who” and “where” fields. It delineates a pattern for catalog spread‐
sheets, which tend to have more fields to identify and detail objects – specimens in this
case – in the beginning.

We interpret the increase in the provenance questions (who, where and when) due
to the specialization of spreadsheets in the survey, i.e. while we do not have control of
the context of the SciSpread spreadsheets and it is not possible to attest the purpose of
its catalog spreadsheets, the survey spreadsheets were clearly directed to museums,
requiring a more strict control of provenance.

Following the same approach, in Fig. 5 (SciSpread) and Fig. 6 (survey) we show
the proportions of fields in event spreadsheets. We can note that there are differences
among the proportions of the fields. As in the previous case, our interpretation is that
the differences are due to the specialization in the survey spreadsheets. While in the
SciSpread spreadsheets the provenance fields – mostly the “when” fields but also the
“who” fields – are highly predominant, appearing in the beginning, in the survey
spreadsheets the difference compared to “what” fields is less remarkable, but still exists.

Fig. 3. SciSpread - Proportions among fields of catalog spreadsheets.

Fig. 4. Survey - Proportions among fields of catalog spreadsheets
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The predominance of provenance fields, comparing event to catalog spreadsheets, is
enough in both cases (SciSpread and survey) to distinguish their nature. In the survey,
we had the opportunity of discussing about the relationship among fields related to
“when” and “where” questions. For biologists these fields usually appear together and
there is an extra field – usually named field number – which works as an index for a
“when” and “where” specification. The relationship among these fields/questions can
be considered as a sub-pattern in an automatic analysis.

The previous charts show that it is possible to distinguish between catalog and event
spreadsheets, but we need identify which words are the most used by the biologists. In
the previous paper [2] we presented detailed observations about the distribution of fields
identified by the SciSpread, in this paper we will present values based on the Survey –
first block questions.

Thus, the next bar chart (Fig. 7) show which fields are more used by biologists in
each spreadsheet nature. The vertical axis describe the quantity of biologists that
answered the question and the horizontal axis describe the fields that they chose,
according catalog or event spreadsheets.

Fig. 5. SciSpread - Proportions among fields of event spreadsheets

Fig. 6. Survey - Proportions among fields of event spreadsheets
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Using the result of the previous bar chart, we show in Fig. 8 the distribution of these
fields in the columns, i.e. if the biologists must create a new catalog or event spreadsheet,
how they will arrange these fields in columns? This distribution indicates that, consid‐
ering the western behavior, the tendency is to organize most import things from the left
to the right. We infer that species, taxonomy identification and museum can be identifiers
of catalog spreadsheets, and the fields date, species, locality and field number can be the
identifiers of event spreadsheets, because in both types the respective fields appear in
greater amount in the first columns.

Fig. 8. Comparative terms location between spreadsheets nature.

Fig. 7. Comparative terms quantities between spreadsheets nature.
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After we consider the vocabulary and the structural organization of the fields – first
block questions, it is important analyze how the biologist classifies the spreadsheets –
second block questions. According to the spreadsheet shown in Fig. 9, 48 % of the
biologists considered this spreadsheet as catalog. The explanation to the decision is due
to the detailed information and complete taxonomy identification.

In the second image, we copied the same spreadsheet and we changed the order of
the fields, aiming at identifying if the arrangement of the fields is important to charac‐
terize the nature of a spreadsheet. The modified spreadsheet is shown in Fig. 10.

The charts in Fig. 11 show in the vertical axis the percentage of biologists that
answered the questions and in the horizontal axis the possible choices to classify the
spreadsheet images. According to these charts, 40 % of the biologists continue classi‐
fying as catalog spreadsheet, but analyzing these charts, we observed that, even though
most of the biologists do not consider the second spreadsheet as event, there is a signif‐
icant number of biologists who changed their opinion to event, and this was due to the
simple fact that we changed the fields disposition.

Fig. 9. Spreadsheet 1 - used in the Survey

Fig. 10. Spreadsheet 2 - used in the Survey.

Fig. 11. Comparative results about spreadsheets classification.
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Therefore, we consider that the order of the fields is important to decide the nature
of the spreadsheet, and we add the observation that there is a common understanding
among biologists that if a spreadsheet has many fields and complete information, this
spreadsheet is more related to a catalog than about events. On the other hand, if the
information is synthetic and objective, this spreadsheet is about events. This differen‐
tiation is due to the context. Biologists do not have time to detail information and classify
specimens during the collection in the field; therefore the conditions limit the answers.

The third spreadsheet, shown in Fig. 12, was classified by biologists classified as
event. According to our hypothesis, this spreadsheet must be classified as catalog,
considering only the fields. We concluded that the biologists classified as collection
despite the lack of date and location fields, due to the quantity of fields, which is limited,
characterizing a sample collection in the field.

This information is important since we were not considering in the automatic inter‐
pretation of this data type of spreadsheet the relevance of the detail level of the fields.
Another point to consider in an automatic interpretation of catalog spreadsheets is that
they never start with a “common name” field.

Through this comparative results, we verified that: the schema usually appear on the
top of spreadsheets; the fields arrangement influenced in a spreadsheet characterization;
the identifiers of catalog spreadsheets can be a taxonomy identifier or a museum number
and of event spreadsheets can be a date plus locality information or field number.

5 Representation of Construction Patterns

This section details the model, proposed in this paper, to capture and represent construc‐
tion patterns in spreadsheets, which can be interpreted and used by machines. The char‐
acteristics of this model were based on field observations reported in the previous
section. Therefore, even though we intend to conceive a generic model to represent
patterns in spreadsheets for data management in general, in the present stage our analysis
is focused in biology spreadsheets.

As detailed before, the schema recognition step involves analyzing patterns used by
users to organize their data, which we argue to be strongly influenced by the spreadsheet
nature inside a domain. Departing from our spreadsheet analysis, we produced a system‐
atic categorization of construction patterns observed in biology spreadsheets, which
supported the design of a process to recognize these patterns. Our process to recognize
construction patterns and consequently the spreadsheet nature is focused on the schema
recognition

Our representation approach considers that there is a latent conceptual model hidden
in each spreadsheet, which authors express through patterns. How authors conceive
models and transform them into spreadsheets is highly influenced by shared practices

Fig. 12. Spreadsheet 3 - used in the survey.
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of the context in which the author is inserted, e.g., a biologist author cataloging speci‐
mens from of a museum. Her reference to build the catalog will be the specimens them‐
selves, but also the usual strategy adopted by biologists of her community to tabulate
data from specimens. Thus, the construction patterns and the respective hidden concep‐
tual models to be represented here reflect community or domain patterns and models.
Our analysis shows that a catalog spreadsheet contains taxonomic information of a
specimen (“what” question) concentrated in the initial positions, defining their role as
identifiers. On the other hand, an event spreadsheet contains temporal and location fields
in the initial positions.

A visual analysis of the spreadsheet structure gives us directions of how the pattern
is organized, e.g., schema up /instances down; identifier on the left, as a series of
progressively specialized taxonomic references. To express these characteristics of the
pattern in a computer interpretable representation, we represent them as qualifiers [2]
identified by the prefix “q”, and they are categorized as follows:

Positional qualifier – characterizes an element in a pattern according to its absolute
position within a higher level element. There are four positional qualifiers: left (q ←),
right (q →), top (q↑) and bottom (q↓).
Order qualifier (q#) – characterizes an element in a pattern according to its relative
order regarding its neighboring elements.
Label qualifier (q@) – indicates that the label characterizes the element. In the
example, the label species identifies that this column refers to species.
Data type qualifier (q$) – characterizes the predominance of one data type in the
instances of a given property.
Range qualifier – specify if neighbor elements have generalization /specialization
relations. The qualifier (q>) indicates that the left one is more general than the right
one and (q<) the opposite.
Classified qualifier – characterizes instances of a given property that are arranged in
ascending order (q +) or descending order (q-).
Redundancy qualifier (q =) – characterizes redundancy of information in instances of
a property. Such redundancy is typical, for example, in non-normalized relations
among properties and composite properties, in which the values of a sub-property are
broader or more generic of a related sub-property – usually the value of one sub-
property embraces the value of the other.
Besides the qualifiers, we associate the relation of elements with one of the six explor‐
atory questions (who, what, where, when, why, how). This association will subsidize
the characterization of construction patterns in a more abstract level. For example,
looking at other kinds of catalog spreadsheets, outside the biology domain, we
observed they define “what” fields as identifiers and they appear in the leftmost posi‐
tion (q ←).

5.1 Formalizing the Model to Represent Patterns

In this subsection, we will present a more formal representation, to be stored in digital
format and to be read and interpreted by machines. This representation takes as a starting
point the conceptual model implicitly expressed through the pattern. Figure 13 shows
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the representation of the construction pattern. The model is based on the OWL Semantic
Web standard. The ovals represent classes (owl:class) and rectangles represent proper‐
ties (owl:ObjectPropertyorowl:DatatypePropert).

The root class –Specimen in the figure –is related to the spreadsheet nature; in this
case, instances of the Specimen class represent the instances of the spreadsheet, which
catalogs specimens. A class will have a set of applicable properties, represented by a
domain edge (rdfs:domain). Properties of this model are related to fields extracted from
the spreadsheet. Range edges (rdfs:range)indicate that values of a given property are
instances of the indicated class. For simplicity, the diagram omits details of the OWL
representation.

Properties in our model are annotated by qualifiers presented in the previous section.
Properties can be annotated in OWL through the owl:AnnotationProperty. In this case,
annotations are objects that specify the qualifier and the pattern they are related.
Qualifiers as annotations are depicted above and/or below the properties they qualify.
A qualifier above a property indicates that it is applied to the relationship between the
property and the class to which it is applied by the domain relation. For example, the
qualifier q ← (left positional qualifier) is represented above the identifier property, indi‐
cating that when this property is used as a field in a spreadsheet describing a Specimen,
we expect that it will appear in the left position.

A qualifier below the property means that it applies to property values – instances
in the spreadsheet. For example, the qualifier q$ = below the kingdom property indicates
that a specific type (string) and redundancy are observed in the values of this property
in the instances.

Properties are also annotated as answering one of the six exploratory questions.
These annotations are depicted in Fig. 13 inside brackets. There are additional concerns
in the OWL model that are necessary to bridge it to the implicit spreadsheet schema,
which are also represented as annotations: the order of properties and their relation with
labels. This OWL representation allows us to digitally materialize building patterns of
spreadsheets, to be shared by users and applications.

identifier obs

kingdom speciesphylum gender
q@#>

property
Legend:

[what]

q@#> q@#> q@#

collected

date hour

[when]q#

q@#^ q@#

q$= q$= q$= q$ q$= q$
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Fig. 13. Conceptual model for catalog spreadsheets annotated with qualifiers.
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6 Related Work

As discussed in Sect. 5, a fundamental characteristic of spreadsheets used for data
management is the separation between schema and instances. The schema is presented
above (q↑) or left (q ←) and instances is below (q↓) or right (q →).

This observation appears in all the papers of related work, whose purpose is to
recognize the implicit schema of spreadsheets. Syed et al. [3] point out that this challenge
leads to a more general problem of extracting implicit schemas of data sources –
including databases, spreadsheets etc. One approach to make the semantics of spread‐
sheets interoperable, promoting the integration of data, is the manual association of
spreadsheet fields to concepts in ontologies represented by open standards of the
Semantic Web.

Han et al. [6] adopt the simplest approach to devise a schema and its respective
instances, called entity-per-row [4]. In this approach, besides the schema, each row of
the table should describe a different entity and each column an attribute for that entity,
for example, each column corresponds to an attribute – e.g., Date, Genus, Species
etc. – and each row to an event – a collection of a specimen. Han et al. [6] and several
related work assume the entity-per-row organization to support the process of manually
mapping attributes, to make them semantically interoperable. Initially, the user must
indicate a cell whose column contains a field which plays the role of identifier–equivalent
to the primary key of a database.

Langegger and Wob [15] propose a similar, but more flexible, solution to map
spreadsheets in an entity-per-row organization. They are able to treat hierarchies among
fields, when a field is divided into sub-fields, for example, fields Date, Latitude and
Longitude refer to when and where the species was collected. It is usual that authors
create a label spanning the entire range above these columns – e.g., labelled as “Field
Number” – to indicate that all these fields are subdivisions of the larger field. This hier‐
archical perspective can be expressed in our model, since a property can be typed
(rdfs:range) by a class, which in turn has properties related to it.

RDF has been widely adopted by related work as an output format to integrate data
from multiple spreadsheets, since it is an open standard that supports syntactic and
semantic interoperability. Langegger and WOB [15] propose to access these data
through SPARQL [16] – a query language for RDF. Oconnor et al. [4] propose a similar
solution using OWL.

Abraham and Erwig [10] observed spreadsheets are widely reused, but due to their
flexibility and level of abstraction, the reuse of a spreadsheet by people outside its
domain increases errors of interpretation and therefore inconsistency. Thus they propose
a spreadsheet life cycle defined in two phases: development and use, in order to separate
the schema of its respective instances. The schema is developed in the first cycle, to be
used in the second cycle. Instances are inserted and manipulated in the second cycle
guided by the schema, which cannot be changed in this cycle.

Another approach to address this problem is automating the semantic mapping
using Linked Data. Syed et al. [3] argue that a manual process to map spreadsheets is
not feasible, so they propose to automate the semantic mapping by linking existing
data in the spreadsheets to concepts available in knowledge bases, such as DBpedia
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(http://dbpedia.org) and Yago (http://www.mpi-inf.mpg.de/yago-naga/yago/). Yago is
a large knowledge base, whose data are extracted, among others, from Wikipedia and
WordNet (http://wordnet.princeton.edu). The latter is a digital lexicon of the English
language, which semantically relates words.

Among the advantages of the last approach, there is the fact that such bases are
constantly maintained and updated by people from various parts of the world. On the
other hand, the search for labels without considering their contexts can generate ambig‐
uous connections, producing inconsistencies. Thus, there are studies that stress the
importance of delimiting a scope before attempting to find links.

Venetis et al. [12] exploit the existing semantics in the tables to drive the consistent
manipulation operations applicable to them. The proposal describes a system that
analyzes pairs of terms heading columns and their relationship, in order to improve the
semantic interpretation of them. Authors state that a main problem in the interpretation
of tabular data is the analysis of terms independently. This paper tries to identify the
scope by recognizing a construction pattern, which is related to a spreadsheet nature
inside a context.

Jannach et al. [11] state that the compact and precise way to present the data are
primarily directed to human reading and not for machine interpretation and manipula‐
tion. They propose a system to extract information from web tables, associating them
to ontologies. They organize the ontologies in three groups: 1. core: concepts related to
the model disassociated from a specific domain; 2. core + domain: domain concepts of
a schema related to the information to be retrieved; 3. instance of ontology: domain
concepts of instances. These ontologies aim at gradually linking the information to a
semantic representation and directed by the user’s goal.

Among these solutions, we note that some of them address individual pieces of
information inside spreadsheets – devoid of context – and others consider the importance
of identifying and characterizing the context. Even though all approaches rely on
construction patterns of spreadsheets, none of them proposes a model to represent,
exchange, reuse and refine these patterns, which is one of the main contributions of this
work.

7 Conclusions and Future Work

This paper presented our thesis that it is possible, from a spreadsheet structure, to recog‐
nize, map and represent how users establish construction patterns, which are reflected
in the schema and data organization. One of our main contributions here is an exploratory
observation of these patterns through a survey with biologists, as well as the refinement
of hypothesis for construction patterns.

Our process also involves the comparative analysis between the SciSpread system
and survey results. None of the related work departs from the characterization of the
underlying conceptual models and their association with construction patterns, to cate‐
gorize spreadsheets according to the nature of information they represent, and to recog‐
nize them.
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Our studies presented here have focused in the area of biodiversity. We intend to
investigate its generalization to other domains of knowledge, extending this strategy to
a semiotic representation.
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Abstract. Traditional commercial and retail banks are under great pressure from
new competitors. They must rise to the challenges of understanding their customer
actions and behaviors, and be ready to meet their expectations even before they
explicitly express them. But the ability to know customers’ demands in nearly
real-time requires the evolution of existing architectures to support the detection,
notification, and processing of business events to manage business information
streams. This paper describes a practical experience in evolving a core banking
enterprise architecture by leveraging business event exploitation, and includes
the definition of business events; the design of a reference architecture and its
integration points with the legacy architecture, as well as the description of an
initial governance approach. Furthermore, as the core banking architecture is a
critical infrastructure we have evaluated the performance of the evolved archi‐
tecture so as to understand whether or not it can meet the banks’ quality levels.

Keywords: Enterprise Architecture (EA) · Event-Driven Architecture (EDA) ·
Event · Core banking · Business information · Middleware

1 Introduction

Business information has become a critical asset for companies and it of even more value
when obtained and exploited in nearly real time. The correct distribution of this infor‐
mation to all interested parties and its accurate, subsequent use and processing by
different applications allow companies and organizations to react quickly to changes in
their environment and obtain multiple profits.

In order to fulfill the aforementioned requirements, Event Driven Architecture
(EDA) was devised. EDA allows systems and applications to deliver and respond to real
time information (events), helping to support business needs from an IT management
point of view [1]. Thus, it has associated both technological benefits and business
advantages. As regards the former, EDA provides a loose coupling between its compo‐
nents, which reduces dependencies and allows modifications without giving rise to side
effects. A many-to-many communication pattern is also applied, facilitating the reusa‐
bility of information and the freedom to act independently with the received information.
All of the above creates an adaptive and flexible architecture that results in business
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advantages. EDA enables faster, more agile and more responsive business processes,
enhancing the informed decision-making model and the automation, processing and
motoring of operational activities, among other business advantages.

Companies can follow different strategies to introduce the EDA approach and
thus exploit the streams of business information. However, these strategies obvi‐
ously have to coexist and comply with the existing software architecture solutions
and legacy systems. In this paper we describe our experience in evolving a core
banking Enterprise Architecture (EA), leveraging real time business information
processing and exploitation.

The work presented in this paper has been carried out in the context of the Center
for Open Middleware (COM), a joint technology center created in 2011 by Santander
Bank (together with its technological and operational divisions ISBAN and
PRODUBAN) and Universidad Politécnica de Madrid. COM is the incubator of an open
software ecosystem aiming at developing middleware solutions and experimenting with
new software architecture approaches.

There are different technologies hosted under the COM umbrella and one of the key
ones is an EA called BankSphere (BKS). Created by the Santander Group, BKS is a set
of integrated design tools, and a deployment and runtime environment that speeds up
the development of new bank software such as applications for customers, call center
staff or bank branch workers. It provides great flexibility and control, thus saving time,
resources and money. Since its introduction, BKS has constantly evolved to fulfil
Santander requirements, and it is now required to enhance the generation and exploita‐
tion of real time business information.

In this paper we present our findings on how to introduce an event-oriented approach,
architectures, tools and technologies and their potential application and integration into
a core banking EA. Specifically, we describe how to incorporate and use real time busi‐
ness information in the BKS context, identifying the key elements necessary and inte‐
grating them into BKS, while minimizing interference with the existing architecture and
procedures.

The remainder of this paper is structured as follows. Section 2 covers related work
and puts our work in perspective. Section 3 gives an overview of the background of
EDA’s main concepts. In Sect. 4 we present a high level description of the BKS char‐
acteristics and architecture. Then, we address and detail the proposed solutions to intro‐
duce EDA in BKS in Sect. 5. It includes the definition of business events; the design of
a reference architecture, which identifies the integration points with the specific EA, and
the description of the initial governance approach to manage the new elements.
Section 6 describe an operational validation though a case study and a non-functional
validation focussing on performance. Specifically, we describe the evaluation of two
main metrics: throughput (messages per second supported) and latency (delay experi‐
enced by the messages). Finally, Sect. 7 concludes the paper and introduces areas of
future research.
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2 Related Work

Diverse studies have tackled the introduction of business events in existing architectures
of different domains. Most of them describe general approaches for EDA and SOA
integration such as [1, 2] or [3], while others address only the specific issues of EDA
integration such as modelling, simulation, methodologies, performance, etc. For
example, [4] proposes an EDA modelling notation and its associated simulation
language; [5] describes a unified event ontology and a methodology for event-driven
business processes; and [6] explains a business-oriented development methodology for
event processing.

The papers reviewed provide the theoretical basis to evolve EAs towards the EDA
paradigm. Most of them include a validation exercise through a case study in the field
of application. However, these case studies are usually academic or simplified examples,
not practical experiences for real-world EAs, since most companies, and banks in partic‐
ular, do not usually publish the evolution experiences of their core EA.

Our contributions focus on this last point, a real-world EA evolution and its associ‐
ated solutions, which we think are of the utmost interest for engineers and practitioners.

3 Event Driven Architecture

EDA is a software architecture style based on multiple entities communicating asyn‐
chronously via announcements or notifications, known as events [7]. Instead of the
traditional synchronous, request-response interaction model, where a requestor asks for
services or messages and waits for an answer from a replier; in EDA, events are trans‐
mitted in a fire-and-forget mode. In other words, events are communicated without a
previous request and without being concerned about what happens with them afterwards.

Basically, an event is a change in a state within a particular system or domain that
merits attention from other systems [2]. The term has been given other meanings,
depending on the context. It can refer to the actual occurrences (the things that have
happened), which are also known as instances of a particular type of event. On the other
hand, we can use ‘event’ or ‘notification’ to specify the particular communication of an
event instance. Generally, the word ‘event’ is used in both cases without distinction. We
will use ‘event instance’ or ‘event notification’ where its distinction is relevant.

We can think about different types of event taking place in a company, such as events
related to low-level technical information, software activity, user actions or business
data. Furthermore, we may also consider events happening outside the company (e.g.
stock markets, social networks or any other data sources). By way of example, low-level
technical events can be information from sensors, ATM status, network data or activity
in many other devices. Software events can indicate calls to methods, execution of serv‐
ices or exceptions in the execution of a program or a process. We may understand user
events as actions or information generated by both customers and workers of a company.
Finally, this paper focuses on business events.
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Fig. 1. Generic EDA layers.

These events are generated by the core company activities and represent relevant
information that has an impact on its economic development and management. For
instance, in a financial institution, business events can derive from the registration of
new customers, canceling of services, money withdrawals, or the contracting of products
such as credits, mortgages, etc.

A generic EDA is made up of three core layers: producers, channel and consumers
(Fig. 1). The process begins at the producer layer, detecting, creating and sending events
through a channel, and ends when consumers receive these event notifications and carry
out a specific task (automatically or with human intervention).

Producers can contain a software subcomponent called preprocessor to add intelli‐
gence to the event publication. It can carry out different tasks such as, filter, prioritize
or homogenize the produced events. Thus, only the most relevant events will be sent or
all event notifications will have the same format.

The channel is responsible for transporting event notifications between producers
and all associated consumers. It usually takes the form of a Message Oriented Middle‐
ware (MOM) [8], which is a software infrastructure that can send and receive messages
between distributed systems, regardless of platforms, technologies and resources used.

A MOM can use different messaging models such as point-to-point or publish/
subscribe. In the first model, only one consumer receives a particular event notification,
while in the second, more than one consumer may express their interest in a set or subset
of event types, in order to be notified when a producer generates their registered interest
[9]. Technically, it is usually achieved thanks to an intermediary entity known as broker
that receives all event notifications from producers and routes them to the subscribed
consumers, using queues that store event notifications if necessary.

There are three characteristic examples of standards for MOM that implement the
publish/subscribe model: the Data Distribution Service for Real-Time Systems (DDS)
[10]; the Java Message Service (JMS) [11]; and the Advanced Message Queuing
Protocol (AMQP) [12].

DDS was created by the Object Management Group (OMG) and is the first middle‐
ware standard that defines publish/subscribe messaging model for real time and
embedded systems. It supports a lot of Quality of Service (QoS) policies to control many
aspects of data delivery and quality and provides a robust architecture. However, DDS
has few open source implementations. For its part, JMS is a widely used Java MOM
API from Sun Microsystems but it is not a messaging system in itself. JMS only defines
the interfaces and classes needed to communicate two Java applications and does not
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include the specification of brokers or queuing systems. Finally, AMQP is an open
standard protocol for MOM, originated in the financial services industry in 2006. It
enables client applications to communicate (sent or received messages) with messaging
brokers, using messaging queues.

On the other hand, consumers can be any entity such as software components, appli‐
cations or systems that react to the received notifications. For example, consumers can
create new event notifications, invoke a service, initialize a business process, increase
a value or notify humans to carry out manual tasks. There is a special kind of consumer
that is known as an event processing engine, which encompasses the set of computational
procedures to carry out operations with events such as reading, creation, transformation,
deletion or correlation [13]. Because of its importance, it is frequently considered as an
independent layer in EDA.

There are three styles of event processing which may be used together [14]: simple,
stream and complex. The former is the most basic process: an event is received and it
produces an action. On the other hand, Event Stream Processing (ESP) [15] continually
receives all kinds of events (ordinary and notable) and, through established rules or
queries on the flow of data, it decides whether or not to forward events (or information
on them) to other consumers. Finally, Complex Event Processing (CEP) [16] relates
different event types from various sources to produce new events or extract relevant
information.

4 BKS Banking Service Platform

BKS is a set of development tools created by the Santander Group that allows program‐
mers to create new banking applications quickly. It includes a design framework inte‐
grated with the Eclipse IDE, and a deployment and runtime environment based on Java
Enterprise solutions and web technologies.

BKS has been designed to allow the reuse of software components and simple, fast
programming. The former is achieved through its Service Oriented Architecture (SOA)-
like approach, where pieces of software are developed and exposed to be reused by other
components. The latter is carried out by using a visual programming environment which
allows programmers to design applications through usable graphical user interfaces
(GUI). It hides the code details and lets programmers to use graphic symbols that repre‐
sent software components.

Simply put, BKS programmers can create presentation and business flows by reusing
previously implemented software components. The business flows are exposed by a
facade and can be used to create banking applications. An application is usually consti‐
tuted by a main presentation flow that calls different business flows, which in turn call
backend operations or services.

A BKS application is typically turned into a Java Enterprise Edition application,
exposing the application through a web module (WAR) and implementing the business
logic through various Enterprise Java Beans (EJB). It is then executed in a runtime
environment provided by BKS.
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The execution of BKS applications at runtime is as follows (Fig. 2). First, a request
for an application is detected and redirected to the operation container. It invokes
different initial operations and the states defined by the presentation flow. These states
can call business flows through a common facade. At this point, the execution entails
invoking backend operations and external components defined by the business logic.
Finally, the request ends when all presentation states have been executed and the control
is returned to the user.

Fig. 2. Basis of BKS applications at runtime.

5 Proposed Solutions

In the previous sections we have reviewed the foundations of EDA and the main features
of BKS. Converging on a solution that brings the best of these architectures requires
extending current BKS capabilities and identifying the key integration points that inter‐
fere minimally in the existing architecture and the associated procedures.

We include the proposed solutions to evolve an EA towards the EDA paradigm in
the following subsections. The specific results are: the definition of the new banking
business events; the design of a reference architecture to integrate EDA that allows
business event generation and exploitation and identifies the specific integration points
with BKS; and finally, a description of the initial governance approach to manage the
new EDA elements.

5.1 Business Event Definition

The event definition entails deciding what semantic and data each event instance must
contain, and which data-exchange format is assigned to event notifications. Given that
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there is no standard or a generally adopted event format, and there is a huge variety of
business event types with different meanings and aims, the event definition is one of the
most problematic issues in EDA integration.

We have carried out a study with the possible alternatives that are used or can be
used to communicate and later, process business events, concluding with the following:

– There is a wide range of event definitions in different formats that addresses specific
issues in a company and changes depending on the purpose of the event, the domain,
or the business layer [17].

– Event notifications can be implemented by any data-exchange format such as XML,
JSON, Google Protocol Buffers, CSV, ASN.1 or Hessian [18] and [19].

– Event processing engines can use Java Objects, expressions or JSON-based or tag-
delimited languages to represent events [13].

Moreover, we have examined several initiatives proposed in the field of web services,
such as the WS-EventDescription [20] or the WS-Notification [21]. They are not specific
event definitions and cover the description of communication protocols between web
services. Events in other domains, for example the specification Activity Streams [22]
for social web application, have also been reviewed.

Clearly, there is no agreement on how to represent event-related information and
some solutions can be used either jointly or separately. However, there is a trend towards
formats that allow the inclusion of two differentiated parts: header and body [13, 14].
The header includes metadata information: generic event information such as the name,
identifier, occurrence time or producer identification, or can describe the event type. On
the other hand, the body or payload contains the specific data on the event instance.

We have decided to follow the aforementioned structure using XML as the repre‐
sentation format. We have defined a general XML Schema Definition (XSD) that
contains the basic structure for all the event types we are managing (Fig. 3).

In our structure, the header has three basic elements common to all events:

– eventType: indicates the type of event according to the hierarchy of the Santander
Group’s business event catalogue. It has an attribute denominated as a category that
specifies the nature or domain of the event and the value is a text string that contains
two parts separated by a dot, indicating the business area and the specific type.

– createdTime: contains the timestamp of an event occurrence.
– createdBy: identifies the event producer that generates the event.

The body is limited by an element called logRecordAppData that contains a reference
to other separated XSD. There is an XSD for each event type and each of them describes
the specific data of an event type. It is important to highlight that we have divided the
header and body definitions into different XSDs to allow specialized actors to handle a
specific part.

5.2 Reference Architecture

An EDA process starts with the detection and creation of events. Although BKS does
not include any EDA layers, it uses relevant business information that can be mapped
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to banking business events. As a result, event producers have been detected as the only
integration point between EDA and BKS architectures (Fig. 4).

Fig. 3. XML event definition.

Fig. 4. EDA integration with BKS.

We have detected two main ways of incorporating event producers in BKS appli‐
cations: explicit and implicit.

– Explicit. BKS programmers must include a call to an event producer component to
generate business events, configuring the exact values for the business event instance.
In other words, they have to decide where to include the creation of the event within
the business logic and moreover, obtain the context data that corresponds to event
instances.

This solution has several drawbacks. First, programmers have to acquire new
responsibilities and understand new concepts related to business areas that differ from
their daily technical work. Secondly, this incorporation into existing banking appli‐
cations, which are currently in production, implies their modification and can entail
risks in stable applications.
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– Implicit. Here, the incorporation of event producers is almost transparent for
programmers. They are strictly limited to defining the business logic and the business
event generation is associated with calls to business flows.

The main disadvantage of this solution is the low quality of the generated events.
They correspond to calls to functional business methods but they do not necessarily
tie in with business event definitions. To solve this last point, a preprocessor can be
included. It can create real business events based on execution traces obtained from
calls to the facade. However, it requires an in-depth analysis of the context and each
functional component to be related to business events.

Both alternatives can coexist in BKS. We have specifically proposed to use explicit
business event generation for new BKS applications and implicit generation for existing
applications.

The remaining of the EDA layers (channel and consumers) will be new elements in
BKS. At present, BKS already incorporates a stable commercial messaging system for
logging the application. It allows execution traces to be stored in a database to be batch
processed. Therefore, a MOM that allows the publish/subscribe model to distribute
business events in real time has to be incorporated.

5.3 Governance Approach

The incorporation of EDA elements in BKS entails the creation of new operational and
organizational processes that allow the Santander Bank to govern business events.
Governance is a wide discipline that can be applied on multiple perspectives of a
company such as that related to EA, IT, data, business or SOA [23]. Basically, it seeks
to define a global structure for establishing and ensuring how the company resources
sustain and extend the organization strategies. To begin with, we have identified the
organizational processes involved in the creation, use and reuse of business events in
the BKS context. This new process has been called event lifecycle and has been defined
according to the existing procedures in the bank.

The event lifecycle (Fig. 5) describes the different activities or tasks that must be
carried out in design time to define, incorporate and use business events generated by
applications. In previous sections, we noticed that BKS programmers know the func‐
tional specification and logical model of their applications. However, they ignore the
business value of their components. Consequently, other stakeholders must participate.

We have identified four main actors in the event lifecycle: the project leader of an
event-oriented application that wants to use a specific event, the project leader respon‐
sible for the BKS application that generates the event and the corresponding program‐
mers of each project. Members of the quality department participate in approving the
different stages.

The lifecycle starts with an identification stage: the event-oriented project leader
detects the need to consume a specific business event to take advantage of it and exam‐
ines whether the specific banking business event exists. If it is already incorporated into
any BKS application, a subscription to this event is made. Otherwise the new event is
defined.
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The definition process begins with a formal request for the incorporation of a new
business event (application stage). The request goes through a validation stage and if
approved, the event is defined and incorporated into a BKS application. The quality
department validates this last step again. The definition process ends with the event
subscription and use.

6 Validation

In order to validate the previous solutions, we have developed a proof-of-concept test
bed in an open source environment. It incorporates several event producers, a MOM, a
CEP, and different event consumers that give shape to a banking case study. The case
study supports the operational validation of our contributions as well as the evaluation
of some non-functional aspects, such as performance.

6.1 Case Study

The case study consists of a wire transfer scenario whose aim is to demonstrate the
feasibility of the proposed solutions and the value added to the business by EDA. The
scenario takes into account Santander customers who are sending and receiving money
from the same bank or others. It must incorporate the technologies and mechanisms that
allow the detection, distribution and use of the associated business events. Moreover, it
must show any of the multiple possibilities for exploiting these events in real time.

We have identified two main business event types: sent wire transfer and received
wire transfer. The former represents the events of orders that Santander customers carry
out to transfer a certain amount of money to other bank institutions. Conversely, received
wire transfers are orders from customers of other banks to Santander customers. Each

Fig. 5. Event lifecycle.
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event type contains the specified header and the following information in the body:
session identification, IP address, source account, target account and amount of the
transfer.

Our scenario includes the following logical entities (Fig. 6):

– Two event producers. Each of them generates a different business event for wire
transfers and publishes it through a MOM.

– One MOM distributes the received events to all the associated consumers.
– A CEP acts as a consumer and receives all the previous events. It extracts relevant

information and displays it in a visualization dashboard. Moreover, if applicable, it
generates a new event type that indicates that an individual (not a corporate entity)
has received a wire transfer above a threshold. This new event type is called user
alert.

– An application displaying a wire transfer dashboard that shows relevant information
on the business events of sent and received wire transfers.

– Two consumers that react to the user alert event. One of them is a simulation of a
Customer Relationship Management (CRM) that displays records of the wire trans‐
fers received by Santander users. Moreover, it can manage, assign and create alerts
to call-center software with the aim of carrying out commercial actions. The other
consumer is a user notification system that sends mails and/or Short Message Service
(SMS) to Santander users that have activated the real time notification service to be
informed about their transactions.

Fig. 6. Architecture of the case study.

We have developed the previous components using open source tools and applica‐
tions, and the Java programming language. Event producers have been entirely imple‐
mented as Java preprocessors that use information from different BKS applications.
They generate event notifications based on the proposed XML event definition for sent
and received wire transfers and publish them through a channel.
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The channel is implemented by an open source MOM called RabbitMQ [24] that
supports the AMQP in its 0.9.1 version. AMQP covers different messaging models such
as publish/subscribe. Its main advantage is to be interoperable, thus allowing consumers
and producers to use any programming language or data format.

As regards the CEP consumer, we have selected an open source solution available
for Java such as Esper, and for.NET such as NEsper [25]. It allows large volumes of
events to be processed by applying ESP and CEP. Basically, Esper allows applications
to store queries and run the event streams through to obtain information or new event
streams. Queries are written using Event Processing Language (EPL) [13] and [26] that
is similar to the Structure Query Language (SQL) of databases. The differences are: the
queries are carried out through an event stream, the data available for querying within
the stream is defined by views and the basic units of data are events and their specific
information.

We have obtained information on the received events with EPL queries such as the
total number of sent or received transfers, the accumulated amount or the amounts per
second for each event type. We also have drawn up a ranking of the top five banks for
the most sent accumulated amounts. We extract extra information on the received events
by carrying out an enrichment process. Thus, we have located the source of the transfers.
In particular, the associated Santander bank branches that are the source or destination
of transfers.

All the previous information has been displayed in a web application called Wire
Transfer Dashboard. We have implemented it using the Google Charts that allow a lot
of chart types such as maps, tables, or line or column diagrams to be incorporated. We
used WebSocket technology to communicate Esper with the web application.

Finally, we have used Esper to obtain a new event stream with all the received wire
transfers that are more than €3,000 and whose target account belongs to an individual,
not a corporate entity. We have developed two consumers that react to it: CRM and the
user notification system, implemented by Java web applications.

6.2 Performance Evaluation

We have carried out a series of performance measures to evaluate whether the selected
open source tools fulfil the basic requirements for our case study. In particular, we have
begun by verifying two main metrics, namely throughput and latency, using different
configurations in two environments.

The throughput, also known as the message rate, measures how many messages per
second can be supported. It is similar to the bandwidth (amount of raw data in MegaBytes
that may be transmitted per second), but refers to the number of discrete messages (in
our case events) that can be produced or consumed. On the other hand, latency indicates
the delay experienced by messages from producers to consumers. Generally, latency is
explained from the channel point of view, but producers and consumers can also inter‐
fere, depending on how the environment is configured. In our performance evaluation,
we have considered production and consumption rates of throughput and latency.

The measures were repeated using different persistency configurations. Specifically,
we dealt with persistent and non-persistent messages. The former guarantees that a
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message will not be lost, and so it could survive a crash in the EDA layers. To ensure
it, producers have to flag the messages as persistent before publishing, and the broker
components have to be configured as durable [27]. Durability is a similar concept to
persistence but applied to RabbitMQ components. By default, these components are
transient or non-durable and therefore, they do not survive reboots and could be lost on
failovers.

We have compared the performance of the two types of message in different
scenarios. First, we considered a real time scenario, in which one producer publishes
events and one consumer reacts to them as soon as they arrive. We have called it scenario
1:1. Moreover, we have also defined a scenario 1:n in which more than one consumer
has participated. In this case, the variable n indicates the number of consumers in the
different tests.

We have worked with two different environments to compare the results. First, we
used two virtual machines, one hosts the messaging broker and another hosts the
consumers and producers. In this environment each machine has an Intel Xeon E5520
@2.27 GHz × 4 core processor, running 2 GB RAM, 30 GB disk capacity and Ubuntu
12.04 LTS, 64 bit server. The virtual machines are hosted in a shared network of the
university. The second environment includes two physical machines with greater
features, an Intel Core i7-3720Q @2.60 GHz × 8 core processor, 16 GB RAM and 80 GB
disk capacity, running in an isolated network.

In the following subsections we will describe the different tests carried out in each
scenario and the results obtained. It is important to point out that each test was run three
times and that the measures obtained were averaged.

Scenario 1:1. It is the more general case in which there is only one producer and one
consumer, publishing and receiving messages, respectively.

We have carried out different tests to check how the production and consumption
throughput varies with the message size in the described environments. First, we
performed an in-depth test in which a producer sent bursts of ten thousand messages
through the broker to a producer. We repeated the test increasing the message payload

Fig. 7. Throughput for producers in scenario 1:1.
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from 181 bytes to 12 kilobytes with a 120 byte interval. The tests were repeated for both
the persistent and non-persistent configurations, and in both the virtual and physical
environments.

Figure 7 summarizes the results for the throughput of producers, which are very
similar but a little lower for consumers. The observed throughput decreases when the
message size increases. There is also a notable difference between using virtual or phys‐
ical machines.

Based on the analysis of the business events managed by Santander, we estimated
that the payload of our messages (event notifications) would be between 2 and 5 kilo‐
bytes. For these figures, we observe that the throughput is greater than 4,000 messages
per second in both cases (virtual and physical environments), doubling the amount in
the physical machines.

Fig. 8. Latency in the different environments, scenario 1:1.

In addition to the previous tests, we continued increasing the message size until the
saturation throughput was reached. In the virtual-machine environment, we observed
steady values of around 100 messages per second, for message sizes of 100 kilobytes
and over. For the case of physical machines, we identified the message size of 600
kilobytes as the saturation point. Here, the throughput falls to 200 messages per second
and it is almost stable for bigger messages. The previous values are production
throughput but, as in the previous test, consumption throughput figures are very similar
but with a smaller difference.

As regards the latency, it practically maintains a value of slightly above 100 ms in
the range from 181 bytes to 12 kilobytes. Specifically, we obtained an average delay of
119–125 ms with physical machines and 148–158 ms with virtual machines.

Finally, as expected, we perceived that the latency increases with the size of the
messages. In the virtual machine environment the latency fluctuates sharply (Fig. 8, left)
while it is more continuous in the physical machine environment (Fig. 8, right). We
think that this difference in the behavior is brought about by the network configuration,
since it is a shared network in the virtual environment but it is an isolated network in
the physical environment.

Scenario 1:n. This scenario includes one consumer publishing messages, which are
delivered to n consumers through the channel. In this scenario we used just the physical
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machine environment, since the goal was to understand how many consumers can be
hosted in the same machine.

As in the previous scenario, we varied the size of the messages and calculated the
throughput and latency in each consumer. However, we have reduced the number of
sizes and increased the number of sent messages for each size. Specifically, the producer
published 40,000 messages for each of the four message sizes tested, namely 1 byte, 1
kilobyte, 10 kilobytes, and 1 megabyte.

We started by executing a test with one producer and one consumer, and we increased
the number of consumers iteratively at the end of each test. We detected the saturation
of the scenario with 6 consumers, when the machines crashed.

The throughput drops when a consumer is added to the scenario. It is more
pronounced in the case of using persistent messages (Fig. 9, right) than non-persistent
messages (Fig. 9, right).

Fig. 9. Throughput for consumers, scenario 1:5.

The results obtained are within the target range of message payload (2-5 kilobytes)
and therefore, they suggest that RabbitMQ can be applied in BKS. Moreover, although
using physical machines would cover larger amounts of events, virtual machines do also
meet our requirements, providing greater flexibility and adaptation to variable condi‐
tions.

7 Conclusions

We have analyzed how to introduce business event streams in a legacy, core banking
architecture, and have described our practical experience on this journey. Supporting
business event processing at an architectural level, would allow programmers to create
software bank applications quickly, efficiently and proving high performance. In turn,
this architectural evolution would support traditional commercial and retail banks in
dealing better with new entrants in the banking domain by leveraging business event
exploitation.

We have analyzed the technical challenges that this integration involves, and have
proposed a set of solutions to meet them, including a business event definition based on
an XML structure with our own semantic; a reference architecture to integrate business
events generation, notification and processing that identifies the specific integration
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points with the core banking EA; the definition of an event lifecycle that allows the
incorporation and use of business events without interfering with the existing legacy
infrastructure; and the related governance processes. These solutions have been success‐
fully validated in a proof-of-concept test bed that uses open source tools. Furthermore,
we have carried a performance evaluation of the selected tools to understand whether
they would meet the bank quality requirements.

Since our first results have demonstrated the workability of our approach, the future
points towards a further analysis the governance approach. A core banking architecture
requires solutions that allow the cataloguing and managing of events to optimize their
production, reuse and consumption. The monitoring of events and their lifecycle will
also ensure the consistency of the solution.
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Abstract. Enterprise Models are the central asset that supports Enter-
prise Architecture, as they embody enterprise and IT knowledge and
decisions. Static analysis over this kind of models is made by inspecting
certain properties and patterns, with the goal of gaining understanding
and support decision making through evidence. However, this is not a
straightforward process, as the model in its raw form is rarely suitable
for analysis due to its complexity and size. As a consequence, current
approaches focus on partial views and queries over this model, leading
to partial assessments of the architecture. In this paper, we propose a
different approach to EA analysis, which consists on the incremental
assessment of the architecture based on the interaction of the user with
visualizations of the whole model. We implemented our approach in a
visual analysis tool, PRIMROSe, where analysts can rapidly prototype
custom functions that operate on topological or semantic properties of
the model, combine partial insights for sounder assessments, associate
these findings to visual attributes, and interact with the model using
multiple visualization techniques.

Keywords: Enterprise architecture · Visual analysis · Enterprise
models · Model analysis

1 Introduction

Thirty years since its inception, Enterprise Architecture (EA) has evolved from
a method for reconciling business and IT to a relatively mature discipline. Enter-
prise Modelling is one of the subjects where EA can deliver real value on the orga-
nization, and consists on the development of Enterprise Models (EMs), which
are the embodiment of all the collected information about the enterprise under
several perspectives. Building EMs typically comes with a high price tag that is
payed for when they are analyzed, that is, when additional knowledge is created
by processing and reworking previously defined facts [1]. The knowledge gained
from analyzing EMs serves to support decision making processes in architectural
and stakeholders boards, and to lower risk.

A very important concern with analysis is that it is far from being a trivial
task. Most of the times, analyzing an EM involves the formulation and reformula-
tion of hypotheses, as well as the composition of different insights in order to get
c© Springer International Publishing Switzerland 2015
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to sound assessments. Furthermore, the scope of analysis processes is arbitrary
and not necessarily known a priori. It may range from a full-fledged impact
analysis over the entire model, to an in-depth analysis on a specific domain
where issues were detected during the early stages of the analysis process. For
instance, if an analyst needs to assess the business process architecture of an
enterprise, he would use a pertinent and proven method (e.g. Flow Analysis) for
this evaluation, which differs from say, a security (e.g. vulnerability) assessment.
Furthermore, it would be a good idea to use a combination of several methods,
in order to arrive to more powerful insights.

On top of that, the reasoning process behind an analysis is rarely expressed
and documented because it heavily depends on the experience of the analyst.
This lack of a traceability mechanism forces the analyst to guess the rationale
behind past decisions.

Also, we have to take into account that EA modelling tools offer different
features and thus restrict the kind of analysis that they support [2]. Some of
the characteristics that result in limitations include (a) the modelling approach,
(b) the metamodels supported, and (c) their analytical capabilities, which range
from model conformity checks to generation of pre-defined views and the possi-
bility to query the model.

Given known and important characteristics of EMs, such as being large,
complex, typed, and structural in nature [3], visualizations are becoming more
and more used to support analysis methods. However, most modelling tools only
provide the capacity to visualize (by means of diagrams or views) partial models
that are subsets of an EM. While there is the notion of an integration of these
views to form an unified model, it is rarely possible to apply analysis techniques
over the whole EM.

The problem with this, as evidence suggests, is that applying analysis with-
out an overview of the whole model can possibly lead to information loss and
reaching false conclusions [4]. Furthermore, interactive exploration of the large
volumes of data by visual means, appears to be “... useful when a person sim-
ply does not know what questions to ask about the data or when the person
wants to ask better, more meaningful questions” [5]. This precisely reflects what
precedes most ad-hoc analyses and explains why visualizations are progressively
considered less as a product (diagrams) than a medium.

Taking into account the issues discussed above, we consider that a platform
that enables structural analysis of EMs, and is supported by its visual exploration
and interaction, can facilitate the tasks of an analyst. Thus, we can formulate our
research question as follows: How can we provide an useful and flexible method
for inspecting facts on an Enterprise Model, and what is the architecture behind
an analysis tool that supports the visualization of the whole model, displaying
these facts incrementally?

The goal of this paper is to present a conceptual framework –and a tool
that implements it– that addresses these issues. This framework supports the
formulation of analytical functions that enrich the model, and allows their visual-
ization through an extensible set of visualization techniques. This work is based
on the usage of Overview Visualizations that display the underlying topology of
an Enterprise Model and help the analyst to incrementally find new structural
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properties and patterns. This conceptual framework was implemented in PRIM-
ROSe, an advanced platform for the analysis of metamodel-independent EMs,
which provides feedback continuously as new insights are generated during an
analysis process.

The structure of this paper is as follows: First, in Sect. 2, we make a short
literature review of similar approaches. Section 3 offers an overview of our app-
roach, followed by Sect. 4, which provides its conceptual framework. Section 5
describes the architecture and implementation of PRIMROSe, and Sect. 6, illus-
trates the use of the tool with an ArchiMate model. Finally, Sect. 7 will discuss
results and future steps.

2 Related Work

In general, EA Visual Analysis is grounded in the wide array of previous work in
Software Visualization. Of interest is the work of Panas et al. [6], where the authors
describe a framework and architecture for the configuration of model-to-view and
view-to-scene transformations using a graph-based approach. Based on the rela-
tion between visual attributes and views, the authors start from a model graph,
which is translated almost directly to a view graph by filtering unused proper-
ties from the model. The authors also introduce Visual Metaphors as a collection
of common Visual Representations, i.e. families of visual objects fitting together.
These metaphors are used to visualize properties of a model, using techniques such
as graphs, trees, or more complex 3D representations (e.g. city maps).

This framework, however, only deals with visualization: it requires a pre-
processing of the model that is left to the user. Moreover, its focus lies on the
visual analysis of vertices of the graph, giving edges the same importance. This
is a downside, taking into account that EA Analysis is pretty much based on
relationships [3]. Finally, the process is one-way: it is not clear how to travel the
way back from visualization to further analysis.

Chan et al. [7] describe a Visual Analysis tool for bottom-up enterprise analy-
sis, based on the incremental reconstruction of hierarchical data. Analysis is
made by the exploration of the model, starting with an initial view of an entity,
and adding elements to a graph visualization by selecting concepts and relations
in the metamodel. This is complemented with a set of filtering, searching, and
abstraction methods. This bottom-up exploration is useful to manage the com-
plexity of models, and can be a complement to top-down analysis. A downside
of this approach is that it assumes that the analyst knows where to start, which
is a problem in models that span thousands of elements. Furthermore, earlier
processing and analysis is again a prerequisite, and there is no integration with
graphical frameworks.

In the field of Model Driven Engineering, the Eclipse Foundation presents
Zest [8], a library that aims to amplifiy the visual capabilities of modeling edi-
tors. Built on top of the Graphical Editing Framework, it offers a family of graph
layouts, such as Spring, Tree, Radial and Grid algorithms. The library allows the
processing of a model graph, operating in terms of the attributes of the model
elements. Also, it can selectively highlight elements and relations by develop-
ing view operations that modify visual attributes. A disadvantage, however, is
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that each view must be developed from scratch. While the authors focus on an
easily to program framework, there is no explicit way to compose and process
independent view operations depending on the outcome of an analysis.

Recent approaches on the Visual Analysis of EA focus on view-based mod-
elling and analysis. Buckl et al. and Schaub et al. [9,10] describe the conceptual
framework and requirements behind the generation of domain independent inter-
active visualizations that comply to predefined stakeholder Viewpoints, linking
an abstract View Model with the EA Information Model. With a focus on non-
technological stakeholders, the authors provide a tool [11] that allows the design
of ad hoc visualizations that filter the model taking into account aspects such
as access rights of a stakeholder to the information.

In [12], Roth et al. further enhance this framework with a pattern matching
algorithm that supports the mapping of information and view models, based on
the information demand and offering. The tool provides a set of configurable
visualization techniques, such as a Gantt Charts, Matrices, Bubble Charts, and
Cluster Maps. While this allows the analysis of the Enterprise Model by non-
technical business experts, it makes difficult to provide flexible and specialized
analysis to architects. As described in Sect. 1, the generation of these views deal
with the communication of the architecture.

In summary, there are some aspects that current research is not addressing,
leaving a gap in the field of Enterprise Model Analysis:

– We could not find approaches that allow the composition/combination of dif-
ferent analysis methods, i.e. incremental processing of the model by operating
on previous analysis routines.

– Approaches seldom provide a clear division between analysis and visualization,
the latter commonly being just a product of the analysis, e.g. diagrams, instead
of a medium for interactive analysis.

– Support for ad-hoc analysis is limited, and often implies the development of
tailored analysis tools from scratch.

– We could not find approaches that take full advantage of the several topo-
logical properties of Enterprise Models seen as networks/graphs, such as the
differentiation of relations between elements, discovery of paths, clusters, or
graph metrics.

– Current approaches are often tied to a concrete graphical library/framework,
offering a limited set of visualization techniques. In addition, the composition
of several techniques on the same representation is not possible.

3 Visual Analysis of EA Models

Visual Analysis takes advantage of the ability of people to discover patterns
easily, and revolves around giving shape - or Finding the Gestalt [13]- of infor-
mation, in order to uncover outliers, bad smells, and interesting or unusual
groups/clusters. In this aspect, the human visual system is one of the most
sophisticated in nature, and shape is one of the most important visual attributes
to characterize objects [14].
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On the other hand, the complexity of Enterprise Models demands new meth-
ods for inspecting their properties and finding interesting facts about them.
Thus, Visual Analysis appears as a valuable field with several ideas that we can
take advantage of. This section will describe the Visual Analysis process that
starts with an Enterprise Model and ends with the results of analysis that derive
on assessments about the architecture. This kind of analysis is incremental, and
it is guided by the interaction of the analyst with the model.

3.1 Visual Exploration and Interaction

In their study about the interactive nature of visualizations, Chi and Riedl [15]
provide a conceptual model and a classification of interactive tasks. They propose
the notion of operators that transform a data model under a series of stages in a
Visualization Pipeline (see Fig. 1). This results on a view of the data, mediated
by Analytical and Visualization models.

Wickam et al. [16] take this idea further, asserting that any visualization tech-
nique has the (often implicit) notion of a pipeline. However, they also mention
the fact that this pipeline metaphor breaks down when user interaction is consid-
ered: on each transformation stage of the process, user interaction (e.g., grouping,
collapsing, zooming) can take the visualization to another transformation step.
Thus, instead of being sequential, the Visual Analysis processes operate in a sense-
making loop, or dialog, between the user and the data in a visual form.

In the context of EA, Schaub et al. [10] describe a conceptual framework
with requirements for interactive visualizations of EA models. In particular,
the interaction type is selected depending on the type of analysis required. For
example, in order to perform ‘what-if’ analyses, the framework provides the
means to generate dynamic views conformant to a viewpoint metamodel, thus
aligned to the concerns of a stakeholder and his access to information.

3.2 A Process for EA Visual Analysis

At this point we want to make a parallel with the field of Visual Analytics, which
can be regarded as the transformation from data to insights by a concatenation
of several sub processes, such as visualizing data sets and generating hypothetical
models from them.

Fig. 1. Visualization pipeline from [15].
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Fig. 2. The EA visual analysis process.

Visualization is a semi-automated analytical process, where humans and sys-
tems cooperate using their respective distinct capabilities for the most effective
results [17]. The user modifies visualization parameters repeatedly [18], allowing
the analyst to gain insights by directly interacting with the data, and coming up
with new hypotheses that can be validated, again with visual interaction [19].

This process is based on the economic model of visualization proposed by
van Wijk [5,20], where a visualization is a time-dependent image (instead of a
static one), and a gain in knowledge is based on the perception of the image and
knowledge acquired from previous interactions. Inspired by this model, we define
EA Visual Analysis as an iterative process between an Analyst and a Visual
Analysis System, where hypotheses are generated and refined by the means of
interaction with Visualizations.

This process, described in Fig. 2, begins with an Import of the Enterprise
Model, which is transformed into a graph structure (part of the Analytical
Abstraction - see Fig. 1). This model can be Analyzed, i.e. processed under a
series of Analytical Functions that operate in terms of its structure and seman-
tics, adding new knowledge that was not explicitly present in the model. For the
first iteration of the process, this stage will be a lightweight processing, as our
priority is to visualize and explore the model in its totality.

Posterior to this processing, the analyst is able to Visualize the model struc-
ture with several Visualization Techniques. We use these visual representations
as a memory aid to amplify cognition - that means, we transform data into
images to derive insights, using pattern recognition from the human visual sys-
tem to process visual information.

As the analyst starts to Interact with visualizations of the model, Hypothe-
ses (which start as expectations, i.e. weak formulations) get refined over time.
This interaction modifies the parameters of a visualization, both with view and
data operators. These last operators parametrize and activate the Analytical
Functions for further processing of the model.
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Within each iteration, these formulations are confirmed or denied, as the
analyst starts to associate visual patterns with EA patterns [21] that are present
from knowledge and experience. Finally, when the Analyst has acquired sound
insights on the model, he is able to Communicate results from the analysis in
terms of Assessments of the architecture.

3.3 Requirements for Visual EA Analysis

The complexity of depicting large models has been largely examined, and two key
concerns that surface in their visualization are: (a) the use of algorithms for the
automatic placement of elements of the model to minimize visual complexity [22],
and (b) the need of automated abstraction mechanisms that reduce information
overload [23].

With these issues in mind, Naranjo et al. [4] defined a collection of requirements
from the Visual and EA Analysis perspectives. By exploring the concept of ‘holis-
tic’ or ‘total’ overview visualizations, and in the context of Visual Analysis applied
to Enterprise Models, these requirements were used to evaluate the gap between
what is currently offered by popular EA modelling tools, and what is possible
with general purpose visualization toolkits. EA Analysis Requirements provide
the guidelines that complement and support the process described in Sect. 3.2.

Another important, but often overlooked issue, is to maximize the effective-
ness of these visualizations, that means, to provide an overview of the model that
is expressive enough to support the tasks of an analyst. In [3], the authors examine
the effectiveness of four overview visualization techniques: Force-directed graphs,
Radial graphs, Sunbursts and Treemaps, and further prescribe use cases (i.e. Ana-
lytical Scenarios) for EA Visual Analysis. These cases include the diagnosis of
Enterprise Models, that is, to discover anomalies in their structure, such as iso-
lated sub-graphs of the model. This preemptive aspect of analysis is largely unex-
plored, but we consider that it is where valuable insights are generated, in the
same manner as a physician can identify pathologies with a view to a MRI scan.

4 PRIMROSe: Conceptual Framework

The goal of this section is to present the conceptual framework at the base of
PRIMROSe, and the way it is structured to support the application of analysis
and visualization functions.

Figure 3 presents a trivial model that will be used throughout this section
to illustrate our conceptual framework. This figure represents a small excerpt
of an Enterprise Model that relates elements from domains such as Strategy,
Infrastructure, or Business Process Architecture. In this model, A and C are
Business Processes, while B is an Application Component and D is a Macro
Process that references processes A and C. For the purpose of illustrating an
analysis over this model, we will try to assess the consequences of removing
process A. This should have an impact on B, C and D, and also implies the
removal of relations a, b and e.
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Fig. 3. Small fragment of an enterprise model.

Fig. 4. Transformation stages of the enterprise model, from the model graph to a visual
graph.

In order to support even simple analysis such as the one presented in the
previous section, it is necessary to have the capacity to identify or select, and
group, individual elements in the model. Taking into account that in Enterprise
Architecture analysis working with the relations is as important as working with
the elements, the underlying data structures for the analysis are not the raw
Enterprise Models. Instead of that, our approach is based on graphs that are an
homeomorphism on the EM, which means that they are topologically equivalent
to it [24], but make relations first-level elements. We now describe these graphs
and the way in which they are built, starting from what we call a Model Graph
(see Fig. 4(a)).

Model Graph. A directed graph GM = (V (GM ), E(GM )), where V (GM ) is a
set of vertices and E(GM ) is a set of edges. Each vertex in V (GM ) references one
element of the original Enterprise Model, along with its attributes. Each edge in
E(GM ) references a relationship in the model between the corresponding pair of
elements.

The second data structure, which can be built directly from the Model Graph,
is what we call an Expanded Graph (see Fig. 4(b)):

Expanded Graph. A directed and bipartite graph GE = (V (GE), E(GE)),
where V (GE) = V (GM )

⋃
E(GM ) is the set of vertices, and E(GE) is the set
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of edges. Each of these edges connects a vertex from V (GM ) and an edge on
E(GM ), or the other way around.

The Expanded Graph contains exactly the same information as the original
Enterprise Model, that is, no new knowledge has been added. In order to do
so, and thus really start the analysis process, we need to define the third data
structure, which is precisely what we call the Analysis Graph:

Analysis Graph. A directed graph GA = (V (GA), E(GA)), where V (GA) =
V (GE)

⋃
S is the set of vertices, and E(GA) is the set of edges, each one con-

necting a pair of vertices. S is the set of new vertices that are not present in
V (GE), and they are called Selectors.

Where this graph differs from the previous one is on the introduction of a special
type of vertex called Selector, which serves to group vertices in GE , that is,
elements or relationships of the original EM:

Selector. A vertex in V (GA) that is not present in V (GE), but has edges that
point to vertices of V (GE).

Ultimately, selectors are the elements in an Analysis Graph that reify the knowl-
edge acquired through an analysis process. Within the proposed framework,
selectors are added by means of the application of functions that operate over
Analysis Graphs:

Analysis Function. Is a graph rewriting function fA : GA × P → GA, with
P = {p0, p1, ..., pn} the set of parameters, which vary depending on the specific
function. These functions have an unique identifier, and can be either (1)Generic,
i.e. can be applied to any Enterprise Model, or (2)Metamodel specific. An Analy-
sis Function may add additional attributes to existing vertices.

Considering these functions and the available data structures, we can now illus-
trate the analysis process applied to the sample model. For this, we now define
5 atomic operations which incrementally process GA (see Fig. 5) and ultimately
result in a graph where it is trivial to answer the question “which elements will
be affected by the removal of process A (Product Sales)?”.

– f0 is a function that adds the domain of an element as an attribute. In the
example, elements A,B, and C are grouped in the same domain because they
represent ArchiMate [25] concepts, while element D is classified in another
domain.

– f1 is a function that adds a selector (S1) which groups edges that connect
elements from different domains.

– f2 is a function that adds a selector (S2) to vertices that satisfy an expression
entered as a parameter. In this case, the only element selected is A, which
refers to the Process where the attribute name equals “Product Sales”.
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Fig. 5. Analysis pipeline for the example.

– f3 is a function that selects neighbors of a given vertex. In this case, it selects
the elements B,C, and D, that are pointed by A, and introduces the selector
S3 to reference them.

– f4 is a function that selects the relations between elements in groups of ele-
ments defined by selectors. In this case, it selects a, b, and c, which are the
relations between elements selected by S2 and S3.

After all the sequence of Analysis Functions is executed, we have GA with
all the additional facts added, and affected vertices pointed by selectors. Now
we have to translate this data into visual information. To do this, we use Visual
Rules, that are pairs of (1) a Visual Attribute (e.g. color, shape, position) and
(2) a function that returns the value of such attribute for a given vertex:

Visual Rule. A rule Ri = {A, fR} is a pair of A a Visual Attribute, and
fR : V → X a function, where V ∈ V (GA) and X is a value of A.

A Visual Rule returns the value (e.g. ‘red’) of a visual property (e.g. color) when
an attribute of a vertex holds certain condition. In order to apply multiple rules
to a set of vertices pointed by a selector, we use a Visual Decorator :

Visual Decorator. A function fV : GA × Si × R → GA, with Si a given selec-
tor, that removes Si and its associated edges, and applies a set of visual rules
R = {R0, ..., Rn} to all target nodes of such edges.

This function effectively removes the selector, and enriches the selected nodes
with visual information. However, we need a final structure that embodies the
translation of an Analysis Graph to a Visual Graph:

Visual Graph. A directed graph GV = (V (GV ), E(GV )) that is a subgraph
of GA, where V (GV ) is a set of n vertices, such that n = |V (GV )| = |V (GE)|.
Each vertex contains only visual properties.

Having GV with all the information needed to visualize the analyzed model, we
can generate all the necessary graphic files of a given format (e.g. GraphML,
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JSON, DOT) required by a particular graphical toolkit. Its result is a Visual-
ization that the architect uses to propose and validate (or deny) hypotheses in
a sense-making loop. Finally, as the architect finds some evidence that supports
his suspicions, he would like to focus on the relevant elements and relations,
and communicate his assessments to decision makers. For this purpose we use
Filters:

Filter. A function fF : GV ×Pr → GV , that removes vertices (and their respec-
tive edges) of GV that satisfy a predicate Pr.

These filters are applied sequentially, and the resulting graph is exported to a
model, which is a View of the original Enterprise Model.

5 PRIMROSe: Application Framework

Before presenting the architecture that realizes the conceptual framework, we
highlight some aspects to bear in mind:

Incremental Analysis. As described by the process in Fig. 2, EA Visual Analy-
sis is incremental, starting with lightweight processing in the initial stage of
analysis, and with the application of additional processing on demand, given by
the interaction of the user with the tool. In this order of ideas, Analysis Func-
tions should be applied in a composite manner, e.g. as a pipeline (see Sect. 6.2),
with functions given in terms of Selectors created on previously applied functions
(see f3 and f4 of Fig. 5).

Reusable and Extensible Functions. One of the pillars of PRIMROSe are
analysis functions described in terms of elements of the model and/or metamodel,
complemented with basic graph functions that are independent of the EM and
its metamodel.

Non-destructive Analysis. As it could be noted by the reader in Sect. 4,
Analysis Functions cannot remove nodes from the Analysis Graph. Filtering is
made explicit by the user in terms of the visualization, not the data, i.e. elements
are visually hidden, but present in the Analysis Graph.

Independence from the Visualization Toolkit. Currently, there is no
general-purpose graphical toolkit that satisfies all of the visual requirements
for the Visual Analysis of EMs [4]. Each one has its own strengths in various
aspects, so the user should select which one to use, depending on the visualiza-
tion technique and capabilities needed for a specific analysis, or design their own
graphical library for EA-specific visualizations.
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Customizable Visualizations. Selectors of the Analysis Graph must be
mapped to visual attributes of a visualization. This mapping has to be translated
into toolkit-specific code and input data.

5.1 Architecture

The PRIMROSe architecture is divided into four main components, and four
stages (Analysis, Mapping, Visualization, and Filters) that conform the
global pipeline (see Fig. 6):

Fig. 6. PRIMROSe architecture.

Graph Manager. This component is responsible of translating the Enterprise
Model into an Expanded Graph GE through the transformations defined in
Sect. 4.

Project Manager. This component administers the different projects of an
user. A Project is composed of an Enterprise Model, as well as the aggregate
descriptors needed for the analysis. A Pipeline Descriptor is a sequence of Oper-
ations, each one with its own parameters. For instance, an operation of the
Analysis Pipeline contains an instance of an Analysis Function to be executed,
as well as the parameters needed for the function. The Visual Pipeline, on the
other hand, contains the Visual Decorators. Finally, the Filter Pipeline is a
sequence of Filters.

Pipeline Engine. Its purpose is to manage and apply the different stages of
the global pipeline. For each stage, that also is a pipeline, the engine composes
and applies the respective operations sequentially.

1. Analysis: Involves the transformation of the Analysis Graph using the
Analysis Functions referenced in the Analysis Pipeline.

2. Mapping: Processes the Visual Decorators in the Visual Pipeline and builds
the Visual Graph.
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3. Visualization: Taking into account that each toolkit ‘knows’ how to visualize
a graph (or a similar structure) in its own fashion, the Visualization stage
translates the processed graph GV into tool-specific artifacts, such as code
and/or input files, e.g. a GraphML or a JSON file that contains the data to
be visualized.

4. Filters: Transforms the Visual Graph by removing vertices and edges with
the Filters in the Filter Pipeline.

User Interface. This component serves both as an editor for the Pipeline
Descriptors, and also as a workbench for visual Analysis. The user can explore
the model through View Operators that modify the visualization without further
processing or visual mapping (e.g. zooming or panning), as well as control the
different stages of the global pipeline.

6 Illustrating the Approach

In order to illustrate the implementation and interaction with the tool, we will
make use of a small case study using ArchiMate as Enterprise Metamodel. As
described by its authors in [26], the ArchiSurance case study is an example of a
fictitious insurance company, which has been formed as the result of a merger of
three previously independent companies, and describes the baseline architecture
of the company and then a number of change scenarios.

We start by creating a Project containing the model, which is imported by
the Graph Manager (see Fig. 7). Until now, we have not done much.

We would want to analyze this model in order to acquire new knowledge. For
instance, and for the sake of a small example that fits in this paper, we asked
ourselves some questions: What is the relative importance of each element in
the model? Also, related to this, what is the impact of a change in the model?,

Fig. 7. ArchiSurance model graph
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e.g. the removal of the Customer Business Role. In order to perform this kinds
of analyses, we need (1) A function that finds the connectivity degree of each
node, (2) A function that finds paths and neighbors of a given model element.

6.1 Analysis Functions

Each Analysis Function comes with an unique identifier, and receives as input
the Analysis graph, in addition to custom parameters defined by the creator of
the function. Its output is the modified graph, with additional selectors, and
even new attributes.

This selection of relevant vertices is the backbone of Analysis Functions. In
order to select subsets of vertices of the graph, the Pipeline Engine exposes some
methods to Analysis Functions that allow them to query the model.

In order to elucidate the definition of Analysis Functions, we created two
very simple functions that operate with the topology of the model:

Degree Calculator. Adds an attribute –degree– to every vertex that represents
an element of the model. Its value is the number of incoming and outgoing edges.
Finally, it adds a selector for all the modified vertices of the Analysis Graph.

Impact Analysis. Given the id of a vertex, it adds a selector to adjacent
vertices and their respective edges. It also adds a selector to the source element.

The following snippet of code shows the Java class that is used to implement
the Impact Analysis function:

public class ImpactAnalysis extends AnalysisFunction{

private PipelineEngine engine;

...

public static Collection<Selector> execute(Collection<Parameter>

parameters) {

ArrayList<Selector> selectors = new ArrayList<Selector>();

Long source = parameters.iterator().next().getValue().asLong();

List<Vertex> neighbors = engine.getNeighbors(source,

pipelineEngine.getAnalysisGraph());

List<Vertex> relations = engine.getIncomingEdges(source);

Vertex s0 = new Selector();

s0.addAttribute("name","sourceElement",String.class);

selectors.add(s0);

Vertex s1 = new Selector();

s1.addAttribute("name","impactedElements",String.class);

selectors.add(s1);
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AnalysisGraph graph = engine.getAnalysisGraph();

Long id = graph.addVertex(s1);

for(Vertex v : neighbors){

graph.addEdge(id, v.getId());

}

for(Vertex v : relations){

graph.addEdge(id, v.getId());

}

}

...

}

6.2 Analysis Pipeline

As described in Sect. 3, analysis is a dynamic process where the flow of control is
constantly changing between the user and the system, with incremental process-
ing oriented by the addition of operations to the Analysis Pipeline. At the same
time, analysis is also incremental, where insights are obtained progressively.

This is the Analysis Pipeline for our example, in JSON format:

[

{

"id": "o1",

"function": "org.primrose.functions.DegreeCalculator",

"parameters": []

},

{

"id": "o2",

"function": "org.primrose.functions.ImpactAnalysis",

"parameters": [{"source","9"}]

}

]

The pipeline starts by executing the DegreeCalculator function, which does
not require any parameter. After the execution finishes, we run the Impact
Analysis function, that receives the ID of the source vertex as a parameter.

We can create more complex pipelines, where we would like to combine dif-
ferent functions. However, at the same time, we would like to preserve the encap-
sulated nature of each function. For these reasons, the Pipeline Engine also has
a registry of the selectors created on each function, and a method that returns
them given a function ID.

6.3 Visual Pipeline

The Visual Pipeline is a series of Visual Decorators. Each one of them is in
control of a Visual Attribute, is assigned to a selector, and has its respective set
of Visual Rules:
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[

{"id": "v1",

"function": "elementSize",

"parameters":

[

{"selector":"degreeElements"},

{"attribute":"size"},

{"rules":[{"expression":"allElements",

"value":"attribute(degree)"}]}

]},

{"id": "v2",

"function": "impactedElementsColor",

"parameters":

[

{"selector":"impactedElements"},

{"attribute":"color"},

{"rules":[

{"expression":"allElements","value":"#FF4D4D"},

{"expression":"allRelations","value":"#FF4D4D"}

]}

]

}

]

The Mapping component works over the Visual Graph, which is a graph
that only contains visual information, despite having the same structure as the
Expanded Graph. In this case, we are inserting visual attributes defined on each
Visual Decorator:

First, we obtain all the elements of the Analysis Graph pointed by the selector
degreeElements, which is the selector added by the DegreeCalculator function,
and then insert the value of the attribute degree into the size attribute of the
Visual Graph.

For the second Visual Decorator, we obtain all the elements of GA pointed by
the selector impactedElements, which is the selector added by the ImpactAnalysis
function, and then insert the value #FF4D4D, a shade of red, into the color
attribute of the Visual Graph.

6.4 Results

Figure 8(a) is the visualization when we execute the first function, DegreeCal-
culator, and Fig. 8(b) is the final visualization, where we have executed both
functions. Here we can identify clearly both questions that we formulated at the
beginning of this section (see Fig. 9).
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Fig. 8. Incremental appliance of analysis functions.

Fig. 9. Detail of Fig. 8(b)

7 Conclusion

This paper delineates the Visual Analysis of Enterprise Models, emphasizing on
the interactive nature of this activity, and taking into account that there is a
reasoning process – which goes in parallel– in the brain of the analyst.

Seeing this analysis more as a dialogue than the production of automated
and partial results, the contribution of this paper lies in the conceptual frame-
work and architecture that enables the incremental production and refinement
of hypotheses that end in assessments that support decision making.

We designed this PRIMROSe framework (and tool architecture) supported
by a set of requirements from various perspectives, also taking into account the
structural properties of Enterprise Models. Analysis over these models is made
with non-destructive functions that select and decorate an analytical abstraction.
This Analytical Model is then mapped to a Visual Graph, which is transformed
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into the necessary artifacts that are needed to depict the results on a given
visualization toolkit. The user interacts with the visualization and returns the
flow of control to the system, allowing the user to deepen on more detailed
analyses.

We omitted the last stage of the process, Communicate (see Fig. 2), which
deals with the transformation of a visualization and its associated insights into
a view by using filters. We think this is the meeting point between PRIMROSe
and similar approaches (see Sect. 2) that complement and enhance analysis.

Extension points for the framework include the traceability of the whole
process, which seems a promising field for complementing and enhancing EA
documentation, as it would provide evidence of the rationale behind analysis.
Moreover, the Analysis Graph should be preserved throughout the lifecycle of
the Enterprise Model, as it allows the preservation of the additional facts that
are introduced.

On the other hand, we are currently evaluating and augmenting the tool with
more complex scenarios involving different EMs of large enterprises that span
several thousands of elements and relations. As with every Visual Analysis tool,
user feedback shapes the supported functionality, as well as design considerations
that involve its usability. This evaluation consists of a given Enterprise Model
and a set of Analytical Scenarios, which are complex questions that require some
method of analysis to answer. Users will be invited to use PRIMROSe and fill
a questionnaire addressing both the Analysis Component and the Visualization
Component, in functional (e.g. accuracy, efficiency) and usability (e.g. location
of elements, interactive operations) aspects. This will help us shaping the limi-
tations of the tool, measure its effectiveness, and assess the minimal set of basic
functions that are useful for the different kinds of EA Analysis.
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Abstract. Organisations are increasingly becoming interdependent in
order to create and deliver superior value to their customers. The result-
ing business models of such organisations are becoming increasingly com-
plex and difficult to design, because they have to deal with multiple
stakeholders and their competing interests, and with dynamic and fast
paced markets. Hence, in order to ensure the long-term survival of such
firms, it is crucial that their business models are viable. Business model
ontologies (BMOs) are effective tools for designing and evaluating busi-
ness models. However, the viability perspective has largely been ignored,
and the current BMOs have not been evaluated on their capabilities to
facilitate the design and evaluation of viable business models. In order
to address this gap, current BMOs have been assessed from the viabil-
ity perspective. To evaluate the BMOs, a list of 26 criteria is derived
from the literature. This list of criteria is then applied to assess six well-
established BMOs. The analysis reveals that none of the BMOs satisfies
all the criteria. However, the e3-value satisfies most of the criteria, and it
is most appropriate for designing and evaluating viable business models.
Furthermore, the identified deficits clearly define the areas for enhancing
the BMOs from a viability perspective.

Keywords: Business model ontology · Business model assessment · IS
alignment · Viability

1 Introduction

Organisations operate in an increasingly dynamic and networked setting that
involves many stakeholders. The resulting business complexity requires new busi-
ness models. Consequently, this also requires a change in the corresponding enter-
prise architecture (EA).
c© Springer International Publishing Switzerland 2015
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An important example of the increased complexity is the energy industry.
The influx of new technologies, changing customer needs, environmental con-
cerns, and government policies, is causing a shift towards a decentralised energy
industry. This also implies a shift from a centralised monopolistic or linear logic
of value creation to a decentralised non-linear logic of value creation. The decen-
tralised energy industry is characterised by cleaner decentralised energy gener-
ation assets (e.g. solar panels), smart grids, and new stakeholders, such as the
prosumers (both large and small scale). The traditional consumers are taking on
the role of prosumers, who not only consume energy, but also produce energy
with the help of technologies such as solar panels. Consequently, the traditional
simplistic and linear business models have to be changed to deal with such new
stakeholders and technologies. Furthermore, new services are needed to support
such new stakeholders. For example, the amount of energy delivered to the grid
by the prosumers will have to be metered and they have to be compensated for
it. This means that the appropriate metering, billing, and accounting services
will have to be designed and implemented. In addition, the energy industry is
a heterogeneous mix of stakeholders with conflicting interests. For example, the
system operator (responsible for maintaining the grid infrastructure) is interested
in maintaining a robust infrastructure at minimal cost; the political stakeholders
are interested in promoting green energy in order to reduce CO2 emissions, and
in creating new jobs; the prosumers are interested in a sustainable lifestyle, and
at the same time want lower energy bills. Hence, this shift towards a decentralised
energy system increases the technical and business complexity [1]. Consequently,
the enterprise architecture1 (EA) as well as the physical technologies (e.g., solar
panels, windmills) that support this new market setting are highly distributed.
Furthermore, its components are owned and managed by different stakeholders.

It is essential that such complex enterprise architectures (comprising the busi-
ness processes, enterprise information system (EIS) infrastructure, and the phys-
ical technologies) are derived from a viable business model. That is, all the
participating organisations and stakeholders are able to capture value, such that
they are committed to the overall business model [3]. In addition, the envisioned
business model should be technologically viable [4]. However, this new way of
doing business in a networked setting dramatically increases the complexity of
designing viable business models, due to the competing interests of stakeholders
and the new technologies that enable new ways of creating value [3]. Moreover,
the technology infrastructure not only has to align with the overall business
model [4], in some cases it is an explicit part of the business model.

The design and evaluation of business models is supported by business model
ontologies (BMOs). BMOs can also be used to conceptualise and communicate
business models [5]. The existing BMOs are conceived from different perspectives
and are used for different purposes. However, the viability perspective has been
largely neglected. As such, the capabilities of BMOs to support the design and
1 An enterprise architecture is defined as “a coherent whole of principles, methods, and

models that are used in the design and realisation of an enterprise’s organisational
structure, business processes, information systems, and infrastructure” [2].
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evaluation of viable business models remains unclear, particularly in complex
business settings.

Therefore, this paper presents a list of fundamental criteria to which a BMO
should comply in order to facilitate the design and evaluation of viable busi-
ness models and, therefore, enterprise architectures. These criteria are subse-
quently used to assess six well-established BMOs. Out of the six ontologies,
four were specifically conceived to represent business models (e3-value, VNA,
BMC, and EBMS), while the other two (VSM and REA) were conceived for
different purposes. The VSM was developed for reorganising production sys-
tems from the lean manufacturing perspective [6]. The REA was originally pro-
posed as a generalised accounting framework, which allows accountants and
non-accountants to maintain information about the same set of phenomena
in terms of resources exchanged, events (economic exchanges), and the agents
involved in the exchanges [7]. However, they could possibly be used as BMOs
(for more details we refer to Sect. 4.2). Therefore, we refer to these modelling
ontologies as BMOs.

The BMOs are assessed against the derived criteria, in order to select the
most appropriate BMO, and to identify the deficits and areas for improvement
from a viability perspective. This will allow future research to enhance BMOs
to fully support viability as an explicit design focus of business models.

Accordingly, the paper is structured as follows. Section 2 provides a discus-
sion on related work. Section 3 describes the criteria as provided in literature.
Subsequently, Sect. 4 applies the criteria to assess current BMOs. Finally, the
paper is concluded in Sect. 5, along with some directions for future research.

2 Related Work

The boundaries of traditional enterprises are shifting from a single organisation
to a network of organisations [2]. This has led to enterprise architectures being
developed, owned, and operated in a highly distributed manner, which in turn
has lead to misaligned and inflexible enterprise architectures [4,8]. Furthermore,
for an enterprise architecture to be effective, it has to enable the business strat-
egy. However, the distance between strategy and enterprise architecture is very
large, because it is hard to conceive and design enterprise architectures based
on general strategy statements [8,9]. Therefore, scholars have argued that the
business model concept helps to address these challenges by conceptualising and
translating the strategy into a blueprint that describes how business is carried
out [8,10–12]. The business model, as shown in Fig. 1, is the linking pin between
strategy and the enterprise architecture [10–12]. As such, it is critical that the
enterprise architectures (i.e., the business processes, technical infrastructure –
both ICT and the physical technological infrastructure –, and the organisational
structure) are derived from or aligned with a viable business model.

The business model concept is relatively young, and scholars are constantly
debating the meaning and scope of the concept [11,13]. They are debating the
scope of business models on several fronts such as strategy and operational detail
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Fig. 1. Business model in relation to strategy and enterprise architecture.

[13]. However, since we consider business models to be a linking pin between
strategy and enterprise architecture, we make the following distinction between
them. A business model translates the strategy into a blueprint that describes
how value is created, exchanged, and captured among the stakeholders. In addi-
tion, it also describes the organising logic of the key components of a busi-
ness model. Strategy is concerned with how to create and maintain competitive
advantage [11,14,15]. At a meta level, the enterprise architecture describes the
process of designing and implementing the organisational structure, business
processes, technology (ICT and physical technologies), and infrastructure. Fur-
thermore, scholars from different disciplines are studying the concept of business
models, which makes it difficult to agree on a common definition. There has been
considerable interest in integrating the multidisciplinary views and arriving at
a common definition [11,13]. It is important to distinguish between business
models and the individual components of the EA in particular, business process
models, because in the past, business process models have been used wrongly
to represent business models [16]. Looking at business models from the viabil-
ity perspective they should focus on value and viability. The business process
models focus on describing how the business model should be implemented. It
describes the activities, the sequence of activities, and the actors performing
them. Business models and business process models are closely related, but they
are not the same. According to [4] modelling business processes is the next logical
step in designing enterprise architectures, after a viable business model has been
designed. Therefore, the business process models should align with the business
model, especially in terms of viability.

Scholars are also interested in the design of viable business models. They
focus on identifying the factors, characteristics, and conditions that lead to
viable business models. Furthermore, they provide guidelines and evaluation
criteria for business models [17–19]. The viability of business models is mainly
studied from two perspectives. Some use a qualitative approach to conceptualise
and analyse viable business models [17,18], whereas others use BMOs to con-
ceptualise, design, analyse, and evaluate viable business models [4,20]. BMOs
are a reliable way of conceptualising, designing and evaluating business models
[11]. They provide a common language to conceptualise and represent business
models, and leave little room for misinterpretation of the business model.

BMOs and business models are closely related. A BMO is a language, which
can be used to conceptualise and communicate any number of business models.
For example, e3-value can be used to conceptualise and communicate business
models of companies [14].
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There has been some interest in the past to compare BMOs for different pur-
poses. In [5], a framework is proposed to compare BMOs to find similarities and
differences with the goal of integrating BMOs. In [21], a framework is proposed
to assess BMOs from a taxonomical perspective. However, no attempts have
been made to assess existing BMOs from a viability perspective.

3 Derivation of Criteria

This section describes the research design, and how it is applied to distil a set
of criteria, which are subsequently used to assess the BMOs.

3.1 Research Design

Figure 2 visualises the research design. The Conceptual Model Analysis Frame-
work (CMAF) [22] is proposed to help researchers to compare and analyse the
BMOs. The CMAF is a generic and flexible framework, which we will use to
derive the criteria from literature in a systematic manner. The literature review
will yield a list of criteria that we subsequently use to compare, assess, and select
the most appropriate BMO for designing and evaluating viable business models.
Furthermore, the revealed deficits can be used to enhance the BMOs in context
of designing and evaluating viable business models.

However, the CMAF framework assumes that the process of comparing and
analysing BMOs will automatically lead to the selection of an appropriate BMO.
This implies that the user is required to come up with a set of preferences (and

Conceptual model analysis framework (CMAF)

Develop Assessment Framework for BMOs

Development process of the assessment framework

Evaluation of BMOs

Evaluation process of BMOs

Assess whether or not
the BMOs support each

of the derived criteria
Select BMOs Result

Use CMAF to structure
literature review from
viability perspective

Derive criteria for
assessment

Subject criteria to MCDA Final list of criteria

Fig. 2. Research design.
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hence a subset of relevant criteria) based on which the user will select a BMO.
Consequently, there is a need for a set of criteria specifically tailored to assess a
BMO on its capabilities to facilitate the design and evaluation of viable business
models.

The CMAF framework consists of three dimensions, namely conceptual focus,
unit of analysis, and level of analysis. These dimensions will be used to distil
a set of criteria to assess the BMOs. In addition, we have also made use of
the existing literature in the strategic management domain and the business
model domain (also including BMO literature). Following [23], we analyse the
literature from the domains mentioned above, and distil a set of criteria that are
relevant, understandable, complete and concise, and judgementally independent
(i.e. the preference for one criterion should not be dependent on other criteria).
Furthermore, the criteria are distilled in such a way that they are operational,
which means that they are readily applicable to BMOs. Additionally, attention is
paid to the simplicity versus complexity condition. In order to ensure simplicity
(without sacrificing the complexity) of the criteria and to ensure the criteria are
operational, some of the criteria are further decomposed into a set of lower level
criteria. Finally, in Sect. 4.1 the criteria are checked to ensure that they comply
with the redundancy condition.

3.2 Conceptual Focus

The conceptual focus dimension helps to synthesise a perspective through which
we view business models. It defines the functionality of the BMOs, the compo-
nents that should be modelled and analysed, and the granularity at which they
are modelled. Hence, it strongly influences the unit of analysis, and the level of
analysis dimensions. Therefore, the goal of this subsection is to synthesise a per-
spective through which we view business models. The perspective through which
we view business models is viability. Consequently, the BMO should focus on
the design and evaluation of viable business models. In the following subsection,
we define the concepts of business model and viability.

Business Model. In the continuous debate on the scope of business models,
some common ground can be identified on the definition of a business model [11].
A business model describes how business is carried out; it includes a description
of the stakeholders (e.g. customers and partners), their roles, value proposition
for other stakeholders involved, and the underlying logic of value creation, value
exchange, and value capture at organisational level and at network level. Fur-
thermore, it defines the business architecture (organising logic of all the key
components, such as information, value creation activities, stakeholders, and
value exchange relationships) that enables the value creation, value exchange,
and value capture logic [11,12,24,25].

Viability. A business model should be viable both in terms of technology and
in terms of value [4]. A business model is viable in terms of technology when the
underlying physical technologies can support the business model and when the
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ICT infrastructure can support the information services required by the busi-
ness model to work. This can be achieved by considering which type of infor-
mation services (and, therefore, the ICT infrastructure) and physical technology
infrastructure is needed to support the business model. In addition, the capa-
bilities of new technologies should be considered to determine how they could
lead to better and new ways of doing business [8]. For example, if the value
proposition of a business model is self-sufficiency in terms of energy use, the
underlying technological infrastructure should support the creation and delivery
of this value proposition. If the underlying technologies are unable to supply
the energy demand then the business model is not technologically viable. Con-
sequently, the customer will not be self-sufficient and as a result the business
model will fail. A business model is viable in terms of value when all the partic-
ipating organisations/stakeholders are able to capture value, such that they are
committed to the business model [3].

Value. Value is the core component of a business model, and it plays an impor-
tant role in making business models viable [12]. Figure 3 shows that value is
composed of exchange value (e.g. euros, dollars etc.) and use value (e.g. ben-
efits of a product or service enjoyed by a customer, benefits derived by other
stakeholders) [26,27]. Use value concerns the desired benefits end users derive
out of a product or a service. The concept of use value was extended by [26]
to include benefits realised by stakeholders other than end users, such as gov-
ernmental organisations and society. This implies that the business model could
include a broader set of stakeholders other than end users and the company
selling the product or a service. This is especially evident in the energy industry.
For example, let us consider a community-owned small-scale solar farm in the
Netherlands. The business model of the solar farm involves several stakehold-
ers, such as the community members, solar farm operators, local municipality,
and the subsidising agency. These stakeholders are interested in different types
of value. For instance, the solar farm operator is purely interested in exchange
value (profits), while the community members are interested in exchange value
(return over investment) as well as use value (reduction of CO2, jumpstarting

Exchange value
(e.g. revenue)

Use value
(e.g. CO2 reduction,
conservation of the

environment)

Value

Fig. 3. Composition of value.
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the local economy by hiring local suppliers and installers). Similarly, the local
municipality and the subsidising agency are interested in use value, i.e. reducing
CO2 emissions to meet the EU sustainability goals, and at the same time in
boosting the local economy.

3.3 Unit of Analysis

The unit of analysis describes the functionality of the BMOs and the components
to be modelled and analysed. BMOs can model and analyse business models at
organisational level as well as at business network level. The organisational level
analysis includes the components within the organisation, such as value cre-
ation activities. The business network analysis includes the components within
the business network, such as organisations and relationships among them. The
functionality and the components to be modelled are derived from literature,
and are directly influenced by the conceptual focus. In addition, the functional-
ity and the components that should be modelled and analysed are presented as
a list of criteria.

Based on the definition of the business model, we posit that the BMOs should
conceptualise, encompass, and model the following concepts, functionality, and
components. BMOs should conceptualise and model business models at two lev-
els: at organisational level and at network level [22,28]. Further, they should con-
ceptualise the stakeholders within the network, and how they create, exchange,
and capture value. Additionally, they should be able to represent the business
model architecture of viable business models and the business rules that govern
them.

Business models have been studied from different perspectives [11]. Hence,
we further explore these concepts below, to gain a better understanding of the
concepts it encompasses from the perspective of viability and what it means to
BMOs.

Value Creation. Value creation is a central concept in management literature.
It is the increased value (exchange value and use value) that two or more parties
enjoy when they engage in mutually beneficial transactions [27]. Furthermore,
value could also be created for other stakeholders participating in the business
model, even though they do not directly engage in transactional relationships,
for example, political stakeholders providing subsidies to green energy produc-
ers [26]. Business models should be able to generate enough value to keep the
stakeholders committed to the business models. If the stakeholders are unable to
capture enough value, they will not be committed to the business model, which
consequently renders it unviable [3]. Therefore, value creation is crucial from a
viability perspective. In context of business models, value creation cannot be
explained by a single theory, such as a resource based view [28]. Therefore, to
truly understand value creation in context of business models, a nexus of several
theories is necessary [3]. Hence, several theories have been reviewed that utilise
different units of analysis to explain value creation [28]. Further, it is argued
that the units these theories analyse are the sources of value creation [3,28].
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Following the lead of [3,28], we posit that the BMO should model and analyse
the different sources of value creation, because by definition of business models,
it is crucial to understand how value is created. Table 1 highlights the theories
and the sources of value creation they analyse.

We acknowledge Schumpeters theory of entrepreneurship, which posits that
an entrepreneur is the source of value creation [28]. However, we do not review
this theory in context of this research, because the conceptual focus used to
view viability of business models is at the organisational and the network level,
and not at the entrepreneur level. An overview of the criteria concerning value
creation is shown in Table 2.

Value Capture. Value capture is the amount of value retained by each stake-
holder within the business model [26]. The amount of retained value is concep-
tualised in terms of use value and exchange value. The value captured in terms
of exchange value is the total amount of revenue a stakeholder is able to retain

Table 1. Sources of value creation.

Theory Source of value creation

Value chain framework Value creation activities

Resource based view Resources

Business networks Business networks

Transaction cost economics Transactions (value exchange relationships)

Table 2. Assessment criteria concerning value creation.

No Criteria Sources

1. Value creation [27]

1.1. Model value creation by each stakeholder [25]

1.2. Model sources of value creation [28]

1.2.1. Value creation activities [28]

1.2.2. Resources [28]

1.2.3. Business network [28]

1.2.4. Transactions [28]

Table 3. Assessment criteria concerning value capture.

No Criteria Sources

2. Value capture [27]

2.1. Model value captured by each stakeholder [3]

2.2. Model captured value in terms of use value [27]

2.3. Model captured value in terms of exchange value [27]
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(i.e. profit) [27]. The value captured in terms of use value is the total benefits
realised by a stakeholder from a product and/or a service, or by participating in
a business model [26].

Successful business models ensure that the stakeholders participating in the
business models are able to capture value, such that they are committed to the
business model. If not, the business model will not be able to attract and retain
competitive stakeholders. Hence, this could lead to the business model being
rendered unviable. Consequently, the BMO should be able to model and analyse
the amount of value captured by each stakeholder. An overview of the criteria
concerning value capture is shown in Table 3.

Value Exchange. Value exchanges are relationships formed among stakehold-
ers to exchange value. At the organisational level, these relationships can be
analysed within the organisations, and at a dyadic level. Organisations form
dyadic relationships with partners, such as channel partners and customers [3].
Adopting the business network approach implies that the value exchange rela-
tionships are among the basic building blocks of the business network [20]. Conse-
quently, it calls for a systemic approach, where the value exchanges are analysed
not only from a focal organisations perspective, but also from a business networks
perspective. This involves the analysis of the entire business network formed to
produce, govern, and deliver the products and services to the end user [3]. Hence,
this implies that the BMO should be able to conceptualise and model the value
exchanges at organisational level and at network level. An overview of the criteria
concerning value exchange is shown in Table 4.

Table 4. Assessment criteria concerning value exchange.

No Criteria Sources

3. Value exchange [3]

3.1. Model value exchanged at organisational level [3]

3.1.1. Use value at organisational level [27]

3.1.2. Exchange value at organisational level [27]

3.2. Model value exchanged at business network level [20]

3.2.1. Use value at business network level [27]

3.2.2. Exchange value at business network level [27]

Business Model Architecture. Business model architecture is the organising
logic of how the key components that enable value creation, value capture, and
value exchange relationships are organised [29]. Visualising the business model
architecture helps in gaining a deeper insight into the business model. Further,
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Table 5. Assessment criteria concerning the business model architecture.

No Criteria Sources

4. Represent the business model architecture [29]

it is a useful and effective technique used to brainstorm and identify alternative
configurations of the business model. Hence, in context of designing viable busi-
ness models, visualising the business model architecture of the business models
is an effective tool in organising the components in such a way that it enables
viability [20]. Therefore, the BMOs should be able to visualise the business
model architecture. An overview of the criteria concerning the business model
architecture is shown in Table 5.

Design of Viable Business Models. The design of viable business models is
an iterative process. Therefore, the ontology should also allow for the manipu-
lation of the business model to achieve viability [20]. Moreover, it is crucial to
consider the capabilities of the underlying technologies (ICT technologies and
physical technologies) while designing business models. For example, let us con-
sider a business model where a prosumer produces electricity using a solar panel.
The produced electricity is delivered to the electricity grid, and the prosumer is
compensated for it. For this business model to work, two layers of technology are
necessary namely the physical technology layer, and the ICT layer. The physical
technology layer consists of technological infrastructure such as the solar panel,
the cables that carry the electricity, the meters that measure how much electric-
ity is delivered to the grid. The ICT layer consists of technologies, which collect
data and processes it into information. The information is necessary to support
the business processes and decision making such as the billing process and trade
decisions [30].

Modelling the underlying technological infrastructure alongside business
models is a good way of improving the business and technology alignment [4].
Modelling the required information services, ICT infrastructure, and the physical
technology infrastructure in essence is a cross-domain exercise, which involves
professionals from the business domain and technological domain. Therefore,
they need a common language in order to be effective. Additionally, talking about
ICT in terms of information services gives technologists and business profession-
als a common language. It facilitates the discussion about business models and
their underlying need for information and, therefore, ICT [31]. Hence, it is impor-
tant to conceptualise and model the underlying information services needed to
support the business model. Further, conceptualising the underlying information
services helps technologists to draft requirements for the ICT architecture. The
ICT architecture in turn supports the information services [31]. This also helps
improve the alignment between business models and ICT [32]. Therefore, the
BMOs should be able to model the underlying information services of a business
model. Furthermore, business models often embody multiple commodities and
include multiple stakeholders [1]. Consequently, the BMOs should also be able
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to model multiple commodities and multiple stakeholders. Business models span
multiple organisations; as a result, a systemic approach should be adopted to
design business models. The systemic approach entails designing business mod-
els at an organisational level, which involves analysing and modelling the value
created and contributed by each individual organisation. It also entails designing
business models at a network level, which entails configuring the organisations
and the value exchanges among them in a way that enables viability. Therefore,
the BMOs should be able to design business modelsat an organisational level as
well as at the business network level. Table 6 provides an overview of the criteria
concerning business model design.

Table 6. Assessment criteria concerning business model design.

No Criteria Sources

5. Design business models [20]

5.1. Ability to manipulate business models [20]

5.2. Model underlying information services [30,31]

5.3. Model ICT necessary to support the information services [4,30]

5.4. Model underlying physical technologies [33]

5.5. Model multiple commodities [1]

5.6. Model multiple stakeholders/roles [1]

5.7. Ability to design business models at organisational level [25]

5.8. Ability to design business models at the network level [25]

Evaluation of Viable Business Models. The BMO should facilitate the
evaluation of viability in terms of exchange value and use value. One of the ways
it could help evaluate the viability in terms of value is by generating reports on
the value captured by each stakeholder. Furthermore, technologists can evaluate
the modelled informationservices and the corresponding ICT, and the physical
technologies for technological viability. Table 7 shows the assessment criteria
concerning viability.

Table 7. Assessment criteria concerning viability.

No Criteria Sources

6. Evaluation of business models for viability [11]

6.1. Evaluate use value captured by the stakeholders [20]

6.2. Evaluate exchange value captured by the stakeholders [20]

6.3. Visualise the information services [30,31]

6.4. Visualise ICT [4]

6.5. Visualise the physical technologies [33]
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Business Rules. Business rules define constraints, conditions, and policies that
govern a business model. A business rule can be defined as a statement that
affects the value creation, value capture, value exchange, and the underlying
business model architecture of a business model [29]. Business rules internalise
the external requirements put on the business models, such as governmental
regulations and technological limitations [29]. In addition, the business rules
include the internal requirements on the business model, such as requirements
of the strategy on the business model [29]. In context of viability, the business
rules can hamper or facilitate the viability of a business model. Hence, it is
important that the BMO considers the business rules. An overview of the criteria
concerning business rules is shown in Table 8.

Table 8. Assessment criteria concerning business rules.

No Criteria Sources

7. Embodies business rules [29]

3.4 Level of Analysis

Level of analysis corresponds to the level of abstraction or granularity at which
the business models are conceptualised. BMOs conceptualise business models
on a continuum, which ranges from a high level of granularity to a low level
of granularity. The BMOs that conceptualise and analyse business models at a
high level represent less information, and the business models are usually gener-
alisable. Contrarily, BMOs that conceptualise and analyse business models at a
low level represent more information, while the business models are specific to
an organisation or a business network. Consequently, they are not generalisable
[22]. It is clear from the evaluation criteria derived thus far, that the design
and evaluation of viable business models requires large amounts of information.
Therefore, the BMOs should model the business models at a relatively low level
[22]. Table 9 shows the assessment criteria concerning level of analysis.

Table 9. Assessment criteria concerning level of analysis.

No Criteria Sources

8. Model BMOs at low level of granularity [22]

4 BMO Assessment

The criteria presented in the previous section can be used to assess how well
BMOs support the design and evaluation of viable business models. The crite-
ria can be applied qualitatively to assess the characteristics of the BMOs. The
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challenge of assessing BMOs based on a set of criteria can also be framed as
a classic multi-criteria decision analysis (MCDA) problem [23, pp. 1–2]. There-
fore, we have subjected the criteria to MCDA conditions. The following section
elaborates on how the conditions impact the list of criteria.

4.1 Restructuring the Criteria

As mentioned previously, for the criteria to be usable they have to meet the fol-
lowing conditions [23, pp. 55–58]: value relevance, understandable, measurable,
non-redundant, judgementally independent, complete and concise, operational,
and simple (without sacrificing the complexity).

We reviewed the criteria in light of the above conditions. To satisfy the con-
dition of non-redundancy, we have eliminated the criteria of business network
and transactions (1.2.3 and 1.2.4). The business network concept emerges under
the category of design of business models, where we assess whether the business
model is conceptualised at the organisational level and at the business network
level. Similarly, the idea of transactions (value exchange) appears under the
concept of value exchange.

4.2 Selected BMOs

Our search led to six well established BMOs that focus on value. The following
BMOs will be assessed using the criteria described above.

e3-Value. The e3-Value adopts a value constellation (business network app-
roach), where business models span multiple organisations. e3-Value aims at
conceptualising business models and evaluating them for viability [20]. Further,
it aims to create a common understanding of the business models among col-
laborating firms (multi-stakeholder environment) by explicitly visualising the
business models. It aims to improve the alignment between business and ICT.
e3-Value has its roots in computer science and management science [5].

Value Network Analysis (VNA). VNA is rooted in the principles of living
systems. It views business models as a pattern of exchanges between stakehold-
ers. It focuses on both the tangible (e.g. money, and products) and the intangible
(e.g. knowledge) value exchanges among stakeholders [34]. VNA aims to incor-
porate a systemic view (business network) of business models, and the intangible
values into the mainstream business model analysis.

Business Modelling Canvas (BMC). The BMC views business models in
terms of 9 building blocks. The BMC conceptualises business models on the level
of a single organisation and not on the level of a business network. However, the
BMC does identify key partners [35]. The BMC is rooted in information systems
and management science. Their main goal is to help companies conceptualise
how they create, deliver and capture value [5].

Value Stream Mapping (VSM). VSM is based on the concept of lean man-
ufacturing. It conceptualises the flow of value in a value stream. VSM adopts a
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supply chain approach to map the demand back from customers to raw mate-
rials. Their main goal is to help managers shift their attention from individual
processes to a larger perspective. It is an attempt to shift the focus from individ-
ual processes to the system of interconnected processes required to deliver the
product to the customer [36].

Resource Event Agent (REA). REA is a domain specific (accounting domain)
modelling ontology, which focuses on conceptualising economic resources, eco-
nomic events, economic agents, and the relationships among them. These are
conceptualised from the perspective of a single organisation [7]. It is rooted in
information science and management science. It aims to design flexible account-
ing systems that are better integrated with other enterprise systems and decision
support systems [7].

e-Business Modelling Schematics (EBMS). The EBMS adopts a business
network approach to business models, aiming at e-business initiatives. It adopts
a focal organisation perspective to describe business models that span multiple
organisations. It is rooted in management science and information science. EBMS
was conceived with the aim of helping business executives to conceptualise and
analyse new e-business initiatives [31].

4.3 Assessment

Each of the BMOs is assessed against the criteria. The assessment is carried
out such that if the BMOs fully support the criteria a � sign is assigned, and
if it does not or partially support the criteria the criteria a sign is assigned.
We adopt this method of evaluating the BMOs, because even if the BMOs par-
tially support the criteria it will not lead to an accurate conceptualisation and
analysis of viability. Therefore, it could lead to unreliable design and evalua-
tion of viable business models. Table 10 shows how the six BMOs perform on
the viability criteria derived from literature. It is clear that not all the BMOs
conceptualise business models in the same way. Furthermore, it is evident that
certain important viability criteria are ignored. None of the BMOs conceptualise
value capture and evaluation of business models in terms of use value. Similarly,
none of them conceptualise and evaluate the underlying information services,
ICT, and physical technologies. The business model architectures are only rep-
resented to a certain extent, but not satisfactorily. Therefore, we have rated them
as not supporting the criteria “represent the business architecture”.

Based on Table 10, we observe that none of the BMOs perform satisfacto-
rily on all criteria. However, e3-value satisfies most of the criteria except for
the 9 criteria, namely model captured value in terms of use value, represent
the business architecture, model underlying information services, model under-
lying ICT, model underlying physical technologies, evaluate use value captured
by the stakeholders, visualise the information services, visualise the ICT, and
visualise the physical technologies. The reason why some of the BMOs perform
well against the criteria and some do not could be attributed to the reason that
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Table 10. Assessment of BMOs.

not all of them were exclusively conceived to represent business models. Fur-
thermore, even the ones that were conceived to represent business models were
not designed from the perspective of designing and evaluating viable business
models, except for e3-value. This shows that the viability perspective has been
largely ignored in context of BMOs.
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5 Conclusions

Viable business models are vital to businesses. However, due to the increased
complexity, the design and evaluation of viable business models has become
very hard. Therefore, we need appropriate tools to reliably design and evaluate
viable business models. BMOs are effective tools for designing and evaluating
business models.

In the past, different frameworks have been proposed to compare BMOs.
However, none of these frameworks compare BMOs from the perspective of
design and evaluation of viable business models. We have addressed this gap
by assessing BMOs on their capabilities to support the design and evaluation of
viable business models. A list of criteria is derived from literature for evaluating
BMOs from a viability perspective. We have subsequently applied these criteria
to evaluate six well-established BMOs, and identified a BMO which is best suited
for the design and evaluation of business models from a viability perspective.

Our analysis reveals that none of the BMOs satisfy all the criteria. Fur-
thermore, each of the BMOs conceptualises business models differently. Our
findings suggest that e3-value is the most appropriate BMO for designing and
evaluating business models from a viability perspective. However, it fails on 9
criteria: model captured value in terms of use value, represent the underlying
business architecture, model underlying information services, model underlying
ICT, model underlying physical technologies, evaluate use value captured by the
stakeholders, visualise information services, visualise ICT, and visualise physical
technologies.

Furthermore it is hard to assess the viability of business models, as current
BMOs have a number of deficits that are particularly important for complex,
distributed business settings. Consequently, these identified deficits provide clear
areas for improvement of each assessed BMO. However, the derived criteria are
relying on our conceptualisation of the term viability and influenced by the
assumption that business models rely on technology (ICT and physical technol-
ogy) for execution.

Our analysis shows that the gap between BMOs and strategic management
is large. Accordingly, future research should work towards enhancing BMOs to
fully support viability as an explicit design focus of business models for dynamic
and complex settings. However, this increases the risk of creating overly complex
BMOs, which are very hard to use and understand. Care should be taken not
to overcomplicate BMOs. Future research should also explore the possibility of
combining the strengths of different BMOs and other modelling ontologies, for
example by using BMC, e3-value, and business process modelling complemen-
tarily to design and evaluate business models from a viability perspective, and
to improve the alignment between business models and EAs. In addition, future
research can also involve the direct application of enhanced BMOs to design
and evaluate the highly complex business models in a distributed setting, and
to improve their alignment with the supporting distributed EAs.

Another interesting direction for future research is to extend the enter-
prise architecture modelling techniques (in particular business process modelling
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techniques) to incorporate the viability perspective in order to better align strat-
egy, business models, and enterprise architecture. It is logical to incorporate
the viability perspective into business process modelling techniques, because it
helps conceptualise and design business processes that align with business mod-
els in terms of value. By doing this, we minimise the risk of designing business
processes that do not add value to the business models. Consequently, this will
lead to better and more effective EISs.
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Abstract. Different process models are created within an enterprise by different
modelers who use different enterprise terms. This hinders model interoperability
and integration. A possible solution is formalizing the vocabulary used within the
enterprise in an ontology and put this ontology as bases for constructing process
models. Given that an enterprise is an evolving entity, the ontology needs to
evolve to properly reflect the domain of the enterprise. This paper proposes an
enterprise-specific ontology-driven process modelling method which tackles the
two aforementioned issues by assisting the modeller in creating process models
using terminology from the ontology and simultaneously supporting ontology
enrichment with feedback from those models. When the modeller creates a model,
matching mechanisms incorporated in the method are working together to suggest
a list of ontological concepts that have a high potential to be useful for a particular
modelling element. When the model is created, its quality is first evaluated from
different perspectives to make sure that it can be used within the enterprise, and
second to discover whether its feedback can be useful for the ontology. When the
feedback is extracted, the proposed method incorporates guidelines on how to use
this feedback.

Keywords: Business process modeling · Enterprise ontology · Ontology-driven
modelling · BPMN · UFO

1 Introduction

When different models within an enterprise are created by different modelers, integrating
those models is hard. A possible solution for this integration problem is providing
modelers with a shared vocabulary formalized in an ontology [1] and [2]. Over the last
30 years, different domain ontologies have been developed which describe the concepts,
relations between concepts and axioms of a specific domain. In a business context, a
particular type of domain ontologies are so-called enterprise ontologies. They describe
the enterprise domain and consequently provide enterprise domain concepts that can be
reused by different enterprises. Example of enterprise ontologies include the Enterprise
Ontology [3], TOVE [4] and the Resource Event Agent enterprise ontology [5]. Two
different approaches have been proposed to incorporate enterprise ontologies into the
modeling process. Some authors consider enterprise ontologies to be reference models
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that support the creation of different kind of models. For instance, [6] suggests devel‐
oping the Generic Enterprise Model as an ontology that is later used as a reference for
creating both data and process models. Other authors developed an enterprise-specific
modelling language which is based on the concepts, relations and axioms described in
the enterprise ontology [7].

In this paper we focus on using enterprise-specific ontologies (ESO) during the
development of business process models. Enterprise-specific ontologies are domain
ontologies that differ from enterprise ontologies in the fact that their Universe of
Discourse is a specific enterprise, rather than the enterprise domain. They may have their
origin in an established domain ontology or in an enterprise ontology, but their main
goal is describing the concepts, relations and axioms that are shared within a particular
enterprise. Enterprise-specific ontologies are getting increasingly important in the
context of data governance and knowledge representation [1]. Supporting tools, such as
IBM InfoSphere1or Collibra Enterprise Glossary2 allow enterprises to specify their own
enterprise glossary/ontology. Such an enterprise-specific ontology, once available, can
subsequently be deployed to help enterprise modellers in creating compatible, enter‐
prise-specific models, such as requirements, data or process models. This paper focuses
on business process models. Additionally the ESO ontology needs to be maintained and
enriched while the enterprise evolves. Enriching ESO from the process models is very
practical because it will reflect processes that were introduced recently within the enter‐
prise, or processes that where adjusted.

The work described in this paper is a process model-specific instantiation of a frame‐
work for ontology-driven enterprise modeling aimed to facilitate model construction
based on an enterprise-specific ontology on one hand, and support enterprise-specific
ontology creation and evolution based on feedback from the modelling process on the
other hand. This framework also proposes criteria to evaluate the quality of resulting
models to ensure that their feedback is potentially useful. To illustrate our work, we use
the Unified Foundational Ontology as core ontology, OWL as ontology representation
language and BPMN as business process modelling language.

2 Enterprise-Specific Ontology Engineering
and Process Modelling Method

The method that is proposed in this paper in an instantiation of the meta-method which
can be used for different enterprise modeling languages and which was proposed in
previous work [8]. As displayed in Fig. 1, the ontology and modeling method consists
of two parallel cycles, which in turn consist of different phases. For a general description
of the different phases we refer to [8]. In this paper we will focus on describing the
different phases specifically for process modeling using BPMN.

1 http://www-01.ibm.com/software/data/infosphere/.
2 http://www.collibra.com/.
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Fig. 1. Enterprise specific ontology and modeling method.

2.1 Ontology Setup Phase

This is the first phase of the Ontology Engineering cycle. It includes pre-processing of
the selected enterprise-specific ontology (ESO) so that matching mechanisms can be
applied in the later phases to derive useful suggestions. Pre-processing in this case
implies mapping concepts from the selected ESO to a core ontology. A core ontology
is an ontology that describes universally agreed upon, high level concepts and relations,
such as objects, events, agents, etc. [9]. Constructs of the selected modelling language
will also be mapped to this core ontology in the next phase of the proposed method. The
core ontology thus forms a bridge between the ESO and the selected modeling language,
and incorporates shared semantics.

The Unified Foundational Ontology (UFO) was selected as a core ontology in this
work for three reasons: 1/ the benefits of grounding domain ontologies in UFO are well
motivated [10], and several such UFO-grounded domain ontologies are available, e.g.,
[11] 2/ UFO is specifically developed for the ontological analysis of modelling
languages, and 3/ BPMN was chosen as modelling language in this work and analysis
of BPMN using UFO is available in literature [12].
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UFO has different layers of which here only UFO-U is used, as this is sufficient for
finding construct-based matches between the selected modeling language (explained
later) and ESO. However, it can be further investigated if using (full) UFO is beneficial
to refine the proposed algorithms. The top level element in UFO-U is a Universal. It
represents a classifier that classifies at any moment of time a set of real world individuals
and can be of four kinds: Event type, Quality universal, Relator universal and Object
type.

For the purpose of this demonstration, we have selected as ESO an existing ontology
in financial domain.3 This ontology contains static concepts related to finance, such as
Branch, Customer, Loan, Insurance, etc., which can be used as a reference for models
constructed in the financial domain. A sample of the mapping between the ESO and
UFO-U is presented in Table 1.

Table 1. Mappings between ESO and UFO-U.

ESO
concept

UFO-U ESO
concept

UFO-U

AddedValue Quality_
Universal

Liability Relator Universal Mediates
Customer and mediates
Branch

Adminstrative Role_Type Loan Relator Universal Mediates
Customer and mediates
Branch

Asset Mixin Type Mortgage‐
Loan

Relator Universal Mediates
Customer and mediates
Branch

Branch Base_Type Castomer Mixin Type

2.2 Ontological Analyses of the Modeling Language

The selected modeling language also needs to be analyzed because the core ontology
forms a intermediary through which modeling constructs are mapped to the concepts of
ESO. Although our meta-method support any kind of core ontology, it is important that
the used modelling languages are analysed using the selected core ontology because the
suggestion generation process relies hereupon. Table 2 represents mappings between
BPMN and UFO-U.

3 http://dip.semanticweb.org/documents/D10.2eBankingCaseStudyDesignandSpecificationo‐
fApplicationfinal.pdf.
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Table 2. Mappings between BPMN and UFO-U.

BPMN construct UFO-U BPMN construct UFO-U

Pool Object type End event Event Type

Lane Object type Event noun Base type, Mixin
type, Relator
universal

Task Noun Relator universals
or quality
universal

Condition Exclu‐
sive Gateway

Quality universal

Noun Sub Process Relator universals
or quality
universal

Data object Relator universal,,
Base type

Start event Event Type Message flow label Relator universal

Intermediate event Event Type

2.3 Ontology Storage and Suggestion Generation Phase

Every time the modeler places a modeling element on the canvas, several matching
mechanisms are cooperating in order to rank the ESO concepts to display the most
relevant of them on the top of a suggestions list. Given the potentially extensive amount
of ESO concepts, relevance ranking of suggestions is a critical feature.

Depending on the type of modelling construct that is added, the position of the
construct relevant to other elements (i.e., its neighborhood) in the model, and the label
entered by the modeller, the order of the suggestion list is prioritized so that ontology
concepts with a higher likelihood to be relevant in the current context appear first. To
achieve this, four different suggestion generation mechanisms are used. These mecha‐
nisms are partly inspired by ontology matching techniques [13], but are specifically
focused to fit within our framework, where the semantics of the modelling language can
be exploited.

Every matching technique calculates a relevance score (between 0 and 1) for each
ESO concept, which is stored. Subsequently, the overall relevance score is calculated
using a weighted average of all individual scores. This corresponds to the formula below:

Where:
: the score and weight of string match

: the score and weight of synonym match
: the score and weight of construct match

: the score and weight of neighborhood based match
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The weights for each matching mechanism are thus configurable. In our demonstration
(see Sect. 3), we assigned a higher weight to string matching as we expect that, within a
particular enterprise context, a (quasi) exact string match has a high possibility of repre‐
senting the intended (semantic) concept. The lowest weight is assigned to construct
matching, because it typically matches very broadly, and thus delivers a large amount of
suggestions. Further experimentation with the distribution of weights over the individual
relevance scores should be performed to determine an optimal overall score calculation.
This is considered future work. As a final result, the suggestion list, a descending ordered
list of ESO concepts according to relevance, is generated and presented to the modeller. In
the next four subsections the different mechanisms are described in more detail. The
implementation of the mechanisms can be consulted via our Github repository: https://
github.com/fgailly/CMEplusBPMN.

2.3.1 String Matching Mechanism
The goal of the string matching algorithm is to find ESO concepts whose label is syntac‐
tically similar to the label of modeling elements entered by the modeller. If these two
strings are syntactically the same, there is a high possibility that they have the same
semantics, especially as both reside within the same enterprise and business context.

Currently Jaro-Winkler distance [14] is used to calculate the edit distance between
the given BPMN element label, and the label of each concept in the enterprise-specific
ontology. The Jaro-Winkler distance was chosen because this hybrid technique takes
into account that the text entered by the modeller can contain spelling errors, and addi‐
tionally favours matches between strings with longer common prefixes (i.e., a substring
test, which is very useful in our context because matching is executed each time a char‐
acter is added to the label). Jaro-Winkler distances are between 0 (no similarity) and 1
(exact match), and are thus immediately useable as a relevance score.

2.3.2 Synonym Matching Mechanism
The synonym matching mechanism aims to detect synonyms of the given BPMN
element label (or part of it) in the ESO. To realize this, WordNet [15] is used. WordNet
is an online lexical database that organizes English nouns, verbs, adjectives and adverbs
into sets of synonyms (so-called synsets). It is thus ideal to find synonyms. For each
synonym of the modeling element label, the previously described string matching algo‐
rithm is performed on all ESO concepts, thereby generating a relevance score between
0 (no match) and 1 (exact synonym match).

2.3.3 Construct Matching Mechanism
This matching mechanism operates based on the mapping performed in “ontology
set up” and “ontological analyses of the modeling language” phases described previ‐
ously. Consequently, BPMN modeling constructs can be mapped to ESO concepts
through the UFO core ontology. During the matching process, this mechanism
assigns a score of 1 to all ESO concepts mapped to the same UFO-U construct as the
modeling language construct created. All the other ESO concepts are assigned rele‐
vance score of 0. In our implementation, the mappings between the ESO and UFO,
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and BPMN and UFO, are each represented in an OWL file. OWL reasoning is then
used to perform the mappings between the ESO concepts and BPMN constructs
based on the two aforementioned OWL files.

2.3.4 Neighborhood – Based Matching Mechanism
Neighborhood-based mechanism calculates relevance scores for ESO concepts based
on the location of the newly added modeling element, the type of modeling element that
is added, and the relationships between the ESO concepts corresponding to the modeling
elements surrounding the newly added element. The neighborhood of a BPMN element
is determined by the connectivity objects (i.e. sequence flow, message flow, association),
and which pool (or lane) the BPMN element is located in. In other words, for every
element we can determine which pool or lane it is a part of, and which other element(s)
is/are connected to this element using either a sequence, message flow or association.
Next, the relationships (which are specified in terms of the UFO-U relationships through
the ESO-UFO-U mappings) between the ESO concepts are exploited. According to [10]
there are two types of relations: formal and material. A formal relation between entities
holds directly, without any further intervening individuals. A material relation has
material structure by itself. It includes relations such as working at, being treated at, etc.
Entities related by this type of relation are mediated by individuals called relators. In
Sect. 3 we will demonstrate how the UFO-U relators can be used to suggest concepts
from the ESO.

Finally, using both the relative position of the new element and the material relations
between the ESO concepts, the element neighborhood-based mechanism can now derive
relevance scores for ESO concepts in relation to some BPMN modeling elements (for
examples, see Sect. 3):

1. To create a pool construct when another pool already exists, the suggestions (rele‐
vance score 1) are UFO-U object types that are related by a material relationship
with the ESO concept with which the existing pool(s) was/were annotated (i.e., the
ontology annotations of the pool(s)).

2. To create a lane construct within a pool, the suggestions (relevance score 1) are UFO-
U role types that are related by a material relationship with the ontology annotation
of the pool(s)

3. To create a message construct that results in transmitting a message between a task
or event of a pool and another pool, the suggestions (relevance score 1) are UFO-U
relators mediating material relations connecting objects that annotate respectively
the noun of the task and the ontology annotation of the pool.

4. To create a conditional gateway, there are two ways to derive suggestions (both
receive relevance score 1):

• ESO concepts annotated by the task label preceding the gateway. This can work very
well for tasks that are performing evaluation or calculation, after which the gateway
is used to make a decision based on the results. In this case, the condition on the
gateway will use the same concept as used in the task. This concept is most likely
to be a quality, especially if the task at hand is performing calculations. Nevertheless,
it can also be a relator, such as for example verifying if the contract is ok or not.
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• Qualities associated with the UFO-U object type annotation of the pool where the
gateway is located. Or UFO-U qualities associated with UFO-U object types partic‐
ipating in material relations with Object type annotation of the pool where the
gateway is located.

5. For creation of a task construct, the suggested concepts are most likely to be related
through material relations to the pool where the task is located. The suggestions can
be either quality types of the concept annotating that pool or relators mediating those
material relations.

2.4 Enterprise Model Creation Phase

During this phase the modeler proceeds with creating the process model utilizing
suggestions derived by the matching mechanisms described in the previous section. With
every modeling element placed on the canvas the modeler is advised to select ESO
concept from the suggestions list to annotate the modeling element. This annotation
implies maintaining a link between the modeling element and the corresponding concept
of the ESO. With the help of the annotation, the modeling element is semantically
connected to the ESO concept even if they have different labels. In our implementation,
the annotation is realized by creating an OWL file where a URI of the OWL ESO concept
is added to the corresponding modeling element using the OWL annotation mechanism.
A portion of the annotation OWL file is presented below. It shows that pool construct
“Participant_1” has a label “Customer” and is annotated by “Customer” concept of the
bank ontology (our ESO).

<ClassAssertion>
<Class IRI = ”http://www.mis.ugent.be/ontologies/bpmn.owl#Pool“/>
<NamedIndividual IRI = ”#Participant_1”/>
</ClassAssertion>
<AnnotationAssertion>
<AnnotationProperty abbreviatedIRI = ”rdfs:isDefinedBy”/>
<IRI > #Participant_1 </IRI>
<Literal datatypeIRI = ”http://www.w3.org/2001/XMLSchema#string“>
http://www.mis.ugent.be/ontologies/bank#Customer
</Literal>
</AnnotationAssertion>

2.5 Enterprise Model Evaluation Phase

Within the Enterprise-Specific Ontology and Modeling framework, the model quality
evaluation phase has two main goals: (1) it ensures that the model can be used within
the enterprise and (2) that the feedback extracted from the creation of the model is useful
and potentially worth incorporating into the ESO. Literature provides a plethora of
frameworks for quality evaluation of different kinds of models. For an overview of how
process model quality can be evaluated we refer to [16]. A well-known scheme for
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classifying quality dimensions is the Lindland et al. framework [17] which makes a
distinction between syntactic, semantic and pragmatic quality dimensions. Syntactic
quality implies correspondence between the model and the modelling language.
Semantic quality measures how compliant the model is to the domain. And pragmatic
quality is the correspondence between the model and the user interpretation of it.

The first goal of the model evaluation phase can be satisfied by focusing on measures
that fall within the syntactic and pragmatic dimension because for the model to be used
within the enterprise it needs to be correct and understandable. The second goal can be
achieved by focusing on measures that fall within the semantic quality dimension. More
specific the developed process model has to reflect the process it was designed for.
Hence, the three quality dimensions postulated by [17] are well suited for this phase of
the meta-method.

2.5.1 Syntactic Quality
This dimension stipulates that the created model must be syntactically correct in order
to be used within an enterprise. If the model has syntactic flows, its process cannot be
correctly implemented. Syntactic quality is achieved using syntactic correctness crite‐
rion. According to [18] verification of the syntactic quality of a process models focuses
on two properties: static property and behavioral property. Static property is the related
to the elements of the model and how they are used and connected. For example, in
BPMN it is not allowed to have sequence flow between two pools. The static syntactic
quality can be verified by the modeling tool itself while the model is being created.
Behavioral property relates to the behavior of the process model. For example, the
process cannot reach a deadlock and proper process completion is guaranteed. This is
evaluated automatically by computer programs after the model is created.

2.5.2 Semantic Quality
Semantic quality of a process model is typically evaluated by means of completeness
and validity measures. Completeness is defined in [16] as a degree to which a model has
all the necessary and relevant information. Following the work of [19] completeness of
a process model can be measured by: 1. Counting the number of items in BPMN model
that do not correspond to the description of the actual process 2. counting the number
of requirements that are present in model description, but are not reflected in the model
itself. It is advisable to document the process to be constructed so that this document
can serve as a reference for model evaluation. But when no description is available, the
quality evaluation metrics can be executed by another stakeholder familiar with the
process, or by the modeler himself. According to [18] the model is valid when all its
statements are correct and relevant to the problem. In order to verify validity, one must
know the meaning of modeling elements and the process that the model is representing.

2.5.3 Pragmatic Quality
Pragmatic quality is about the correspondence between the process model and users’
comprehension of it. This quality dimension is not relevant when the modeler himself
is the only user of the model because he obviously will understand the model he made.
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But if the model will be presented to other stakeholders, it is very important that they
understand it.

The literature contains several propositions on how to evaluate understandability.
[16] proposes using structural complexity metrics suggested by [20] (which is specific
to BPMN) as an indication of the degree of model understandability. If the model is
complex, it is likely to be less understandable. In the context of the proposed method it
is possible to use a complexity metric to make sure that the model is not exceeding
complexity limits.

2.6 Community-Based Ontology Feedback Evaluation Phase

The method only proceeds to this phase if the model satisfies the expected semantic
quality, meaning that it correctly reflects the process it was designed for, and all the
statements in the model are valid within the process. When the process model is
complete, an OWL file representing this model and the ESO concepts selected for the
model annotation is stored. This file is processes in order to extract any possible feedback
which is potentially useful and can be incorporated into the ESO. A possible feedback
is a listing of the elements from the model that were not annotated by ESO concepts. As
they were not annotated, the reason might be that there is no equivalent for them in the
ESO. This feedback is made available for other community members and is subject to
discussion, until finally a consensus is reached whether or not the proposed change(s)
should be included (such as new concepts added) in the new version of the ontology.
The community will discuss the proposed concepts such as their usage, definition and
usefulness within the enterprise. Community members are other people working in the
same business domain. As community members are typically not co-located at the same
physical location, and we are aiming to progressively reach a consensus about what is
needed by the community, the Delphi approach [21] is used. This approach is perfectly
suited to capture collective knowledge and experience of experts in a given field, inde‐
pendently of their location, and to reach a final conclusion by consensus. More specif‐
ically, consensus is reached by commenting on the feedback in 3 cycles. Three cycles
were chosen because studies show that most changes in responses occur in the first 2
rounds [21]. In every cycle comments are assigned a score, and when all three cycles
are accomplished, a decision is taken whether to incorporate feedback or discard it. Only
in case the community is not able to reach a consensus, the final decision is made by
community members with a high level of trust. A system for assigning trust credits to
community members is foreseen.

If negotiation upon the feedback progresses slowly, the process may be terminated
without accomplishing predefined number of cycles. In this case highly trusted, author‐
ized community members are responsible to make a decision.

2.7 Ontology Update and Evolution Phase

After the feedback verification is performed, ontology expert incorporate its results into
the enterprise ontology. It is worth mentioning that ontology experts do not interfere in
feedback verification. Their mission is limited solely to incorporating the final results
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into the ontology in a syntactically correct way. Once a considerable amount of feedback
is incorporated, a new ontology version is proposed. The new ontology incorporates
new concept/relationships, updates lacking/incomplete ones, and/or removes irrelevant
once, as the domain evolves or new insights are reached by the expanding community.

3 Demonstration

This section illustrates the suggestions generation phase of the method explained in the
previous sections by means of a lab demonstration in which the modeller constructs a
process model in BPMN notation in the financial domain using an existing financial
domain ontology4 as enterprise-specific ontology.

Once the ESO is grounded in the core ontology (as mentioned, this only needs to be
done once, and can subsequently be re-used for any model created within the enterprise),
the modeller can start creating the process model. He selects a construct to be added,
places it on the canvas and starts typing the construct’s desired name. As he selects the
construct, and as he is typing, the mechanisms described in the previous section derive
suggestions from the ESO and present them to the modeller. If an ESO concept in the
suggestion list appropriately corresponds to the intention of the modeller for this partic‐
ular BPMN construct, he selects this concept, and the BPMN construct is (automatically)
annotated with the chosen ESO concept.

The process model to be created in our lab demonstration represents the loan appli‐
cation assessment process in a bank, and is taken from [22]. By using an existing spec‐
ification, we avoid bias towards our method. The process starts when the loan officer
receives a loan application from one of the bank’s customers. This loan application is
approved if it passes two checks: the first check is the applicant’s loan risk assessment,
which is done automatically by the system after a credit history check of the customer
is performed by a financial officer. The second check is a property appraisal check
performed by the property appraiser. After both checks are completed, the loan officer
assesses the customer’s eligibility. If the customer is found to be not eligible, the appli‐
cation is rejected. Otherwise, the loan officer starts preparing the acceptance pack. He
also checks whether the applicant requested a home insurance quote. If he did, both the
acceptance pack and the home insurance quote are sent to the applicant. If the insurance
was not requested, only the acceptance pack is sent. The process finally continues with
the verification of the repayment agreement.

Figure 2 represents the BPMN model of the loan application process. Constructs that
are surrounded by a thick red square are annotated with ESO concepts.

4 http://dip.semanticweb.org/documents/D10.2eBankingCaseStudyDesignandSpecificationo‐
fApplicationfinal.pdf.
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Fig. 2. BPMN model describing loan application.

Adding Branch Pool: The modeller selects the pool construct to be created. Based on
the construct matching mechanism all ESO concepts corresponding to UFO-U object
type are given a relevance score of 1 for this matching mechanism. Among those
concepts the modeller can find Branch which is classified as UFO-U base type. If there
is already a “Customer” pool, based on the construct neighbourhood matching mecha‐
nism, this case corresponds with rule 1. As the already existing pool is the Customer
pool, the mechanism looks for ESO concepts related to the Customer concept through
material relationships. There is only one concept satisfying this requirement: Branch.
As a result, the Branch concept is listed in the beginning of the suggestion list, as it
scored for both the construct and neighbourhood matching mechanisms (and no other
concept scored equal or higher). Note that in this scenario, string and synonym matching
cannot contribute to the overall relevance score yet, as the modeller did not (yet) type
any label.

Adding Message Flow “Loan Application”: According to the construct matching
mechanism, message flow corresponds to the relator universal. Therefore, all ESO
concepts corresponding to the UFO-U relator universal will be selected. Those concepts
are: Channel, loan, mortgage loan, current mortgage loan, future mortgage loan, invoice,
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liability, payment. For the element neighbourhood- based matching technique this situa‐
tion resolves under rule 2.

In our enterprise-specific ontology, all relator universals are mediating the same two
concepts Branch and Customer. Therefore, the results delivered by this suggestion
generation technique are the same as the results delivered by construct matching. In this
case, the previously mentioned suggestions all have equal overall score, and can thus
not be prioritized. We therefore present them alphabetically. The modeller may select
a concept from the list (i.e., “loan”), or, in case the list is too long, start typing any desired
label (e.g., “loan” or “credit”). This triggers the string- and synonym-based matching
mechanisms, both of which prioritize the concept Loan, which consequently appears on
top of the suggestion list, and is selected by the modeller to annotate the loan application
message flow.

Adding Reject Application Task: The modeller selects the BPMN task construct, and
subsequently the construct matching mechanism assigns a high relevance score to all
ESO concepts that correspond to UFO-U quality and relator universals as suggestions
for the task noun. A list of relator universals is mentioned in the previous example;
a list of quality universals is very exhaustive and is thus not mentioned here. The second
mechanism, element neighbourhood based matching, applies rule 3: the task at hand is
located in the Branch pool, so this matching mechanism suggests all the ESO concepts
corresponding to UFO-U relator universals related to Branch concept in the ESO, and
UFO-U object types mediated by those relators (all with relevance score 1). The Loan
concept is a relator universal, and therefore received relevance score of both matching
mechanisms; it therefore appears on the top of the suggestions list.

Adding “Home Insurance Quote is Requested” Gateway: In the last scenario, the
modeller draws an inclusive decision gateway on the canvas. Based on construct
matching mechanism, all quality universals will be assigned a priority score of 1. The
element neighbourhood-based mechanism classifies this situation under rule 4, which
suggests ESO concepts that were used to annotate a task construct preceding the
gateway. In this case it is the “check if home insurance quote is requested” task, which
is annotated with the Home Insurance concept. This concept thus receives relevance
score 1 for the gateway, and is prioritized in the suggestion list. It perfectly matches our
needs.

To start the discussion, we note that the scenarios elaborated here were chosen to
illustrate the more complicated cases. As a result, string- and synonym-based matching
mechanism are underrepresented. Evidently, when no or few BPMN elements are
already on the canvas, neighbourhood-based matching will be unable to sufficiently
differentiate between potential suggestions (as in scenario 2), and string- and synonym-
matching will become important. Equally, when the modeller has a certain label already
in mind, string and synonym matching will dominate the suggestion list, as the modeller
is typing the label he had in mind. Having made this comment, we note that in general,
it was possible to derive suggestions based on the construction and element neighbour‐
hood matching mechanisms for all model constructs for which the related concepts
existed in the ontology. In fact, as can be seen in the scenarios, construct and
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neighbourhood based matching complement each other well. The majority of the
concepts required by the model, but missing from the ontology were also correctly
classified under the assumptions of neighbourhood-based matching mechanism, and
would have been assigned a high relevance score if they would have been present in the
ontology. However, there was one case where the neighbourhood-based matching
mechanism was not very accurate. While creating the last message flow “Home insur‐
ance quote”, based on the second assumption of the neighbourhood-based matching
mechanism and the construct matching mechanism, relator universals must be
suggested. But in reality, it was annotated with a quality universal HomeInsurance,
instead of a relator. Further fine-tuning of the suggestion generation mechanism should
avoid this type of mismatches.

The lab demonstration was used here to demonstrate viability of our method, to detail
the different steps and provide a concrete case. It shows that the suggestion generation
algorithm indeed provides useful suggestions to the modeller, and allows (automatic)
annotations of the model, thereby semantically grounding them and facilitating model
integration. It needs to be mentioned that the lab demonstration was done using a single
modeller, and that therefore the aforementioned positive indications of using our method
cannot be statistically proven. We are currently performing a more elaborate empirical
validation, where a group of test users is divided in three different groups: one group is
given an ESO and our method, the second group is only given the ESO but without
support of our method, and the last group is not given an ESO and thus needs to model
without any ontology or method support. The experiment is specifically designed to
show the impact of our model on modelling efficiency, consistency in the use of termi‐
nology, and the semantic grounding of the resulting models.

After the model is created, it is time to perform model quality evaluation. Syntactic
quality is measured by counting the amount of violations of BPMN syntax. From the
static perspective, the model in Fig. 2 is syntactically correct which is expected as the
modeling tool itself prevents some basic violations. From the behavioral aspect it is
important to look into different scenarios of model completion. This model will always
reach a valid completion independently of which paths are selected at the gateway. There
are no tasks in the model that can never be executed. To evaluate semantic quality, we
need to look back to the model description in the beginning of this demonstration section.
Because within the context of this method, this description represents the domain to
which the model needs to correspond. There are two requirements in the description that
are not reflected in the process model in Fig. 2. The first requirement is: “applicant’s
loan risk assessment, which is done automatically by the system”, and the second
requirement is: “credit history check of the customer is performed by a financial officer”.
Those requirements need to be incorporated before the feedback from the model is taken.

To evaluate the pragmatic quality, structural complexity is calculated based on
measures presented in [16] presented in Table 3. According to [23] those measures are
directly related to understandability. The thresholds suggested for those values are:
number of nodes between 30 and 32, Gateway mismatch is between 0 and 2, depth is 1,
connectivity coefficient is 0.4. With those values the model is considered to be 70%
understandable. The values obtained in evaluating the model in Fig. 2 are close to the
proposed threshold, and therefore the model is potentially understandable.
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Table 3. Structural complexity measurements of the model in Fig. 2.

Metric Result

Number of nodes in the model 15

Gateway mismatch (sum of gateway pairs that do not match
with each other)

1

Depth (maximum nesting of structure blocks) 0

Connectivity coefficient (Ratio of the total number of arcs
in a process model to its total number of nodes)

13/15 = 0.9

4 Conclusions and Future Work

This paper presented an overview of an enterprise-specific ontology-driven process
modeling method. On the one hand, this method improves semantic consistency of
process models by relying in ESO in model construction. On the other hand, it supports
the evolvement of the ESO according to practical needs of the enterprise by taking
feedback from the process models. While constructing models, the modeler is aided by
a list of suggestions extracted from the ESO. ESO concepts are ranked in a suggestions
list using four matching mechanisms. Two of them, the string and synonym matching
mechanisms, are based on the label of the newly created BPMN element, which is
systematically compared with concepts in the ESO. The other two, namely construct
matching and neighbourhood-based matching, depend on the type of the BPMN
construct and the position (relative to other modelling elements) where it is added.

Another benefit of the proposed method is that it facilitates maintenance and
improvement of the ESO by means of feedback from the process models. This feedback
is only accepted if the resulted model properly reflects the process it is representing. The
proposed method incorporates guidelines on model quality evaluation. When a model
is created, an OWL file containing all modeling elements is stored. This file is processed
by ontology expert and all the elements representing potential feedback. This feedback
is subject to community discussion and if approved, it will be incorporated in the new
ontology version.

Future work will follow different directions. Concerning model creation based on
the ESO, first, we are currently performing further empirical validation of the benefits
of our method. Second, suggestions towards the ontology (e.g., missing concepts) based
on the modelling process, and subsequent community-based ontology evolution, needs
to be explored. Finally, we also plan to apply the method for other modelling languages
(i.e. i*, KAOS), and using other core ontologies. Concerning ESO maintenance and
amelioration, we are planning to set up a forum where the community will discuss model
feedback. Clear definition of guidelines for discussion and voting is also very essential.
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