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Preface

In the evolving world of wireless technology and computing, there are many levels
of technologies being introduced to the web. With the recent development of cloud
computing, it is possible for users and machines to utilize and to share several
services. The current power of robots, communication, storage, fast progress of
wireless techniques, enhanced and different types of sensors, robots and sensor
networks are able to take advantage of these services and provide influential
solutions.

The book comprises four chapters that address some of the latest research in
clouds robotics and sensor clouds.

The first part of the book includes two chapters on cloud robotics. The first
chapter introduces a novel resource allocation framework for cloud robotics and
proposes a Stackelberg game model and the corresponding task-oriented pricing
mechanism for resource allocation. In the second chapter, the authors apply cloud
computing for building a cloud-based 3D Point Cloud extractor for stereo images.
Their objective is to have a dynamically scalable and applicable to near-real-time
scenarios.

The second part of the book includes two chapters on integration of the cloud
with the Internet of Things (IoT). The third chapter discusses the importance of the
integration of cloud computing with the Internet of Things and presents an archi-
tecture for the Cloud of Things. In the fourth chapter, the authors reviewed the main
proposed architectures for the Internet of Things, highlighting their adequacy with
respect to IoT requirements.

Anis Koubaa
Elhadi Shakshuki
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A Pricing Mechanism for Task Oriented
Resource Allocation in Cloud Robotics

Lujia Wang, Ming Liu and Max Q.-H. Meng

Abstract Cloud robotics is currently driving interests in both academia and industry,
especially for systems with limited computation capability. Resource allocation is
the fundamental and dominant problem for resource sharing among agents in the
cloud robotics system. This chapter introduces a novel resource allocation framework
for cloud robotics and proposes a Stackelberg game model and the corresponding
task oriented pricing mechanism for resource allocation. Simulation investigates the
parameter selection and time cost of the proposed mechanism. Experimental results
of co-localization task demonstrate that the proposed mechanism achieve an optimal
performance in resource allocation.

Keywords Pricing algorithm + Resource allocation - Cloud robotics

1 Introduction

Nowadays, there is a growing need for service robots in human daily life, and the
involved services are more complicated than ever before. For traditional robotic sys-
tems, robots have to carry adequate physical processing power and various sensors
among other resources to facilitate the completion of various tasks such as visual
navigation [38], range-finder-based navigation [41, 43], path planning [14], recog-
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4 L. Wang et al.

nition [40] and scene analysis [39, 42]. However, developing a practical robot that
can cover many services would be extremely expensive and require a long time.
It is thus reasonable to combine multiple robots that have limited capabilities, and
access variety of information or services. This leads to the so-called paradigm “Cloud
Robotics”, which combines robot technology with ubiquitous network and cloud-
computing infrastructures that link a lot of robots, sensors, portable devices and data
centers. Therefore, robots can be remitted from hardware limitations while benefit
from plenty of resources and computing capabilities in the cloud. However, resource
competition is pervasive in practical applications for networked robotics today. It
necessitates the allocation of limited bandwidth as an essential problem to be taken
into account for the system design.

The authors of [25] first described a dual-level system architecture for cloud robot-
ics, consisting of a machine-to-machine (M2M) level and a machine-to-cloud (M2C)
level. On the M2M level, a team of robots communicates via wireless links such as
Local Area Network (LAN) or Mobile Ad-hoc Networks (MANETSs). On the M2C
level, the infrastructure cloud provides a pool of shared sensor data, computation and
storage resources, to be allocated among robotic agents. Considering the aforemen-
tioned dual-level architecture, this chapter presents a novel framework of a cloud
robotic system. It consists of networked robots and a cloud-computing infrastruc-
ture. The latter connects the robots, sensors, portable devices and most importantly a
centralized data-center. By adopting such a proxy-based model, all primary data can
be retrieved from the cloud and managed by the proxy so that the requirements on
hardware for each robot can be minimized. In addition, the proposed pricing resource
allocation mechanism is task-oriented, which focuses on completing the necessary
task or series of tasks in order to achieve optimized resource allocation.

Briefly speaking, this chapter deals with the resource allocation problem for cloud
robotics by using a market-based mechanism. The following major contributions are
addressed.

e A novel cloud robotic architecture is proposed based on an asynchronous data
flow framework [70] for resource allocation managements among multiple robots.
Especially, the architecture of cloud robotics is classified as an inter-cloud formed
by robot-to-robot (R2R) and an infrastructure cloud enabled by robot-to-cloud
(R2C).

e A Stackelberg game-based [45] resource management mechanism is proposed with
consideration of the interaction among robot clients. The mechanism optimization
is theoretically proved and implemented as functionalities of admission control,
request ranking and resource distributing. Besides, a data buffer is set up on the
access proxy for frequently requested data.

e A set of task-oriented Quality-of-service (QoS) criteria are proposed as the primary
assessment metric of a co-localization scenario. The QoS’s are defined regarding
the fact that sophisticated collaborative robotic tasks are usually time sensitive.

The rest of the chapter is organized as follows. In Sect. 2, we discuss the related
work in the area of resource allocation and cloud robotics. Section3 presents our
design of a typical cloud robotic system with a resource management middleware.
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Afterwards, we define criteria of QoS at the end of the section. In order to solve the
inherent conflicts of MSDR, we introduce the theoretical modeling and solution in
Sect.4. In Sect. 5, the parameter investigation and time cost of the proposed mecha-
nism are presented. The experimental setup and results analysis are demonstrated in
Sect. 6. At last, Sect. 7 presents the conclusion and future work.

2 Related Work

In this section, current works in the aspect of service-oriented architecture, cloud
robotic systems, robotic task allocation and resource allocation mechanisms are
reviewed and discussed.

2.1 Service-Oriented Architecture in Cloud Computing

The Service-oriented architecture (SOA) [6] is a widely used framework for cloud
computing, where the cloud hosts and clients are synthesized under an elastic archi-
tecture. It represents computing in three parallel processes: service development,
service publication and application composition using services that have been pub-
lished. Cloud computing extends the scope of SOA by including the development
of platform and infrastructure. So far, it is usually characterized by four paradigms:
Software as a Service (SaaS), Platform as a Service (PaaS), Infrastructure as a Ser-
vice (IaaS) and Hardware as a Service (HaaS) [55]. Cloud computing can speed
up many computationally intensive robotic and automation systems or applications,
such as Simultaneous Localization and Mapping (SLAM) [54], robotic big data
analysis, sample-based uncertainty sensing model analysis [32]. Thus, Robot as a
Service (RaaS) [10] can also be added to such a scope. Most existing works using
this framework are web service-based or database dependent. All major information
technology companies and providers, including Google [9], IBM [13], Intel [27],
Oracle [20], SAP [46] have adopted and supported this computing paradigm.

Because of the heterogeneous service and data that are discussed in [59], the
cloud is usually addressed by a common middleware to get interoperability. Many
researchers have worked on the resource management that is constrained in the field
of e-commerce and enterprise computing systems, such as Eucalypus of Amazon
Elastic Computing Cloud (EC2) [50], OpenNebula [51] and Nimbus [58]. Specif-
ically, for RaaS, SOA can also be introduced. For example, Microsoft Robotics
Developer Studio (MRDS) [15] was a vital product in applying SOA to embedded
systems [63, 64]. Microsoft also released Visual Programming Language (VPL) in
2006 [57], which marked a milestone in SOA and in robotics. Many robot manufac-
turers have used VPL as their programming platform, including Coroware, iRobot,
Kuka, LEGO NXT Mindstorm, Parallax, Robosoft, Robotics Connection, Whitebox
Robotics, MOLMC IntoRobots, etc [15]. In addition, many of them use a web-based
platform to configure the infrastructure that processing power, memory capacity, and
communication bandwidth.
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2.2 Current Cloud Robotic Systems

Although the concept of networked robots can date back to the 1990s [52], cloud
robotics is now in better condition for both network and robot to provide an innovated
outtake.

A large number of works took advantage of the big data in the cloud to simplify
algorithms in robotics. ASORO laboratory in Singapore built a cloud computing
infrastructure “DAvinCi” [3] to generate 3D models of environments, which allowed
robots to perform SLAM. The Google autonomous driving project indexed maps and
images that were collected and updated by satellite, street view, and crowdsourc-
ing to facilitate accurate localization. The “cloud-based robot grasping” [31] used
the Google Object Recognition Engine to recognize and grasp common household
objects.

Some works provide designs of programming, middleware management frame-
work enable robots sharing of data in the cloud. Google and Willow Garage initialized
a software enables an Android phone to control robots based on platforms such as
Lego Mindstroms, iRobot create and Vex Pro. MOLMC provides a sophisticated
solution to an internet of things using MQTT protocol. The Gostainet [22] is an
infrastructure of cloud robotic for executing the speech recognition on humanoid
robot Nao [1]. This system is used to improve the interactions with children as part
of a research project at a hospital in Italy. Authors of [26] presented a PaaS based
cloud engine Rapyuta, which can allocate secure computing environments for robots.

Some works focus on accessing to databases of robotic sensing data such as maps
and images. RoboEarth [67] is built for robots to autonomously share descriptions
of environments and object models. Microsoft implemented a RaaS [10] platform,
which included services for performing functionality, service broker for discovery
and publishing, and applications for clients’ direct access.

The aforementioned research took advantage of a wide range of online data
resources, which is one of the most meaningful fields at the current stage. How-
ever, many robotic systems have a very strict assumption, such as the resource in the
cloud is unlimited. In the matter of fact, most resources in cloud robotics systems
are indeed limited [68]. For instance, network bandwidth for transmitting image
data, CPU occupancy for parallel computation, as well as available number of hosts
(proxy) are limited. Therefore, how to design a module that maximizes the utility
of available resources on demand is a quite challenging problem, especially when
multiple robots request the same kind of resource or service in an asynchronous
manner.

2.3 Robotic Task Allocation Mechanisms

In robotics, tasks are usually regarded as resources to be allocated to robots in a
collaborative system. Therefore, multi-robot task allocation (MRTA) problems are
widely studied and can be characterized as the following types [21].
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e ST-SR-IA is a simple optimal assignment problem and can be solved by both
the centralized algorithm [8] and the distributed algorithm [37]. Centralized
approaches usually can find the optimal faster than distributed approaches, but
lead to a higher communication overhead.

e ST-SR-TA is an instance of problems when the task information and utility of robots
can be predicted with some accuracy. This problem is building a time-extended
schedule of tasks for each robot, with the goal of minimizing total weighted
cost [65].

e ST-MR-IA is a kind of problems that involve tasks that require the combination of
multiple robots. It is referred as coalition formation in the multi-agent community
and is more difficult than the previously mentioned MRTA problems. The authors
of [66] proposed a service-based approach with the principal idea that a robot can
ask for services from other robots if the robot cannot execute a task by itself.

e ST-MR-TA is aclass of problems includes both coalition formation and scheduling.
It can be considered as an extension of the ST-MR-IA model with additional
scheduling for future allocations. For example, the learning-based probabilistic
algorithms [44] and the incremental task allocation algorithms [35] have been
proposed.

In [48], the problem is formulated as a set of optimization problems with various
objectives:

e MinMax (Minimize the maximal cost of nodes): it aims at timely critical missions
by finding the shortest mission execution duration, which only concerns the worst
node [35].

e MinSum (minimize the sum costs of all nodes): it is aimed at optimization of effi-
ciency by minimizing of energy cost. However, it cannot guarantee an optimization
on each node, and generally cause some nodes are optimized while some others
are not [12].

e MinAve (minimize the average cost of all nodes): this objective measures the
average time since a task appears in the system until it is completed. It is relevant
to the problems where the completion is more important than aggregated global
cost [60].

Other objectives are also proposed recently. For instance, minimize the processing
time [74], maximize throughput, maximize the utility of the worst node, maximize the
sum of individual costs and so on. However, one of the critical challenges in cloud
robotic systems is how to optimally manage available resources such as physical
robots, and sensor data while considering task constraints. The reasons are two-fold:
multi-agent systems are typical complex and distributed, and agents are combined
together as an overarching framework for integrated tasks [19]. Therefore, the com-
bined resource allocation should be considered besides robotic task allocation, and
current resource allocation mechanisms are reviewed in the next subsection.
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2.4 Resource Allocation Mechanisms

In general, resource allocation problems are NP-hard [16, 53], which exist in
computation systems, network communications, transportation systems and etc.
Resource allocation solutions can be mainly classified into two approaches: one
is the optimization-oriented approach which is usually a central planning, and the
other is the economic approach which is usually a distributed scheduling.

For the centralized planning, researchers proposed different optimization tech-
niques to minimize the rate of failure and execution time of tasks, or maximize the
system utilization and throughput. Colony optimization proposed an algorithm to
make an efficient resource assignment for computational jobs being processed, such
as Ant colony algorithm [62] which can efficiently solve the resource constrained
scheduling problem for mining supply chains. The genetic algorithm is used to solve
the optimization problem based on a natural selection process that mimics biological
evolution. For example, Rodriguez et al. proposed a particle swarm optimization
algorithm for resource providing and scheduling on IaaS cloud to minimize the over-
all workflow execution cost [56]. Fuzzy logic is a problem-solving control system
methodology that lends itself to implementation in various size of systems, such as
Fuzzy Clustering Chaotic-based Differential Evolution (FCDE) solved the resource
constrained project scheduling problem [11]. Market-based approaches to resource
management [2, 28] are characterized by capturing complex interactions among
autonomous agents and the system, which suit our problem most. However, most
of them have assumptions that are not suitable for practical robotic tasks, such as
the boundless communication and computation resources. The limited bandwidth
resource should be considered in the real life scenario as presented in [61, 71, 73].

Autonomous negotiation among multiple robots has become a crucial problem
in cloud robotic systems when clients query resources in parallel. The key issues
of resource allocation for cloud robotics are the uncertain demands for resources
such as that in big data mining and computing of robotics, and the large number of
unreliable hosts which are physically distributed. Game theory has its advantages
in solving this problem since it considers every agent and service provider’s profits.
For robotic systems, there are also several related works with different structures.

e Centralized approaches: the advantage is that the global knowledge can be used to
manage all the available resources optimally while the disadvantage is that time
and complexity cost are usually high. For example, the authors of [34] introduced
a centralized iterated auction which included three objective functions and six
bidding rules for a single task. It firstly demonstrated theoretical guarantees of
auction-based methods for such a variety of bidding rules and team objectives.
Higuera et al. [24] formulated the task distribution problem as a fair subdivision
problem and provided a centralized algorithm to provoke the allocation mechanism
for each robot.

e Distributed approaches: these methods are generally low cost since they only
use local information, but they cannot achieve the theoretical global optimum.
For example, the authors of [65] presented two algorithms for task distribution
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problems where multiple tasks can be allocated to a single robot during the nego-
tiation. Later, the authors of [66] presented a distributed market-based algorithm
named S + T, which solved a task allocation problem for robot cooperation.

e Combinatorial approaches: allocated resources are a combination of different
tasks, rather than a single task in complex systems. In [5, 36], the combinator-
ial auction was utilized to allocate multiple tasks in a multi-robot system, where
robots bid on bundles of targets. They proposed different combinatorial bidding
strategies and compared their performances, as well as with single-task auctions.
Their computational results indicated that combinatorial auctions generally led to
superior team-level performance than single-task auctions.

In general, the above works are based on theoretical analysis and simulation, few
real-time robotic scenarios are reported in the real robotic cooperative system. This
chapter aims at development of a practical mechanism for real applications.

3 System Architecture of Cloud Robotics

The proposed cloud robotic system is shown in Fig. 1, which includes an R2C network
and an R2R network. In the R2C network, an Internet-based cloud infrastructure
provides a data center sharing various kinds of sensor data [69]. In the R2R network,
a team of robots communicates via wireless links such as LAN or MANETS [72].

3.1 Structure Design

The proposed framework of data retrieval is shown as Fig. 2. It is a host-based network
framework which has three main entities involved for supporting Multi-sensor Data

Robot Clients Data Center
with limited/various '
capabilities . — B

/

Data

Service

;,;.:5 Routing

E Interaction

» Ad-hoc f
. Network iy

Fig. 1 A architecture of typical cloud robotic systems
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Fig. 2 The data retrieval
framework of cloud robotic

systems
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Retrieval (MSDR) in cloud robotic system, namely, Data Center, Cloud Cluster Host,
and Robot Client.

e Data Center (DC): it is a relative database based on PostgreSQL that stores various
information, such as point-cloud, images that are established. All data are main-
tained and shared by any robot client on the network [68]. At the same time, the
DC confronts unpredictable parallel requests from the robot clients.

e Cloud Cluster Host (CCH): it is a server that manages a large amount of data
retrieval. The CCH consists of two major functionalities: Request Negotiator (RN)
and Request Allocator (RA). The RN deals with the interfaces among the robot
clients and hosts. It classifies the requests and provides clients with different prices
in a pricing scheme. The RA is a function that accesses the cloud for admission
control and buffer queue management. The RA distributes resources to robots in
term of priority which is derived from the RN.

e Robot Client (RC): at the lowest level of the framework, it is a unit of different
kinds of robots with various sensors. RC can be assigned to either an integrated
task or separate tasks. Details are introduced in the next subsections.

3.2 Resource Management Framework

In Robotic Operating System (ROS) system, rosservice provides task requests
and responses among nodes. Although the actionlib package provides tools to
create servers that execute preemptive long-running goals, it does not support the
queue management, especially asynchronous accesses for multiple tasks in the wait-
ing list. Therefore, this is not sufficient for real-time tasks in multi-robot systems.
In order to implement the SOA of cloud robotic system, we compared two paral-
lel managements and communication software platforms, Hadoop MapReduce and
twisted [47]. It is preferable to choose twisted as the software platform con-
sidering its multi-thread mechanism and compilation of the current database.
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Benefits of twisted in Parallel Communication Twisted [47] is a framework
for deploying asynchronous, event-driven and multi-thread supported network sys-
tem using Python. The obvious advantage is the user-defined structure that can be
flexibly applied for various managements. It is composed of the following three
primary elements:

e reactor
The reactor isthe core of the event-driven programming constructin twisted.
As shown in Fig. 3, it provides a basic interface to a number of services, including
network communication, threading, and event dispatching. The application func-
tions can be simply divided into modular and compact parts. It is also easily added
specific data query and data retrieval modules for clients and hosts respectively.

e protocol
The protocol defines specifications for transmitting and receiving behaviors.
Functions of received data and sent data can be constructed following the prede-
fined virtual function names. A protocol begins and ends its life with two pre-
defined virtual functions: connectionMade and connectionLost, which are called
whenever a connection is established or dropped, respectively.

e factory
The factory is responsible for two tasks: creating new protocols and keep-
ing global configurations and states. The tasks are completed by functions of
buildProtocol and management as shown in Fig. 3. In addition to abstrac-
tions of low-level system calls, it also includes a large number of utility functions
and classes, which facilitate the establishment of new types of servers. Twisted
includes the support for popular network protocols, e.g. SOCKETS, HTTP and
SMTP etc. It is flexible to define globally visible variables in the factory, such
as the local data buffer. The host factory manages the connections to all the
client reactor loops. At the same time, it is also in charge of updating the exist-
ing relation database, registering with new multiple sensor readings. Details of the
framework structure and its assessment are outlined in the following.

Fig. 3 Protocol creation
process in Twisted reactor
loop between CCH and protocol_factory

. .buildProtocol () (..
clients -management () twisted |
8 reactor

p 1. Twisted calls -
5. which cCHj. loop |/
. .protocol () ( X
refers to: > - ; P /
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3.3 Data Flow Management

The data flow of multi-data retrieval and communication in our cloud robotic system
is shown in Fig.4. The host and clients are built using the twisted framework.
The designed program includes a main loop reactor and a callback system. This
system automatically launches a new thread for each client that attempts to connect
the network with a approved address and port. The specific functionalities are defined
in the host and clients separately. The major functions in the process are introduced
as follows:

e Database Query
This function is launched and managed only by CCH which retrieves data from
DC for RC. It utilizes a standard SQL [18] syntax to retrieve target information
from a dynamically updated relation database. The database access may be one
bottle-neck in the system, which can be alleviated by the management of the host.
To this end, the following two sub-functions is designed to assist the retrieval,
namely Filter and Pre-process and Buffer Management and Scheduler.

o Filter and Pre-process
In the proposed data flow structure, the filter and pre-process blocks stand for
general data pre-process. For example, data fusion, feature fusion and decision
fusion [17, 23], are the major means to decrease the frequency of database access
and reduce data noise.
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e Buffer Management
This function is launched and managed by CCH where a local data buffer is
deployed for storage of frequently requested data as depicted in Fig. 4. Because
activities of robots are usually regular, the same resource may be queried repet-
itively. Therefore, the buffered mechanism is built to help alleviate the database
access bottle-neck to an extent.

e Scheduler
Last but not least, the proposed scheduling scheme is launched by CCH that allo-
cates resources for all clients’ requests on top of asynchronous communication
threads. The asynchronous management based on the twisted framework is
implemented in CCH to manage all the connections among CCH and robot clients
through reactoxr loop in parallel as shown in Fig. 4. Please note that reactor
loop is a fundamental infrastructure of the twisted-based socket, which is used
to automate asynchronous data transmission. In addition, the reactor loops are
running on both CCH and heterogeneous robot clients. The optimization mecha-
nism of resource allocation is modeled as a Stackelberg game. More mechanism
details of resource allocation are introduced in the next section.

3.4 Quality of Service Criteria (QoS)

In common sense, bandwidth usage is one of the most important factors to define
QoS since the response of most network-based applications is sensitive to it. In cloud
robotic systems, instead of taking bandwidth usage as the only criterion, QoS defini-
tion can be extended to other aspects regarding the processing or storage capabilities
of nodes. The following QoS’s are selectively defined as primary criteria to assess
the proposed framework.

Definition 3.1: Firm Real-Time Some infrequent deadlines can be missed, which
may degrade the system’s quality of service. The usefulness of a result is zero after its
deadline. In this chapter, FRT is used to measure the performance of such a system.
Because FRT is not directly about the delay but about effectivity. It relaxes the certain
planned delay and settle with accomplishing the time delay restrictions most of the
time.

Definition 3.2: Time of Response (ToR) ToR defines the period that from sending a
request to receiving the corresponding response. It is formulated as

ToR = TDatafreceived - TRequestﬁsem- (1)

ToR, including request data transmission period, data matching period and response
data transmission period, has been considered because sophisticated collaborating
robotic tasks are usually timely sensitive and the long delay of robot’s response can
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make the task completion meaningless. For instance, cooperative semantic mapping
or 3D mapping using several robots is time sensitive. Especially, the data transmission
periods are the key factor impacting on the QoS performance.

Definition 3.3: Reliability of Response (RoR) RoR is defined as a success rate of
issued data retrievals. Its value is given in percentage and calculated as

#Succeeded_Requests

RoR = (2)

#Total_Requests

RoR is akey criterion for all services. Typically, in large scale systems, the percep-
tion results need to be shared and retrieved with acceptable reliability. The on-board
computational capability of the robot clients is usually weak, which implies two
inherent requirements as follows.

e The computation and analysis are generally to be off-board from the clients. There-
fore, data retrieval from an existing database is inevitable.

e The accuracy of the retrieved data and reliability of the transmission are crucial.
Especially, the reliability determines potentials to expand an existing system to a
large scale.

QoS criteria advertise performance quality levels of service which are provided
by service providers; on the other hand, clients use it to select an optimal candidate
data/service, which could in part fulfills the request. Therefore, a well-defined set of
QoS’s could greatly help the assessment of the quality of a service framework.

4 A Pricing Resource Allocation Mechanism for MSDR

In order to share data and service, the paradigm of cloud robotics enables large
numbers of robot clients working in parallel to retrieve multiple data in the cloud. In
this section, a system model, MSDR problems, and solutions are proposed as follows.

4.1 System Model

We model the interaction between the cloud service provider and robot client (RC)
as a Stackelberg game. The proxy CCH is regarded as the cloud service provider,
who sets the price menu for different resource per bandwidth, and RCs respond
to the price by presenting a certain amount of requests to the cloud. Suppose that
a monopolistic CCH charges RC for usage of a network to maximize profit. Let
N := {1, ---, n} denote the set of RCs, and link of capacity nc accessed by n RCs.
For RC i of willingness to pay type wj, x; is usage of bandwidth resource and p; be
the price per unit bandwidth charged by the CCH, then its utility is
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ui(ti, pi) = wi -log(1 + 1) — t; pi, 3)

where w; denotes the willingness to pay of RC i, ¢; is the completion time of robot i
for resource retrieval. The logarithmic function w; log(1 + x;) is verified to ensure a
non-trivial and meaningful solution to the Stackelberg game. At the same time, the
revenue of CCH is calculated as

L(t,p) = > tipi, )

i=1

where 7 is the number of robot clients that are allocated resources.

4.2 Problems and Solutions

The CCH maximizes its revenue by choosing the price p; and the admitted RC
number K for the limited bandwidth,

p* = argmax L(t, p), (5)
t>0
p>0

RC i determines x; to maximize its utility and the problem is given by

1 = argmax u; (;, p;), (6)
tiZO

Constraints are mainly focusing on the deadline of execution time 7p and the admitted
number n as follows

n
> 4i<Ty, n=0,....N. (7)

i=1

Remark 1: For each robot client i, the utility function u; is increasing, strictly con-
cave, and twice continuously differentiable with respect to #;.

Consider the optimization problem of maximization utility function u; : R" —
R+, defined in (6), where u; is twice continuously differentiable in point tl.*. The
first-order necessary condition that t is a local optimum is

Ou; (t;, pi)

or; |ti=t;* =0 (3

Therefore, we differentiate the utility function as
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Oui(ti, pi) _ Owi -log (1 +1;) —tipi)

3ti al‘i

=Y )
g

1

=0.

The optimal price of resources queried by robot client i is derived as
wi

14+t

1

*

pi =

(10)

The revenue maximization problem (5) is a non-convex optimization problem with
a non-convex objective function. Therefore, we have to convert it into an equivalent
convex formulation to solve it. Then the solutions are proposed in the following two
steps:

Step 1—Resource allocation: Assuming a fixed admitted RC number K, then plug
(10) into (5), the above non-convex optimization problem be easily converted to
convex as follows

wit;

1} = argmax .
w;i=>0 i—1 1 + ti
;>0 =

(1)

Because the revenue is strictly concave, and the constraint set is convex and
compact, this optimization problem admits an optimal solution for the transmission
time of robot clients and leads to a unique allocation. Considering the problem in (6)
and the constraints in (7), we define the Lagrange function as

A(ri,p,-,A>=L<ti,pi>+A(Zri—To), (12)
i=1

where ) is the Lagrange multiplier. By using the Lagrange multiplier technique, we
can get the optimal transmission rate that denoted as

i = % — 1. (13)

Step 2—Admission control: Please note the bandwidth constraints (7) must hold
equality since the objective is strictly increasing function in #;. Thus, by plugging

the ¢ into (7), we have
n wl
— —1)=T. 14
2 (\/ : ) 0 (14)

i=1



A Pricing Mechanism for Task Oriented Resource Allocation in Cloud Robotics 17

Assuming that w; > wp > -+ - > wy, then \* must satisfy the above condition (14).
For a admitted RC number threshold value K, satisfying

w w
K o ana Eotl - (15)
)\* *
where K;j, is used for the admission control, so only K;; or fewer robot clients can
Kin -\ 2
retrieve data. Moreover, we have \* = (%) derived from (14).

Remark 2: The complexity of Algorithm 1is O(), which has a linear relationship
with the number of robot clients.

Algorithm 1 start to computing A* and K by assuming K;, = N and calculate \.
If the condition of (15) is not satisfied, K, is decreased by one and ) is recalculated
until it is satisfied. Because w; < Aj and \| = ﬁ Algorithm 1 always converges

and returns the unique value of K,; and A\*.

Algorithm 1: The Revenue Maximization Algorithm

Inputs: w;, Tp and N
Outputs: Ky, A*, 1, and p

1 BEGIN
2 function Revenue(i, w;, Tp, N)

k
3 ke NAGK) < (R

4 while w; < A(k) do
S Ve
5 k k=1, A(k) < (ZF5)
6 end while
7 K <k, \* < \Kk)
8 ti* — ;\% _
9 pi= 1iit,.*
10 return K, \*, t*, p}
11 END

4.3 Scheduling Scheme

All the previous theoretical analysis indicates the proposed scheduling scheme can
optimize the MSDR problem. The basic operation of the scheduling scheme is imple-
mented in CCH and comprises the following processes:

e Admission control: When a service request is submitted, request negotiator uti-
lizes the proposed admission control mechanism (see Algorithm 1) to interpret the
request before determining whether to accept or reject it according to the optimal
threshold K;j. Thus, it ensures that there is no overloading of information, and
sufficient requests can be fulfilled successfully. In the factory, a threshold is
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set for the admitted number of robot clients considering the factors such as ToR
and willingness to pay.

e Request ranking: The request negotiation is responsible for ranking the admitted
requests considering their willingness to pay and time deadline as presented in
Algorithm 2. Having access to the allocation requests of all robot clients, the
CCH can keep tracking current robot clients, and update the ranking list when a
new request is registered.

e Resource distributing: The admitted requests are responded in accordance with
the order in the rank list. In this situation, it optimizes both the utility of each RC
and the revenue of CCH. When new requests from robot clients arrive, the resource
allocator would response the requests in accordance with the order of the updated
rank list.

Algorithm 2: Scheduling Algorithm

Inputs: optimal price p} of request i
Outputs: current_priority_list

1 BEGIN
2 function update_priority_list(p;)
3 current_priority_list.append(p;)

4 function is_lowest_priority (p;)

5 current_priority_list.sort(p;)

6 while i < nipresnold
7

8

9

1

update_priority_list(p;)
is_lowest_priority(p;)
return current_priority_list
0 END

5 Simulation

In this section, the evaluation of mechanism parameter investigation and time cost
are presented.

5.1 Parameter Investigation

In the proposed admission control, the K;j, is determined by the distribution of will-
ingness to pay from robot clients. If there are too many clients with high willingness
to pay, the ones with relatively low willingness to pay will not be allocated data.
Then the CCH can reduce the K;j to fulfill the resource retrieval before the dead-
line, namely admission control. However, there is no restriction on how to choose
willingness to pay as a robot clients. Weibull distribution [49] is chosen because it is
a versatile distribution that can represent different kinds of statistical distribution by
changing its parameters as shown in Fig. 5. Therefore, Weibull distribution can take
on various characteristics based on function as follows:
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Fig. 5 Weibull distribution 2.5
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where o > 0 is the scale parameter, and 3 > 0 is the shape parameter. If the quantity
x is the number of clients with a willingness to pay, and the Weibull distribution
demonstrates the proportion of the high willingness to pay clients. Then 3 can be
interpreted directly as follows:

e 0 < 8 < 1: f(x) decreases monotonously and is convex as x increases to co.
Especially, it is an exponential distribution when 3 = 1.

e 3 > 1: f(x) has a bell-shape, which increases as x increases to the maximum
and decreases thereafter. Especially, it is a Rayleigh distribution of mode o = iz

when § = 2.

In order to indicate the relationship between willingness to pay and the threshold
of admitted number of clients in the proposed admission control, we compare the
optimal Ky, under different distributions of willingness to pay from all clients by
tuning three factors: the shape parameter of Weibull distribution [ that indicates
different distribution of willingness to pay; the number of clients requested resource
“N”; and the timeout period “Ty”, which is a required time for a task.

In the simulation, we tested the admission control proposed in Sect. 4 by selecting
a=1and 8 = {0.1,0.5, 1.0, 1.5, 5}, the time deadline Tp = {10, 20, 30, 40} and
client number k = {12, 48, 96, 192} respectively. One hundred runs were carried out
on each configuration. In Fig. 6, we can be seen that Ky, increases as (3 increases
when Ty is fixed. Especially, the increasing rate of K;;, when 0 < 8 < 1 is much
larger than the increasing rate when 8 > 1. This is because the ratio of clients with
high willingness to pay is smaller in the range of 0 < 5 < 1. Moreover, it also shows
that the willingness to pay is a key factor for the designation of the scheduler since
it can affect the QoS. Moreover, the above results are references for the evaluation
in the next subsection.
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Fig. 6 Comparison of the threshold of admitted user number. The black points are the calculated
K, of 100 runs on each configuration, magenta squares are average values from each 100 runs,
green curves are average values of K;; under different 7p, and the colored surface is a regression
over all the average values. a Comparison of the threshold of admitted number of clients when there
are 12 clients in total, b Comparison of the threshold of admitted number of clients when there are
48 clients in total, ¢ Comparison of the threshold of admitted number of clients when there are 96
clients in total, d Comparison of the threshold of admitted number of clients when there are 192
clients in total

5.2 Time Cost of the Scheduling Scheme

The time cost of the scheduling scheme to get the optimal rank, including admission
control and request ranking, is directly proportional to the number of nodes as shown
in Fig. 7. The time cost is justified when the number of nodes is in the range of [12,
230] with an increment of 12 nodes for each test. In addition, it keeps in tens of
milliseconds when the numbers of nodes are 276, 324, and 384. A fitted line is
showed in the red dash line. Figure7 in this document shows the fitted line has a
gradient 1.4951 x 10°, which means the cost time increase with the number of robot
clients.



A Pricing Mechanism for Task Oriented Resource Allocation in Cloud Robotics 21
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6 Experiment

This section introduces the experiment design, experimental results and performance
discussion.

6.1 Robot Setup

The hardware system is composed of two major categories of robots. The leading
robot is set up mainly to work as the database feeder while the others act as consumers
of the feeded data.

e Well-equipped leading robot: the leading robot is shown in Fig. 8a. It equips with
several sensors like a rotating laser scanner (for 3D point-cloud), an omni-camera
(Ladybug™) and an Inertial Measure Unit (IMU) with a GPS module. It can
provide an online database with sufficient mapping and localization hints.

e Relatively poorly-equipped follower robot: the follower robot “Epuck” is shown
in Fig. 8b. It equips with a Firefly™ camera and a WiFi module. It can request
various types of sensor data, for example, the camera can capture 2D bar-codes on
the wall in the target environment, then the WiFi module can send it to the host to
request the location or the regional map around it.

6.2 Experiment Design

A typical co-localization scenario is shown as Fig.9. We put up several markers in
the environment, which pose can be estimated. The well-equipped robot built a full
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Fig. 8 Robots instances in a typical cloud robotic system, a Leading robot: NIFTi, b Follower
robot: Epuck

Fig. 9 A map with 3D point
cloud of a typical indoor
environment for multi-robot
co-localization

3D map with marker location registered on it as shown in Fig.9d. All information
on the map were stored in a data center and can be subscribed by follower robots
according to the response rank. In the aspect of poorly-equipped robots, they can use
their camera to take pictures of AR markers as depicted in Fig. 9a, b. For the specific
task, a structure for data flow and resource management is described in Fig. 10.
Many services are provided in the cloud such as object detection, node initialization,
besides localization as extensions. Robot client can retrieve these services though
the structure we introduced in Sect. 3.3.

2D Barcodes Augmented Reality (AR), as shown in Fig. 9, is utilized as 2D barcodes
for localization. It provides a package named ARToolKit, which uses computer vision
algorithms to calculate the real camera position and orientation relative to physical
markers in real time.
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Fig. 10 Data flow and resource management of the proposed system

Client 3

Cloud

Marker Pose Registration and Retrieval All this location registration is imple-
mented by ROS since ARToolKit is a package belonged to it. Not all AR markers
can be accurately recognized and stable registered, we set a threshold to classify
them. Only when the confidence is higher than the preset threshold, the location can
be recorded in the database.

Pose Estimation At the beginning, the leading robot builds a 3D map with both
images and registered local maps. Then the position of each AR marker is registered
on the map by subscribe the related ROS topic, such as transformations. The relative
poses are calculated by ARToolKit module.! At last, the pose of marker i in the map
can be obtained by

T/map _ n/map /leading_robot Jcamera_leading_robot (17)
/marker; — */leading_robot = * Jcamera_leading_robot = * /marker; ’
SLAM Sensor Calibration ARToolKit

where T} is the transformation matrix from frame b to a, namely target frame b in
base frame a. Similarly, the pose retrieval for each follower robot j regarding marker
i is formulated as

/map /map /camera_robot; _| /camera_robot
T/robotj = Y /marker; ' (T/markeri ) T/rabotj . (18)
——
Data Retreival ARToolKit Sensor Calibration

We could see that the data retrieval efficiency will determine the efficiency of
the whole co-localization system since it provides a required link. This problem is
non-trivial when the system scale is large. Due to the limited bandwidth constraints
and constraints of computational ability, the response of such information needs to
be negotiated within robot clients and to be managed by the CCH.

lwww.rog.org/wiki/artoolkit.
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Table 1 Matched marker number vs confidence threshold under different WiFi strength

Number of markers Threshold of confidence | Averaged ratio of matched markers

—40 ~ —=50dB (%) |—50 ~ —60dB (%)
30 0.5 84.45 71.24
0.9 73.28 60.15
100 0.5 80.97 69.22
0.9 62.64 55.34

Table 2 Measured accuracy Error marker | Z-offset X-offset Y-offset
results of X-Y-Z offset error
Standard 32.25884 10.97756 5.197521
derivation
Average 22.87656 —2.36570 0.480358
(mm)

6.3 Qualitative Results on Localization Behavior

In the online co-localization scenario, all robot clients can be localized in firm real-
time by request from the CCH. In this work, localization accuracy is mainly affected
by matched marker ratio and marker location registered in the data center. There-
fore, as shown in Table 1 we compare the matched marker number with confidence
threshold which is pre-set in the ar_multi . cpp. For deriving better results, the
WiFi strength is recorded when follower robots are requiring location. Moreover,
the localization accuracy of ARToolKit is tested in [4], the localization accuracy is
evaluated and shown in Table 2. The robot positions are well localized.

6.4 Quantitative Results on Resource Allocation

At first, we compare the ToR of continuous requests from 3 robot clients. Figure 11
demonstrates that the 7oR of requests from all robots in a period. Comparing with
the case without mechanism depicted in Fig. 11a, the proposed mechanism managed
to reduce the ToR according to the priority setup. With the proposed mechanism
depicted in Fig. 11b, robot clients received more retrieval data from the cloud. The
priority setup for robot 1, 2 and 3 are 1, 3 and 2 respectively. With higher priority,
the corresponding requests got a faster response at most of the time duration.

The typical characteristic of cloud robotic is the large number of robot requests
in parallel. We compared the RoR performance considering the K;; and T in the
request tasks of 12 clients, which were data retrievals through the Internet. RoR of
co-localization task depends on the retrieved transformation data registered in the
database which can be easily calculated according to (17) and (18). For each request
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Fig. 11 ToR comparison, a Without mechanism, in unit of millisecond, b With mechanism, in unit
of millisecond

task, it includes 6 independent requests from one client, the package size is s =
15.625 Mb x 6, then the ideal transmission time should be s /(2 Mb/s) = 46.875s.
Note that, only partial requests in the buffer queue would get responses from the CCH.
It is because the transmission requires time, where the transmission period may be
longer than the 7p. In Table 3, we demonstrate the RoR among different 7o and K.
Clients submitted their optimal price of requests, which were determined by their
willingness to pay and the desired completing time of the target data retrieval. The
results validate that the RoR with mechanism performs better, when K, is optimized
for each task to respond to their timeout period. In addition, willingness to pay of all
clients are uniformly distributed because they have the same requests.

6.5 Discussions

In the online experiment, the proposed system distributed the workload of sensing,
localization, computation and communication among a group of robot agents. The
regarding characteristics are discussed as follows.

Optimized Constraints of Resource Allocation It greatly reduced the response time
for the localization task by deployment of access control, scheduling and protocol
management in the proposed cloud robotic system. The optimization is derived from
solving the following constraints.

e Data retrieval constraint: in cloud robotic system, a robot can retrieve information
from a dynamically updated data center which is built by various types of robots
and sensors, therefore it is a heterogeneous structure that needs standard design
and regulation to fit it in applications.
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e Communication constraint: synchronization of data is hard for distributed system,
especially when asynchronous tasks are performed [29]. If multi-sensor data are
distributed in the network on each client, information sharing among robots is
low-efficient without resource allocation.

e Autonomous negotiation constraint: different from research on target tracking [7],
automated identification of targets [33], and automated behavior reasoning [30].
Practical autonomous negotiation for resource allocation in firm real-time systems
such as cloud robotics is a multi-dimensional problem, therefore both revenues of
resource provider and utility of user are considered in this chapter.

Generalization of the Proposed Framework By using such framework, the major
generalization can be derived as follows:

e Extension to cloud robotic system with many poorly-equipped robots for infor-
mation retrieval and communication. It considers of letting robots access a large
amount of computational power on demand. The framework sidesteps drawbacks
include high computational cost, high configuration, maintenance and update over-
heads.

e Extension of amore complex hierarchical topology of the system including various
types of robots. Especially the negotiation mechanism can be extended according
to complex task and environment that it applies.

7 Conclusion

In this chapter, a novel cloud robotic system architecture is developed based on an
asynchronous data flow framework. Then the resource allocation problem is formu-
lated as a Stackelberg game and the corresponding solution is proposed. Moreover,
the task-oriented QoS criteria are proposed. Afterward, simulations on parameter
investigation and time cost are presented. Experiments of co-localization robotic
scenarios are implemented for evaluation. Results are discussed and proved the pro-
posed pricing mechanism optimized the resource allocation problem for cloud robotic
systems considering physical robots and tasks.

Even if experiments and simulations in the thesis showed promising results, there
are still some further work to be developed and extended. Specifically, both the large
amount of resource in the cloud and robot clients are heterogeneous. Therefore, a
vital issue in this domain is uncertainty about the resource prices, which greatly
affect the cost of request retrieval and allocation. As the proposed Stackelberg game
mechanism, the optimal price depends on a willingness payment and the correspond-
ing response time. However, the response time is not a prior, which is determined
by the willingness payment and a Lagrange multiplier. Instead of depending on the
willingness payment, a schedule concerning the price prediction model could be
explored to enhance the performance of resource retrieval. Future development of
the auction-based mechanisms includes developing and analyzing of optimization
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algorithms that are able to tune the variables in the strategy according to the differ-
ent information conditions. This will then increase the robustness of this resource
allocation strategy to make it suitable for all environments and applications.
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Study of Communication Issues
in Dynamically Scalable Cloud-Based
Vision Systems for Mobile Robots

Javier Salmerén-Garcia, Pablo Iiigo-Blasco, Fernando Diaz-del-Rio
and Daniel Cagigas-Muiiiz

Abstract Thanks to the advent of technologies like Cloud Computing, the idea of
computation offloading of robotic tasks is more than feasible. Therefore, it is possible
to use legacy embedded systems for computationally heavy tasks like navigation
or artificial vision, hence extending its lifespan. In this chapter we apply Cloud
Computing for building a Cloud-Based 3D Point Cloud extractor for stereo images.
The objective is to have a dynamically scalable solution (one of Cloud Computing’s
most important features) and applicable to near real-time scenarios. This last feature
brings several challenges that must be addressed: meeting of deadlines, stability,
limitation of communication technologies. All those elements will be thoroughly
analyzed in this chapter, providing experimental results that prove the efficacy of the
solution. At the end of the chapter, a successful use case of the platform is explained:
navigation assistance.

Keywords Cloud computing + Computation offloading - Robotics + Dynamic scal-
ability

1 Introduction

Nowadays, new computationally expensive tasks are expected to be performed with
relative fluency by robotic platforms. A well-known example is that of artificial
vision and higher level tasks arisen from it, such as object detection, recognition and
tracking; surveillance, gesture recognition, etc. However, these tasks are so com-
putationally heavy that they may take several seconds in current embedded robot
computers. Hence the advantages of using computation offloading (i.e. moving this
computing task to an external computer system) are becoming evident in terms of
time to finish the task, mobile robot energy saving, amongst others.
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An interesting candidate for the aforementioned external computer system is that
of a Cloud infrastructure, thanks to its inherent characteristics [7]: high reliability,
larger storage capacity, stable electric power, reutilization of hardware, dynamic scal-
ability and better resource utilization. In particular, the dynamic scalability property
is very useful in robotics, as it allows the adaptation of the computing power at run-
time (that is, scaling out and back, depending on the needs), and therefore it permits
the robot to rapidly adapt in a changing environment. Moreover, another advantage
of the Cloud is the instant incorporation of more computation demanding algorithms
as they are being implemented.

Apart from computationally heavy tasks, the cloud is being used as a centralized
powerful infrastructure for multi-robot cooperative systems that usually works at
intermediate levels. This area is intensively studied as new cooperative algorithms are
being developed. Examples of these solutions are multi-robot SLAM (simultaneous
localization and mapping), map merging (acquired by several robots), networked
information repository for robots [23], etc.

As aresult, an important number of research papers and projects addressing the use
of cloud infrastructures in robotics have been published during the last few years (see
Sect. 3). Besides, the term Cloud Robotics has emerged to include this area, which
promises a fast development of complex distributed robotics tasks in the forthcoming
years.

This chapter addresses the “computation offloading” of an intermediate robot
level task: 3-D point cloud (3DPC) extraction from stereo image pairs. In order to do
s0, a Cloud-based 3DPC extraction platform will be developed. This platform has
innumerable applications, such as Al, artificial vision and navigation. The latter is
especially interesting, as 3DPCs are one of the most used representation for several
navigation tasks, including those of motion planning and obstacle avoidance. Because
of that, at the end of the chapter (Sect. 6.5) a navigation use case of our platform will
be briefly explained.

In this respect, current embedded computers are able to extract a 3D point cloud
and to build a map of the surrounding obstacles in a natural and dynamically changing
environment in less than a second, providing that low resolution frames are used.
Nevertheless, when an accurate vision is needed, frame resolution must be increased.
In addition to this, should the robot be in a fast changing environment, then higher
frame rates would be necessary. As a consequence, the limitations of robot embedded
hardware will likely arise, and thus sending the stereo image pairs to the cloud
can compensate the inherent trade-offs of network communications (explained in
Sect. 5.2 in more detail).

In order to exploit the cloud capabilities, the implemented platform must be able
to scale out and back, so the robot gets the results faster when more computation
power is required. Hence, a dynamically parallel algorithm has been implemented.
In this context, the quotient between computation and communication times mainly
indicates if the parallelization is to be successful. The developed platform is expected
to be applied to near real-time systems as well, which is not without several challenges
in terms of meeting deadlines. In this respect, the ratio between local-to-cloud transfer
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time (especially in the case of large amounts of data) and computation time in a single
node must be taken into account as well, as it indicates the usefulness of cloud off-
loading.

Section 3 summarizes several related works. Before presenting the developed plat-
form, a thorough analysis of which robotics tasks (especially those that need some soft
real time requirements) are candidate for computation offloading is done in Sect. 4.
An overall analysis of the implemented solution is depicted in Sect. 5 (together with
a time analysis). Experimental results are shown in Sect. 6 to quantify the benefits
of the cloud approach for different scenarios. In this last section, we summarize an
example application case of the presented platform: a navigation assistant for mobile
robots [19]. Finally, conclusions are summarized in Sect. 7.

2 Background

This book chapter covers several areas. The first (and most important) is that of
Cloud Computing. In this sense, books like [20] can be helpful for understanding
its inherent characteristics. More specifically, this chapter focuses on the idea of
computation offloading of High Performance Computing applications. Therefore,
so some basic concepts this kind of applications, together with basic concepts on
parallelism applied to cloud computing, are crucial to understand this chapter. These
concepts are clearly explained in [4].

In addition to this, the developed platform is used for stereo vision, and more
specifically in 3D Point Cloud extraction. The readers can find several works in the
literature regarding this specific topic, for instance [22]. However, it is not necessary
to know how a 3D Point Cloud is obtained from stereo frame pairs (that is, debayering,
rectification, amongst others) to understand the contents of this chapter.

Moreover, The presented software solution was developed using the ROS Plat-
form. Basic information about this software, together with beginner tutorials, can be
found in their wiki (http://wiki.ros.org/). In [12] there is a thorough outline of current
Robotics Software Frameworks (RSF).

Finally, communication issues are covered in this chapter. Therefore, readers can
read [21] to get basic knowledge about basic networking concepts and technologies.

3 Related Work

In the last few years works and projects that accomplish high level vision tasks
without real time requirements are more and more common [2, 9, 23]. Most of them
use the cloud robotics paradigm to offload the robot from high level tasks like those
related with visual processing or multirobot cooperation. In our opinion this is a
tendency that will burst in the next decade, due to the previous cloud computing
advantages.
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However, a small group of papers proposes offloading the processing of several
parts of the sensor feedback information that are near to real-time. For those opera-
tions, a fast and reliable response is needed. In [3] a high resolution SIFT-based object
detection is speeded up by transmitting on-board preprocessed image information
instead of raw image data to external servers. Here, properties of the cloud computing
paradigm are not fully exploited, because the configuration of these external servers
is specific to this work.

The idea of Computation Offloading is studied in [16]. These authors present
an estimation of the computation and communication times needed for the tasks
of recognition and object tracking in order to minimize the total execution time
(approaching the real-time constraints). Their analysis permits making offloading
decisions for object recognition for different bandwidths, background complexities,
and database sizes. In this sense, the method for identifying the optimal balance
between a cloud system overhead and performance presented in [8] can be useful.
Executing SLAM in the cloud is also studied in [18], where they develop a cloud
mapping framework (C2TAM). They combine both computation offloading and col-
laborative work, as the framework allows fusing the information obtained from sev-
eral robots. They work with a 640 x 480 pixel RGBD camera and an average data
flow of 1 MB/s, below 3 MB/s, which is the usual wireless bandwidth and hence the
mapping is successfully done (moreover, they work with keyframes, reducing the
amount of images to send).

In [24] an object-tracking scenario for a 14-DOF industrial dual-arm robot is
presented. Standard UDP transport protocol for transmitting large-volume images
over an Ethernet network is used. Thanks to the very low sending and cloud image
processing times that are achieved, a stabilizing control law can be implemented. Due
to the inherent time-varying Ethernet protocol delays, actuation signals incorporate
an ingenious hold action.

Finally, the work [1] also asks whether the performance of distributed offloading
tasks can be compared with those executed on-board. While the experiment per-
formed here is simple (a visual line follower that guides the robot using a single low
resolution camera that points to the floor), this demonstrator gives an idea of the
possible scenario for many cloud-based robots of the upcoming future.

Contributions of the chapter: Compared with the described literature, the work
presented in this chapter is the first that tries implement a stereo vision platform with
focus on both dynamic scalability and near real-time applications. Moreover, a gen-
eral offloading architecture (applicable to any case) is proposed, used to implement
the presented platform. In addition to this, a thorough explanation of the the role of
communication technologies, the problems of multi-robot and WiFi AC adds more
novelty to our work.
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4 Cloud Offloading for Robotics Applications

Figure | shows a block diagram of a Cloud-based computation offloading robotics
applications. The robot’s controller will collect any necessary environment informa-
tion (using both internal and external sensors) to send the most convenient action
to the actuators. Usually internal sensors (e.g. odometric) and simple sensor (e.g.
sonars) are easy to be processed on-board, so they provide a fast and reactive feed-
back to the robot. On the contrary, the robot can include some others more complex or
high level sensors (e.g. cameras), whose processing algorithms are more demanding
both in computing time and energy.

Because of this, the Cloud-based approach aims that the robot’s controller will be
freed from heavy computations by offloading. In order to do so, it must send to the
Cloud all the sensor information. While the size of high level sensoring is usually
big, the rest of sensors suppose a few additional bits; hence all the information can
be sent to the Cloud. This will even allow the Cloud to do more involved sensor
fusion algorithms without demanding real time constraints (like SLAM). While the
Cloud is performing all those high demanding computations, the robot can dedicate
its computing power for other (real-time) tasks. Once the Cloud has the processed
information ready and tailored to each robot, the robot will receive it and make
use of it for whatever operation the robot may require (e.g. vision, Al, trajectory
modification, etc.). Cloud offloading provides additional benefits due to the inherent
centralization that the Cloud supposes for a distributed robotic team. For example,
team collaborative tasks can be more easily and fluently handled in the Cloud as it
can manage complete information from all the robots.

Even though its advantages are evident, there are several communication bounds
and development issues when offloading robotics tasks. The software architecture
(and its components) of a complex robotic system must cater for a variety of charac-
teristics, which distinguish it from other system. The most relevant characteristics of
are [12]: Concurrent and distributed architecture, Modularity (several components
of high cohesion but low coupling), Robustness and fault tolerance; and real time

High Level
Ext. Sensors
Simple Robot
Ext. Sensors Controller
Internal
Sensors

(Robot Mechanics < Actuators )

ROBOT CLOUD

Fig. 1 Block Diagram of a Cloud-based computation offloading system
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efficiency. The first two characteristics are primarily benefited by cloud offloading,
while the third introduces new challenges (network robustness and fault tolerance
appear as a new aspect to considerate). Nevertheless, due that the platform described
in this chapter must cope with timing efficiency, communication delays are analyzed
in the rest of this section.

As explained in Fig. 1 the robot has to send sensoring information packets to the
cloud and wait until it receives the Cloud answer. The communication delays suppose
an obligatory inferior bound in the loop controller period. Let BW be the network
bandwidth rate and D, the total amount of transmitted and received data. Therefore
D/BW must be inferior to the controller deadline. This minimum bound does not
suppose for current network technologies a limit, except for the very reactive tasks.
For example a WiFi AC networks can deliver until almost 1 Gbps [5]. Even for a
demanding control loop of 50Hz (higher than most mobile robot control loops),
this bound would not be exceeded if the transmitted data were less than 0.02 Gbits,
because the loop period is 0.02s.

If images are to be transmitted, an amount of 20 Mbits of data represents 8 raw
B/W images of 640 x 480 pixels (or 32 images for a lower resolution of 320 x 240
pixels). This suppose that the robot is sending 4 (16 for the lower resolution) stereo
frame pairs at each period (without any compression). This is not the common case
for a current robot, which is equipped usually with only one stereo camera. Moreover,
currently the steady incremental ratio of WiFi networks is more than 40 % per year,
which means that only in two years the bandwidth is predicted to duplicate. Hence
it can be assured that theoretical bandwidth does not impose a limit in computation
offloading. Nevertheless, this may not be the case for latency variability, as our results
in Sect. 6.4 demonstrates.

Going further, a quantitative comparison of the times involved in local versus
remote computing points out new outcomes. Let IPS the rate of instructions per
second that the robot computer can execute [11]. Let us assume that the cloud can
speedup an application S times more than the robot, that is, it gets an IPS of S - IPS.
A high S is expected because of several reasons. Firstly, the cloud is expected to
have far more computational resources than a local (usually low power consuming)
computer. Likewise, there are big amounts of data parallelism to be exploited when
using many sensoring information (image processing, object, voice or face recog-
nition, etc.). Finally these tasks are usually very repetitive. For instance, in image
recognition, a pattern has to be compared with thousands of stored patterns. Hence,
it can be supposed that S is very big for most sensoring applications. Therefore, for
N computer instructions local and remote execution times are:

Neo oM, D
PS” " T (PS - S) | BW’

Hocal =

And we can obtain this formula for timing comparison:

1, t if ! i)
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local remote D BW
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which indicates whether computation offloading is faster than local computation, and
gives us a prospect of which applications are prone to be offloaded. For example, let
us compute an estimation of the two members of previous inequality for the Erratic
Robot, which CPU runs at a frequency f = 1.4GHz and has a CPI (Clocks per
Instruction) around 2.0 [14]. Hence, if a frame pair is computed by this robot in
toxee = 0.96s (see Sect. 6), the number of instructions that are executed [11] results:

_ (texec : f)
~cPI

Ny = 6.72 - 108instructions

Besides, transmitted data of this experiment (see Sect.6) consists mainly in a color
1024 x 768 frame pair, that is: D = 1024 - 768 - 3 -2 - 8 = 3.77 - 10”bits. Hence:

Ni . .
— = 17.8instr/bit
D

Let us remark that the first term of the inequality is application dependent, which
means that high intensive computing tasks will be benefited by cloud computing.
On the contrary, the second member is mainly technology dependent. Being IPS =
f/CPI[11], the Erratic CPU IPS = 7.0 103instr/s, but others platforms can achieve
ahigher IPS. Moreover, a 400 Mbps data rate transmission can be easily reached with
WiFi IEEE 802.11ac. With these values, offloading is not bounded by time latency,
as the second term has a very much lower value (1.75 for actual case) than the first
one. As a conclusion, networking bandwidth is crucial for a successful offloading.

Let us finally make some predictions about the tendency of these two terms. If
the last decade trend continues, uniprocessor IPS will have an annual growth rate
much inferior to that of network technology [11]. This means that cloud offloading
is promised to take even more advantage for the next years. With respect to the
software development, it seems that the only possibility to speedup embedded CPU
IPS is by means of more parallelism (and by more efficient tools to develop it). But
this, indeed, would be beneficial for the advancement on cloud programming.

To sum up, it can be concluded that those applications with ratio Ny / D bigger than
a few units, are currently candidates to be remotely executed. Those where this ratio
would be inferior may be successfully offloaded in a few years. This includes many
tasks from the top, middle, and even lowest, level of a common layered robot architec-
ture (see Sect. 1). Moreover, independently of this ratio value, there are applications
where the size of required (stored) data is huge (see Sect. 1). For them, maintaining
local massive storage (in terms of power, failure immunity, backup, weight, etc.) is
a hard problem and it is obvious that external offloading is the best solution.
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5 3D Point Cloud (3DPC) Extraction Platform

Using the architecture shown in Fig. 1, the offloading of stereo vision tasks has been
implemented. As stereo cameras are the high level external sensors, the robot will
send a stereo video stream (“Sensor Information” in Fig. 1). The Cloud will extract
all the necessary 3D information, sending that processed data (see Fig. 1) back to the
robot in the form of 3D Point Clouds (3DPC). The resulting architecture can be seen
in Fig. 2. These 3DPCs can be used by the robot to execute, for instance, a navigation
algorithm (as explained in Sect. 6.5) or a SLAM algorithm (together with the internal
sensing).

As mentioned in Sect. I, with respect to the precision of the extracted informa-
tion, the bigger the image resolution is, the more accurate the reconstruction of the
surrounding objects will be (extensively demonstrated in the literature [10, 15]). The
reason for choosing stereo cameras instead of other simpler sensors (such as those
with infrared or ultrasonic technologies) is the completeness of the information they
can offer, as well as they can serve for other high level visual tasks (like object
detection and recognition, gesture recognition, etc.).

5.1 Software Implementation

In order to convert the image stream sent by the robot to a set of point clouds, the best
option is the Point Cloud Library (PCL, http://www.pointclouds.org) combined with
the OpenCV Library (www.opencv.org). These large-scale, open source projects for
2D/3D point cloud processing and computer vision, are used by a ROS (Robotics
Operating System) library called stereo_image_proc.

This package offers a node that converts two stereo frames to a 3D Point Cloud.
In order to do so, the node has an inner pipeline (using ROS nodelets) with several
stages. Firstly, a monochrome version of the image is produced (debayer stage).

Stereo
Camera
Simple Robot
Ext. Sensors Controller
Internal
Sensors

(Robot Mechanics/« Actuators |

| 3DPC Extr. i3DP

ROBOT CLOUD

Fig. 2 Block diagram of the 3DPC extraction platform
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Secondly, using the stereo camera intrinsic matrices, a rectified version of the image
is produced (rectify stage). With the rectified frames, the image matching occurs,
obtaining a disparity map (disparity stage). Finally, with this information, the fourth
and last step is the 3D point cloud construction (3DPC stage). Due to the very different
processing times of the four steps, the minimum time for processing a frame pair
will be the maximum of all step times (usually the disparity stage, which lasts most
of the whole processing time).

As it can be seen, the aforementioned process cannot be parallelized, as the steps
need to be done in order. However, one of the objectives outlined in Sect.1 is to
have a dynamically scalable platform. In order to do so we have exploited the frame
pair-level parallelism. Figure 3 depicts the parallel solution. The 3DPC extraction
pipeline (stereo_image_proc) is replicated in several virtual instances in the cloud.
Therefore, each stereo frame pair will be sent to a different virtual machine in a round-
robin fashion. This solution requires an intermediate front-end node, responsible of
scattering the stereo stream between the available 3DPC extraction nodes. This way,
should the need faster 3DPC extraction times, then more virtual instances could be
spun up. However, some extra considerations must be taken into account in order to
exploit the parallelism successfully. These considerations are thoroughly explained
in Sect.6.3.

Nevertheless, if we want our system to be dynamically scalable, then it must be
able to adapt itself at runtime. Therefore, the buffer node must be able to know how
many virtual instances are alive at any moment. This feature is implemented thanks

t t
o P
Sendto |r| Node 1 Extracts
Buffer W 3DPC Stereo Frame
.t*O, <—tﬁ_, Robot
Sendto |r/ Node 2 Extracts
T Buffer 3DPC Buffer Node (Cloud)
t t
T Sendto |r| Node 3 Extracts 3DPC Extractor (Cloud)
f Buffer W 3DPC
t t
T Sendto || Node 4 Extracts
f Buffer W 3DPC
tn tn
T Sendto |r| Node 1 Extracts
f Buffer W 3DPC
t t
B -— P
T Sendto F| Node 2 Extracts
f Buffer W 3DPC

Fig. 3 Stereo frame pipeline process. Four nodes process (in a pipeline fashion) the frame pairs
that the front-end node delivers in a round-robin form. T is the robot’s stereo camera frequency, #,
is the time required to send the frame and ¢, is the time required to obtain the 3DPC (see Sect.5.2
for more information on the involved times). The time required to forward the frame from the buffer
node to the 3DPC extractors, thanks to the Gigabit Ethernet connection, is negligible



42 J. Salmerén-Garcia et al.

Case 1: New 3DPC Extractor is launched
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Case 2: Existing 3DPC Extractor is shut down
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Fig. 4 Dynamic adaptation of the platform when the number of 3DPC extractors changes

to ROS bond library. This library helps to establish a link between the intermediate
buffer node and a 3DPC extractor. So, if one of the nodes of the link disappears, the
other would be automatically notified. Figure 4 shows the different cases:

e A new 3DPC Extractor is added at runtime: as soon as a 3DPC Extractor node is
spun up, it will automatically contact the buffer node and establish a bond between
them. The buffer node, with this new link added, will add this new node to the
round-robin list.

e One existing 3DPC Extractor is shut down: if this occurs, then the bond would
be broken, and the buffer node would be immediately informed. Therefore, the
round-robin list would be updated.

When dealing with dynamically scalable solutions, another question arises: When
should the platform launch more 3DPC extractors or shut down virtual instances?
For vision processing applications a simple Quality-of-Service (QoS) magnitude can
serve to determine these actions (with a previous agreement between the robot and
the platform). For instance: if the robot has agreed a 3DPC reception frequency of
5Hz and the cloud is under-providing, then it can scale out to satisfy its demands. The
same could be applied for over-providing. The user could change this QoS agreement
at any time, and the platform would have to apply it accordingly.

For more technical details of the platform, the code is available with GPL license
in GitHub.! In addition to this, there are cloud images ready for deployment using the
newest cloud technologies: Amazon EC2 virtual machines > and Docker containers.>

Thttps://github.com/javsalgar/cloud_3dpc_extractor.
2The EC2 AMI is ami-893b11b9.
3https://registry.hub.docker.com/u/javsalgar/cloud_3dpc_extractor/.
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Fig.5 Time diagram of the point cloud extraction for one virtual node. More virtual nodes suppose
that more processes P will be running in parallel with different frames, so a little number of frames
would be discarded

5.2 Time Analysis

Processes are running in different machines that are interconnected via standard net-
work protocols, due that the system is running over the Robotic Software Framework
ROS [17]. Figure 5 shows a simplified timing diagram for one virtual node (the front-
end node is not shown because its delay times are negligible with respect to the other
involved times). The two physical systems are shown in the upper part of the figure:
the robot and the cloud, each one containing the different logical nodes of the system.
As seen in Fig. 2, the robot comprises the stereo camera O and the robot controller
R (responsible of tasks such as motor actuation subsystem, motion planner, amongst
others). Here, R only contains a reception process that validates the point clouds and
do the timing calculation. On the other side, the cloud is running the point cloud
extractor P, which can be cloned in several virtual nodes.

Pairs of frames are continuously sent from camera node O to the cloud at a spec-
ified frequency. The transmission time from O to P is t,. Each virtual node receives
frames in a round robin fashion (in the figure only one node P[1] is represented for
simplicity). P[1] extracts the 3DPC, being ¢, the time invested.

This new extracted 3DPC is sent back to the robot R. If a new stereo pair joins the
stereo_image_proc inner pipeline (explained in Sect. 5) and enters a stage that is still
busy processing a previous frame, this new stereo pair will be discarded. Therefore,
when processing times of P (¢, in Fig.5) are elevated (more than the period of O),
some frames are discarded (shown like clear rectangles in Fig. 5) until the point cloud
extractors are idle again.
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One of the crucial points in the timing analysis is the determination of the number
of nodes that the cloud computer dedicates to the image processing (¢, in Fig.5), in
order to assure that the mean time to process a pair of frames is less than the transfer
time (f, in Fig.5). To get rid of this issue, and due that a scalable cloud computer is
available, this number is overestimated, so t,/p < 1, is always guaranteed (where
p is the number of active nodes).

A common issue in distributed systems is the synchronization of the different
processes and platforms. For the present experiments a simple solution has been
carried out: a ping-pong messaging loop is executed between the cloud and the
robot. In spite of non-deterministic TCP protocols, an offset under 0.03 s is always
achieved, which is enough for our purposes as total computing latencies (see Sect. 6)
are always above 0.2s. Of course a better synchronization will be reached by using
TDMA methods or by the incorporation of an external sync device to each platform.

6 Experimental Results

In this section, a set of experiments is described to do an intensive performance testing
for different stereo streams, cloud states and connection technologies (between the
robot and the cloud). Our cloud-based solution has been deployed in a private small
cluster of 5 physical nodes (1 front-end node and 4 computing nodes). Each node has
a AMD Phenom 965 x 4 CPU (with virtual extensions enabled) and 8 GB of RAM.
They are all connected using Gigabit Ethernet bandwidth and Openstack Havana is
the cloud middleware installed (other well known solutions such as Hadoop were
not suitable as we are working with real time systems).

6.1 Scalability of the Platform

The first of the tests is a demonstration that the scalability of our solution is working
properly. Thus we use high resolution images (1920 x 1080 pixels) that result into
large 3DPC processing times. In order to isolate this experiment from other delaying
factors, the test is carried out with offline video images, and the robot is emulated
using an Intel Core 17 4750-HQ laptop with 16 GB of RAM. Moreover, the fastest
available TCP network (Gigabit) is used to reduce transmission delay overheads. A
variable number of frames is sent to the cloud, which processes them and sends a
3DPC back to the emulated robot.

As Gigabit Ethernet is a possible scenario for static robots, this experiment serves
also as a reference of the number of virtual nodes needed to extract 3DPC for high
resolution images.

Needless to say that, for low resolution images, 3DPC computation is sufficiently
fast, so elevated frequencies are obtained for any p (number of virtual computing
cloud nodes). The performance test shown in Table 1 measures the time required for
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Table 1 Total times to process and receive n point clouds using p 3DPC extractors

Execution time (s)

p/n 32 64 128 256 512 1024 2048
1 53.97 96.76 173 331 632 1213 2494
2 325 48.47 91.71 178 318 629 1218
4 25.38 33.84 55.09 106 186 437 904
6 27.07 36.66 51.48 87.02 171.3 351 635

Resolution of the stereo pairs is 1920 x 1080

the emulated robot to receive n point clouds processed in p nodes for HD 1080i
video stream frames. A significant speedup (ratio between total time for 1 node and
for p nodes) is obtained, approaching a sustained average frequency near to 4 frame
pairs per second (reached when a high number of frames are processed). In this case,
cloud elasticity makes it possible for the robot to change between different computing
resources depending on the frequency required by the robot.

6.2 Communication Technology Performance Measures

Once the scalability of the cloud computing solution has been demonstrated, a second
experiment is devised to analyze the performance impact of different communication
technologies. As stated before, Gigabit Ethernet is a possible scenario for static
robots, but the case of mobile robots (where the use of wireless technologies is
practically mandatory) must be taken into account as well.

With this in mind, we have tested two wireless technologies: IEEE 802.11n WiFi
and IEEE 802.11ac WiFi. The latter, though being still quite recent, can theoretically
achieve bandwidths of 768 Mbps (which is close to what Gigabit Ethernet can offer).
In this experiment, we have used the on-board computer of the Videre Erratic robot.
the stereo camera and the image transmission has been carried out by a real mobile
robot (in this case Videre Erratic by LLC). The cloud is configured to have p = 6
3DPC Extractors.

Table 2 compares the performance of the system (in terms of 3DPC reception fre-
quency) using different technologies and frame resolutions. Two facts can be deduced
from these results. First of all, for the case of extracting 3DPC for small resolution
frames, no performance boost has been found. This is due to two factors: the robot’s
hardware hardware is powerful enough (for simpler robots, cloud offloading of this
process may be beneficial), and insufficient bandwidth of the networks used (better
results could have been found for 10 Gbps Ethernet or Infiniband).

However, the robot starts performing worse (due to its hardware limitations) when
the quality of the frames is increased. Hence we are able to obtain speed-ups when
offloading this demanding computations.
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Table 2 Performance measures for different communication technologies

Average Frequency of 3DPC reception (Hz)

320 x 240 640 x 480 1024 x 768 1920 x 1080
Gigabit 16.3 6.65 222 0.84
WiFi 11n 4.04 2.04 0.29 0.14
WiFi 11ac 4.98 3.02 0.76 0.24
Erratic alone 7.15 2.61 1.01 0.02

Erratic alone means that the Erratic robot is working alone, that is, working as a local stereo vision
system

Note that there are performance differences between the Erratic robot and the
laptop used in Sect. 6.1. To begin with, the laptop’s hardware (both RAM and CPU)
is 4 times better than that of Erratic’s. Moreover, there are extra factors that affect the
overall performance (even though the robot’s controller has less to compute because
of the offloading), such as frame buffering and sending, peer to peer connection
management, 3DPC reception, amongst others.

This experiment (together with the one explained in Sect. 6.4) shows the current
limitations of wireless technologies due to the big amount of data to transfer. In
order to address this (as explained in Sect. 4) the computation versus communication
trade-off must be carefully analyzed for each application case (as done in Sect.6.5).

6.3 Time Delay Measures

Very delayed data is usually useless for most information processing applications,
especially those with near real-time requirements. Taking into account the timing
explained in Sect.5.2, in this third experiment the average latencies to receive the
3DPC of each individual frame are obtained. Each latency is defined here as the time
passed since the source stereo frame was actually obtained to the 3DPC reception.

Table 3 shows the latencies obtained (using 1024768 resolution frames) for dif-
ferent communication technologies. The last row shows the same times for Erratic
robot computing all the process on its own (no network is used). Once again, these
times can serve as a reference to show the viability of cloud computing.

Table 3 Average delay measures for Gigabit Ethernet in the case of 1024 x 768 resolution frames

Delay times (s)

to tp Ic Total
Gigabit 0.0704 0.389 0.317 0.7764
WiFi 11n 0.676 2.377 3.442
WiFi 11ac 0.4740 1.61 2473
Erratic alone 0.0670 0.966 0.166 1.199

Erratic alone means that the Erratic robot is working alone, that is, working as a local stereo vision
system
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In order to calculate the delay, the average times taken to perform each of the stages
explained in Sect. 5.2 (t,, t,, and 1) are measured using time stamps at the beginning
of every process. The average latencies are calculated by adding the mean runtime of
all these stages. In the case of using the cloud, the difference between technologies
can be found in the transfer times f, and ?., whereas ¢, remains unaffected (Fig.2
clarifies this statement).

As it can be seen, for lower resolutions the robot can outperform the Cloud if wire-
less technologies are used. However, when increasing the stereo frame resolution,
there is a point where the limitations of the embedded hardware start to arise. There-
fore, it is worth considering Cloud offloading when bigger resolutions are required.

6.4 Interference Analysis with WiFi AC

The performance of the Cloud itself is not crucial, as we have the premise of “infinite
resources”. However, as wireless technology is the best choice for mobile robots, an
in-depth analysis of interference when increasing the number of robots must be done.
It is highly likely that not only one robot, but several are using the cloud at the same
time. Hence it is extremely important to study the possible communication quality
degradation.

The aim of this experiment is to analyze how WiFi 11ac manages the interferences,
and to prove that it is the most suitable technology for mobile robots operation. We
will focus only in the transmission of stereo frame pairs (resolution of 320 x 240)
to the Cloud, what renders enough information about interference problems. We are
interested in two elements:

e The average transfer time needed to send a stereo frame pair to the Cloud. As we
are working with a real-time system, the meeting of certain deadlines is vital. For
example, if the robot is transmitting stereo frames at 5Hz, transfer times lower
than 1/5Hz = 0.2s are desired in order to meet deadlines.

e The message success rate. When more robots are added, there is the risk that some
of the packets that form the message (containing a stereo frame pair) collide and get
corrupted. Even though transport-level protocols like TCP allow packet resending,
the following scenario could occur: while the Cloud waits for the missing packet
(which corresponds to a stereo frame message with timestamp #) to be resent, the
same robot had already begun sending packets of a new stereo frame message (that
is, a frame with timestamp ¢ + 1). Should a packet from a frame with timestamp
t + 1 arrive, then all the packets from messages with a timestamp lower than ¢ + 1
would be automatically discarded (because of its obsolescence). This necessary
implies a lower message success ratio.

Table4 compares the average latency and message success ratio when the number
of robots and the message frequency increase. To begin with, note that the packet
success rate works exactly as expected. When more robots are added, the number of
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Table 4 Performance comparison when adding more robots in the case of 320 x 240 when no
3DPC extraction is done and only delays in stereo frame transmissions are considered

# Robots | Mean transfer time (s) Average message success (%)
S5Hz 1 0.117 100.00

2 0.124 100.00

4 0.157 94.99

6 0.147 87.88
10Hz 1 0.063 100.00

2 0.086 99.86

4 0.082 94.99

6 0.084 87.79

The wireless technology is that of 802.11ac

packet collisions increases, and therefore more messages are lost. Thus, there is a
trade-off between number of robots and system stability (e.g., missing environment
information can result in a robot crash, in the context of robot navigation). The
average transfer time deteriorates until a point where the percentage of message
success is low enough. This phenomenon is understood because the mean transfer
times are calculated only with those packets that have arrived successfully. That is,
those “lucky” packets last little time to complete. Hence, it is not that messages are
faster now, but that more packets do never arrive to the Cloud (and therefore their
transfer time cannot be properly measured). Therefore, we can assure that there is
another trade-off between message success ratio and average transfer time.

With respect to the meeting of deadlines, Fig. 6 shows the Empirical Cumulative
Distribution Frequency (ECDF) of delays for the experiment above shown. As it can
be seen, adding more robots make it more difficult to meet deadlines (vertical gray
dashed line in the figures) because of network interference. This is especially evident
in the case of 10Hz. Therefore, because of the trade-offs previously explained, we
can conclude that current wireless technologies are (at the moment) not enough
developed for very critical real-time applications when more than one robot in the
same wireless cell. Should this be the scenario, then it would be necessary to allow
less strict deadlines. The high variability of total latency times that occurs in our
experiments can be mitigated by a predictive timing correction of actuation signals
[13]. There will be necessary further improvements in 802.11ac MAC layer like
TDMA protocols to reduce this latency variance (as mentioned in Sect.5.2). The
use of the Contention Free Period with fixed size packets is an alternative to TDMA
protocols. This could guarantee a minimum bandwidth reservation, and therefore we
could address the issues explained in this experiment.

6.5 Application Case: Navigation Assistant

This last test summarizes the results for a real task for our cloud vision platform:
a navigation assistant for mobile robots. While a teleoperator is driving a mobile
robot, the information processed by the 3DPC Extraction Platform helps him/her
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Fig. 6 Empirical cumulative distribution frequency of delays with 5 and 10Hz

to avoid collisions. Numerous questions arise, as in any real experiment: are really
high quality stereo frames necessary to assist in the navigation?, are cloud solution
more effective than the on-board one?, do packet latency variability suppose a prob-
lem when navigating? If on-board navigation were successful enough for 320 x 240
stereo frames (which have an adequate 3DPC frequency rate, see Table 2), then Cloud
offloading would not be necessary at all. In order to answer these questions, a test-
ing circuit was prepared (see Fig.7). The Erratic robot was equipped with a stereo
camera built from two PSEye cameras and the circuit was completed several times.
The ratio of collisions by maneuvers was used as a success magnitude.

The results obtained in Sects. 6.3 show that most of the delays come from ., that
is, the time required to transfer the 3DPC back to the robot. Thus, we got rid of this
communication overhead by moving the navigation assistant to the Cloud as well.
Figure 8 shows the diagram of the resulting architecture.
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Fig. 7 Testing circuit used in the experiments
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Fig. 8 Overview of the platform applied to the navigation use case

Thanks to this change in the offloading model, we obtained the following results,
which solve most of previous questions. First of all, collisions were very frequent
(about 50 %) when using 320 x 240 images (for any computing option). Secondly, the
number of collisions were considerably reduced (less than 10 %) with higher resolu-
tions (640 x 480 pixels) and using the Cloud. As a conclusion, for the stereo vision
algorithm used here, low resolution images are not enough to detect the obstacle
information properly, and hence using higher resolution images is justified. More-
over, images with more than 320 x 240 are more difficult for the Erratic robot to
process on-board. A demonstration video can be found in [6] and all the details of
the experiments and the navigation assistant can be seen in [19].

7 Conclusions and Lessons Learned

The implemented platform (and its experimental results) shows that the cloud-based
offloading of heavy visual processing tasks is possible. Several conclusions can be
extracted from the experience.
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Firstly, the main bottleneck of cloud offloading is due to communication over-
heads. It is extremely important to mitigate this effect by choosing the correct
network technology. Moreover, the non-real time middleware and the inherent
non-deterministic of the TCP protocol (available in most Robotics Software Frame-
works) introduce a high variability in timing latency. Thus, this drawback should be
mitigated by using some kind of predictive correction terms in the loop controller and
more deterministic middleware and networks. However, the results obtained by WiFi
11ac are promising, and in future years it may be able to provide bandwidths close
to its theoretical 768 Mbps, which may reduce the collision problem that currently
appears even for a reduced number of robots (as it has been outlined in Sect. 6.4).

Secondly, there is an inherent trade-off between computation offloading and com-
munication overhead times. Therefore, the platform should be used finding the best
balance between those two. In that sense, depending on the use case, it may be worth
considering offloading not only the 3DPC extraction, but also other robotics tasks
(just like the case shown in Sect. 6.5).

In addition to all this, it has also been demonstrated that if a Cloud Solution is
not scalable, it is highly unlikely that good performance results can be achieved,
and therefore impossible to meet real-time requirements. As it has been shown in
Sect. 6.1, this is an indispensable element to exploit the Cloud’s true potential.

As a final conclusion, it can be assured that, despite there are challenges that need
to be addressed, the main question has been answered: using the Cloud for offloading
can imply better performance results in a robot than using on-board computation (at
least for a typical robot, whose hardware is much limited).
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Abstract Internet of things (IoT) constitutes one of the most important technologi-
cal development in the last decade. It has the potential to deeply affect our life style.
However, its success relies greatly on a well-defined architecture that will provide
scalable, dynamic, and secure basement to its deployment. In fact, several challenges
stand between the conceptual idea of IoT, and the full deployment of its applications
into our daily life. IoT deployment is closely related to the establishment of a stan-
dard architecture. This architecture should support future extensions, and covers [oT
characteristics such as distributivity, interoperability, and scalability. A well defined,
scalable, backward compatible, and secure architecture is required to bring the IoT
concept closer to reality. In the literature, several architectures have been proposed.
Nevertheless, each architecture brings a share of drawbacks, and fails covering all
IoT characteristics. In this chapter, we review the main proposed architectures for
the Internet of Things, highlighting their adequacy with respect to IoT requirements.
Firstly, we present [oT building blocks. Then, we introduce the high level architec-
ture of IoT before diving into the details of each proposed architecture. In addition,
we introduce a classification of the reviewed architectures based on their technical
aspects, and their ability to match IoT characteristics. Finally, based on the main
shortcomings of the proposed architectures, we conclude with some design ideas for
shaping the future IoT.
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1 Introduction

Internet of Things (IoT) is one of the main communication development in recent
years. It makes our everyday objects (e.g. health sensors, industrial equipements,
vehicules, clothes, etc.) connected to each other and to the Internet. According to
[1], the basic concept behind IoT is the pervasive presence around us of various
wireless technologies such as Radio-Frequency IDentification (RFID) tags, sensors,
actuators and mobile phones, in which computing and communication systems are
seamlessly embedded. Through unique addressing schemes, these objects interact
with each other, and cooperate to reach common goals. In fact, this interconnection
allows the objects surrounding us to share data, to interact, and to act autonomously
on behalf of their users. This prospect opens new doors toward a future, where the real
and virtual world merge seamlessly through the massive deployment of embedded
devices. These latter enhance dumb objects with computational, communication and
storage capabilities. By enabling interactions with and among smart objects, IoT has
the potential to add a new dimension in the communication sector. In addition, tech-
nology advances coupled with users need will encourage the wide spread deployment
of IoT’s applications. These applications would deeply affect our corporations, com-
munities, and personal lives. In fact, enabling the objects in our everyday environment
to possibly communicate with each other, and process the gathered information will
open wide horizons for unpredicted applications [2].

From the perspective of a private use, e-health is one of the most interesting appli-
cations. In fact, it provides medical monitoring to millions of elderly and disabled
patients while preserving their autonomy and comfort anywhere. For instance, using
sensors planted in or around a patient, physiological data is gathered and transmit-
ted to qualified medical staff that can intervene in case of an emergency. At home,
energy management could be improved through the control of home equipments such
as air conditioners, refrigerators, washing machines, etc. An other illustration of IoT
applications in the personal sphere relies on social networking paradigm. Indeed,
an interesting development would be using a Twitter like concept. In this concept,
various objects in the house can periodically tweet the readings, which can be easily
followed from anywhere [3]. From the perspective of business use, environmental
monitoring can be achieved by keeping track of the number of occupants, and by
managing the utilities within a building. Supply chains could also benefits from the
introduction of RFID and NFC (Near Field Communication) devices. As a result,
real-time and precise data on the inventory of finished goods could be gathered. In
addition, from the perspective of utility services, smart grids are one of the most
interesting applications. Using these applications, efficient energy consumption can
be achieved through continuous monitoring of electric consumption. Furthermore,
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gathered data is used to maintain the load balance within the grid ensuring high
quality of service [4].

Several challenges stand between the conceptual idea of IoT and the full deploy-
ment of its applications into our daily life. In fact, IoT successful deployment is
closely related to the establishment of a standard architecture. This latter should
cover [oT characteristics and support future extensions, the same way current Inter-
net architecture achieved during the past forty years. A well defined, scalable, back-
ward compatible, and secure architecture is required to bring the IoT concept closer
to reality. In the literature, several architectures have been proposed [5—-11]. Nev-
ertheless, each architecture brings a share of drawbacks, and fails covering all IoT
characteristics. These characteristics can be summarized as follows:

e Distributivity: IoT will likely evolve in a highly distributed environment. In fact,
data might be gathered from different sources and processed by several entities in
a distributed manner.

e Interoperability: Devices from different vendors will have to cooperate in order to
achieve common goals. In addition, systems and protocols will have to be designed
in a way that allows objects (devices) from different manufacturers to exchange
data and work in an interoperable way.

e Scalability: In IoT, billions of objects are expected to be part of the network.
Thus, systems and applications that run on top of them will have to manage this
unprecedent amount of generated data.

e Resources scarcity: Both power and computation resources will be highly scarce.

e Security: User’s feelings of helplessness and being under some unknown external
control could seriously hinder IoT’s deployment.

In this chapter, we review the main proposed architectures for the Internet of
Things, highlighting their adequacy with respect to IoT requirements. We introduce
the enabling technologies that are expected to form the building blocks of the IoT in
Sect.2. In Sect. 3, we discuss in detail and classify the different proposed architec-
ture for the IoT gathered into two categories, clean slate architectures and tailored
architectures. In Sect.4, we provide an in-depth analysis of the proposed architec-
tures based on their technical aspect and their ability to match IoT characteristics.
Section 5 concludes the chapter.

2 IoT Building Blocks

Instead of emerging as a completely new category of systems, the Internet of Things
is likely to rise through an incremental development approach. In fact, in order to
reach the physical realm, IoT building blocks will be progressively integrated to
the existing Internet. In this section, we focus on the enabling technologies that are
expected to form the IoT building blocks. Each technology is briefly introduced,
along with its future impact on IoT. The different technologies are classified into
three categories.
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e The sensing technologies through which the required data is gathered.

e The middleware layer that is in charge of processing and managing the obtained
raw data. It provides an abstraction level to users and developers.

e The actuating technologies that represent the physical extension of IoT applica-
tions.

As a result, IoT would not only provide a digital support but also a physical one
that can directly affect our real world. In the following, we briefly introduce the
building blocks of each category.

2.1 Sensing

In the IoT, wireless technologies will play a central role in data harvesting and data
communication. In fact, the major part of data traffic between objects will be car-
ried through wireless media. Wireless Sensor Networks (WSN) and radio-frequency
identification (RFID) are considered as the two main building blocks of sensing
and communication technologies for IoT [2]. Indeed, their ability of sensing the
environment and self-organizing into ad hoc networks represent an important fea-
ture from the IoT perspective. Nevertheless, these technologies suffer from different
constraints (e.g. energy limitation, reliability of wireless medium, security and pri-
vacy, etc.). In particular, the scarcity of energy resources available in the embedded
devices is a sensitive issue. Consequently, to increase energy efficiency, a number
of solutions have been introduced in the literature. For instance, lightweight MAC
protocols [12], energy efficient routing protocols [13], and tailored security proto-
cols [14] have been proposed to mitigate the impact of resources scarcity on sensing
technologies. Still, their limited autonomy remains a considerable obstacle to their
widespread deployment into our daily lives. Besides, the future objects, enhanced
with sensing capabilities, are expected to share a set of common characteristics and
functionalities. Indeed, these objects will have to properly manage heterogeneity in
order to move towards an incremental deployment. In the following, we provide a
broad presentation of RFID, WSN, and their integration into the IoT.

RFID technology is considered as an important development in the embedded
devices field. In fact, RFID allows the design of tiny microchips (called tags), which
can be appended to an object of our daily life. As a result, stored data in these tags
can automatically be used to identify and extract useful information from the object.
Thus, the tag acts as an electronic barcode.

From a hardware perspective (Fig. 1) an RFID tag is a tiny microchip (e.g. 0.4 mm
x 0.4mm x 0.15mm) attached to an antenna, which is used for both receiving the
reader signal and transmitting the tag identity. The tag is manufactured in a package
that can be used as an adhesive sticker [15].

Generally, RFID devices are classified into two categories: passive and active.
The passive RFID tags are not battery powered. In fact, they use the power of the
readers interrogation signal to communicate their data. A lot of applications from
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Reader Frequency band

Fig. 1 RFID tag and reader

several fields use this kind of tags. Particularly, in retail, supply chain management,
and transportation. They are also used in bank cards and road toll tags as an access
control mean. However, the active RFID readers possess their own battery energy, and
are able to trigger a communication. Although the radio coverage is more important
compared to passive tags, this is obtained at the expense of higher production costs.
In fact, one of the most interesting advantage in the use of RFID technology is the
limited cost, which would allow a widespread adoption. Among other applications,
active RFID tags can be used in port containers for monitoring cargo, robotics in a
smart home context, and in hotels to provide automated check-in for customers [16].

Sensor networks on their side will also play a crucial role in the future deployment
of IoT. In fact, they can cooperate with RFID systems to better track the status of
things (e.g. their location, temperature, movements, etc.). Doing so, WSN are able
to augment their awareness of the environment. Hence, they act as a further bridge
between the physical and the digital world.

Sensor networks consist of a certain number, which can be very high, of sensing
nodes communicating in a wireless multi-hop fashion (Fig.2). In general, nodes

Alternate access
schemes

Remote Monitoring
Facility

Local Monitoring
Base Station

Sensor Field

Fig. 2 Wireless sensor network
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report their sensing results to a small number of special nodes called sinks (or base
stations). A lot of effort has been undertaken by the scientific community on sensor
networks. Indeed, many work have addressed several problems at the different layers
of the protocol stack. In these works, the main issues concern energy efficiency
(which is a limited resource in WSN), scalability (the number of nodes can rise
significantly), reliability (the system might be involved in critical applications), and
robustness (nodes might be subject to failure) [17].

Integration of sensing technologies into passive RFID tags would bring completely
new applications into the IoT context. In fact, sensing RFID systems will allow
to build RFID sensor networks, which consist of small RFID-based sensing and
computing devices. RFID readers would constitute the sinks of data generated by
sensing RFID tags. Moreover, they would provide the power for the different network
operations. Efficiently networking tag readers with RFID sensors would allow real-
time queries on the physical world. This could lead to better forecasts, new business
models, and improved management techniques [18].

2.2 Middleware

The middleware is a software interface between the physical layer (i.e. hardware)
and the application one. It provides the required abstraction to hide the heterogene-
ity and the complexity of the underlying technologies involved in the lower lay-
ers. Indeed the middleware is essential to spare both users and developers from the
exact knowledge of the heterogeneous set of technologies adopted by the lower lay-
ers. It allows the developers to primarily focus on issues related to the designed
applications. Hence, it spares these developers losing time and efforts on issues in
relation with the management and the utilization of the underlying IoT physical
technologies.

The approaches based on service-oriented computing (SOC) could be in charge
of playing the middleware role in the context of IoT. A service-oriented architecture
(SOA) is a set of communicating services based on standardized interaction models
[19]. SOC can be used to manage web services and to make them act like a virtual
network. Thus, it adapts the applications to the specific users needs. Besides, Cloud
computing [20] is based on a distributed architecture, in which entities are treated in
a uniform way and accessed via standard interfaces. Thus, providing a common set
of services and an environment for service composition. Actually, combining cloud
computing with SOA could provide an efficient middleware for IoT supporting a
high level of heterogeneity and flexibility.

The service based approaches lying on a cloud infrastructure open the door toward
highly flexible and adaptive middleware for the IoT. For instance, Sensor-Cloud is one
of the most interesting design idea to handle the huge amount of sensing devices (see
Sect.2.1), and the unprecedented amount of generated data. In fact, a Sensor-Could
infrastructure provides to the end user service instances based on virtual sensors
in a automatic way. Actually, the platform offers a virtual feeling to the user as if
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these sensors are part of its classical IT resources (e.g. disk storage, CPU, memory,
etc.) [10]. The end users do not have to bother with their actual physical location
or their actual state. In addition, they do not even have to own the physical sensors.
Instead, it is possible to create a set of sensor services to be exploited in different
applications for different users through the cloud [21]. Moreover, decoupling the
application logic from the embedded devices, and moving it to the cloud will allow
developers to provide applications for the heterogeneous devices that will compose
the future IoT environment [22].

2.3 Actuating

Internet of Things enhances the dumb objects around us with processing and commu-
nication capabilities. Hence, the resulted pervasive applications have the potential to
deeply impact our way of life. Indeed the range of domains that might be concerned
is impressive. In these domains, solutions might be deployed in both public and pri-
vate areas. However, bringing to reality the future vision of our societies under the
umbrella of [oT can not be achieved by limiting the scope of technology enhancement
to cyberspace. In fact, physical support (i.e. actuating) in the real world is definitely
required [11].

As an illustration, let us consider an e-health scenario. Indeed, e-health appli-
cations are highly promising solutions intending to provide unobtrusive support to
frail and elderly people. In particular, these applications might be highly critical
in case of a medical emergency. In the following, we present an e-health scenario
that highlights the importance of actuating capabilities, in addition to emphasizing
the involved IoT building blocks, along with their specific functionalities. Firstly,
specialized sensing nodes planted in, or on a patient body are used to collect health-
related data (e.g. blood glucose level), plus contextual sensors that gather data such
as room temperature and humidity level. Then, gathered data is transmitted to a mid-
dleware back-end infrastructure through wireless connexion (e.g. Bluetooth, ZigBee,
Wifi). Upon adequate processing, decisions can be made such as alerting medical
staff, or family members. To understand the role of actuating devices, we consider
the case where a hypoglycemia is detected. If the influence of the system is limited
to the digital world, the application would only trigger an alarm. Actually, an hypo-
glycemia could rapidly engender disastrous consequences to the brain [23]. Thus, a
rapid intervention is required. In fact, waiting for emergency teams to arrive might
be too late. Consequently, e-health applications have to be enhanced with actuating
capabilities through which a decision to provide the patient with sugar (e.g. using an
injection) can be executed immediately, probably, saving his life.

Could-Robotics could constitute an ideal candidate to fulfill the role of physical
support to IoT applications. In fact, Could-Robotics abstracts robotic functionalities
and provides a means for utilizing them. Various equipments and devices that can
measure the world or interact with people in both the physical and digital worlds are
treated uniformly. Such devices include individual robots, sensors, and smartphones.
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These robots are logically gathered to form a cloud of robots by networking. Hence,
they realize an integrated system that provides seamless support for daily activities
using the available resources on demand [24].

3 The Proposed IoT Architectures and Classification

In this part, we review the proposed architectures in the literature. We start by intro-
ducing a high level architecture that is commonly accepted to constitute the base-
ment of the future [oT architecture. Then, we introduce our classification that gathers
the approaches into two classes. The first class of approaches is based on existing
architectures tailored to the context of IoT. The second one is based on clean slate
approaches that propose novel architectures from scratch.

3.1 High Level Architecture

A well defined IoT architecture is still not established. However, a three-layer high
level architecture is commonly accepted [25]. This architecture consists of three
layers: Perception Layer, Network Layer, and Application layer (Fig.3). A brief
description of each layer is given.

Smartphone applications E-health applications Power management applications

Application Layer

Wireless/ired nefworks (Optical
Network Layer fiber, 3GHG/SG, LTE, etc.)

(oumr ) (onomer ) ((uerer )

1 1 1
1 | | |
. * e,
Perception Layer d & o &
RFID Camera Sensors

Fig. 3 The three-layer IoT architecture
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Perception Layer: The main task of the perception layer is to perceive the physical
properties of things around us that are part of the IoT. This process of perception is
based on several sensing technologies (e.g. RFID, WSN, GPS, NFC, etc.). In addition,
this layer is in charge of converting the information to digital signals, which are more
convenient for network transmission. However, some objects might not be perceived
directly. Thus, microships will be appended to these objects to enhance them with
sensing and even processing capabilities. Indeed, nanotechnologies and embedded
intelligence will play a key role in the perception layer. The first one will make chips
small enough to be implanted into the objects used in our every day life. The second
one will enhance them with processing capabilities that are required by any future
applications.

Network Layer: The network layer is responsible for processing the received
data from the Perception Layer. In addition, it is in charge of transmitting data to
the application layer through various network technologies, such as wireless/wired
networks and Local Area Networks (LAN). The main media for transmission include
FTTx, 3G/4G, Wifi, bluetooth, Zigbee, UMB, infrared technology, and so on. Huge
quantities of data will be carried by the network. Hence, it is crucial to provide a
sound middleware to store and process this massive amount of data. To reach this
goal, cloud computing is the primary technology in this layer. This technology offers
a reliable and dynamic interface through which data could be stored and processed.
Indeed, research and development on the processing part is significant for the future
development of IoT.

Application Layer: The application layer uses the processed data by the previous
Layer. In fact, this layer constitutes the front end of the whole IoT architecture through
which IoT potential will be exploited. Moreover, this layer provides the required tools
(e.g. actuating devices) for developers to realize the IoT vision. In this vision, the
range of possible applications is impressive (e.g. Intelligent transportation, logistics
management, identity authentication, location based services, safety, etc.).

To suit IoT specificities, the three-layer architecture provides a high level frame-
work through which different approaches might be implemented. In the following, we
present and classify the IoT architectures proposed in the literature, either resulting
from public projects, or academic research.

3.2 Tailored Architectures

IETF protocol suite: Given that the protocol suite TCP/IP is recognized as the
cornerstone of the current Internet, it is understandable to consider the same proto-
col stack to be used for IoT deployment [26]. Nevertheless, [oT specificities such
as resources scarcity, instable wireless links, and heterogeneity of both traffic and
devices, will seriously hinder IP-based protocols deployment in [oT environments. To
the end of tailoring the existing TCP/IP architecture to IoT, the Internet Engineering
Task Force (IETF) is working on standardizing the corresponding communication
protocols for each layer of the communication stack. Namely, IEEE 802.15.4 [27] for
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the data link layer, IPv6 over Low power Wireless Personal Area Networks (6LoW-
PAN) [28] as a lightweight addressing scheme, Routing Protocol for Low Power
and Lossy Networks (RPL) [29] as a routing protocol, and Constrained Application
Protocol (CoAP) [30] to be adopted in the application layer. In the following, we
briefly introduce each protocol.

e [EEE 802.15.4 is a standard developed by the IEEE 802.15 Personal Area Network
(PAN) Working Group. It specifies both physical layer and media access control
for wireless constrained devices. Due to its provided features, which aim to be
as less resource consuming as possible, several protocols such as WirelessHART
[31] and ZigBee are based on the IEEE 802.15.4. In addition, more and more IoT
devices are built as IEEE 802.15.4-compliant devices.

e 6LoWPAN is a standard that aims to transfer IPv6 packets to IEEE 802.15.4 based
networks. 6LoWPAN uses IPV6 header compression mechanisms of IPv6 data-
grams. Compression mechanisms are motivated by the limited space available in
802.15.4 frames to encapsulate IPv6 packets. 6LoWPAN defines encoding for-
mats for compression based on shared state within contexts. In other words, it
takes advantage of the fields that are implicitly known to all nodes in the network
or can be deduced from the MAC layer.

e RPL is a standardized distance-vector routing protocol designed for constrained
IP-based environments. It takes into consideration limitations either in energy
power or in computational capabilities of such networks. The protocol organizes a
logical representation of the network topology as a Directed Acyclic Graph (DAG).
This graph is composed of one or more Destination Oriented DAGs (DODAGs)
with one root per DODAG. Each root is typically a border router (BR). This latter
establishes an optimum path based on defined routing metrics, which it receives
through broadcast messages.

e CoAP is an application layer protocol developed by the IETF CoRE Working
Group. It is designed for constrained environments. Based on a REST style archi-
tecture, the protocol considers the various objects in the network as resources.
A Unique Universal Resource Identifier (URI) is assigned to each resource. The
protocol uses the corresponding URI to operate the different resources.

SENSEI project: Future networks will be enhanced with ambient intelligence capa-
bilities enabling IoT applications to spread in our environment. To realize this future
vision of our communications patterns, heterogeneous wireless sensor and actua-
tor networks have to be integrated into a common framework of global scale. In
addition, they have to be made available to services and applications via universal
interfaces. The SENSEI project [32] solves the inaccessibility of low-resource end
devices by collecting all data from the end devices, and making them available in a
centrally accessible database. In fact, it provides necessary network and information
management services to enable reliable and accurate context information retrieval
and interaction with the physical environment.
The main results of the SENSEI project can be summarized as follows [33]:
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A highly scalable architectural framework with corresponding protocol solutions.

These solutions enable easy plug and play integration of a large number of glob-

ally distributed devices (i.e. things) into a global system. Doing so, it provides

support for network and information management, security, privacy and trust, and

accounting.

e An open service interface and corresponding semantic specifications to unify the
access to context information and actuation services offered by the system.

o Efficient WSN and actuators solutions consisting of a set of cross-optimised and
energy aware protocol stacks.

e Pan European test platform. This platform enables enabling large-scale experi-

mental evaluation of SENSEI results. In addition, it provides a tool for long term

evaluation of WSN and actuators integration into IoT.

By adding mechanisms for accounting, security, privacy and trust, SENSEI will
enable an open and secure market space for contextawarness and real world interac-
tions.

CASAGRAS project: CASAGRAS is considered as the first view on relevant top-
ics of the IoT (e.g. architecture, features, governance, etc.), which is the result of
an international analysis and discussion [33]. CASAGRAS project [5] aims to col-
lect, review and analyze current and emerging proposals and solutions in the IoT.
Although CASAGRAS’s reference architecture provides the basis for implementing
a distributed IoT, the processing is not pushed to the edge of the network, which
is in charge of data gathering only. In fact, the logic is located in the Information
Management System Layer. The CASAGRAS model includes three layers:

e Physical Layer: This layer identifies physical objects, and delivers the sensed
data. In order to provide interoperability, objects are organized in networks through
the specific Automatic Identification and Capture (AIDC) technology. In fact, an
Universal Data Capture Appliance Protocol (UDCAP) is envisioned, whereby each
AIDC technology will use its own implementation of UDCAP.

¢ Interrogator-Gateway Layer: It connects object-devices with information man-
agement systems.

¢ Information Management Systems: This layer provides the functional platform
for supporting applications and services.

Server based approach: In [8], the authors introduce a Server-Based Internet of
Things Architecture (SBIOTA). The main idea is to develop protocols, algorithms
and services, based on a gateway server. This latter allows networked devices with
extremely limited computation and communication capabilities to be part of the
IoT in an effective, efficient, and secure way. In the following, we provide a broad
overview of the main features of this approach:

e Physical and link layer connectivity: It is assumed that each small device is
directly connected to a single server, which provides an intelligent gateway func-
tion between the device and the Internet.
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e Network layer connectivity: IP connectivity will be based on IPv6 networking.
In this addressing scheme, a gateway will handle any necessary IPv4 to IPv6
translations or tunnelling. By using IPV6, each device will have a dynamically
assigned IP address. Because a full IPv6 implementation is costly for small devices,
the 6lowPAN [28] protocol for communication on the links between the server and
the device will be prefered. The server will also act as a firewall for each device.

e Transport layer functions: The two major IP-based transport layer protocols are
UDP and TCP. The server will act as an endpoint for these protocols. Since UDP
is more lightweight and hence more adapted to the IoT context, the server will
communicate with the devices using UDP over 61owPAN.

e Application layer functions: The Internet is moving away from providing access
to data and hosts towards providing access to services [34]. In this context, every
device will offer a HTTP web-server interface to its functionalities for authorized
users. Each of these web-servers will be hosted on the gateway server.

Network virtualization: A solution based on virtual networks is introduced in [35].
According to the authors, current solutions that integrate smart resource-constrained
objects into the Internet are mostly gateway-based. Their approach focuses on the
objects, both resource-constrained and non-constrained, that need to cooperate. This
integration is achieved by integrating the objects into a secured virtual network,
named an Internet of Things Virtual Network or IoT-VN.

The authors have categorized the different approaches to expose the services
offered by resource-constrained devices into two main categories. The first one is
based on using gateways that are in charge of translating between protocols used
in the Internet and protocols used in the sensor networks. The second one is based
on integrating sensors into the IP-world. This approach allows direct end to end
communication between the end sensors.

Both approaches have their advantages and disadvantages, characterized by the
degree of openness in accessing the services on the resource-constrained devices. In
fact, the use of gateways has certainly many advantages (e.g. high degree of access
control, offload heavy computational operations, etc.) at the expense of a reduced
flexibility of usage. Besides, IP-enabled sensors allows to overcome some drawbacks
of the previous approach, such as providing the possibility of having gateways and
sensors from different vendors. However, allowing direct communication between
resource-constrained devices, new challenges related to connectivity, scalability and
security are introduced. In this context, the authors propose a novel complementary
approach.

Based on the fact that in several cases there is no need to expose the data generated
by resource-constrained devices to the whole network. In fact, only a limited number
of devices are involved. The proposed complementary approach aims to realize a
secured and confined environment in which all objects that need to cooperate can
communicate in an end-to-end manner. This is achieved by creating a virtual network
of all involved devices, including resource-constrained devices.

Inside this virtual network, communication can take place between the networked
objects regardless whether they are resource-constrained or not. This is achieved
through the use of protocols that take into account the limitations of the most resource-
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constrained devices. The authors described how this concept can constitute a valid
alternative approach for realizing certain real-life scenarios. To reach such goal, they
provide several generic use cases such as partitioning, aggregating multiple sensor
networks, and extending a sensor network with non-constrained devices.

3.3 Clean Slate Architectures

BRIDGE project: The EPC Information Services (EPCIS) are used for storage and
retrieval of processed information regarding supply-chain events. EPCIS provides
a complete decentralized architecture. In fact, they include two separate interfaces,
one for query requests and the other one for capture operations. A secure lookup
service for locating the different providers of the distributed shares of information is
required. Indeed, objects full information in relation with its lifecycle history or its
complete supply-chain is spread through the different entities.

To enable RFID and EPC global standard solutions in practice, technical, social,
and educational constraints, particularly in the area of security must be overcome.
BRIDGE (Building Radio frequency IDentification solutions for the Global Envi-
ronment) [6] extends the EPC network architecture and focuses on the following
aspects [33]:

Network:

e Serial-level lookup service to enable unique item level product information storage
and retrieval

Identification and authentication of tags and readers

Data management of large amounts of real-time data

Application Software:

Serial-level inventory management
Management of large networks of EPC readers
Models to exploit environmental data (e.g. temperature, humidity, etc.)

Security:

Security and privacy to prevent illicit use of EPC
Prevention of cloning and emulation of tags in EPC
Secure transmission of data between readers and tags

In a nutshell, BRIDGE aims to enable the deployment of EPC global applications
in Europe. Its main axis are focused on developing security mechanisms in hardware,
software, and business practises.

IDRA approach (direct connectivity): In the future IoT, a tremendous amount of
heterogeneous devices (i.e. things) using vendor-specific proprietary network solu-
tions will be connected. As a result, communication will only be possible through
the use of gateway nodes, resulting in inefficient use of the wireless medium. In fact,
there is no existing architecture yet that:
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e Enables optimized communication, at a network and also at a link level, between
co-located heterogeneous networks without the use of complex translation gate-
ways;

e Has been implemented and evaluated as a prototype in a large scale experimental
setting;

e Is compact enough to fit even on low-resource embedded devices;

e Is fully clean slate, but is also backward compatible with legacy networks.

In order to enable an end to end communication and overcome the use of gateways,
the authors in [36] have tailored the IDRA architecture [37] to the context of IoT.
This latter was designed specifically to enable connectivity between heterogeneous
resource constrained objects. Its main advantages can be summarized as follows:

e IDRA can connect co-located objects directly, without the need for complex trans-
lation gateways;

e The architecture is clean slate, but supports backward compatibility with existing
deployments;

e Due to its low memory footprint, the architecture can be used in resource-
constrained objects.

Based on its characteristics, IDRA architecture aims to provide an approach that
fills the gap between the current architectures and the future IoT requirements.

EPC based approach: In [38], the authors present an EPC (Electronic Product Code)
based Internet of Things (IoT) architecture. The key concept of this architecture is
deploying EPC over heterogeneous networks. It focuses on a ZigBee network as it
can collect information about things. In fact, the EPC Network provides certain static
information such as names and manufacturers of the objects.

According to the authors, an EPC based architecture requires a minimum set of
features, such as uniquely identifying an object and automatic registration into the
network. Moreover, it should provide Standard Application Programing Interfaces
(APIs) to search, register, observe, and control objects made by different companies.
In order to deal with the precedent requirements, the proposed architecture provides
two functions. The first one is how to register new objects or devices to a home
area network. The second one is how to make objects communicate through the
Internet with generic protocols. The proposed EPC architecture uses combination of
sensor networks and EPC networks, which provide product information through web
services from the manufacturers. This architecture uses UPnP (Universal Plug and
Play) protocol to automatically collect the EPC of a new connected object. In addition,
ZigBee network system is applied for communication, and XML based web services
are used for the application protocol. Genuine HTTP is a heavy protocol particularly
for low bandwidth network, such as ZigBee and IEEE 802.15.4. Therefore, CoAP
(Constrained Application Protocol) is adopted to support web services over ZigBee
network. End to end communication is thus established regardless of the type of the
network.
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Cloud based approach: In the IoT paradigm, information and communication sys-
tems are invisibly embedded in the environment around us. This will result in the
generation of huge amount of data, which has to be stored, processed and presented
in a seamless, efficient, and easily interpretable way. According to [3], cloud comput-
ing is the most recent paradigm to emerge, promising high reliability, scalability, and
autonomy. In fact, it provides ubiquitous access, dynamic resource discovery, and
composability required for future IoT applications. This platform acts as a receiver
of data from the ubiquitous sensors, as a computer to analyze and interpret data,
as well as a provider to understand web based visualizations. The Cloud not only
reduces costs of deploying ubiquitous applications, but is also highly scalable.

Sensing service providers can join the network and offer their data using a storage
cloud, analytic tool developers can provide their software tools, artificial intelligence
experts can provide their data mining and machine learning tools, and finally com-
puter graphics designers can offer a variety of visualization tools.

Cloud computing can offer these services to the IoT as infrastructures, platforms,
or softwares where the full potential of human creativity can be exploited. The gen-
erated data, used tools, and the process of generating complex visualizations are
hidden in the background.

Social network approach: The Social Internet of Things (SIoT) architecture is
introduced in [9]. The approach establishes a link between social networks and IoT.
The main idea is that a large number of individuals tied in a social network can
provide far more accurate answers to complex problems than a single individual
(even knowledgeable one). In the future, things will be associated to the services
they can deliver. Thus, to better implement services within a given social network
of objects, a key objective will be to publish information/services, find them, and
discover novel resources. This can be achieved by navigating a social network of
‘friend’ objects instead of relying on typical Internet discovery tools that cannot
scale to the trillions of future devices.

Authors in [9], claim that social relationships among humans might be applicable
to certain kinds of behaviors of typical objects implementing pervasive applications.
There is no doubt that many applications and services should be associated with
groups of objects, which will cooperate in order to reach the overall interest of
providing services to users (e.g. the same idea is behind the approaches involving
the use of swarm intelligence and swarm robotics).

The social architecture relies upon basic kinds of relationships such as the
Parental object relationship (POR), which is established among objects belonging
to the same production batch, or the Ownership object relationship (OOR), which
is based on heterogeneous objects belonging to the same user (e.g. mobile phones,
game consoles, etc.). The authors draw attention about the fact that the establishment
and the management of such relationships should occur without human intervention.
This is not in contrast with a future vision of a fully networked human. This latter is
only responsible for setting the rules of the objects and their social interactions. This
is a clear paradigm shift from other proposals, where the objects just participate in
the human social network built by their owners.
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4 Critics and Analysis

The proposed architectures, either the public projects or those introduced by the
research community, aim to reduce the gap between the concept of the IoT and its
real deployment into our daily lives. We have proposed a classification that gathers
the different architectures into two categories. The first one, called the tailored archi-
tectures, contains the approaches that propose an evolution of the current Internet to
a more suitable network for the IoT such as network virtualization, and server based
approach. This category will certainly provide the advantage of backward compat-
ibility with existing architectures. However, several issues remain such as security
and resources limitations. The second category includes clean slate architectures such
as the IDRA approach and the social network approach. These approaches claim a
novel vision of the future IoT that inherently copes with next-generation network
challenges. In fact, this provides the benefit of a design, completely dedicated to be
tailored to IoT characteristics. Nevertheless, backward compatibility with existing
approaches remains a challenge.

Each presented architecture in this paper is summarized in Table 1, along with a
brief description and the main shortcomings. Some eventual improvements are also
provided. In the following, we propose an analysis of each architecture, highlighting
the matching of its characteristics with IoT requirements.

The IETF is focusing its efforts on adapting existing protocols, which have been
developed for the classical Internet to the constrained environment of IoT. To this
end, the IETF proposes an equivalent of the existing protocols for each layer of the
TCP/IP stack, such as 6LoWPAN for IPV6 and CoAP for HTTP. However, although
the precedent solutions constitute a sound basement on which further efforts can
be made, several challenges should be addressed. For instance, the limited channel
capacity of the IEEE 802.15.4 can hinder the scalability and the traffic load of future
IoT applications. Moreover, Quality of Service (QoS) support for networks with
heterogeneous traffic is still problematic in IEEE 802.15.4 [39]. In addition, several
studies such as [40] highlight security breaches in the IETF protocol suite. Thus,
the IETF protocol suite has to be strengthen regarding the security aspect, which is
considered as a primary concern in the IoT.

SENSEI [32] focuses on equipping the objects with a certain kind of intelligence
by embedding processing capabilities into them. The project provides the archi-
tecture for connecting heterogeneous objects via the specification of open service
interfaces. However, the use of centrally accessible database results in a significant
network overhead, and could constitute a single point of failure. Additionally, the
SENSEI project is still under development. It needs to reach a mature state before an
effective evaluation. CASAGRAS [5] also proposes a vision of the IoT whereby both
virtual and physical generic objects are connected through a global infrastructure.
The project focuses too much on RFID as the main building block of the IoT while
it is likely to have a multitude of integrated technologies forming the future IoT.
Like SENSEI, CASAGRAS presents a narrow-waist. Any interaction has to pass
through the Management System at the service, or application layer. BRIDGE [6]
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Table 1 Summary of the proposed architectures
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Architectures Description Drawbacks Potential
improvements
IETF protocol suite Focuses on proposing | Resources limitations, | Introducing QoS
and adapting QoS support for management by
standard-based heterogeneous traffic, |handling differently
communication and security issues the various classes of

protocols for the IoT

traffic. Designing, and
integrating built-in
standard-based
security protocols

SENSEI [32] EU project aiming to | The use of centrally Adoption of ID
design an architecture | accessible data base standards. The project
for the connectivity of | results in significant | need to reach a mature
global and network overhead. No | state before its results
heterogeneous sensor | ID standards. The can be evaluated
and actuator networks | SENSEI project is still
via the specification of | under development
open service interfaces

BRIDGE [6] The bridge project No extension of the Extend EPC Network

aims at supporting
ambient sensors and
sensor enabled RFID
tags in the EPC global
networks for supply
chain monitoring

EPC Network standard
to deal with sensor
data is provided

standard with sensor
data

CASAGRAS [5]

Focuses on global
standards regulatory
and other issues
concerning RFID and
its role in the Internet
of Things

Any interaction must
pass through an
Information
Management System
at the service or
application layer
which constitutes the
narrow-waist of the
architecture.
CASAGRAS’s focus
is too much on RFID
only

IDRA approach [36]

Enabling direct
connectivity between
heterogeneous objects
through a network-
service-oriented
architecture

Additional processing
delay is caused by the
different computations
in the system

Taking into account
the QoS requirements
of the packet,
additional delay will
only be introduced for
low-priority traffic

(continued)
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Architectures

Description

Drawbacks

Potential
improvements

Server based approach

(8]

Communication
between networks
from different
vendors, or between
devices that use
different network
protocols is achieved
by connecting each
network to a
vendor-specific
translation gateway

This approach breaks
the end to end
communication
paradigm. It uses the
wireless medium
inefficiently, and
presents a single point
of failure

EPC based approach
[38]

Emerging industrial
RFID standard
architecture. It uses a
unique item
identification via the
Electronic Product
Code (EPC)

Does not yet handle
sensor data

Extend current
standards with sensor
data

Cloud approach [3]

Offloads resource
intensive tasks to more
capable nodes

This approach could
be implemented in the
network layer to
handle processing
tasks. It does not solve
connectivity
challenges

Social network
approach [9]

A parallel is made
between the current
social networks and a
future network of
objects

Could only be
implemented in the
application layer. It
does not deal with
lower layers issues

Virtual networks
approach [35]

Network virtualization
is used to present
underlying network
layers in a uniform
way toward high-level
applications

Scalability has not
been proven yet and
complexity might be
an issue on
resource-constrained
embedded devices

Reduce the complexity
of the used techniques
and provide tests on
huge and scalable
networks comparable
to the future IoT
network scale

aims to research, develop, and implement tools to enable the deployment of Radio
Frequency Identification (RFID) and EPC global Network applications. The core of
BRIDGE is communication centric. It addresses the problem of handling queries
between distributed entities. Nevertheless, the work with sensors does not extend the
EPC network standards.

The IDRA [36] architecture proposes a clean slate approach that challenges the
layered vision of the current internet architecture. IDRA aims to enable a direct con-
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nectivity between heterogeneous objects through a network-service-oriented archi-
tecture. However, additional processing might impede an efficient deployment in
a resource-constrained environment. The virtualization approach [35] also aims to
establish an end-to-end communication between the devices that need to cooper-
ate. In fact, this approach integrates them into a secured virtual network regardless
whether the resources are constrained or not. Yet, the scalability has not been proven,
and the complexity of the protocols used might be an issue. To provide an end to
end communication regardless of the type of the access network, another promising
architecture has been presented in the EPC based approach [38]. The main idea is
to combine sensor networks with EPC networks, which provide product informa-
tion through web services from manufacturers. Server based approach [8] proposes
a different solution to connect networks from different vendors, or devices that use
different protocols. The idea is to use a translation gateway. Nevertheless, this solu-
tion breaks the end to end communication principle. In addition, the gateway could
represent a single point of failure.

The social network approach [9] introduces an interesting idea by making the
parallel between the current social networks and a future network of objects. The
goal is to publish, find information, and discover novel resources to better implement
the services. Nevertheless, this approach does not deal with the issues of lower layers
of the network. Besides, in order to take into account the scarcity of resources in the
future IoT, the cloud approach [3] proposes offloading resource intensive tasks to
more capable nodes. In fact, the cloud offers both flexibility and a high scalability
level. However, the cloud architecture does not deal with the connectivity challenges
at lower levels of the network.

In a nutshell, we do believe that a well-defined architecture is required instead of
letting the current Internet raise to the [oT in an uncontrolled way. Issues like security
need to be addressed during design time. In addition, we consider that the different
proposed architectures are not contradictory; an hybrid architecture including several
approaches might be an efficient way to address the IoT’s specificities. Based on the
commonly accepted three-layer architecture, each approach might be implemented
in the appropriate layer. For instance, the cloud approach affects the application layer
whereby the future applications will need to be ubiquitously accessible, while the
IDRA approach could be implemented in the network layer to secure a dynamic
adaptation of the network.

5 Conclusions

Internet Of Things brings the possibility to connect billions of every-day’s objects to
the Internet, allowing them to interact and to share data. This prospect open new doors
toward a future where the real and virtual world merge seamlessly through the massive
deployment of embedded devices. The IoT has the potential to add a new dimension
by enabling communications with and among smart objects, leading to the vision of
anytime, anywhere, any media, and anything communication paradigm. Though, alot
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still to be done in order to fulfill the IoT vision. A scalable, backward compatible, and
secure architecture is required to bring the IoT concept closer to reality. In this chapter,
we have provided an overview on the main proposed architectures in the literature,
along with the building blocks technologies that are considered well-adapted to
suit IoTs requirements. We have also introduced a classification highlighting the
suitability of the proposed architectures to IoT characteristics. In addition, we have
underlined the main shortcomings of the current approaches and proposed our vision
regarding the IoT’s future architecture based on the current state of the art. As a future
research direction, we plan to design a suitable approach to deal with the different
challenges of the IoT at each layer of the network.
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Cloud of Things: Integration of IoT
with Cloud Computing
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Abstract With rapidly increasing Wireless Sensor Networks (WSNs) and Internet
of Things (IoTs) based services; a lot of data is being generated. It is becoming
very difficult to manage power constrained small sensors and other data generating
devices. With IoTs, anything can become part of the Internet and generate data.
Moreover, data generated needs to be managed according to its requirements, in
order to create more valuable services. For this purpose, integration of IoTs with
cloud computing is becoming very important. This new paradigm is termed as Cloud
of Things (CoTs). CoTs provide means to handle increasing data and other resources
of underlying IoTs and WSNs. It also helps in creating an extended portfolio of
services that can be provided with this amalgamation. In future, CoTs are going to
play a very vital role. In this chapter, the importance of CoT, its architecture, working,
and the issues involved are discussed.
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1 Introduction

Internet of Things (IoT) is a technological revolution that represents the future of
connectivity and reachability. In IoT, ‘things’ refer to any object on the face of the
Earth, whether it is a communicating device or a non-communicating dumb object.
From a smart device to a leaf of a tree or a bottle of beverage, anything can be part
of Internet.

IoT works on the basis of Machine-to-Machine (M2M) communications, but not
limited to it. M2M refers to communication between two machines, without human
intervention. In IoT, even non-connected entities can become part of IoT, with a data
communicating device, like a bar-code or an RFID tag, sensed through a device (may
even be a smartphone sensing it), which eventually is connected to the Internet. Non-
intelligent objects, known as ‘things’, become the communicating nodes in IoT. IoT
based services are gaining importance rapidly. Since 2011, the number of connected
devices has already exceeded the number of people on Earth. Already, connected
devices have reached 9 billion and are expected to grow more rapidly and reach 24
billion by 2020 [21]. With an increasing number of heterogeneous devices connected
to IoT and generating data, it is going to be a great challenge for a standalone IoT to
perform power and bandwidth constrained tasks efficiently. In this regard, IoT and
cloud computing amalgamation has been envisioned [7, 9]. There comes a situation
when a cloud is connected with an IoT that generates multimedia data. Visual Sensor
Network or CCTV connected to the cloud can be examples of such scenario. Since
multimedia content consumes more processing power, storage space, and scheduling
resources, it will be very important to manage them effectively and perform efficient
resource management in the cloud. Other than that, mission critical and latency
sensitive IoT services require a very quick response and processing. In that case, it
is not feasible to communicate through distant cloud, over the Internet.

This chapter focuses on energy efficiency, resource management, and creating new
and extended portfolio of services through Cloud of Things. Latency sensitive and
emergency related services can take benefit from this new paradigm to a great extent.
Integration of Internet of Things with cloud computing is gaining importance, with
the way the trend is going on in ubiquitous computing world. Literally, everything
is going to be connected to the Internet and its data would be used for various
progressive purposes, creating not only information from it, but also, knowledge and
even wisdom. IoT becoming so pervasive that it is becoming important to integrate
it with cloud computing because of the amount of data IoTs could generate and their
requirement to have the privilege of virtual resource utilization and storage capacity,
but also, to make it possible to create more usefulness from the data generated by
IoTs and develop smart applications for the users. The integration of IoT with cloud
computing, referred to as Cloud of Things [7, 9], requires a smart gateway to perform
the rich tasks and preprocessing, which sensors and light IoTs are not capable of
doing. We have also discussed some of the key challenges involved in CoT and the
proposal of smart gateway based communication.
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It is not going to be that simple to allow everything to become a part of IoT
and then having all the resources available through cloud computing. There lies
some issues that have to be taken care of to allow CoT to prevail. Other than data
and resources, the cloud has to deal with the business point of view as well. CoT
will create more business opportunities, making it a bigger target for the attackers.
Security, privacy, and specially, identity protection becomes very important in hybrid
clouds, where there is an essence of private and public clouds, used by businesses.
In CoT, heterogeneous networks will be involved, which support different types of
data and services. The network must have the flexibility to support all types of data,
according to their requirements, with QoS support. Some of the key issues in this
regard will be discussed later in the chapter.

2 Contributions of the Book Chapter

In this chapter, we have discussed the importance of the integration of [oT with cloud
computing, called CoT, for the purpose of better resource management and energy
efficiency. We have presented the working scenario of CoT. Moreover, the challenges
CoT may face are discussed along with their appropriate envisioned solutions. To
have standard architecture of CoT, the challenges discussed in this chapter will help
a great deal to focus the future research and development. This chapter will help
in making directions towards not only standardizing CoT, but also, gives directions
towards more practical implications of CoT and addressing the noteworthy issues in
this regard.

3 Related Work

CoT is still in its start; therefore, there is no standard architecture available for
data communication, media storage, compression, and media delivery. Already done
studies mainly provide very abstract and simplistic architectural blueprints. Pritee
Parwekar et al. present the concept of IoT and cloud computing integration in [35].
However, the authors only provide a very abstract overview of the concept. On
the other hand, in this chapter, we discuss IoT-cloud integration with details on
the working architecture, working scenarios, and potential issues along with the
directions towards their solutions. Salvator Distefano et al. also present in [16] the
concept of CoT. The authors discuss the architecture of CoT, however noteworthy
issues are not included in their work. Madoka Yuriyama et al. [46] discuss sensor-
cloud infrastructure, but the authors only focus on how sensor-cloud infrastructure
virtualizes a physical sensor as a virtual sensor in the cloud. Mohammad Mehedi
Hassan et al. [22] also presented sensor-cloud integration. Even though the authors
claim to present issues involved in this regard, the study does not present any of the
key problems faced by the sensor-cloud integration. In our work, challenges like:
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resource management, energy efficiency, heterogeneous protocols support, etc., are
discussed.

Many underlying IoT devices, like: smartphones, tablet computers, and media
related sensor networks such as Visual Sensor Networks (VSN), entertainment sys-
tems in vehicular ad hoc networks (VANETS), require efficient media processing.
Intel-HP Viewpoint paper [2] presents an industrial overview of the media cloud in
this regard, but IoT and the above mentioned scenarios are not part of that study. It is
stated that media cloud is the solution to suffice the dramatically increasing trends of
media content and media consumption. For media content delivery, QoS is going to
be the main concern. Regarding customized QoS provisioning, we presented an end
to end QoS provisioning mechanism using the Flow Label of IPv6 and Multi-Protocol
Label Switching (MPLS) [11]. To reduce delay and jitter of media streaming, better
QoS is required, for which W. Zhu et al. [48] propose the media-edge cloud (MEC)
architecture. The authors state that the MEC is a cloudlet which locates at the edge of
the cloud. MEC is composed of storage space, Central Processing Unit (CPU), and
graphics processing unit (GPU) clusters. The MEC stores, processes, and transmits
media content at the edge, thus incurring a shorter delay. In turn, the media cloud is
composed of MECs, which can be managed in a centralized or peer-to-peer (P2P)
way. The authors do not present the cost-effect of this proposal. Moreover, the MEC
only acts as a proxy. Transcoding and resource management tasks are still not done
at this point.

Liam McNamara et al. present a demo application for low powered devices and
sensors, for the purpose of storage of data in the cloud [32]. Geoffrey C. Fox et al.
also present characteristics of cloud based Internet of Things [19]. In their work, the
authors present an open-source cloud-IoT framework. Rogers Owen et al. present
[36] aresource allocation mechanism in cloud arena, but their study lacks the scenario
where 10T is involved. Their study is also only limited to standard cloud resource
management. Ki-Woong Park et al. [34] present a billing system with some security
features. To resolve different types of disputes in future, a mutually verifiable billing
system is presented. Their work only focuses on the reliability of transactions made
in purchasing and consuming resources. They do not focus on the overall resource
management specially with CoT. Only transactions security in cloud is discussed.
Wei Wang et al. [41] propose a brokerage service for reservation of instances. The
authors propose a brokerage service for on-demand reservation of resources, for [aaS
clouds. Their work is limited to cloud only services. This brokerage model can be
extended to Fogs for [0Ts, as discussed in our prior works [5, 7]. Same is the case with
Foued Jrad et al., who present in [24, 25] a generic architecture of the broker. They
present how the broker handles SLA management and interoperability of resources.
Yichao Yang et al. present resource allocation algorithm in a simplistic way [45]. Ewa
Deelman et al. present performance tradeoffs of different resource provisioning plans.
They also present tradeoffs in terms of storage fee of Amazon S3 [15]. The scope
of these studies can be extended by incorporating IoT based resource management.
Shadi Ibrahim et al. present the concept of fairness in pricing with respect to micro-
economics [23], but do not discuss how pricing should be done for different types of
services, specially in the case of IoT. Nikolay Grozev et al. present basic taxonomies
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for inter-cloud architecture [20], which lacks relationship of it with IoT. Buyya
et al. presents architectural fundamental of inter-cloud computing [13] which also
does not include IoT. David Villegas et al. present in [40] how multiple clouds are
influenced by creating a cloud federation environment. Kan Yang et al. present in
[44] a dynamic auditing protocol for ensuring the integrity of stored data in the cloud.
They present an auditing framework for cloud storage. Zhen Xiao et al. present in
[43] a resource allocation system that uses virtualization technology to dynamically
allocate resources, according to the demands of the service. In their study, they
present measuring the unevenness in resource utilization. IoT based environment is
not considered in this study. D. Cenk Erdil, in [17], presents an approach for resource
information sharing through proxies. In situations where clouds are distant and there
is no direct control, proxies can be used to make resource information available to
them. This study only focuses on the importance of resource information sharing.
Research is now required to be more towards IoT-cloud integration. Rakpong et al.
consider resource allocation in mobile cloud computing environment in their work
[26]. They discuss about communication/radio resources and computing resources,
but their work only focuses on decision making for coalition of resources, to increase
service providers revenue. Kenji Tei and Levent Gurgen discuss in [38] about CoT.
They term this paradigm as ClouT. The authors endorse that for efficiently managing
energy and economic growth, CoT is an inevitable requirement. According to the
authors, more than half of the world’s population lives in cities. With the advent of
smart cities, it is going to be literally impossible to handle the data generated and
manage the services. Anuj Sehgal et al. [37] discuss about resource management
of devices in IoT. Devices and sensors in [oT are resource constrained. Other than
power, memory and processing capabilities, interoperability is going to be a big
concern. In this case, the authors advise to use the IPv6 protocol, due to its large
address space and the number of already existing protocols, capable of functioning
over IP.

4 Internet of Things

10T, the term first introduced by Kevin Ashton in 1998, is the future of Internet and
ubiquitous computing [42]. This technological revolution represents the future of
connectivity and reachability. Unlike the traditional networks of embedded systems,
IoT is capable of interconnecting heterogeneous devices, having diverse functional-
ities, produced by different manufacturers [29]. The objects become communicat-
ing nodes over the Internet, through data communication means, primarily through
Radio Frequency Identification (RFID) tags. IoT includes smart objects as well.
Smart objects are those objects that are not only physical entities, but also digital
ones and perform some tasks for humans and the environment. This is why, IoT is
not only a hardware and software paradigm, but also includes interaction and social
aspects as well [28].
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In its simplest terms, [oT refers to a network of inter-connected things, objects, or
devices on a massive scale. These objects are able to connect to the Internet. These
objects, in huge numbers, are made smart; they sense their surroundings, they gather
and exchange data with other similar devices. Based on the gathered data, the devices
make intelligent decision to trigger an action or send the data to a server over the
Internet and wait for its decision. Most common nodes in IoT are sensors [30] used
in many areas from industrial process control to inside ovens and refrigerators and
RFID chips [33] used as tags in many products of everyday use. Almost all of these
smart devices have a short communication range and require very little power to
operate. Bluetooth [31] and IEEE ZigBee [4] are the most common communication
technologies used in this regard.

Another aspect of these devices is their network topology. A single smart device
(e.g. in our refrigerator) will communicate to a router installed in the house or with
a cellular tower and the same thing will happen for similar devices installed in other
equipment and places. But in places where a large number of these devices are used,
an aggregation point might be required to collect the data and then send it to a remote
server. Examples of such deployment can be industrial process control, monitoring
of utilities supply lines, such as oil pipelines or water sewage lines, product supply
chain in a warehouse or some secured area.

IoT also presents many possible scenarios where heterogeneous devices interact
with each other and then pass on the information to a central authority. One such
scenario is the amalgamation of Intelligent Transportation System (ITS) with IoT.
Nowadays, ITS is a very active research area which envisions to provide commuters
safer and time efficient travel to their destinations. Several sensors on-board a vehicle
and also on traffic signal poles monitor and sense the traffic situation on the roads. On
the one hand, this real time information is presented to the drivers to see the traffic
situation towards their destination and plan the journey accordingly. Moreover, this
information is also sent to a traffic control authority to monitor the traffic congestion
around the city and then direct traffic to alternate routes or change the time of traffic
signals duration on demand.

Another point is that by looking at mainstream applications, it is evident that they
do not require too much bandwidth. At least at this moment, the IoT applications
probably have less bandwidth requirements than HD video streaming and Video
on Demand (VoD) applications we use today. The data is transmitted in short bursts
and at regular intervals. What these applications demand, however, is short latency in
network access, transmission and guaranteed delivery of the data. Security is another
aspect which is important. We are migrating towards the era of M2M communications
but to enable automation in our daily life we must take absolute security and privacy
concerns very seriously. Many of the envisioned applications require response or
command to perform some action in minimum time possible. Hence a prioritized
and quick access to the network will be the basis of IoT. In short, there is a plethora
of possible applications, services, devices, communication technologies, network
topologies etc. all contributing to the complex architecture of IoT.

Some envisioned [oT application areas include:
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Smart Cities

Product Manufacturing
Agriculture Automation

Logistic Services

Security, Monitoring, and Surveillance
Smart Vehicles

Green and Energy Efficient Homes
Tele Medicine and Healthcare
Product Monitoring

Environment Monitoring
Emergency Management

Realizing the potential of 10T, Intel has coined its own term of ‘Embedded Internet’
[1]. The concept is not largely different from the traditional IoT but Intel realizes
that smart devices embedded into many devices will be the norm in the future. They
will communicate with other larger systems and among each other. This brings new
opportunities for product and service developers to generate revenue sources. The
architecture of IoT is usually considered to be 3-layer, with perception layer, network
layer, and application layer, but some [27, 42] add two more layers: middleware layer
and business layer. This five layer architecture is described in Fig. 1. This layered
architecture provides an overview of how IoT service provisioning is divided and
what types of stages are involved for the data to be produced and ultimately, create
services.

( /‘\

Business Layer

Middleware Layer

Network Layer

Perception Layer e

b v

Fig. 1 Internet of things layers
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The perception layer is the lowest layer in the IoT architecture. As the name
suggests, its purpose is to perceive the data from the environment. All the data
collection and data sensing part is done at this layer [39]. Sensors, bar code labels,
RFID tags, GPS, and camera, lie in this layer. Identifying objects/things and gathering
data are the main purpose of this layer. The network layer is like the Network and
Transport layers of OSI model. It collects the data from the perception layer and
sends it to the Internet. The network layer may only include a gateway, having
one interface connected to the sensor network and another to the Internet. In some
scenarios, it may include a network management center or information processing
center. The middleware layer receives data from the network layer. Its purpose is
service management and storage of data. It also performs information processing and
takes decisions automatically based on the results. It then passes the output to the next
layer, the application layer [27]. The application layer performs the final presentation
of data. The application layer receives information from the middleware layer and
provides global management of the application presenting that information, based
on the information processed by the middleware layer. Depending upon the type of
devices and their purpose in perception layer and then on the way they have been
processed by the middleware layer, according to the needs of the user, the application
layer presents the data in the form of: smart city, smart home, smart transportation,
vehicle tracking, smart farming, smart health and many other kinds of applications
[27]. The business layer is all about making money from the service being provided.
Data received at the application layer is molded into a meaningful service and then
further services are created from those existing services. Furthermore, information
is processed to make it knowledge and further efficient means of usage makes it
wisdom, which can earn a good amount of money to the service provider.

5 Cloud Computing

Cloud computing newly arose and advanced swiftly as a capable as well as preor-
dained technology. Cloud computing platform brings with it highly scalable, man-
ageable, and schedulable virtual servers, storage, computing power, and virtual net-
working, according to user’s requirements. Therefore, it can provide solution pack-
age for the digital data revolution, if accordingly designed for IoTs and integrated
with the advanced technologies on data processing, transmission, and storage. On
average, a user generates content very quickly as long as its storage space permits
[21]. Most of the content may be used frequently by the user, which requires to be
accessed easily. Media management is among the key aspects of cloud computing,
since cloud makes it possible to store, manage, and share large amount of digital
media. For media content related IoTs, this feature is going to play a very important
role. In future, several multimedia services for the users who are on the go, such as
smartphone, tablet, and laptop users, vehicular ad hoc networks, various emergency
and rescue related services will be available. For such services, cloud computing is
going to play a very important role in service and resource management. Specially
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with the extended cloud, Fog Computing [5], also known as Edge Computing, or
Micro-Datacenter (MDC), the cloud will be more diversely used. Cloud computing
is a handy solution for processing content in distributed environments. It provides
ubiquitous access to the content, without the hassle of keeping large storage and com-
puting devices. Sharing large amount of digital content is another feature that cloud
computing provides. Other than social media, traditional cloud computing provides
additional features of collaboration and editing of content. Likewise, if content is
to be shared, downloading individual files one by one is not easy. Cloud computing
caters this issue, since all the content can be accessed at once by other parties, with
whom the content is being shared. Furthermore, more context-aware services can be
provided through cloud computing, since IoT and sensor nodes are not rich enough
in resources to accomplish such tasks. Data stored in the cloud can also be further
analyzed, in order to create more customized and useful services.

6 Cloud of Things

We are moving towards web 3.0, the ubiquitous computing web. Since the number
of connected devices is rapidly increasing, hence, the amount of data will also be
increasing. Storing that data locally and temporarily will not be possible anymore.
There is going to be a need of rental storage space. Moreover, this huge amount of data
must also be utilized in the way it deserves. Data must not only be processed to form
information and further, to form knowledge, but it should be made a mean of wisdom
for the user. This asks for more processing, which is not possible at the IoT end, where
devices are low cost and light-weight. Again, processing and computation must also
be available there on rental basis. All this is possible with cloud computing. IoT and
cloud computing working in integration makes a new paradigm, which is called Cloud
of Things [5, 7, 9]. IoT provides sophisticated means of communication with the
broader world, the web, through ubiquitous networks and devices. On the other hand,
cloud computing provides scalable network access, according to the demands [47].
Figure?2 presents an overall communication pattern of CoT. This figure provides
an overall picture of how IoT-cloud communication will take place. Various IoTs
generate data, which passes through each of the layer presented in Fig. 1. The data is
communicated through a communication channel. Different examples are illustrated
in the Fig.2. The data ultimately reaches the cloud, which stores, processes, and
secures the data, according to the requirements of the service. Once the service is
created, it is made available to the end user, which is residing on the other side of
the cloud, at the access layer.

Other than sensors and IoT nodes, smartphones are also going to be part of
IoT. Thanks to the advanced and capable access networks, like 3G, 4G, LTE, LTE-
Advanced, WiBro, etc., a lot of multimedia communication is going to take place.
CoT will play an important role in this regard, not only in delivering the service, but
also, managing it.
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Fig. 2 IoTs and cloud—data communication

7 Challanges Associated with Cloud of Things

It is not going to be that simple to allow everything to become part of IoT and then
having all the resources available through cloud computing. There lies some issues
that have to be taken care of to allow CoT to prevail. Other than data and resources,
the cloud has to deal with the business point of view as well. CoT will create more
business opportunities, making it bigger target for the attackers. Security, privacy,
and specially, identity protection becomes very important in hybrid clouds, where
there is an essence of private and public clouds, used by businesses [21]. In CoT,
heterogeneous networks will be involved, which support different types of data and
services. The network must have the flexibility to support all types of data, according

to their requirements, with QoS support [21].



Cloud of Things: Integration of IoT with Cloud Computing 87

Fig. 3 Protocol support,
illustrative scenario
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7.1 Protocol Support

For different things to be connected to the Internet, different protocols will have to
coexist. Even if there are homogenous entities, for example a sensor IoT or Wireless
Sensors Network, then there is still a possibility that sensors use different proto-
cols, such as WirelessHART, ZigBee, IEEE 1451, Constrained Application Protocol
(CoAP), and 6LOWPAN. As shown as an illustrative scenario in Fig. 3, some of the
protocols will be supported by the gateway device, while some other protocols might
not be. With CoT, this problems is going to increase, specially because of mobile
cloud computing accessibility. With smartphones and tablet computers, when vari-
ous healthcare service and other sensors based applications are accessed, protocol
support is going to play an important role.

It all depends upon the gateway as well as the sensor being used. From the user’s
perspective, cheaper or easily available sensor would be a preference. Consequently, it
cannot be guaranteed whether a newly added sensor will be successfully configured
or not. One of the solutions to this kind of problem is mapping of standardized
protocols in the gateway.

7.2 Energy Efficiency

With the omnipresence of sensor networks and their connectivity with the cloud,
this will inevitable lead to a lot of data communications, which consumes a lot of
power. A typical wireless sensor node is composed of four components: sensing unit,
processing unit, transceiver, and power unit. In case of video sensing, video encoding
and decoding, power plays a vital role. Normally, video encoding is more complex,
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as compared to decoding. The reason behind this is that for efficient compression,
the encoder has to analyze the redundancy in the video [14]. It is not going to be
suitable to have a temporary power supply, like batteries and have to replace them
every now and then. With billions of sensors and low power devices, it is beyond
possibility. Having efficient usage of energy and rather permanent power supply
would be required. There should be means for sensors to generate power from the
environment, like solar energy, vibration, and air [18]. Likewise, effective sleep mode
can be very handy in this regard as well. Another solution presented in [5] is bringing
cloud resources locally, known as Fog Computing. Fog refers to a localized cloud,
which can be used for process offloading purpose for the underlying IoT devices.

7.3 Resource Allocation

When [oTs of entirely different and unexpected things would be asking for resources
in a cloud, resource allocation would be a challenge. In fact, it would be very difficult
to decide how much a particular resource may be required by an entity or a particular
IoT. Depending upon the sensor and the purpose for which sensor is being used, the
type, amount, and frequency of data generation, resource allocation has to be mapped.
Sending a sample packet from the newly added node can also be useful. One of the
solutions is to bring a middleware, like Broker or Fog [5], which can perform all the
resource management. Resource management algorithms can be implemented on
the middleware and all the underlying devices are handled accordingly. With CoT,
devices are going to communicate with the cloud. Therefore, cloud resources can
also be managed at middleware layer.

7.4 Identity Management

Communicating nodes over the Internet are identified uniquely. When objects are
becoming part of Internet (IoT), they also need a unique identification. Similarly,
in case of mobile devices, like mobile sensor nodes on vehicles, tablet computers,
smartphones, and other objects, need to have identity mapping in the new network
they have just entered. With CoT, the sensors become ubiquitously available, making
identity more of a concern. Since IPv6 address space is believed to be enough to
support even this kind of ubiquitous networking, assigning IPv6 addresses can be
more than a reasonable way in this regard.
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7.5 IPv6 Deployment

If IPv6 is to be used for the identification of communicating objects, then formal
deployment of IPv6 would also be an issue. Unless a proper, standardized, and
efficient mechanism of IPv4-IPv6 coexistence is adopted, objects being assigned
IPv6 would be of no great benefit. Since IPv4 and IPv6 are not directly interoperable,
they have to be made to coexist. Most common mechanism is this regard is tunneling,
but it incurs loss of data, because of heterogeneous fields in the headers of both
of these IP versions [6, 8, 10, 12]. Tunneling also bears additional overhead of
encapsulation and decapsulation, which may affect delay sensitive applications.

7.6 Service Discovery

With Cloud of Things, the cloud manager or broker has the responsibility to discover
new services for the users. In IoT, any object can become part of it at any moment and
can leave the IoT at any moment. As mentioned earlier, [oT will also be consisting of
mobile nodes. It would be an issue to discover new services and their status and update
the service advertisement accordingly. For complex and bigger 1oTs, there may be
a need of IoT manager as well, which can handle the responsibility of managing
the status of IoT nodes, track mobile nodes and keep the updated status of existing
nodes and newly added nodes of its IoT. A uniform way of service discovery would
be required for this purpose.

7.7 Quality of Service Provisioning

As the amount of data increases and the type and unpredictability also comes into
play, QoS becomes an issue. At any moment, any type and amount of data can be
triggered. It may also be an emergency data as well. Dynamic prioritization of the
requests would be required on the cloud side [21]. QoS would mostly be measured
in terms of bandwidth, delay, jitter, and packet loss ratio [11]. Depending upon the
type of data and its urgency to be sent to the sync node, QoS must be supported.
A dynamic end-to-end QoS provisioning mechanism, using the Flow Label of IPv6
and Multi-Protocol Label Switching (MPLS) is discussed in [11].

7.8 Location of Data Storage

Location also matters for critical and latency or jitter sensitive services. Time sensitive
data, like video, should be stored at the closest possible physical location to the user,
so that delay is minimized. For multimedia data, nearest possible virtual storage
server must be allocated. Figure4 depicts an illustrative scenario.
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7.9 Security and Privacy

Security and privacy will become more of an issue with the kind of ubiquitous
computing we are going to have in future. Data security would be an issue on the [oT
side as well as on the cloud side. Similarly, in terms of privacy, more concern would
be there. On Feb 01, 2013, it was read on The Independent [3], stating, “British
internet users’ personal information on major ‘cloud’ storage services can be spied
upon routinely by US authorities”. Thus, sensitive or private data must also be stored
in a virtual storage server located inside the users country or trusted geographical
domain, which can be a friendly country as well.

7.10 Communication of Unnecessary Data

When anything would be able to connect to the Internet and generate data, there is
a possibility that at some stage it is no longer necessary to upload the data to the
cloud or sync devices. Momentarily, the data may not be required. In that scenario,
either the device must be stopped from generating data or the gateway device must
decide when it is required to stop uploading the data for preserving resources of the
network and cloud, for that while. It will also help in efficient utilization of power.
One example could be a Visual Sensors Network. Since VSNs data is video based,
therefore, it is large sized. At times there is no need to upload the captured data in the
cloud. The data can be uploaded on a particular trigger. Before that, the data could
be stored in a local storage (e.g., Fog), attached with the gateway device. Based on
the feedback of the application, the gateway device decides when to upload the data
and when not. For this purpose, the gateway device, connecting IoT to the cloud,
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should be having extra functionality to do a little processing before sending it to the
Internet and eventually to the cloud. Based on the feedback from the application, the
gateway must decide the timings and type of data to be sent. This kind of gateway,
referred to as ‘smart gateway’, would help in better utilization of the network and
cloud resources. The data collected from WSNs and IoTs will be transmitted through
gateways to cloud. The received data is then stored in the cloud and from there it
is provided as a service to the users. The generic communication of Smart Gateway
with cloud and IoTs is presented in Fig. 5.

8 Conclusion

With rapidly increasing IoT services, service management, quality of service, effi-
ciency, and user’s satisfaction are becoming crucial tasks. The future lies in the
concept of CoT, in which IoTs are amalgamated with cloud computing for better
resource managements and service provisioning. In case of multimedia content, a lot
of resources are required. With CoT, sensors and other resource constrained devices
will be managed through cloud computing. Moreover, for data storage and other
tasks, cloud resources would be utilized in this regard. CoT is still in its infancy,
therefore, there is no standard architecture available. We have presented some of the
key challenges CoT has to deal with, along with their potential solutions. Working
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further on those directions would contribute in standardizing CoT. The challenges
discussed are therefore future directions in CoT related research and development.
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