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Preface

This volume 2 of CHIPS 2020 is a follow-up on CHIPS 2020, published in 2012,
which was initiated by the 50th anniversary 2009 of the integrated circuit patent by
Robert Noyce. It is indicative of the unique pace of progress of integrated circuits
that, from their conception in 1959, it took only six years until 1965 that Noyce’s
colleague and friend Gordon Moore envisioned the unparalleled potential that these
chips could double their complexity and functionality every 18 months. The driving
force for this rate of innovation and market growth was that two-dimensional
patterning of each new chip generation would allow to double the number of
transistors per cm2, establishing the famous nanometer road map.

As we celebrate the 50th anniversary of Moore’s law, this nanometer road map
has finally reached its limit at about 14 nm, and there are signs of postponing
Gigafactory investments in 10-nm facilities. Moore’s law on a two-dimensional
nanometer scale is dead. But the key message of the 2012 issue of CHIPS 2020 is
that Moore-scale exponential growth can continue with quantum steps in the energy
efficiency and in the functional efficiency of nanochips.

I am very grateful to the authors of the 2012 chapters that they wrote highly
attractive updates on their specific subjects. And we are particularly fortunate that
the most distinguished experts on the key innovations for the next decade wrote
highly integrated chapters on their fields: Toshiaki Masuhara, recipient of the 2000
IEEE Millennium Medal, acted as the President of the Japanese Project on
Low-Power Electronics (LEAP), and he put together the final results on this most
holistic research and development program for our book. Zvi Or-Bach, a lifetime
creator of highly innovative technology companies and a member of the executive
committee of the most promising new IEEE Cooperation S3S, Silicon-on-Insulator,
3D Integration, and Sub-Threshold MOS, wrote the most comprehensive and most
realistic overview on monolithic 3D integration. Ulrich Rueckert, with a 30-year
record on neural networks and a member of the European “Human Brain Project,”
wrote a unique assessment of the present worldwide brain-inspired computing
activities. The explosion of the video data, occupying 70 % of the mobile Internet,
led us to review the inflationary linear video world, caused by the era of
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charge-coupled devices (CCD). The superb efficiency of recording, coding, and
compression of high-performance video, inspired by the human visual system
(HVS), is covered by Rafal Mantiuk and Karol Myszkowski, world-renowned for
their research. We consider effective HVS-inspired video as the disruptive inno-
vation to save the mobile Internet from its breakdown and to supply reliable
machine vision for future intelligent man-machine cooperation, a key perspective
for nanoelectronics.

We thank our readers for their great interest in the first CHIPS 2020, which
encouraged our publisher to support this second volume. Regarding its direction
and strategy, I benefitted from inspiring discussions with the physics editor Claus
Ascheron and with Angela Lahee, the coordinator of the Frontiers Collection.
Technically, I like to thank Nele Reinders of KU Leuven, Belgium, for the friendly
communication on their great work on sub-threshold DTG logic. Stefanie Krug
took care again of many illustrations. I thank the Springer team for their careful
editing.

As in the first CHIPS 2020 of 2012, our presentation keeps an understandable
technical level so that the two books together should be helpful to the broad
community concerned about nanoelectronics, from students to graduates, educators
and researchers, as well as decision makers like managers, investors, and policy
makers.

Sindelfingen Bernd Hoefflinger
July 2015
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Abstract

CHIPS 2020, published in 2012, predicted the end of the nanometer road map for
2016 at *14 nm, it proposed strategies toward low-energy femto-Joule electronics,
and it projected an energy crisis. In 2015, chips have been announced with 1x nm
transistors, where x = 4–14, dominated by interconnect and communication energy,
which can no longer be reduced in present 2D technologies. The Internet consumed
>10 % of the global supply of electric power in 2014. “CHIPS 2020, Vol. 2,”
focuses on reducing chip energy and, at the same time, securing the sustained
growth of nanoelectronics with increased performance as well as new products and
services. A holistic strategy for low-power electronics is presented with the
Japanese LEAP project. Monolithic 3D integration offers a strategy to miniaturize
systems further with simultaneous gains in speed, energy, materials, and cost. Here,
the S3S alliance promises noticeable progress. This is needed desperately, because
the data explosion of the mobile Internet, with data rates doubling every 18 months
and not supported by corresponding advances in energy efficiency, would lead to
the power singularity that the Internet, consuming half of the world’s electric
power, could provoke a major blackout by 2020. Since 70 % of the Internet traffic is
already due to video, dealing with video from sensing through coding, compres-
sion, storing, to display, is a further focus with advice how video data can be
reduced by 50–80 % with a simultaneous rise toward the human visual system, a
move closer to brain-inspired systems and future human-machine interactions.
Energy harvesting has matured significantly with efficient power management. This
will allow fully energy-autonomous nanochip systems, if the functional and the
energy efficiency of these chips have taken all the quantum steps described in this
book. These autonomous nanochip systems will really open a new era for nano-
electronics everywhere and in everything.
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Chapter 1
News on Eight Chip Technologies

Bernd Hoefflinger

Abstract The eight chip technologies selected for the 2012 perspective on CHIPS
2020 advanced, with the exception of single-electron IC’s. Three of them merged
into major cooperative R&D: The S3S initiative stands for Silicon-on-Insulator, 3D
integration, and Subthreshold MOS, which we treated then and treat again exten-
sively, particularly in differential logic.

1.1 Overview

Bipolar Technology continues, in the Silicon-Germanium symbiosis, to achieve the
highest frequencies, approaching 1 Tera(1012)-Hz. PMOS/NMOS Technologies
have no individual future but continue in the dominating CMOS technologies.

CMOS-IC Technologies receive by far the largest R&D and equipment
investments with over 100 billion $, growing by more than 10 % per year and the
threat of diminishing returns at physical transistor lengths below 20 nm. The reason
is the fundamental variance of semiconductor transistor properties, analyzed in
CHIPS 2020, and now commonly accepted. In order to control this variance at
20 nm and below, two camps are evident, which pursue different kinds of dual-gate
transistors: One is the Toblerone-type of transistor, called FINFET or Tri-Gate,
which is oriented towards high-transconductance at the price of a large transistor
capacitance and footprint. The other is the silicon-on-insulator (SOI) type treated in
the following section.

SOI-CMOS IC Technologies are based on the reference nanotransistor in CHIPS
2020. The thin, fully-depleted (FD) transistor channel is formed on a buried oxide,
under which any conducting layer has a second-gate, often called buried-gate, effect
for specific channel control. This SOTB (silicon-on-thin-buried-oxide) technology
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allows the highest transistor density, lowest supply voltage V and transistor
capacitance C, offering the minimum internal switching energy CV2.

SOTB is the core technology of the strategic, Sustainable-Low-Power
Electronics Project described in Chap. 2.

3D CMOS IC Technologies finally receive wider R&D attention because the 2D
shrinking of transistors has reached its fundamental (and practical) limits.
Monolithic, crystalline, high-density stacking of transistors at the nano-scale with
high crystal and transistor quality is presented in Sect. 3.5 of CHIPS 2020 with
selective epitaxy and lateral crystalline overgrowth.

Topography and process complexity now receive rapidly expanding attention, as
described in detail in Chap. 3.

Chip Stacks have become rapidly the largest, fast-growing development area
besides the continuing development effort on the nanometer roadmap. The stacking
of memory chips has advanced faster than our earlier predictions, as well as
stacking heterogeneous chips, like processors and memories or MEMS and
processors.

Single-Electron IC’s with an electron Coulomb-confined in a transistor channel
were the research hit at the turn of the millennium. Low operating temperatures and
high switching voltages (*10 V) have put this approach off the list. As we have
shown in Chap. 1 of CHIPS 2020, our 10 nm FD-SOI reference transistor is
statistically a single-electron transistor operating at normal environment tempera-
tures with a practical operating voltage of 200 mV.

Ultra-Low-Voltage Differential CMOS Logic, in its effective implementation as
differential transmission-gate (DTG) CMOS logic, is the most promising direction
to lower the operating voltage with sufficient noise margin, to minimize the tran-
sistor count and energy while maintaining operating speed. Most recently, this
direction with a sophisticated history is picking up speed, since a design library for
40 nm CMOS was published in 2012. However, the force and inertia of less
efficient standard-cell, static CMOS circuit libraries with energy improvements of
*10 % per generation proves that any more disruptive innovations with
order-of-magnitude improvements have to be accompanied by large-scale infra-
structure regarding design, test and technology portability, in order to achieve a
broad impact.

The emphasis in Chap. 3 of the 2012 CHIPS 2020 on ultra-low voltage,
sub-threshold transistor operation has been echoed broadly in applied nanoelec-
tronics. It is at the core of Chap. 2 in the present book, and it is one of the three
foundations of the recent, truly 10× merged R&D Interest Groups, S3S, a merger of
the IEEE groups “SOI (Silicon-on-Insulator), 3D System Integration, and
Sub-threshold MOS”. Altogether, these three technology areas have been and
continue to be key areas in our attention for the “Future of 8 Chip Technologies”
(Fig. 1.1).
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1.2 Bipolar-Transistor Technology

Bipolar transistors were identified in [1] as the transistor type, which continues to
offer the highest drive currents, a favorable transconductance and frequency limits
of several hundred GHz—at additional manufacturing cost, limited area efficiency
and limited compatibility for monolithic, high-density integration with mainstream
nano-scale CMOS technologies.

However, their Terahertz capabilities are being pushed further as shown
in Fig. 1.2, where 530 GHz have been achieved in 2014 with an output power of

Bipolar Transistor

1950 1960 1970 1980 1990 2000 2010 2020

PMOS/NMOS-ICs

CMOS and BICMOS-ICs

SOICMOS-ICs

3DCMOS-ICs

Chip-Stacks

Single-Electron ICs

Dynamic and 
Differential 
MOS Logic

First Realisation

First Product

First Killer Product

Market Dominance

Fig. 1.1 The life-span of chip technologies, 2012 [1]. Updates: The first 3D-CMOS killer product
arrived 2013 with vertical-gate flash memory. Single-electron-transistor first product will not arrive
before 2020. Low-voltage, differential logic has arrived, but will dominate only closer towards 2020
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1 dBm = 10 mW [2]. The figure shows that Silicon-Germanium offers this
performance, outperforming the more expensive Indium-Phosphide transistor
technology. Cost-effective heterogeneous 3D integration on large-scale CMOS-
chips is the much-needed development for the future of bipolar transistors in
nanoelectronics.

Ap ¼ bFAV ¼ q
eSi

DnB

DpE
NELEWC=Vt:

1.3 CMOS Integrated Circuits

Circuits on the basis of complementary MOS transistors make up well over 90 % of
all IC’s. The reduction in transistor size, to achieve higher densities or function-
alities, has come to the limits predicted in [1]. For the key parameter, the length L of
the transistor channels:

For Logic: 16 nm,
FOR DRAM: 24 nm
For SRAM: 14 nm
For Flash: 16 nm.

The competition between FinFET and SOI, not considering the cost of manufac-
turing, can be reduced to the necessary switching energy (CTr + CFan-out + CWire)V

2.

Fig. 1.2 Output power versus frequency for THz sources [2]
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The transistor capacitance for the FinFET in Fig. 1.3 is

CTrFin ¼ C0
GL kWþ H1 þ H2ð Þ þ C0

jBLWþ CjS=D;

where k < 1 accounts for the profile of the fin. In the four cross-section examples,
the effective transistor widths (kW + H1 + H2) are about 105, 82, 116 and 56,
respectively. This shows that FinFET technologies are drive-current or charge-
oriented with large transistor capacitances. The cross-sections shown relate to
technologies with about 24 nm minimum features so that the minimum half-pitch of
transistor-rows in the direction of current flow would be between 33 and 40 nm.

The transistor capacitance for the SOI transistor in the upper part of Fig. 1.3 is

CTrSOI ¼ C0
G þ C0

BOX

� �
LWþ CFOX=S=D:

It allows a minimum transistor with W = L and minimum capacitances, albeit
with lower currents, leading to different circuit strategies with maximum
energy-efficiency as the top priority.

Another persistent argument is the quest for a superior semiconductor material,
evaluated with its low-electric-field mobility µ0. At the nanometer physical distance
between source and drain, electric fields along the source-channel-drain space-charge
path are mostly >100,000 V/cm, so that the transit-time of the electrons or holes
is governed by their maximum velocity, which is the Brownian velocity
vL = 300,000 cm/s at room temperature, so that the drain current ID in a nanotransistor
with a physical channel-length <40 nm is

ID � vL=L;

irrespective of µ0. The low-field mobility plays a role only in a scattering-limited
transport for physical channel lengths >40 nm and electric fields *10,000 V/cm,
where the effect can be modeled by Eq. (3.16) in [1], and we have seen that planar
MOS transistors reached their max. currents at 300 µA/µm width with an internal
switching energy of 105 eV heading towards 190 µA/µm for an 8 nm channel with
an internal switching energy of just 50 eV. The on/off current ratio for such a
transistor with a max. voltage swing of 400 mV will be 27:1 due to its transfer
characteristic of 150 mV per decade of current at room temperature. This can be
improved with a dual-gate, tri-gate, fin-gate or surround-gate with larger capaci-
tances and with gate dielectrics, whose dielectric constant is significantly higher
than that of Silicon itself. Theoretically, the best achievable would then be
60 mV/decade of current at room temperature.

This limitation has led to increasing research on other types of field-effect
transistors with more effective control mechanisms. A fundamentally attractive one
is the tunneling effect from the valence band of a source to the conduction band of a
drain, controlled by an isolated gate. This leads us to the p-i-n Tunneling
Field-Effect Transistor (TFET) with a p-type source, an “intrinsic” channel and an
n-type drain. Among the many variants, we show one in Fig. 1.4 with a p-type Ge
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Fig. 1.3 Schematic cross-sections of a FinFET, a fully-depleted (FD) Silicon-on-insulator
(SOI) FET and cross-sections of FinFET’s for DRAM’s
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source, a Si channel p-doped at 1018 to 1019 per cm3, and a highly n-type-doped Si
drain [3].

The figure and all publications show that tunneling currents saturate at a max-
imum of <10 µA/µm channel width (at about 400 mV), about 50-times smaller than
comparable Si-MOSFET’s. However, their transfer characteristics have slopes
between 40 and 60 mV/decade of current so that they achieve very low leakage
currents, when the transistors are turned off. And this high transfer slope is inde-
pendent of temperature in the range of practical operating temperatures. We sum-
marize the properties of TFET’s and normal FET’s as follows:

Comparison of Normal and Tunneling FET’s (Tech. node 14 nm, supply 400 mV)

FET TFET

Max. On-current (µA/µm) 200 10

Variance High Very high

Transfer slope (mV/decade) 120 50

Temp. dependence High Negligible

Off-current 100 nA/µm <1 pA/µm

Tunneling FET’s offer fundamentally much smaller currents, and they will only
be used in applications or cases where or if operating speed is not essential like
some process of health monitoring. Indeed, for such cases, TFET circuits can
operate at such extremely low energy and leakage levels that energy harvesting
on-chip or on-system can make these autonomous and independent of batteries or
external power-supplies (see Chap. 19).

TFET technology and process integration is still at an early stage. However, it is
basically compatible with mainstream nano-CMOS so that there is a high potential
for their inclusion in a strategy for energy-efficient nanoelectronics.

We will see in Sect. 1.6 that the direction for energy-efficiency, as detailed in [1]
with ultra-low-voltage, sub-threshold operation, has gained wider acceptance in the
meantime, and it receives a comprehensive treatment in the following Chap. 2.

Fig. 1.4 Schematic cross-section of a Ge-Si TFET with a raised source [3]. © eecs.uc-berkeley
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If drive current is the dominant issue, like in clock drivers and buffers in
high-fan-out gates and off-chip drivers, irrespective of energy, advances in max.
operating frequencies were hoped for. In a prediction of the millennium year 2000,
it had been stated that maximum clock frequencies would settle at 2–5 GHz [4].

Recent data in Fig. 1.5 show that this frequency-limit has become a fact in
practice at 2–5 GHz [5].

1.4 Silicon-on-Insulator (SOI) CMOS Technology

The fully-depleted (FD) Silicon-on-insulator (SOI) transistor, (Fig. 1.3), is the
reference 10 nm MOS transistor in [1]. The SOI transistor, for a given physical
gate-length, is the transistor type with the simplest process flow, the minimum
volume, the minimal internal capacitance and minimal source- and drain-parasitic
capacitance. The group of SOI proponents and the volume of SOI-based Silicon
wafers has increased significantly as the critical dimensions went below *40 nm.
In order to intensify the SOI R&D efforts and to communicate more closely with
international (IEEE) working groups on monolithic and heterogeneous
three-dimensional (3D) integration, the new joint-interest group

S3S: Silico-on-Insulator – 3D Integration – Sub-threshold Operation

has been formed [6], which can really be seen as a 10× Program, a term introduced
in “CHIPS 2020” as an R&D effort, where goals, brain-power and resources were
increased by an order-of-magnitude.

The on-going optimization of SOI transistor- and circuit-efficiency
and-performance can be seen in the data on a 28 nm fully-depleted SOI signal
processor design with body-bias-adjustable threshold voltage (VTBB), with an
efficiency of 62 pJ/operation at a frequency of 460 MHz [7]. Although the

Fig. 1.5 Max. clock frequencies 2014 from [5]. © 2014 IEEE

8 B. Hoefflinger



performance comparison of different DSP designs is just qualitative (Table 1.1), this
28 nm SOI design, compared with a 32 nm bulk and a 22 nm FinFET (Trigate) has
an efficiency almost 3-times better than bulk CMOS and a frequency at minimum
voltage 100-times and 30-times better, respectively. This indicates that

1.5 3D CMOS Technologies

The three-dimensional (3D) integration of transistors tackles the performance, the
functional density, the interconnect capacitances and the process complexity of
advanced CMOS circuits. Our focus continues to be on monolithic, high-
crystalline-quality, 3D arrangements of complementary MOS transistors, possibly
with crystalline self-assembly features. One consistent implementation of this strat-
egy was summarized in Sect. 3.5 of “CHIPS 2020” on the basis of reduced-
temperature, selective Si epitaxy and lateral overgrowth [10]. Its features are

• Doubling the transistor density,
• Realizing a dual-gate PMOS transistor for equal PMOS and NMOS transistor

conductance,
• Reducing the mask count and the processing steps,
• Reducing local interconnect lengths and capacitances.

The key fundamental building block, to merit development efforts, was identified
to be the “quad” of two NMOS and two PMOS transistors, connected as two
cross-coupled inverters to achieve a differential amplifier, signal regenerator and
accelerator, and the heart of a 6T SRAM memory cell. A 3D 6T SRAM cell is
shown in Fig. 1.6 with a footprint of 120 F2.

Alternative monolithic 3D integration of transistor layers with horizontal
channels has progressed in recent years [11, 12], and, because of their strategic
significance, they receive a detailed treatment in Chap. 3.

Vertical-channel, surround-gate-transistors are the nanotechnology-of-choice for
series-connected transistors like in NAND Flash memories, and production-ready

Table 1.1 FD-SOI CMOS offers the best low-voltage sub-threshold transistor performance and
minimal transistor- and circuit capacitances for optimal energy efficiency

[7] [8] [9]

Technology 28 nm FD-SOI, VTBB 22 nm Tri-Gate 32 nm Bulk

Voltage range VDD (V) 0.39–1.3 0.28–1.1 0.28–1.2

Max. frequency (GHz) 2.6@1.3 V 2.5@1.1 V 0.9@1.2 V

Frequency at min.VDD (MHz) 460@0.4 V 17@0.28 V 3@0.28 V

Total power (mW) 370 227 400

Peak efficiency pJ/operation 62 1.6 170

Frequency/pJ (MHz/pJ)
at min. energy

7.6 10.6 0.018
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results have been achieved (Chap. 11). One proposed realization [13] is shown in
Fig. 1.7 because of its informative and exemplary process flow.

It will be shown in Chap. 11, that this type of non-volatile memory has achieved
a density of 1011 (100 billion on the American scale) transistors/cm2 in 2014,
extending the validity of Moore’s Law in its 50th year, in terms of transistors/cm2.

1.6 Ultra-Low-Voltage Differential Transmission-Gate
CMOS Logic

In the face of the energy- and power-density-crisis in nanoelectronics, the drive
towards lower supply voltages and lower voltage swings has been intensified sig-
nificantly, considering that the energy is basically proportional to CV2. In the
preceding Sects. 1.4 and 1.5, we have described the progress due to
Silicon-on-Insulator (SOI) and monolithic 3D integration as a result of reducing the
capacitance C. These are two of the three foundations of the S3S cooperation [6].
Low-voltage operation with its quadratic effect on energy takes us into the near- or
sub-threshold operation of MOS transistors, where we benefit from a higher
transconductance, the ratio of output current over input voltage, as detailed in [1].
CMOS circuits with PMOS pull-up and NMOS pull-down transistors have a rel-
atively wide range of operating voltages. Extensive performance data continues to
be published on low-voltage operation. Circuits and results can be classified in two
categories:

1. Standard, static CMOS circuits based on widely used libraries of standard cells
and

2. Special designs with optimized transmission-gate logic, in particular with
fully-differential operation, as advocated in [1].

It is striking to note how persistent the industry and academia work with the
standard cells (1), evidently because of the basic design- and test efficiency, another
sign for the life-span of our mature CMOS age with incredible investments and

Fig. 1.6 Footprint of a monolithic 3D CMOS 6T SRAM [10]
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Fig. 1.7 Process-flow for a vertical-channel, 3D-integrated NANDFlash non-volatile memory [13].
a Deposit layers, b Etch hole, c Poly on walls, d Fill with oxide, e Etch slits, f Remove nitride,
gTunnel oxide, hNitride trap, iHi-k dielectic, jTantalum fill, kEtch Ta&Hi-k.©TheMemoryGuy
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widths of applied developments and products. Representative results are those in
[9, 10], as listed in Table 1.1 and shown in Fig. 1.11. While the benefit in energy
per operation is quite significant, indeed close to quadratic with the operating
voltage, the loss in speed for designs based on CMOS standard-cells, if voltages are
reduced, is so serious that, in order to maintain the performance, respectively
the throughput, in operations per s, many such low-voltage circuits would have to
be operated in parallel. The energy efficiency in operations/s/W or its inverse, the
energy/operation in Joule/operation, is the basic figure-of-merit (FOM). However,
the real FOM is the throughput-FOM:

• Operations/s/energy/operation.
We have listed this in the last line of Table 1.1. Evidently, the throughput suffers
seriously from the reduction in supply voltage, particularly for standard-cell,
static CMOS due to series-connected transistors, which make transitions slow,
which have a reduced noise-margin, and which offer little drive capability. The
reduction of supply voltage in standard-cell circuits is the way to go only, if
throughput does not matter like in a standby-mode.

It is the fundamental message of [1] that

• high-performance, low-voltage CMOS requires a differential operation and
differential amplifiers for signal-swing regeneration, speed-up and maximum
noise margins.

• With regeneration and drive at the gate outputs, transmission-gate logic is
possible with minimum transistor count (all-NMOS with low threshold voltage).

A key example is the carry-generation gate in a differential transmission-gate
CMOS adder (Fig. 1.8).

At the heart of this gate is the “Quad”, the cross-coupled pair of CMOS
inverters, which is treated in [1] and, with all its applications, in [20]. Based on this
low-voltage, sub-threshold, differential transmission-gate logic, a 16 × 16 b mul-
tiplier with 6 b accuracy was reported in 2000, called HIPERLOGIC, with 25
MOPS and an energy of only 0.4 pJ/operation in a 800 nm technology. It had a

• Throughput-FOM of 60 MOP/s/pJ in 2000, better than the results in Table 1.1,
more than 12 years later. It was projected in [1] that this type of sub-threshold,

Quad
Cout

VDD
Cout

Kill

CinCin

GND

Generate

PropagatePropagate

Fig. 1.8 Differential transmission-gate circuit with differential output amplifier [14]
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differential 16 × 16 b multiplier should reach, by 2020, in a 20 nm technology,
600 MOP/s at 1 fJ/operation, resulting in a Throughput FOM of 600 GOP/s/pJ
in 2020 in 20 nm at 500 mV.

One noteworthy milestone along this path of sub-threshold, differential logic is a
64 b adder, reported in 2008 [15] for a 180 nm technology. In their extensive
simulations, the authors show the significance of differential signal regeneration and
differential drivers, enhanced with bootstrapping the output pairs as shown in
Fig. 1.9. For a 64 b adder, hey obtained an add-time of 17.3 ns, allowing 58 MOPS,
with 175 fJ/operation, resulting in a remarkable

• Throughput FOM of 331 MOP/s/pJ for a 64 b adder in a 180 nm technology at
500 mV in 2008.

In the class of sub-threshold, differential transmission-gate (DTG) logic, the
outstanding 2014 result is a JPEG encoder in 40 nm CMOS technology [16]. Its
design is based on a library of ultra-low-voltage, DTG, variance-resilient circuits
[17], published in 2012. The 2014 publication on the JPEG encoder shows the
performance over a voltage range from 210 to 550 mV including the statistics of
numerous samples, as shown in Fig. 1.10. The best energy efficiency of 29 pJ/pixel
was obtained at 330 mV with a frequency of 41 MHz. The energy rises only
linearly to 45 pJ/pixel at 530 mV, while the frequency increases to 240 MHz so that
the throughput-FOM would be 3.8-times higher. The macro at the heart of the
Discrete-cosine transformation is a 15 b × 15 b multiplier. Thanks to personal
communication with the authors, we were able to include the data on this multiplier
in Table 1.2 and in Fig. 1.11. The result is a

• Throughput-FOM of 210 MOP/s/pJ at 330 mV, and 880 MOP/s/pJ at 530 mV,
in 40 nm CMOS in 2014.

Fig. 1.9 Low-voltage, bootstrapped differential CMOS logic [15], © IEICE Electronics 2008
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As we shall see in the following comparisons, these FOM’s on tested multipliers
and adders are the highest, reported by the spring of 2014, to our knowledge.

Previously in [1], we have selected multipliers as the key elements for logic
operations because their complexity normally rises with n2, the square of their word
lengths n and because they determine the speed, measured in operations/s. Our
master chart to assess the state-of-the-art and future projections, is given in Fig. 1.11.

Fig. 1.10 The ultra-low-voltage JPEG encoder in 40 nm transmission-gate logic achieves its min.
energy point (MEP) for a supply voltage of 330 mV, where it still performs 41MOPS [16]. The pie
chart shows the components of energy and leakage at the MEP. © 2014 IEEE-ISSCC

Table 1.2 Energy-efficient multipliers 2000–2020

Ref.
Year

Operation Node
(nm)

Voltage
(V)

MOP/s Power Energy/Op. FOM:
GOP/s/pJ

2000 [14] 16 b × 16 b
(6 b)

800/100b 0.5 25 10 µW 400 fJ 0.06

2008 [15] 64b adder 180 0.5 58 10 µW 170 fJ 0.34

2012 [10] 24 b × 24 b
(6 b)

32 1.05 1400 8.4 mW 6.2 pJ 0.22

0.325 25 21 µW 0.8 pJ 0.03

2012 [18] 16 b × 16 b 45 1.0 435 7.3 mW 17.4 pJ 0.025

0.53 85 420 µW 4.8 pJ 0.017

2020 [1] 16 b × 16 b
(6 b)

20 0.4 600 0.6 µW 1 fJ 600

2014 [16] 15b × 15b 40 0.53 240 4.3 µWa 272 fJ 0.88

0.33 41 0.5 µWa 197 fJ 0.21
a15-cycles pipeline
b800 nm with 100 nm T-gate transistors
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The dashed curve [1] with the label HIPERLOGIC summarizes the results
reported in [1] and the projections towards 2020, using a DTG logic and a natural,
leading-one-first multiplier with 6 b accuracy and linear complexity O(n) (see also
Chap. 10). The results reported in 2000 were 25MOPS at 70 fJ/operation for an
800 nm-node with 100 nm T-gate transistors [14]. Its potential is 600MOPS at 1 fJ
in a 20 nm FD SOI technology with monolithic-3D CMOS quad drivers at 400 mV
in 2020, for a

• Throughput-FOM of 600 GOP/s/pJ for a 16 b × 16 b multiplier in 2020, another
600-times better than the top throughput-FOM quoted above for 2014.

Figure 1.11 also shows the top results for standard-cell-based multipliers in
40 and 28 nm technologies [18, 19], which included detailed data on their per-
formance, when the voltages were lowered towards 530 mV and 330 mV,
respectively. The data is also listed in Table 1.2.

The standard-cell CMOS multipliers in 2012 needed between 10 and
1 pJ/operation with little progress towards 2014, where they were rated at 0.2 pJ for
8 b × 8 b and 3.1 pJ for 32 × 32 b [19], with the typical quadratic increase of the
energy with word-length.

16bx16b (0.8µm), 
2000

1 GOP/s

101 3

1 pJ 100 fJ 10 fJ 1 fJ 

100 MOP/s

10 MOP/s
10 100

16bx16b (6b) 
2000 proj.
(100 nm)

15bx15b
(40 nm) 2014

16bx16b (6b)
2020 proj.
(20 nm)

Energy per Operation

10 pJ 30 pJ 
10 GOP/s

0.10.03

S
p

ee
d 16bx16b 

(45 nm),
2012

0.53 V

[ ]18
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[ ]10

[ ]15

1.0 V

1.05 V
24bx24b (6b) 
(32 nm), 2012

0.32 V

64b adder 
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Fig. 1.11 Performance of digital multipliers and adders as the most critical logic circuits (besides
memories, Chap. 11). The chart shows the speed in operations/s (OP/s) versus the energy/operation
in Joule (J) on the upper scale, decreasing from left to right, or the power efficiency in Giga-OP/s
per mW on the lower scale, increasing from left to right. The diagonals mark the throughput
figure-of-merit, measured in speed (GOP/s) over the energy per operation: The highest speeds
achieved at minimum energy per operation would be found in the upper right of the chart
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The energy efficiency of standard-cell CMOS multipliers is ~10-times worse
than that of differential transmission-gate (DTG) multipliers,

a very clear signal that this circuit technique (DTG) needs to be established as the
new logic style for advanced nano-CMOS technologies.

From the 2014 state-of-the art of DTG multipliers at 200 fJ/operation, what will
it take to reach 1 fJ in 2020, as Fig. 1.11 suggests?

We see four big steps to get there:

1. 10×: Leading-Ones-First (LOF) multiplication (Chap. 10) reduces the number of
transistors by one order-of-magnitude.

2. 4×: Monolithic 3D integration of transistors significantly reduces interconnect
capacitance and delays = speed-up (Chap. 3),

3. 3×: Reduced overhead due to few cycles versus 15 cycles. Speed-up.
4. 2×: Progress of three technology nodes.

The weights may vary, but the opportunities are significant. The multipliers are
useful benchmarks. However, there are so many macros, which can benefit from
subthreshold DTG logic.

How about scaling beyond 20 nm?
On top of the missing returns,the further scaling of logic poses serious reliability

problems [21].
Ultra-low-voltage differential-signal operation also benefits communication and

memory, as we shall see in Chaps. 5 and 11. And it is one aspect in the holistic
development of low-voltage electronics treated next in Chap. 2.

1.7 Chip Stacks

Chip stacks have become rapidly the largest, fast-growing development area
besides the continuing development effort on the nanometer roadmap. The stacking
of memory chips has advanced faster than our earlier predictions [1]. Stacks of
32 wafers have been in production for NAND-Flash memories since 2014. The
stacking of heterogeneous chips, like processors and memories or MEMS and
processors advances faster than expectations (see Chap. 15) (Fig. 1.12).

1.8 Single-Electron-Transistor Technology

Single-Electron IC’swith an electron Coulomb-confined in a transistor channel were
the research hit at the turn of the millennium. Low operating temperatures and high
switching voltages (*10 V) have put this approach off the list. As we have shown in
this chapter of CHIPS 2020, our 10 nm FD-SOI reference transistor is statistically a
single-electron transistor operating at normal environment temperatures with a
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practical operating voltage of 200 mV at an internal transistor switching-energy level
of just 5 eV. The development of Coulomb-confinement-based circuits and systems is
not in the critical path towards energy-efficient nanoelectronics.

1.9 Conclusion

The three years since 2012 have shown more and more the end of the nanometer
roadmap at 1x nm, where x > 10 for DRAM and logic and x = 4 for SRAM.
Maximum clock speeds have saturated at <5 GHz, mostly because of the variance
of transistors and circuits at <40 nm, and because of limitations on the
supply-voltage. The optimization of the transistors advanced in two directions:
Dual-or triple-gate transistors (FinFET’S) with large effective widths for drive
capability and FD-SOI (fully-depleted Silicon-on-insulator) transistors with a pri-
mary gate and a second control with a buried gate aimed at min. footprint,
capacitance and switching energy. The latter is a part of the S3S special-interest
group. Processor performance has shown that FD-SOI beats FinFET at the same
clock frequencies in energy-efficiency by significant factors.

The inertia in exploiting the hundreds of billions of $ invested in standard, fully
complementary CMOS libraries, has caused little progress in the energy-efficiency
of processors, other than the attempts to improve the energy-efficiency by turning
down the supply voltage, with dramatic losses in speed, so that the throughput
would have to be maintained by operating many of these processors in parallel,

2010 2012 2014 2016 2018 2020
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Fig. 1.12 Number of stacked
wafers in production for
NAND-flash memories.
Stacks of 32 wafers were
introduced in 2013

1 News on Eight Chip Technologies 17



losing out on the total energy bill. We introduced a throughput FOM, which checks
the ratio of operations/s divided by the energy/operation. This assessment has shown
that differential transmission-gate logic beats standard-cell logic, especially for
low-voltage, energy-efficient processing, in energy-efficiency by an order-of-
magnitude and in the throughput FOM by more than an order-of-magnitude.

A breakthrough in vertical, 3D transistor integration on-chip is the
series-connected-poly-Si-transistor towers for ultra-high-density NAND Flash
memories, which reached 128 Gb/chip production levels in 2013. 3D chip stacks
advanced faster than expected with 32 wafer-layers and TSV’s (through-Silicon
vias) fused in a production process in 2013.

Ultra-low voltage operation and 3D integration have become the two most
important technology drivers, and they receive detailed attention in the two fol-
lowing Chaps. 2 and 3.
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Chapter 2
The Future of Low-Power Electronics

Toshiaki Masuhara

Abstract The number of integrated transistors has increased so rapidly that it has
become evident that a further increase of the performance is limited by the power
dissipation. The future IT and electronics, therefore, require more efficient
power-reduction solutions. In the human brain and nerve system, analog signals
from sensing orgasms are processed by a network composed of neurons and syn-
apses. This process is slow but very power-efficient because it is done by
below-100 mV signal levels.

Although near-threshold or sub-threshold operation of digital CMOS circuits would
be possible candidates for the future low-power electronics, the operating voltage
was not scaled due to the fact that the sub-threshold characteristics of MOSFETs are
not scalable. Various parameter variations of the MOSFETs also deteriorate the
noise margin. Most of the existing non-volatile memories and switches have
problems in operating at low voltages. It is evident that off-chip interface circuits,
power delivery- and control-means, such as back-bias, and the protection devices
against electrostatic discharge, also need to be integrated. If the power of the chip is
greatly reduced, stacked-chip 3D integration could be an efficient solution in the
future IT and electronics.

2.1 Electronics Systems and Power-Efficiency

It is expected by the JEITA Green IT Council that the power consumption of the ten
major equipments (PCs, servers, storages, routers, displays, TVs, DVD-players,
air-conditioners, refrigerators, and illuminations), and of the data centers increase
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rapidly as shown in Fig. 2.1a [1]. In the data centers, the electric power is expected
to rise up to 2500 TWh/year in 2050 that is more than 17-times higher than that in
2005. This is due to the processing of big data and the rapid increase of the
transactions of big data through the internet and data centers. The fraction of the
electric power consumption by servers, storages, routers and switches are also
shown in Fig. 2.1b [1]. It is evident that disruptive low-power technologies are
needed in the future electronics and IT.

The evolution of the computations/kWh of computers is illustrated in Fig. 2.2.
The data points for the computations/kWh were taken from the paper by Koomey
et al. [2]. The vacuum-tube technology was replaced by the bipolar-transistor
technology in the 1950s, then by bipolar or NMOS-IC technology in the 1960s. The
bulk-CMOS, developed by Wanlass and Sah [3], had a feature that the stand-by
power is zero due to the fact that either the pMOS or the nMOS transistor, forming
a logic gate, is turned off in the digital circuit. However, since the bulk-CMOS is
formed in a highly doped compensated well, the speed was not fast enough to be
applied to high-end applications like NMOS. The application was limited to
watches and calculators that allow slow speed. The development of the high-speed
SRAM [4] in the late 1970s by the author’s group was the first demonstration that
bulk-CMOS can be applied to high-end integrated circuits. In the 1980s and 1990s,
the use of bulk-CMOS has been expanded to most of the major integrated circuits,
and it has been used for more than 30 years as the dominant technology. The rapid
increase of the number of integrated transistors for more functions and performance,
however, caused the rapid increase of the power dissipation. In the paper by Chen
[5], it was pointed out that the module heat flux determines the limitation and
causes the replacement of the dominant technology solution. He also pointed out
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that, around 2010, ultra-low-voltage and 3D technology would replace the con-
ventional bulk-CMOS. Although many techniques to decrease the power have been
developed so far, the saturation of the computations/kWh is expected in the future
due to the heat-dissipation problem. It is, therefore, expected that the current
bulk-CMOS will be replaced by another technology solution by the end of the
decade due to the power-dissipation limit.

One of the most effective ways to reduce power in IT systems is the reduction of
the power-supply voltage. This is because the power is determined by,

Power ¼ N CV2f þ VILEAK
� �

:

The scaling of the device size and the supply voltage in the past worked when
the MOSFET size was above 14 nm. Due to the leakage and sub-threshold slope of
MOSFETs that are not scalable, the scaling below 14 nm has not been as efficient as
it has been in the past. Challenges associated with the reduction of the power supply
need to be solved at the same time. In digital circuits, they must be stable against
parameter, voltage and temperature (PVT) variation. This means that enough
margin needs to be ensured against noises, such as power-supply bounce, EMI
noise, 1/f and the random telegraph noise of MOSFETs, and the soft errors due to
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noise by high-energy particles. Secondly, to convert analog signals from the inputs
to digital, enough signal-to-noise ratio is needed, which requires that analog circuits
operate at a higher supply voltage than that of the digital part. Thirdly, integrated
circuits must be operated with on-chip stable and controllable energy-delivery
means, and they must be robust against electronic static discharge (ESD).

In the future society, wireless sensor networks (WSN) that utilize autonomous
and maintenance-free sensors, will become essential parts of the society as illus-
trated in Fig. 2.3. The sensor network will be used in many applications including
agriculture and food supply, medical services and health care, traffic control,
monitoring of the social infra-structure, and ambient sensing such as river, weather,
lands, and ocean. A technology solution for both low power and maintenance-free
features are required. The sensors require not only digital processing of data,
security and ID, but also wireless interfaces with extremely-low-power features.
Either the energy harvesting, or perpetuum operation, in other words, the life-long
operation with an installed battery becomes essential in such applications. Future
mobile equipment, such as robots and smart mobility, also requires an
energy-efficient and high computations/watt solution.

A project called, “Ultra-Low Voltage Device Project for Low Carbon Society”,
was performed in the Low-Power Association and Project (LEAP) since 2010–
2015. The purpose of the project was to develop enabling technology solutions that
reduce the power of the electronics and IT equipments by one order of magnitude
against that of the existing ones by the below-0.4-V operation of the integrated
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circuits. In the project, three enabling technologies were developed. The first
technology is the new CMOS operable at 0.4-V with much less standby current.
The second solution is the nano-carbon interconnect for use in 3D flash memories
such as BICS [6]. The third solution is the development of low-voltage non-volatile
resistive memories. Three types of non-volatile memories and a switch were cho-
sen. These include an embedded MRAM for cache application, a switch for
post-fabricated logic configuration, and a new memory called TRAM for tier-0
storage. These were integrated in the backend process to avoid excessive thermal
history.

2.2 Low-Power CMOS Technology

2.2.1 Hybrid SOTB CMOS Technology

The most effective way to reduce the power-supply voltage is to reduce the
parameter variation of the MOSFETs. The SOTB (Silicon on Thin-buried-Oxide)
MOSFETs, a variation of the fully-depleted (FD) SOI MOSFET with thin BOX
(buried oxide) layer, was first developed by Tsuchiya et al. [7]. The SOTB-CMOS
is a good candidate for low-voltage operation because of the low impurity con-
centration in the channel region resulting in small parameter variations. It also has a
thin BOX layer to control the threshold voltage by applying a back-bias. In the
Ultra-Low Voltage Device Project, a practical hybrid SOTB CMOS integrated
circuit shown in Fig. 2.4, was developed and demonstrated. In the developed
SOTB CMOS, the bulk-CMOS portion is fabricated by stripping off the BOX layer
used for the SOTB-CMOS, where the SOTB-CMOS are optimized for low-voltage
logic and SRAMs. The bulk-CMOS is used for I/O circuits, analog circuits such as
A/D, D/A converters, ESD protection devices, and on-chip power converters where
a higher voltage capability is required, and the legacy circuits.

n well
n GP p GP
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Vbp VbnVdd (core) GND

SOI (12 nm)
p-substrate

n well p well

Vcc (I/O) GND

SOTB-CMOS
For Low Voltage Logic and Memory 

Bulk-CMOS
For I/O, Analog and Protection Devices

NMOSPMOS
NMOSPMOS

Fig. 2.4 Cross-section of the hybrid SOTB-CMOS. The SOTB-CMOS is optimized for
low-voltage logic and SRAMs. The bulk-CMOS is used for I/O, analog, ESD protection and
on-chip power converters, requiring higher voltage, and legacy circuits [8] (© 2014 IEEE)
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An extensive study of the MOSFET parameter variation for bulk-CMOS was
done for threshold-voltage Vth, and on-current Ion, in the MIRAI project as described
in the NEDO project report [9]. The variation of Vth and Ion is originated by a
non-uniform potential barrier in the channel region due to the random dopant
fluctuation, and the variation of the gate work-function, the gate edge-roughness, the
resistance of the source-drain extension, and the stress and the strain in the
MOSFETs. It is proven that the random dopant fluctuation is the major origin of the
variation. Figure 2.5 illustrates the simulated DIBL and VTHC variations for 2000
bulk and SOTB MOSFETs by Prof. Hiramoto, the Univ. Tokyo [10]. It is evident
that the variation of the barrier-lowering due to random dopant fluctuations gives rise
to the fluctuation of the channel potential, resulting in the variation of the DIBL and
VTHC. It is also shown that both the variation of DIBL and VTHC is reduced in the
FD-SOI as compared to those in the bulk-MOSFET. Better channel potential control
by the gate-field in FD-SOI makes it possible to reduce the doping in the channel
region, if the adjustment of the VTH by the gate work-function is done properly.

Id-Vg characteristics of the high-Vth (HVT),medium-Vth (MVT), and low-Vth (LVT)
SOTB MOSFETs were optimized for 0.4 V operation as shown in Fig. 2.6 [11]. The
threshold voltages are tuned by the Hf and Al in the gate so that the nMOS and
pMOSFETs exhibit the symmetrical characteristics at zero gate voltage. The vari-
ation of the Vth for 1 M MOSFETs is shown in Fig. 2.7 [12]. It is demonstrated that
the SOTB MOSFET has a smaller Vth variation, in other words, a smaller worst Vth

value, that makes possible a lower-voltage operation. At the same time, the
SOTB MOSFET realizes a smaller ION variation that results in a larger worst ION.
This is an attractive feature in realizing higher performance at low supply voltages.
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2.2.2 Low-Voltage SRAM

The low-voltage SRAM was developed using 65 nm SOTB CMOS technology.
Figure 2.8 illustrates (a) the cross-section of the SOTB transistor, (b) the SEM
photo of the SRAM memory cell, (c) access-time versus supply-voltage Vdd,
(d) fail-bit distribution versus Vdd, and (e) active/standby power of the SRAM when
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a back-bias voltage of −1.3 V is applied [12]. Although several SRAM circuit
techniques were developed to operate the SRAM at low voltage, this demonstration
was simply done by using the conventional 6-transistor SRAM cell without any
voltage-boosting techniques for the word- and bit-lines to compare the technolo-
gies. It can be seen that the developed SOTB-CMOS SRAM operates at an
access-time of 5.5 ns at 0.4 V, whereas the bulk-CMOS using the same design
cannot be operated below 0.8 V. This indicates that the SRAM does not need ECC
(error-correction-code) to rescue fail-bits, whereas the tail-portion of the fail-bits in
the bulk-CMOS SRAM are usually rescued by the ECC circuits to increase the
yield in low-voltage operation. It is also seen in Fig. 2.8e, that the leakage-current in
the standby-mode could be efficiently reduced by more than 2 orders by applying a
Vbb = −1.3 V as compared to the leakage in the active mode. This indicates the
effectiveness of the threshold-voltage control in SOTB-CMOS.

2.2.3 Low-Voltage Microprocessor and Logic Circuits

A low-voltage microprocessor with 144 KB SRAM was developed using 65 nm
SOTB CMOS technology [8]. The photomicrograph of the fabricated chip and the
simple block-diagram is shown in Fig. 2.9. Since a bulk-CMOS microprocessor can
be integrated on the same chip, a comparison of the performance and of the energy
for both designs was done as shown in Fig. 2.10. It is exhibited that the
SOTB-CMOS microprocessor could be operated at 0.22 V with a clock frequency

SiON 

Poly-Si

Metal for Quarter-gap Work Function

SOI~12nm
BOX=10nm
GP~1018/cm3

EpiSiON 

Poly-Si

SOI 12nm
BOX=10nm 
GP 1018 /cm3

Si Epi

-5 

-4 

-3 

-2 

-1 

0 

0 0.2 0.4 0.6 0.8 1 
Supply Voltage Vdd (V)

C
um

ul
at

iv
e 

F
ai

lB
it_

D
is

tri
bu

tio
n 

(σ
)

Vmin 
=0.37V 
Vmin 
=0.37V 0.1 

1 

10

0.2 0.4 0.6 0.8 1 1.2

Bulk 

SOTB

Supply Voltage Vdd (V)

A
cc

es
s 

T
im

e 
 (n

s)

1

10

100

1000

Active Standby

Le
ak

ag
e 

C
ur

re
nt

 (p
A

)

Active Standby

1/200 

Vbb =-1.3V

500nm

(a)

(c) (d) (e)

(b)

Fig. 2.8 2 Mb, 65 nm SOTB-CMOS SRAM operated at 0.37 V [12] (© 2013 IEEE).
a Cross-section of the SOTB transistor. b SEM Photo of the SRAM cell. c Access time of the
SRAM. d Fail-bit of the SRAM as a function of Vdd. e Leakage-current of the SRAM cells

28 T. Masuhara



of 1 MHz whereas the minimum operating voltage of the bulk-CMOS is 0.5 V. It is
also seen from (b), that 14 MHz operation was performed at the minimum energy of
13.4 pJ at Vdd = 0.35 V in SOTB-CMOS. The sleep-current of the microprocessor at
0.35 V is shown in Fig. 2.11 (a) as a function of the supply-voltage Vdd, and (b) as a
function of the CPU temperature, indicating that the back-bias contributes to
effectively reduce the sleep-current by more than two orders-of-magnitude. The
comparison of the leakage-current in the bulk and the SOTB nMOSFET is shown in
Fig. 2.12. In the bulk nMOSFETs, the substrate-leakage becomes the dominant
portion of the total leakage-currents when negative back-bias is applied, and hence,
the leakage cannot be reduced below 1/10 of that at zero back-bias. In the
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SOTB MOSFET, the leakage-path does not exist because the substrate is insulated
by the buried-oxide (BOX) layer. This makes possible a reduction of the
leakage-current to 1/1000 of that for zero back-bias voltage as seen in Fig. 2.12b.
Effective control of the threshold-voltage by back-bias makes possible to minimize
the leakage-current at elevated temperatures, avoiding the abnormal operation at an
elevated temperature. It also can compensate for the threshold-voltage increase at
low-temperature operation. Such wide controllability by the back-bias makes
possible an operation of the processor in a much wider temperature range.
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To demonstrate the performance of a logic circuit, an SOTB-CMOS
Cool-Mega-Array (CMA) consisting of a controller and processing-element was
developed by Prof. Amano’s group, Keio Univ. [13]. The photomicrograph of the
chip is shown in Fig. 2.13a. The comparison of the performance/power (efficiency)
of the SOTB-CMOS CMA and the bulk-CMOS CMA was done by using the
alpha-blender benchmark. The result is shown in Fig. 2.13b. The comparison shows
that the SOTB-CMOS CMA can be operated at Vdd = 0.3–0.4 V as compared to
0.8 V in the bulk-CMOS, and it exhibits an energy-efficiency 5-times-higher than
that of the bulk-CMOS CMA. This indicates that the low-voltage operation is
effective to get higher MOPS/mW in digital signal- or image-processing applica-
tions. It has been pointed out that a dedicated-processor solution provides
1000-times higher performance compared to the microprocessor solution. This is
due to the CPU-memory bottleneck [14]. This suggests that the combination of the
low-voltage CPU and a dedicated-processing element such as CMA or off-loader
enables much better performance/power solutions.

2.3 Low-Power Non-volatile Memories and Switches

In present-day electronics and IT equipment, many types of memories are used in
each hierarchy. Program-execution is done in the processors with embedded
memories, using data from an off-chip DRAM main memory or working buffer.
Embedded memories include SRAM/DRAM L1 to L3 cache memories, ROMs or
non-volatile PROM for firmware. In storage, HDD has been used as the dominant
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device. Solid-State Disk (SSD) using NAND-type flash memories are now
replacing HDD in the tier 0, 1 class storage device.

In memory-cell circuits, such as DRAM, SRAM, or Flash memories, electronic
charge, the product of CV, where C is the capacity of the memory-node and V is the
memory voltage, is used as means to store “1’s” and “0’s”. When the capacity C or
the voltage V becomes small, the memory-signal becomes small. As a result,
marginal sensing of the small signal becomes a problem. Since these memory-cells
are volatile, they lose memory information when the supply-voltage is turned OFF.
It is, therefore, necessary to keep the power-supply ON, or re-load the memory data,
when the memory turns ON again. In the ON condition, the memory-cell leakage
due to the sub-threshold current needs to be either compensated for or refreshed to
keep the memory charge in the cell as illustrated in Fig. 2.14a. In the non-volatile
resistive-change memory cells, illustrated in Fig. 2.14b, once “high” and “low”
resistivity-values are written into the memory material, the memory information can
be sustained, even if the power-supply is turned OFF. The read-operation is done
by sensing the current in the memory resistor. The sensing at low voltage, however,
requires enough signal-to-noise ratio (S/N) as illustrated. Various resistive-change
memories such as MRAMs, ReRAMs, and PCMs, are now in development. In this
section, three types of resistive-change memories and switches are described, that
have been developed by LEAP for low-voltage operation.
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2.3.1 MRAM for Cache Applications

Figure 2.15 illustrates an MTJ used in STT-MRAM for low-voltage and low-power
cache applications developed by LEAP [15]. An essential part of the MRAM
consists of a tunnel-insulator sandwiched by pinned and free-ferromagnetic layer.
Writing “1’s” and “0’s” is done by the current-flow through the tunnel-insulator and
by changing the spin-direction of the free layer. Since enough current-density is
required to change the spin direction, a small MTJ is advantageous to realize a
low-power MRAM. If the free layer and the pinned layer have the same
spin-direction, that state corresponds to the low-resistivity state. On the contrary, if
the spin-directions are opposite, the current through the MTJ becomes lower, and
that corresponds to the high-resistivity state. The current-ratio depends on the
ferromagnetic material of the MTJ tunnel-insulator, and their quality. For marginal
operation, the current-ratio of at least over 100 %, including variation, is desirable.

MRAM is supposed to be suitable for the non-volatile data-memory for mobile
applications. This does not require a fast switching-speed, but low-voltage and
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low-power characteristics are required. Another application of the MRAM is the
embedded non-volatile cache-RAM that replaces the currently dominant SRAM or
the DRAM cache. This application requires a smaller cell-area compared to that of
other cache-memories, and over 1015 (infinite) write-erase cycles.

A Counter-Bias magnetic Field layer (CBF) type MTJ shown in Fig. 2.15 was
developed for low-power cache applications [15]. In MRAM, the stray magnetic
field from the pinned layer causes a shift of the minor loop Hshift. It is required that
Hshift be kept as small as possible so that the symmetrical resistance-change occurs
for a positive and negative external magnetic field H as shown in Fig. 2.15a. The
stray magnetic field from the pinned layer, therefore, needs to be compensated for
by adding an additional layer. Conventional MTJ shown in Fig. 2.15b has Synthetic
Anti-Ferromagnetic (SAF) Pinned layer (SP) for this purpose. When the memory
cell size is reduced for cache applications, the compensation margin of the SAF
type cell may not be enough, and that makes it difficult to assure marginal opera-
tion. A Counter-Bias magnetic Field layer (CBF)-type MTJ, shown in Fig. 2.15c,
exhibits a larger margin due to the fact that the counter-bias layer and spacer
thicknesses could be independently optimized. The CBF MTJ cell, fabricated in the
65 nm CMOS back-end process is shown in Fig. 2.16a. The measured Hc and Hshift

versus MTJ size in CBF structure cell for suppressing stray field indicates that the
measured Hshift is maintained below Hc for the cell-size diameter of less than 50 nm.
This shows that marginal operation is possible. To achieve read- and write-cycles of
over 1015, it is essential to form an MgO layer having good crystal-quality. It was
verified that MgO tunnel-oxide with good crystal-quality is formed by inserting a
CoFe seed layer on the CoFeB layer and oxidizing Mg deposited on CoFeB [16].
An accelerated experiment of TDDB test indicated that a write-erase cycle of over
1016 at 0.65 V was achieved.

-0.5

0 

0.5

H
c,

 H
 s

h
if

t 
(k

O
e) 1.0

1.5

1.0  1.5  2.0  2.5  3.0  

605030 40 70 80

MTJ Diameter (nm )

Hc

Hshift

Calculated Hshift

Target:
50nm

(MTJ Resistance)-0.5 (A.U.)

90

20nm

 MgO
Magnetic
Tunnel
Junction

φ

φ

(a) (b)

Fig. 2.16 Fabricated MTJ cell in the back-end process and the result of the stray-field suppression
[15] (© 2013 IEEE). a Cross-sectional TEM photo of the MRAM cells. b Measured Hc and Hshift

versus MTJ size in CBF structure cell for suppressing stray-field

34 T. Masuhara



To reduce the write-current, the MTJ size needs to be minimized. The challenge
is to control the variation of the write-current with such a small cell-size.
Figure 2.17a illustrates a new cell-size shrink process developed [17].
A sidewall-oxidation technique makes it possible to remove the periphery of the
MTJ to reduce the cell-diameter. The write-current of as low as 20 μA was obtained
without degrading the variation of the write-current as shown in Fig. 2.17b.
Reduction of the write-current, and control of the variation would make possible the
MRAM as a promising candidate for non-volatile cache memories in micropro-
cessors applied to electronics and IT equipment.

2.3.2 Complementary Atom-Switch for Programmable
Logic After Fabrication

In many data-processing applications, dedicated application-specific ICs (ASICs)
have performance advantages over microprocessors. However, due to the rapid
increase of the cost and lead (turnaround) time for design, mask, and manufacture
of ASICs, the FPGA approach has become desirable in many applications. The
FPGA approach is using SRAM cells and switches to configure the logic.
Therefore, the SRAM area occupies a large fraction of the switch area, and a
non-volatile configuration-data memory is required.

An atom-switch is a non-volatile resistive-change switch for use in programming
the logic in the integrated circuits after fabrication. It utilizes the formation and
annihilation of a metal-bridge in a polymer-solid-electrolyte (PSE). A schematic
illustration of the atom-switch is shown in Fig. 2.18. The switch is called com-
plementary atom-switch (CAS) [18]. As shown in Fig. 2.18a, the switch turns ON
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(set), when a positive bias is applied to the Cu electrode, and it turns OFF (reset),
when a positive voltage is applied to the Ru electrodes. The bridge is formed by the
movement of the Cu ions through a polymer solid electrolyte (PSE). The CAS is
formed between M4 and M5 metal layers as shown in the cross-sectional photos in
Fig. 2.18b. Figure 2.19 (a) illustrates the current IT1C and IT2C in the set (OFF to
ON)-operation, (b) IT1C and IT2C in the reset (ON to OFF)-operation, and (c) the
ratio of IT1T2 (ON) and IT1T2 (OFF) [19]. In the set-mode, the current rapidly

CuCu

3µm
Atom Switch

(a) (b)

Fig. 2.18 Complementary atom-switch (CAS), a non-volatile switch device for programming after
fabrication [18] (© 2012 IEEE). a Complementary atom-switch (CAS). b Cross-section of the CAS
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increases at around 2 V, that is the voltage of the bridge-formation, and in the
reset-operation, the current decreases logarithmically around 1–2 V. In the reading
operation, the ratio of the current from T2 to T1, IT1T2, is maintained to around 105.
This makes possible a stable read-operation at a low voltage.

For programming the logic, the cell-architecture shown in Fig. 2.20 was
developed [18]. The logic block consisting of 2 × 4-input LUT is programmed by
the 386 CAS devices (304 for routing, 64 for LUT, and 18 for condition). The
switch-block is laid out above the logic-block as illustrated in the schematic layout
shown in (b). Table 2.1 illustrates a comparison of the FPGA, using a SRAM cell
and a switch-transistor, and the programmable logic using CAS. The first advantage
of the CAS reconfiguration over FPGA is the non-volatility. The second is the small
area of the CAS compared to the SRAM cell. The three dimensional feature of the
CAS layout also results in a significant area-reduction and corresponding speed and
power advantage due to the reduced interconnect resistance and capacitance.
Table 2.2 shows a comparison of the ASIC, FPGA, and CAS approaches in con-
figuring logic. Although the ASIC approach has been used for many years, it suffers
from design and manufacturing cost and lead-time, particularly in scaled technol-
ogies. The FPGA solution has exchanged the ASIC approach due to the zero
design-cost and zero lead-time, although it has performance and chip-area penalties.
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Crossbar Switch
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Fig. 2.20 Cell architecture of the programmable logic using CAS [18] (© 2012 IEEE). a Cell with
2 × 4-input LUT with 386 CAS (304 for routing, 64 for LUT, and 18 for condition) for 6 by 6
programmable logic cell (top). b Conceptual 3D-layout of the logic-cell
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Compared to these, the CAS approach could provide cost and power advantages as
well as the design and manufacture lead-time advantage.

Since the established Cu bridge in the PSE is very thin, the reliability might be a
big concern. To achieve high reliability, the choices and the design of the electrode
and PSE material, programming- and erasing-method are essential. The results of
the reliability evaluation of the CAS are shown in Fig. 2.21 [19–21]. It illustrates
that the proposed CAS switch has proven to be able to provide reliable non-volatile
switches for post-fabricated logic programming.

The performance comparison was done between the fabricated programmed
logic circuits using SRAM and that programmed by CAS. The comparison was
done by using 65 nm bulk-CMOS technology and the 6 × 6 programmable
logic-cell arrays. The cell shown in Fig. 2.20 is used. The delay-time and the active
power were compared for three configured logics, as illustrated in Fig. 2.22. In 4b
multiplexer, the delay and active power advantage of over 60 % is obtained in the
CAS configuration over the SRAM configuration [22].

Table 2.1 Comparison of the FPGA and CAS programmable logic (© LEAP)

Programmable Logic 
Using CAS 

Conventional FPGA 

Switches 
SRAM Cell & Switch 

CAS 

Schematic 
Figure 

Area 
Resistance 

Capacitance 

1 
1 
1 

0.05 
0.1 
0.1 

Program-
mable 
Logic Area 

Layout & 
1 0.25 

3D Layout 

Volatility Volatile Non-Volatile 

Table 2.2 Comparison of the ASIC, FPGA, and programmable logic using CAS (© LEAP)

LSI ASIC FPGA CAS

Power efficiency 10 or more 1 10

Chip area 1/10 1 1/4

Design cost for LSI High (M$) 0 0

Design turnaround Months 0 0
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2.3.3 SOTB-CMOS Microprocessor with Atom-Switch
PROM

The atom-switch can be applied to PROM in a microprocessor as a low-voltage
firmware memory [23, 24]. A 32 b-RISC chip was developed that utilizes a
low-voltage SOTB-CMOS microprocessor and atom-switch PROM as shown in
Fig. 2.23a. The microprocessor is the 5-stage pipelined 32 b RISC CPU with 2
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blocks of 32 KB SRAM data memory, and 16 KB atom-switch PROM. Since the
microprocessor is targeted to operate below 0.5 V, and since it is necessary to apply
a relatively high voltage for programming, two series-memory-transistors are used
to avoid the breakdown of the PROM-array transistors. The array is also separated
by separation transistor during PROM programming. For low voltage
read-operation, the PROM circuit, shown in Fig. 2.23b, and the atom-switch
PROM-cell, shown in Fig. 2.23c, were designed. At such low voltages, a standard
differential sense-amplifier is hard to operate stably. Therefore, a simple
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inverter-type sense-amplifier is employed. The sensing is done by pre-charging the
sensing node first, and then, the signal is read by opening the separation-transistor
and column-switch. The active current and the sleep current are shown in
Fig. 2.24a, b. It is seen that the microprocessor operates with 50 μA/MHz at 0.4 V
with less than 2 μA standby current with a back-bias of −2 V. This indicates that the
microprocessor can load application-specific firmware after fabrication, and the
microprocessor can operate at 0.4 V with very low standby current.

2.3.4 TRAM for Low-Power Storage

In a “big data” era, data-access with high speed and less power has the key
importance in the storage systems as shown in Fig. 2.25. In a data center, IT
equipment including servers and storage consume 1/3 of the power. The other
portion of the power is consumed by the power delivery, UPS and the cooling
system. The power of these is correlated to the power of the IT equipment. In a
current storage-system hierarchy, SSD has already been used in tier-0 and 1. HDD
is dominant in tier 2 and 3. In the future storage systems, SSD would replace the tier
2 and 3, but for tier 0, highly efficient next-generation storage-level memory is
needed. This new-generation storage should have a more than 10-times higher data
rate and much lower power dissipation as shown in Fig. 2.25c.

IT Equipments

Power Supply

Others

UPS

32%

17%

44%

7%

(a)

CPU

DRAM

Tier0,1 SSD

Tier2,3 HDD

CPU

DRAM

Tier0 New SSD

Tier1,2,3 SSD, HDD

(b)

Requirements (Relative to Flash) 
Data Rate x10
Power Dissipation  0.2
Cost  <2

2005 2010 2015

10

100

1000

D
at

a 
T

ra
ns

fe
r R

at
e 

(M
B

/s
)

2020

(c)

Year

Fig. 2.25 Requirements for the storage-class memory in the era of “big-data” (© LEAP).
a Power-dissipation in a data center. b Shift of hierarchy in storage systems. c Requirement for the
future storage-class memory

2 The Future of Low-Power Electronics 41



New optical memory, interface phase-change memory using super-lattice material,
was first proposed by Tominaga et al. [25]. A new electrical non-volatile memory
called TRAM (Topological switching RAM) has been developed by LEAP by mod-
ifying the interface phase-change memory [26, 27]. As illustrated in Table 2.3, the
TRAM consists of a GeTe/Sb2Te3 super-lattice. In the PRAM, set and reset is per-
formed by the phase-change of the Ge2Sb2Te5 alloy, in other words, state change
between crystal-phase (low resistivity) and amorphous phase (high resistivity) through
a melting and re-crystallizing process. In the TRAM, Ge atoms change sites by the
electron- and the hole-injection. This state-change is the non-melting process, and
requires relatively small energy. Furthermore, the state-change is much faster as
compared to the usual melting phase change.

Table 2.3 Comparison of the TRAM (topological switching RAM) and PRAM (© LEAP)

Memory 
TRAM  Conventional PRAM 

Topological-switching RAM Phase Change Memory

Material GeTe/Sb2Te3 Super-lattice Ge2Sb2Te5 Alloy

Memory 
Mechanism 

State 
Change 

Low Resistance(Crystal) High Resistance (Amorphous)Low Resistance High Resistance

Crystal-Amorphous Phase Change due to Melting 
Process by Joule Heating 

Non-Melting Process by a Short Range Site 
Change of the Ge Atom 

GeTe/Sb22Te3

Fig. 2.26 Cross-section of
the fabricated 1T-1R
GeTe/Sb2Te3 Super-lattice
TRAM cell [26] (© 2014
IEEE)
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Figure 2.26 shows the cross-section of the fabricated 1Transistor-1Resistor
(1T1R) GeTe/Sb2Te3 super-lattice TRAM cell. The TRAM cell is formed in the
back-end process between metal 4 and 5 by PVD. Some of the performance data of
the TRAM cell are compared with those in the PRAM cell in Fig. 2.27. The
pulse-time for set is much smaller as compared to that of PRAM as shown in
Fig. 2.27a. Resistance-change from low to high (reset) occurs at much lower reset
current as shown in Fig. 2.27b. Set- and reset-cycles over 108 were observed. It was
also demonstrated that the GexTe1−x/Sb2Te3 periodic layers, with x < 0.5, yield
smaller set- and reset-current of 55 μA with less than 1 V set- and reset-voltages
[28]. Storage-class memory using the TRAM cell is yet to be developed. These
early results suggest that TRAM could be a promising candidate as a storage-class
non-volatile memory that coexists with large-capacity flash memories in the storage
system.

2.4 3D Integration

3D integration is regarded to be a solution in many applications. These include
large-capacity flash memories, DRAM with wide bus interface, and
high-performance processors. 3D integration can also realize hetero-integration
consisting of power-delivery, analog and sensors, and digital signal-processing.
This potential is covered broadly in Chap. 3.

3D flash memories comprising monolithically-integrated 3D memory-cell arrays
were developed as shown in Fig. 2.28a [6]. Production of monolithically-integrated
3D flash memory has begun in 2013. This is an effective approach to solve the
memory-capacity bottleneck in the flash memories. Since small-pitch interconnects
and via with very high aspect-ratio are required in such applications, technology
development to apply material other than Cu is now under way in many R&D
projects. Metal interconnect such as Cu needs a barrier-metal. Due to the higher
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resistivity of the barrier-metal and surface scattering, metal-interconnects with small
widths suffer from the increase of the resistivity, whereas graphene nano-ribbon is a
promising material for narrow interconnect due to the low resistivity as shown in
Fig. 2.28c [29]. Figure 2.28b illustrates a possible technology to solve the inter-
connect bottleneck, under development in LEAP using nano-carbon interconnect.
Figure 2.29 shows the cross-sectional TEM photographs of the prototype
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Fig. 2.28 Graphene and carbon-nanotube (CNT) as the candidate material for monolithically-
integrated 3D flash memory. a Conceptual view of a BICS flash memory [6] (© 2007 IEEE).
b Horizontal interconnect using graphene (left) and carbon-nanotube vertical via (right) (© LEAP).
c Interconnect resistivity challenge in high-density integrated circuits [29] (© 2007 IEEE)
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Fig. 2.29 Carbon interconnect technology under development for 3D flash memory [30, 31]
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grown in a via with aspect-ratio of 19
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multi-layer graphene grown by CVD on a Ni catalyst at a temperature below
650 °C, and a carbon-nanotube via for vertical interconnection, both under devel-
opment in LEAP [30, 31].

In video-data-processing of mobile equipment such as smart-phones or tablets,
3D-stacked DRAM is desirable to realize wide-bus data-transmission requirements
between DRAM and processor with small footprint. It has been regarded as a
candidate technology to solve several bottlenecks to realizing higher integration.
The production of the 3D-stacked DRAM IC was already announced by several
manufacturers. To achieve higher performance in high-end processors, 3D-chip
stack approaches were also developed. There still remain a number of challenges. In
high-end 3D-stacked microprocessors, heat-flux from a chip to the stacked chips
causes performance degradation and thermal stress, and that may give rise to
reliability problem. Therefore, effective dissipation of power of the 3D-stacked IC’s
is required. Another challenge is the integration of the chip-design and the
chip-supply chain. If a 3D-stacked chip is designed and assembled with chips from
different manufacturers, they need to be designed using the same design-rule for
3D-integration. It is also desirable that each chip is the tested known-good-die
(KGD). The quality of the chips from different chip-manufacturers also needs to be
assured. These challenges need to be solved in the supply-chain of the 3D-stacked
chips.

An example of one of the promising chip-stack technologies is the chip-bonding
to wafer by a self-assembly technique developed by Prof. M. Koyanagi’s group,
Tohoku University, as shown in Fig. 2.30. They demonstrated a 38-chip-stack by a
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self-alignment technique [32]. Advantages of applying the 3D-integration to
low-voltage stacked-IC’s is illustrated in Fig. 2.30. If extremely low-power IC’s are
stacked with wireless power delivery from the stacked power-supply chips, metallic
interconnections and wires for power-delivery and bulk heat-dissipation could be
eliminated. It also makes possible an ideal low-temperature cooling through
micro-fluidic channels to obtain a very steep sub-threshold slope. In the first
demonstration of bulk-CMOS operation at 77 and 4.2 K, it was shown that the steep
sub-threshold slope at low temperature makes possible low-Vdd operation [33]. If
the Vth variation is minimized, this approach might realize extremely low-power
operation. An ideal low-voltage and low-power processing might be possible in the
future computing by using such technologies. 3D chip-stack technology is not only
effective to be applied to traditional Von-Neumann architecture processors, but also
to other types of emerging architectures, such as brain computing (Chap. 18) that
require a lot of interconnections. Such an approach would open ways to a future
computation paradigm.

2.5 The Future of Low-Power Integrated Circuits

Disruptive low-power IC technologies are required in the era of big data, IoT, and
cloud-computing. In this chapter, some of the candidate technologies under
development in LEAP were described. These include hybrid SOTB-CMOS,
MRAM, CAS switch, TRAM, and nanocarbon-interconnect technology. Due to the
explosion of data and transactions via internet, future data-centers require solutions
utilizing energy-efficient processors and storages using low-voltage CMOS and
non-volatile memories. Mobile terminals and robots also require performance/
power efficiency. The future society depends on networked wireless IoT-sensors.
They require wireless access and maintainable power-delivery means. These future
devices, equipment, and systems are integrated by volume-efficient technologies
such as monolithically-integrated 3D (Chap. 3) or 3D-stacked chips. Low-power
post-fabricated programmable chips also provide cost-effective solutions for various
kinds of applications.

Low-power electronics and IT technologies are also essential to establish a safe
and sustainable human society. Past civilizations continuously over-consumed
natural resources, and the current civilization is even accelerating the consumption.
We expect that the world population would reach 8–10 billion sometime in the near
future. In a closed system “earth”, a catastrophe may occur to us if we continue our
life-style of destroying the nature of earth. Although there have been continuing
discussions on the direction of the climate-change, common consensus is that
reducing energy-consumption, i.e. the exhaust of CO2, and preserving forest and
oceanic resources are the key issues for the future sustainability. Sensor networks
and the advanced climate simulations may help monitoring and predicting the
climate change.
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The infrastructure of the modern society is formed by steel and steel-reinforced
concrete with the lifetime of less than 200 years, much shorter than the Roman
concrete used in Pantheon, Rome, built 1900 years ago. Life-cycle management and
maintenance of the urban infrastructure have become key safety-issues.
Sensor-networks may help monitoring and warning the deterioration and destruc-
tion. In such applications, energy-embedded or energy-harvesting (Chap. 19) sen-
sors with wireless interface are the key components in the system.

Establishing a more resilient society against unusual catastrophes such as earth-
quakes, super-storms, floods, tsunamis, landslides, is also an urgent issue. The 2004
Indian Ocean Tsunami after the M9.1 Richter-scale earthquake occurred near the
west coast of Sumatra, and it claimed 230,000 lives in South-east Asia. In Japan, we
experienced the East-Japan earthquake with a magnitude ofM9.0, on Mar. 11, 2011,
and the subsequent tsunami having a height of 14–20 m. This caused the loss of over
18,000 lives and the meltdown of the nuclear reactors in Fukushima. At that time, all
the social systems, municipal, transportation, medical, energy and food supply,
information, and communication did not function due to the loss of energy. In
Philippine, over 6200 lives were lost by the super-typhoon Yolanda in 2013, and in
the U.S., over 1800 lives were lost by Hurricane Katrina in 2005.

We have not yet experienced a super-volcanic eruption in the historical era. But
geological evidences indicate that our prehistoric ancestors experienced catastrophes in
Toba, Sumatra-Indonesia, 70,000 years ago, and in Kikai Island, south of
Kyushu-Japan, 7300 years ago. If such super-volcanic activities occur in the future,
only a society capable of forecasting the future and making sustainable and quick
decisions, can function. Detection and handling of asteroids is also a big concern to the
continuation of the human society. A worldwide safety-network is definitely required.
Networked sensors, IT’s, communication means, and electronics, utilizing low-power

Fig. 2.31 Trend of the power-supply voltage of MOS-IC’s in the past 50 years appeared in major
circuit conferences (© LEAP)
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integrated circuits, are essential elements to gather and analyze data, to perform
simulations, to help leaders and to provide information to people in such a catastrophe.

Figure 2.31 illustrates the power-supply voltage in the past 50 years.
PMOS-IC’s, the major technology during the 1960s, and the first CMOS by
Wanlass and Sah in 1963, were operated above 20 V. Then +5 V single-supply,
depletion-load NMOS was developed [34], and +5 V became the major
supply-voltage due to TTL compatibility and lasted for approximately 20 years. An
exception was the low-voltage CMOS for watches and calculators that use
1.0–1.5 V battery. Gradual reduction of the supply-voltage occurred after the late
1990s. In the 2010s, near-threshold or sub-threshold operation has become popular
particularly for low-power IC’s. The technology developed in LEAP contributed to
reduce the power-supply voltage to less-than-0.5 V in digital IC’s. In the year 2020
and beyond, integrated circuits may require even lower supply-voltages of less than
100 mV. Transistors with much steeper sub-threshold slope and smaller variation
are the key elements, and several candidate technologies, such as tunnel MOSFET
(Chap. 1) or nanowire FETs, are under development. It should be noted that the
new steep sub-threshold transistors must fulfill the requirement of small variation,
controllability of Vth, enough ION (on-current) for digital circuits, good analog
device parameters such as fT, fmax, Noise, Voffset, distortion, and power-handling
capability. A possible solution is the hybrid use of some new transistors and
bulk-CMOS or SOTB-CMOS as the platform technology.

Most of the figures described in this chapter were provided by, “Ultra-Low
Voltage Device Project for Low Carbon Society” funded and supported by the
Ministry of Economy, Trade and Industry (METI) and the New Energy and
Industrial Technology Development Organization (NEDO). The back-end pro-
cessing was performed by the National Institute of Advanced Industrial Science and
Technology (AIST), Tsukuba, Japan. The author would like to express deep grat-
itude to Mr. N. Sumihiro, project leader, Dr. S. Kimura, vice project leader, and
group leaders Drs. T. Sugii, N. Takaura, H. Hada, T. Sakai and N. Sugii, and all the
members of LEAP.
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Chapter 3
Monolithic 3D Integration

Zvi Or-Bach

Abstract As the down-sizing of transistors has arrived at fundamental and prac-
tical limits, the technology direction with the largest potential for progress is the
integration of transistors in the 3rd dimension on top of each other, maintaining and
using the quality of monolithic, crystalline silicon in all successive transistor layers.
After decades of exploratory research, monolithic 3D integration is now ready for
cost-effective, large-scale implementation of nanoelectronic systems. It offers the
largest gains in transistors-per-chip, it solves the on-chip interconnect and com-
munication gridlock and thus the energy, speed and bandwidth problems. It opens a
new era of effective industry networks for the sustained growth of the nanoelec-
tronics economy. Monolithic 3D is already being adapted for mass production, in
the non-volatile memory segment-3D NAND, and it can be expected that the other
segments of the semiconductor industry will follow.

3.1 Why Monolithic 3D

The growth of Integrated Circuits has been driven primarily by the increase of
device integration. This technological progress is based on Moore’s Law, which is
predicated on the notion that the optimum device integration would double the
device count every two years. Moore’s original prediction accounted for three
mechanisms of improvement—decreasing the device (transistor) size, increasing
the die size, and improvement of the circuit architecture. Yet, the primary mech-
anism used over the last 5 decades has been dimensional reduction. Every 2 years, a
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new technology node has been developed. Each new node is about 0.7× of the prior
node for most critical device dimensions. This dimensional scaling is also known as
Dennard scaling.

Dimensional scaling over the prior decades had the added benefits of reduction
of cost per function, reduction in power, and increase in speed of device operation.
Unfortunately dimensional scaling has reached the point of diminishing returns due
to the escalating costs of implementation, as illustrated by Fig. 3.1.

These increasing challenges, which are directly related to dimensional scaling,
are due mainly to:

1. Lithography
2. On-chip interconnect
3. Transistor variation.

Fig. 3.1 Dimensional scaling is reaching the diminishing-return phase
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3.1.1 Lithography

Dimensional scaling has been implemented by a 0.7× reduction of device critical
dimensions. Accordingly, the lithography process needs to project smaller features
every node, as illustrated in Fig. 3.2.

The industry kept moving to shorter wave lengths utilized in the lithography
tool, but reached a technology limit at 193 nm using excimer lasers. The devel-
opment of an Extreme Ultra Violet (EUV) lithography tool is an on-going major
challenge and is not ready for production. Meanwhile, 193 nm immersion lithog-
raphy is being used in a double and quad processing manner to mitigate the
dimensional printing challenge, but at an escalating cost impact on the end device.
This is illustrated in Fig. 3.3 as presented at the IEEE IITC 2014 workshop.

3.1.2 On-Chip Interconnect

Dimensional scaling improves transistor switching speed, but it increases the
interconnect resistance, wire-to-wire capacitance, and overall interconnect RC. For
over a decade, on-chip interconnects have been dominating device performance.
First the industry changed interconnections from aluminum to copper, and then the
inter-metal dielectric has been changed to low-K materials. Recently, the use of
air-bridges was reported in reference to Intel’s 14 nm logic process.

At IEDM 2013, Geoffrey Yeap, Qualcomm VP of Technology, stated in his
invited talk: “As performance mismatch between transistors and interconnects
continue to increase, designs have become interconnect-limited. Monolithic 3D
(M3D) is an emerging integration technology poised to reduce the gap significantly
between transistors and interconnect delays to extend the semiconductor roadmap
way beyond the 2D scaling trajectory predicted by Moore’s Law.” Yeap provided
the following chart—Fig. 3.4—to show the growing gap between transistor delay
and interconnect delay.

3.1.3 Transistor Variation

Dimensional scaling has reached the point where some of the critical device
dimensions are as small as only a few atomic layers. These and multiple other
issues have caused a severe increase of across-the-die transistor variation, thus
limiting the industry’s ability to reduce the 6-transistor SRAM bit-cell size, as
illustrated in the following table (source: imec): Fig. 3.5.

Clearly, below the 28 nm node, SRAM bit-cell scaling is slowing and falls far
short of the 2X-per-node needed to maintain Moore’s Law.
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Monolithic 3D is well positioned to serve as an alternate path for industry’s
desire to increase device integration. It achieves increases in device integration by
effectively having a smaller 2D die size, and, by “folding” the die, the on-chip
interconnects are kept relatively short, thus enabling the increase of integration

Fig. 3.2 a The lithography challenge. b Lithographic k1 correction factor by technology node
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Immersion

Double patterning

EUV

Fig. 3.3 Cost of lithography per wafer area per hour with dimension scaling

Fig. 3.4 On-chip interconnect delay scaling versus transistor delay

Fig. 3.5 SRAM bit-cell scaling

3 Monolithic 3D Integration 55



without the escalating costs and interconnect deficiencies associated with dimen-
sional scaling.

3.2 Historical Review of Monolithic 3D Technologies

For many years, monolithic 3D was considered impractical due to the 400 °C
temperature limit imposed by the aluminum or copper interconnect. This limitation
led to the focus on Through-Silicon-Via (TSV) technology as the only viable path
for 3D ICs. It now seems clear that the TSV process flow is intrinsically expensive
and, accordingly, is being perpetually pushed to the future. TSVs allow stacking of
fully processed devices using wafers that are thinned to about 50 μm.

In monolithic 3D, the upper transistor layers are orders of magnitude thinner,
less than about 100 nm. Accordingly, the vertical connectivity is comparable to the
horizontal connectivity and is many orders of magnitude better than for TSV
technology. Some of the very early work was done in 1989 [1, 2] using selective
epitaxial seeding from the bulk to build transistors over transistors without vertical
interconnection in-between. In recent years, pioneering efforts were published
providing practical paths for monolithic 3D logic devices [1, 3–8]. In the following,
we present a brief overview of historical and current works on monolithic 3D
technologies.

3.2.1 Thin-Film Polysilicon-Based Monolithic 3D

The simplest approach for monolithic 3D technologies is to use Thin-Film-
Transistors—TFT. Most common TFTs use polysilicon devices that could be
directly deposited over an existing semiconductor wafer without exceeding the
400 °C temperature limit. TFT performance is inferior to mono-crystalline tran-
sistors but could be useful for some memory applications. An early attempt to build
a 3D-FPGA using TFTs for the FPGA program memory was made by a start-up
named Tier Logic in collaboration with Toshiba [9]. 3D-NAND made with poly
TFTs, currently beginning volume production, is considered by most as the future
path for non-volatile memories and will be detailed later in the chapter.

3.2.2 Crystalline Overlay

Forming a crystalline overlay can be done by crystallizing a prior deposited poly or
amorphous layer. Most common crystallization techniques utilize laser-based
melting and various re-crystallization techniques. Some use seeding from the
underlying single crystal base to direct the crystal formation [10], others suggest the
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use of a μ-Czochralski process which is based on pulsed-laser crystallization of a-Si
[11]. And some let the layer crystallize as it may [6, 7]. While these techniques may
form small regions of crystalized silicon, it seems that layer transfer techniques
would be preferable for most 3D logic device applications due to the perfect uni-
formity of the transferred mono-crystal.

3.2.3 Layer Transfer

Layer transfer techniques became a commonly practiced semiconductor process
mostly through the construction of Silicon-on-Insulator (SOI) wafers. The most
common layer transfer technique is the ion-cut, also known as Smart-Cut®,
invented by CEA Leti and used by Soitec over the last two decades as illustrated in
Fig. 3.6.

An alternative layer transfer technique was invented at Canon named ELTRAN
—Epitaxial Layer TRANsfer [12]. The ELTRAN layer transfer technique is done at
below 400 °C. Variations on the ion-cut techniques were developed by Soitec and
SiGen to allow the layer transfer at temperatures below 400 °C by the use of
co-implant or mechanical force [13]. Another variation was invented by IBM and is
used in the MIT Lincoln Lab [14] where an SOI wafer is processed with transistors,
then flipped and bonded to a base wafer with transistors, and then the bulk of the
SOI wafer is etched away using the oxide layer as an etch stop. This technique
provides a solution that falls in-between TSV and monolithic 3D in terms of the
density of vertical (inter-layer) interconnect.

Fig. 3.6 Layer transfer using the smart-cut process
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3.2.4 Transistor Activation

A key step in forming transistors in a mono-crystallized layer is doping activation.
Doping activation requires more than 600 °C, typically 800 °C, which needs to be
managed in order not to damage the underlying interconnection layers such as copper.

CEA Leti has been one of the more active organizations working on monolithic
3D technology, which they sometimes call Sequential 3D, for logic devices [15]. In
its early work CEA Leti developed technologies, which did not use interconnection
between the base layer and the upper transistor layer. Recently, CEA Leti has done
work with the collaboration and support of IBM, ST Micro and Qualcomm, as
illustrated in Fig. 3.7. In some of their recent work, refractory metals were used,
such as tungsten, which can withstand high processing temperatures. Some of the
upper-layer transistor processes were adapted to be performed at below 600 °C, and
the lower transistor structures were modified to survive up to 600 °C. Lately,
excimer laser annealing was integrated into the process flow to allow more flex-
ibility for monolithic 3D integrations [16].

Another company, which has been active in the monolithic 3D space, is
MonolithIC 3D Inc. The company published several process flows enabling
upper-layer transistor activation without damaging the underlying interconnection
layers.

3.2.4.1 The RCAT Process

Figure 3.8 describes the “RCAT process” [18], which constructs the RCAT tran-
sistors which have been commonly used in DRAM manufacturing since the 90 nm

Fig. 3.7 CEA Leti collaborative road map for monolithic 3D technology [17]
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node. The RCAT transistor is competitive with standard planar transistors [19] and
looks like the inverse of a FinFET. High-temperature dopant-activation steps are
done before transferring bilayer n+/p silicon layers atop Cu/low-k using ion-cut.
The transferred layers are un-patterned; therefore, no misalignment issues occur
while bonding. Following bonding, sub-400 °C etch and deposition steps are used
to define the recessed-channel transistor. This is enabled by the unique structure of
the device. These transistor-definition steps can use the alignment marks of the
bottom Cu/low-k stack since transferred silicon films are thin (usually sub-100 nm)
and transparent. Sub-50 nm diameter through-layer connections can be produced
due to the excellent alignment.

The key idea for the RCAT process is the activation of the semiconductor-layer
doping prior to the layer-transfer step. This completely avoids thermally damaging
the underlying-layer interconnect or transistors. Forming the RCAT transistor after
the layer transfer uses etch and deposition processes, which do not require high
temperatures. This type of flow could be used for other types of transistors such as
the junction-less transistor (gated resistor) or for vertical transistors as demonstrated
by Besang Inc.

3.2.4.2 The Gate Replacement Process

Recently, the industry has moved to Hi-K metal gates and later fully adopted the
“gate last” (gate replacement) approach to avoid exposing the hafnium oxide to
high temperatures. This could be used for forming monolithic 3D as illustrated in

Fig. 3.8 a A recessed channel transistor. b Process flow for Monolithic 3D logic. Bottom device
layer with Cu/low k does not see more than 400 °C
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Fig. 3.9. First, the dummy gate stack transistors are processed with no temperature
restrictions on a donor wafer. Then, using ion-cut and a carrier wafer, a small slice
of the donor wafer is transferred to the top of a base wafer. Gate replacement is then
performed by removing the H+ damaged gate oxide and replacing it with a HKMG
stack using low-temperature etch and deposition processes. This flow has one
serious limitation—alignment. As the layer transfer process is now being done on a
patterned layer, the transfer misalignment of *1 µm would impact the second
layer. This misalignment could be reduced in the case of a repeating pattern to the
size of the repetition (100 s of nm).

Carrier wafer is bonded Carrier wafer is removed and dummy
on top of base wafer gate and oxide is replaced with high K

metal gate and hafnium oxide

Dummy gate and oxide are  Donor wafer is bonded onto
processed on donor wafer a carrier wafer and cut off
and H+ implant for cut     

Fig. 3.9 Process flow for a gate replacement process
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3.2.4.3 Laser-Annealing Process

The process utilizes laser annealing [5] for the 2nd-layer transistor activation while the
base layers are protected by an inter-layer shield as illustrated in Fig. 3.10. This process
is now becoming viable thanks to the fact that fully-depleted transistors can be inte-
grated atop thin c-Si layers with relatively straightforward modifications of the gate-last
CMOS process flow. The transferred donor layer is processed to form transistors with
short pulsed-laser exposures providing, for example, annealing of process-induced
damage and activation of dopants. It should be noted that the shield/heat sink layers are
useful as Vss/Vdd planes and may also serve as a heat spreader and EMI shield.

The design of the shielding layer would be highly dependent on the type of laser
used for the annealing process taking into account the thickness of the silicon and
oxide layers. It has been shown [2] that, for excimer laser annealing with *100 ns
pulses, there is actually no requirement for a shielding layer as the heat absorbed by
the silicon layer dissipates to less than 400 °C before it reaches the underlying
interconnect layers.

The laser annealing technique could be used as complementary processing to
any of the other monolithic 3D process flows. In general, annealing techniques are
useful to repair structural damage associated with other processes, and, accordingly,
they could be used afterward.

3.3 Precision Bonders—A Game Changer
for Monolithic 3D

The monolithic 3D flows presented in the previous section are all practical and
would allow monolithic 3D ICs with good performance and competitive cost. Yet
they do imply a transistor processing flow that is different from the one already

>1000°C

<400°C

Fig. 3.10 Schematic of an example 3D-IC stack with shielding layers between stacked active
layers, with laser annealing to activate the upper active layers
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developed and matured in 2D. In fact, all monolithic 3D IC process flows presented
in the past required new front-end-of-line process development. Such new devel-
opment efforts represent an additional barrier for adopting monolithic 3D tech-
nology. As it often happens in the semiconductor industry, the improvement in
existing processing equipment or the development of a new type of equipment
opens the door to new devices or improvements in our ability to process new
devices. Past wafer bonders have been limited to about 1 µm wafer-to-wafer
misalignment. At the 2014 IEEE S3S conference, two companies presented wafer
bonders with about 200 nm wafer-to-wafer misalignment [20, 21]. These types of
wafer bonders enable a game change in monolithic 3D manufacturing [22]. For the
first time, monolithic 3D technology could be integrated within almost any semi-
conductor manufacturing facility using their existing transistor processes. In the
following section, we provide the description of one such process flow.

3.3.1 Monolithic 3D IC Using Precision Bonders

The flow in Fig. 3.11 is based upon what we call ‘gate-replacement’ [23] processes,
and it leverages the precision-bonder alignment accuracy. In step 1, a ‘donor’ wafer
will be used to process a transistor layer labeled Stratum 3. The existing front-end
process could be used. Alternatively for a gate-last flow, the donor wafer would be
held before the gate-replacement phase. Then H+ would be implanted at the desired
depth (*100 nm) in preparation for the layer-transfer step. In step 2, the donor
wafer is bonded (oxide to oxide) to a ‘carrier wafer’ and ion-cut off. This bonding
step does not require precise alignment. In step 3, the carrier wafer can now be
annealed to repair the potential H+ implant damage. In step 4, the donor wafer is
now processed to form Stratum 2. The existing front-line process can be used
including FinFET or any other available front-line process. The choice of the
transistor and the architecture for strata 2 and 3 should consider the need for vertical
isolation in-between them. Note that between the transferred layer and the carrier
wafer there is an oxide layer, which would be an excellent etch-stop allowing the
transfer onto the target layer without the need for ion-cut. A preferred strategy is to
use Stratum 2 for the high-performance circuits while Stratum 3 would be used for
support of less sensitive circuits. All high-temperature steps should be completed at
this point, since in the following step, interconnects are added. In step 5, add
contacts and at least one metal layer. In step 6, bond (oxide to oxide or metal to
metal) to the target wafer using the precise bonder alignment with less than 200 nm
misalignment. Now grind and etch off the carrier wafer. (Not presented here are
options to remove the carrier wafer for reuse.) In step 7, the dummy gate and the
gate oxide of Stratum 3 can now be replaced, and connections can be made between
Stratum 2, Stratum 3 and the underlying target wafer. Alignment and via processing
are done just as between conventional BEOL metal layers, as the transferred layer is
very thin (*100 nm).
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3.3.2 Smart Alignment

Having a thin transferred layer allows the through-layer via to be as small as a
conventional BEOL interconnection via (*50 nm). Yet the 200 nm bonding
alignment window would appear to require a landing pad of 200 nm by 200 nm for
each vertical connection. In addition to wafer-to-wafer misalignment, we also need
to account for reticle-to-reticle misalignment. This would be highly dependent upon
whether or not both wafers come from the same process line using the same
lithography tool/stepper. The total misalignment across the wafer between the
Stratum 1 and Strata 2/3 would include the reticle-to-reticle misalignment, the wafer
bonding misalignment and some other error factors. Assuming that the total across
wafer misalignment is less than 300 nm, then it would seem that a bonding pad of

Step 1 Step 2 Step 3

Step 4 Step 5

Step 6 Step 7

Fig. 3.11 Process flow for gate-replacement process and precise bonding
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300 nm × 300 nm at the top of Stratum 1 would be needed to allow a safe Strata 2/3
to Stratum 1 via connection. With Smart Alignment the connection is made by two
perpendicular 300 nm long strips as seen in Fig. 3.12. The vertical strip is part of
the top layer of the target (bottom) wafer.

After bonding, the through-layer via would be aligned to the target wafer in the
Y direction and to the transferred layer in the X direction as seen in Fig. 3.13. The
top connection strip could then be processed, aligned to the transferred (top) layer.
This alignment scheme reduces the vertical connection overhead to a minimum, and
it allows for multiple vertical connections per unit area of 300 nm × 300 nm.

3.3.3 Strata 2, 3—Examples

Figure 3.14 illustrates one example for circuit allocation for Stratum 2 and Stratum
3 with an intrinsic vertical isolation. For Stratum 2, the most advanced devices for
forming high-speed logic could be used such as FinFET transistors. The SRAM for
the high-speed logic circuit could be placed onto the close-by Stratum 3.
A compelling option for the SRAM would be the use of Zeno technology [24]
where a two-stable-state, single-transistor SRAM is enabled by a deep-implant
back-bias. The vertical isolation is achieved by the back-bias. The FinFET transistor
by design is also isolated from the substrate. This use of Strata 2 and 3 is com-
pelling as the memory creates no obstructions and offers a very short fetch-path for
memory access. Such a dual functional layer (Strata 2 + Strata 3) could be a product
offered by itself as an add-on to many designs and single-chip systems.

Such process-flows with a dual functional layer could enable many new inno-
vative devices such as:

300n

300n

Fig. 3.12 Smart alignment

}

Fig. 3.13 Smart alignment
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• An image sensor on Stratum 3 with pixel electronics on Stratum 2 could provide
an unparalleled dynamic range for cameras.

• A full redundancy layer [25] on Stratum 3 provides redundancy to Stratum 2,
allowing almost unlimited logic integration on huge dies, essentially a server
farm on a chip.

• A configurable logic fabric as an add-on…

3.3.4 Monolithic 3D Cost Estimates

It is well known that high cost is the number-one issue which slows down the
adoption of 3D ICs based on TSV. The proposed monolithic 3D flow has the
potential to overcome this barrier as it avoids the use of a thick layer with lengthy
etch and deposition processes. In fact, it can provide circuit fabrics for two strata for
a cost that is less than one wafer substrate. The donor wafer is reusable, and the cost
of the first ion-cut is estimated to be less than $60 [26]. The carrier wafer could be
reusable or utilize an inexpensive test wafer costing about $30. The estimated
per-wafer cost of precision bonding is less than $20. Other steps involved in layer
transfer, cleaning, etch, etc., are estimated at about $30 total. The costs for transistor
formation for Strata 2 and 3 and their associated interconnects are no different from
any other circuit fabrication costs. Accordingly, we estimate that the cost structure

Fig. 3.14 1T SRAM over
FinFET
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is comparable with the fabrication cost of 2D devices. Yet having the overall design
built in a 3-strata fabric provides huge power, performance, and cost benefits.

3.4 EDA for Monolithic 3D

Design tools and algorithms for 3D ICs have been a subject of research work for
many years. Some of that work had been summarized in related books [27], and
relevant conferences [28]. Academic work, which resulted in many papers and
tools, is being done at GeorgiaTech at the GTCAD Laboratory. The challenge is
with respect to a commercial tool that would be ready for use by the semiconductor
engineering and design community. Here we would have the classical chicken-egg
challenge. The commercial EDA industry would wait for the design market to be
large enough to justify the attention and the required investment, which is hard to
have without the design tools to support such commercial design efforts.

This has been recognized by CEA Leti, which has done research work [29–31]
allowing the use of commercial 2D EDA tools for a specific class of 3D designs. In
one such case, one stratum has been allocated just for the drive and repeater while
the other stratum carries the logic cell with minimum drive as illustrated in
Fig. 3.15. The 2D tool would be used to place the ‘modified logic cells’ for the logic
stratum, and the proper drive for each of the logic cells would be placed accordingly
in the drive stratum [29].

A more flexible approach, named CELONCEL (Cell-on-cell) stacking [30, 31],
allows cells to be placed on top of each other considering the pin-access issues.
A physical design tool (CELONCELPD) was proposed that transforms the mono-
lithic 3D placement problem into a virtual 2D problem solved using existing 2D
placers. A highly parallelizable zero-one linear program formulation is used for
layer assignment followed by a linear-program-based minimum perturbation for a
high-quality 3D layout. Figure 3.16 illustrates the general EDA flow. It includes
first deflating the cell library by 50 %, then using a commercial EDA placer and
then re-inflating the cells after splitting them to two layers.

In the last section of this chapter, multiple monolithic 3D advantages are pre-
sented. Many of these leverage the aspect that each stratum would be processed
independently—this is often referred to as heterogeneous integration. Accordingly,
in many of those, the monolithic 3D design would be a 2D design using 2D EDA
with some limited constraints related to the other strata. Such could be:

1. Memory over/under logic. A Memory process is preferably different from a
logic process. In a design, which uses some very large memory blocks, those
blocks could be either manually placed or assisted by a floor-planner tool. Then
a 2D tool could be used to place and route the logic fabric with the memory pins
serving as virtual I//O constraints.

2. Image sensor with pixel electronics. These could become mostly a full-custom
design where each pixel has the same deep pixel electronics.
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Fig. 3.15 Cell-on-Buffer
(CoB) concept:
a conventional 2D cell, b its
equivalent 3D CoB cell

Fig. 3.16 Logic-to-layout
using 2D commercial EDA
for cell-on-cell
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3. 3D FPGA. A full-custom-design technique could be used for the regular terrain
of the programmable logic array.

3.5 Managing the Heat

Several questions concern the heat-removal aspect for 3D IC’s. The first question
relates to having more transistors in a smaller space. While more complex circuits
present an ever-increasing power challenge, having them built in monolithic 3D is
an important part of the solution as it is well documented that 80 % of the power
consumption is due to on-chip connectivity [32]. The more interesting question
relates to the fact that Stratum 2 transistors are thermally isolated (surrounded by
oxide) and without direct access to the silicon bulk for heat removal as is illustrated
in Fig. 3.17.

Figure 3.18 illustrates the solution of using the power-delivery network
(PDN) for heat removal. This work was reported in IEDM 2012 [33]. Having
Stratum 2 only about 1 micron away from the bulk allows a very effective heat
removal path through the power-delivery network (Fig. 3.19).

The PDN would enable removing the overall heat, but there could still be
specific hot spots and active areas that might not have a thermal connection path to
the PDN. The first step would be to add a heat-spreader layer to even out hot spots.
In the previously presented Fig. 3.9, a heat spreader is illustrated underneath the
transistor layer of the upper strata. Such a heat spreader could be used to shield the
interconnect layers from top heat, act as power delivery and provide EMI/RFI
isolation. The heat-spreader layer could be constructed from copper with thin
isolation from the transistor layer above, or from less common, but even better
heat-conducting material such as graphene or CVD diamond. In some cases, the
power-delivery path could be too far from an active heat generating source, and
some active cells might not have a power connection at all.

Fig. 3.17 The inner-strata
transistor has no natural path
for heat removal
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Figure 3.20 illustrates an important part of the heat removal for monolithic 3D—
thermally conducting, electrically isolated contacts [34]. A simple solution could be
a reverse-biased contact (illustrated in Fig. 3.20) for a common cell such as a
transmission gate, which has no electrical connections to the PDN.

Fig. 3.18 Heat removal by the power-delivery network (PDN) [33]. © IEEE 2012

Fig. 3.19 Heat removal by the power-delivery network (PDN) [33]. © IEEE 2012
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3.6 3D Memories: 3D NAND,…

3.6.1 Introduction to BiCS

In landmark papers [35, 36], Toshiba introduced in 2007 a new approach to memory
processing, which they call—BiCS—Bit-Cost Scalable Flash Memory. The key idea
of BiCS is to share lithography and processing for multiple layers of processing. By
properly architecting a memory-design and -processing flow, many layers could be
processed together allowing scaling of the device into the vertical direction while
keeping the incremental cost very low as illustrated in Fig. 3.21 [37].

It is now clear that 3D NAND, also called V NAND, is the scaling path for the
Non-Volatile (NV) Memory industry. In mid-2013, Samsung announced the mass
production of 24-layer 3D NAND, and, in 2014, a second generation with 32 layers
has been released to the market. Figure 3.22 is a cartoon by Samsung illustrating the
change to monolithic 3D already taking place for memory products.

3.6.2 3D-NAND

Since the first BiCS disclosure, multiple 3D Memories with shared lithography
have been made public. It seems that each and every memory vendor has its own
architecture claiming it is the best. Most of these architectures use polysilicon
transistors, which are good enough for most memory products and easier to process
for a multi-layer 3D architecture. The following description presents one [38] of
these architectures. The process-flow in Fig. 3.23 shows how shared lithography
and processing could be used. Multiple oxide/nitride steps are used with
multi-states charge trap dielectric and poly-silicon channel. The polysilicon-channel

Reverse bias diode

Fig. 3.20 Thermally
conducting, electrically
isolated contacts
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performance is acceptable since the grain size is large compared to cell dimensions.
The use of an excimer laser to further increase the grain size has been shown to
improve the performance. The device uses gate-all-around transistors, which pro-
vides excellent electrostatic channel control (Fig. 3.24).

Fig. 3.21 Bit-cost reduction [37]. © IEEE 2014

Fig. 3.22 Paradigm shift from 2D scaling to 3D scaling (Source SAMSUNG)
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3.6.3 Making Contact Without Adding Lithography Steps

An important complementary technology allows for making contacts to each of the
stacked layers without the need for an individual lithography step. Figure 3.25
illustrates the contact-formation flow using an approach similar to ‘spacer tech-
nology’. It utilizes isotropic etch/slim followed by anisotropic etch (RIE) to form a
staircase structure, which, with one lithography step, can then contact each of the
memory stacked planes.

Fig. 3.23 Process-flow for 3D NAND Flash [39]. © IEEE 2009. a Deposit multiple Sio2/SiN
layers, b Etch hole and deposit channel poly (shared litho step), c Make staircase pattern for
contacts (shared litho step), d WL cut etch (shared litho step), e Using flow in Fig. 3.24, make
charge trap flash dielectrics and gate/WL, f BEOL

Fig. 3.24 Charge-trap dielectric and electrode definition [39]. © IEEE 2009. a After step (d) of
Fig. 3.23, b Wet etch SiN, c Deposit charge trap dielectric and WL, d Gate node separation
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3.6.4 3D-NOR Flash

The NAND architecture became the most popular NV Memory architecture by pro-
viding the highest memory density and accordingly the lowest cost per bit. In some
memory technologies, there is a need for a NOR architecture such as in 3D-DRAM
[40] and RRAM [38]. These architectures could use polysilicon or mono-crystallized
silicon. Figure 3.26 illustrates such a NOR architecture for RRAM application.

3.7 Advanced Work—Non-silicon Monolithic 3D

3.7.1 III–V Semiconductor 3D Integration

At SMART LEES, Singapore, a manufacturing facility is being put in place [41] to
integrate III–V crystal layers with foundry-processed silicon offering truly hetero-
geneous integration as illustrated in Fig. 3.27.

Here, the heterogeneous integration is in two aspects. First is the ability to
mass-produce some base generic function on a CMOS wafer by conventional
foundries. Then a far smaller facility processes the monolithic 3D integration of

Vertical electrode Memory cell 

Horizontal  
electrode 

(a) (b)

(c) (d)

(e) (f)

Fig. 3.25 Staircase patterns for contacts of the individual stacked layers. © IEEE 2007. a Deposit
multiple Sio2/SiN layers, b Etch hole and deposit channel poly (shared litho step), cMake staircase
pattern for contacts (shared litho step), dWL cut etch (shared litho step), e Using flow in Fig. 3.24,
make charge trap flash dielectrics and gate/WL, f BEOL
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upper strata of a lower-volume structure, customizing the device. The upper strata
could be another type of crystal such as III–V materials. The III–V materials could
be processed by epitaxial growth over base silicon materials and utilizing ion-cut to
transfer over oxide and eventually on top of a foundry-base silicon wafer, like in
Fig. 3.28.

Fig. 3.26 3D RRAM—NOR Architecture [38]. © IEEE 2014. a Deposit multiple Sio2/poly Si
layers. Or use ion-cut to make Sio2/c-Si layers, b Pattern (shared litho step), c Form gate of select
transistors (shared litho step), d Pattern SL, then silicide (shared litho step), e Form RRAM
dielectric and electrode for multi level 1T-1R cells (shared litho step), f Form BLs

Fig. 3.27 Heterogeneous integration of III–V over silicon from foundries [41]. © IEEE 2014
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3.7.2 Monolithic 3D Integration of Semiconductor, Carbon
Nano Tube, STT MRAM and RRAM

A research effort going on at Stanford [42] and other leading US universities is
looking to provide 1000× improvements over conventional semiconductor tech-
nology by leveraging monolithic 3D integration of semiconductor strata with a
CNT STT-MRAM and R-RAM stratum—(Figs. 3.29, 3.30).

• Layer transfer is key to removing thickness required for dislocation 
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Fig. 3.28 Using layer-transfer (Ion-cut) for heterogeneous integration [41]. © IEEE 2014
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3.8 The Monolithic 3D Advantages

3.8.1 Introduction

The most important aspect of scaling is the exponential increase of device inte-
gration. In this section, we cover some of the other advantages of monolithic 3D
integration.

3.8.2 Reduction in Die Size and Power

3.8.2.1 Reduction in Die Size

Dimensional scaling has always been associated with increased wire resistivity and
capacitance—see Fig. 3.4. Every node of dimensional scaling is associated with
larger output drivers and more buffers and repeaters. Figure 3.31 illustrates the rapid
increase of the number of transistors associated with the increased interconnect
challenge.

Reduced interconnect length due to 3D stacking provides a reduction of buffers
and the average transistor size. MonolithIC 3D Inc. released an open-source
high-level simulator IntSim v2.0 to simulate a given design’s expected size and

Fig. 3.30 Monolithic 3D integration of Semiconductor, Carbon Nano Tube, STT RAM and
RRAM [42]. © IEEE 2014
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power based on process parameters and the number of strata. Using the simulator,
we can see in Fig. 3.32 that a 2D design of 50 mm2 area with an average gate-size
of W/L = 6, will only need an average gate-size of W/L = 3 and accordingly only
24 mm2 of total circuit area, if folded into two strata (the footprint will be therefore
just 12 mm2).

These results are in-line with many other monolithic-3D research results.

Fig. 3.31 Repeater and buffers consume escalating parts of the end-device power and area. Source
IBM Power processors R. Puri et al. SRC Interconnect Forum, 2006

Fig. 3.32 Monolithic 3D folding can reduce the required silicon by 50 %
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3.8.2.2 Reduction in Power

Figure 3.33 illustrates that interconnect is now dominating about 80 % of device
power.

Monolithic 3D enables the folding of a circuit, with each stratum only about 1 µ
above or below its neighbor, combined with a very rich vertical connectivity
between the strata—with the potential to strongly impact the 10 % of wires that
consume more than 90 % of the device active power—Fig. 3.34.

3.8.3 Significant Advantages for Using the Same Fab
and Design Tools

3.8.3.1 Depreciation

With dimensional scaling, every technology/process node requires a significant
capital investment for new processing equipment—Fig. 3.35, significant R&D
spending for new transistor process and device development—Fig. 3.36, and the
building of an ever more complex and costly library and EDA flow.

Communication Dominates Power 
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Fig. 3.33 Interconnect responsible for about 80 % of device power (IBM, Short-Course IEDM
2012)
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With monolithic 3D, these costs are not required as dimensions are maintained
for multiple generations, and only the number of strata or layers is increased.

If the industry could use the same equipment and the same transistors and
libraries for 4 years instead of 2, then all these costs could be depreciated over a
longer time, with the resultant significant cost benefit.
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Fig. 3.34 Monolithic 3D can reduce the power and cost attributes by the long wires, MIT Lincoln
Lab (After K. Guarini, IBM Semi R&D Center HPEC 2006)

Fig. 3.35 Escalating Capex costs with dimensional scaling (Source World Fab Watch)
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3.8.3.2 Learning Curve—Yield

Using the same transistor tools and EDA for longer periods has an additional
important benefit. Learning curve equals yield improvement. With dimensional
scaling, we face the predicament that, by the time we know how to manufacture a
process node well, that learning quickly becomes obsolete as we quickly move on
to the next node.

With monolithic 3D, the learning of the previous node stacking is directly
utilized on the integration development of more strata, rather than on new materials,
design-tool issues, etc. Figure 3.37 illustrates the dimensional scaling trend as each
node of scaling is taking longer and costing more to get to a mature yield
(‘ramped-up’).

3.8.4 Heterogeneous Integration

3D IC enables far more than an alternative for increased integration. It provides
another dimension of design flexibility as shown in Fig. 3.38.

A well-known aspect of this flexibility is the ability to split the design into
layers, which can be processed and operated independently, and still be tightly
interconnected—especially for monolithic 3D as was presented in Sect. 3.7.

3.8.4.1 Logic, Memory, I/O

Let’s start with quoting Mark Bohr, in charge of Intel’s process development:
“One important perspective is that chip technology is becoming more hetero-

geneous. If you go back 10 or 20 years ago, it was homogeneous. There was a

Courtesy:GlobalFoundaries

Fig. 3.36 Escalating process R&D costs with dimensional scaling
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Fig. 3.37 The learning curve
with dimension scaling

Fig. 3.38 Heterogeneous
integration
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CMOS transistor, it was the same materials for NMOS and PMOS, maybe different
dopant atoms, and that basic CMOS transistor fit the needs of both memory and
logic. Going forward, we’ll see chips and 3D packages that combine more heter-
ogeneous elements, different materials, and maybe transistors with very different
structures whether they’re for logic or memory or analog. Combining these very
different devices onto one chip or into a 3D stack—that’s what we’ll see. It will
be heterogeneous integration” (added emphasis).

The most important market for semiconductor products is smart mobility. For
this market, the SoC device needs to integrate many functions, such as logic,
memory, and analog. In most cases, the pure high-performance logic would be
about 25 % of the die area, 50 % of the area would be memory (Fig. 3.39), and the
rest would be analog functions such as I/O, RF, and sensors.

In 2D, all the functions need to be processed together and bear the same man-
ufacturing costs. In a monolithic 3D-IC stack using heterogeneous integration, each
stratum is processed in an optimized flow, allowing for a significant cost reduction
and no loss in optimized performance for each function type.

3.8.4.2 Strata of Logic

The logic itself can be constructed better using heterogeneous integration. In many
cases, only a portion of the logic needs to be high performance while other portions
could be more cheaply done using an older process node. Other scenarios could
include designing different strata with different supply voltages for power savings,
different numbers of metal-interconnect layers, or other variations of the design
space.

Fig. 3.39 Embedded memory to occupy about 70 % of SoC die area
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3.8.4.3 Strata of Different Substrate Crystals and Fabrication
Processes

3D enabled heterogeneous integration can be used as was presented in Sect. 3.7.
Some layers can utilize silicon while others may use compound semiconductors.
Some layers could be image sensors or other types of electro-optical structures and
so forth.

3.8.5 Multiple Layers Processed Simultaneously—BiCS

An extremely powerful, unique advantage of monolithic 3D is the option to process
multiple layers in parallel with one lithography step, as was detailed in Sect. 3.6.
This option is most natural for regular circuits such as memory, but it is also
available for other types of circuits with the right architectures.

The first merchants to recognize this option, and who are moving to monolithic
3D, are the NAND Flash vendors as seen in Fig. 3.40.

One of the clear future trends is the increase of content, often described by terms
such as ‘big data’ and ‘abundant data’. This trend certainly illuminates the future

Fig. 3.40 For memory the future scaling is monolithic 3D (Source Flash Memory Summit and
Samsung)
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path for electronic systems. Monolithic 3D is well positioned to provide the best
scaling path by integrating large amounts of 3D memory with logic providing a
1000× improvement in cost and power as previously discussed.

3.8.6 Logic Redundancy Allowing 100× Integration
with Good Yield

The strongest value of an IC is the integration of many functions in one device. This
is and will be the most important driver of Moore’s Law, because, by integrating
functions into one IC, we achieve orders-of-magnitude benefits in power, speed,
and cost. At any given technology node, the limiting factor to integration is yield.
As yield relates strongly to device area, most vendors are trying to limit the die size
to about 50–100 mm2. Some product applications require an extremely large die of
over 600 mm2, but those are rare and high value-added cases because the yield goes
down exponentially as die size grows.

While memory redundancy is common in the IC industry, logic redundancy is
only (and sparingly) used in a few FPGAs—no solution has been found after the
failure of Trilogy, where “Triple Modular Redundancy” was employed systemati-
cally. Every logic gate and every flip-flop was triplicated with binary
two-out-of-three voting at each flip-flop. Quoting Gene Amdahl: “Wafer scale
integration will only work with 99.99 % yield, which won’t happen for 100 years.”
(Source: Wikipedia).

A unique advantage of monolithic 3D is the ability to construct redundancy for
circuits including logic, with minimal impact on the design process and while
maintaining circuit performance, such as shown in Fig. 3.41.

There are three primary ideas visible here:

• Swap at logic cone granularity.
• Redundant logic cone/block directly above, so no performance penalty.
• Negligible design effort, since the redundant layer is an exact copy.

Fig. 3.41 Monolithic 3D enabling logic redundancy and repair
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The new concept leverages two important technology breakthroughs:

The first is the scan-chain technology that enables a circuit test where faults are
identified at the logic cone level. The second is the monolithic 3D IC, which
enables a fine-grained redundancy: replacement of a defective logic cone by an
identical logic cone that is only *1 μm above.

Accordingly, by just building the same circuit twice, one on top of the other,
with minimal overhead, every fault could be repaired by the replacement logic cone
above. Such repair should have a negligible power penalty and a minimal cost
penalty, whenever the base-circuit yield is as low as 50 %. There should be almost
no extra design cost, and many additional benefits can be obtained.

This redundancy technique could be used also to repair faults throughout the
device life-time, including in the field, which is a powerful advantage for some
applications.

In today’s designs, we expect more than one million flip-flops (and their logic
cones). Consequently, if we expect one defect, then a device with redundancy layer
would work unless the same cone is faulty on both layers, which, probability-wise,
would be one in a million!

The ultra-integration value could be as much as:

• *10X Advantage of 3D WSI versus 2D @ Board Level
• *10X Advantage of 3D WSI versus 2D @ Rack Level
• *10X Advantage of 3D WSI versus 2D @ Server-Farm Level

Overall, a *1000× advantage is possible, all due to shorter wires. Instead of
placing chips on different packages, boards and racks, we integrate on the same
stacked huge chip.

3.8.7 3D-FPGA

Dimensional scaling is associated with escalating mask-set and design costs. Yet
designers choose in most case to use old process nodes rather than an FPGA [43].
As a result, the most popular node for design currently is 130 nm, a node that is
trailing the leading edge by about 6 process nodes. 3D FPGAs could significantly
reduce this huge gap by drastically reducing area- and cost-penalties. Accordingly,
a 3D FPGA would have the opportunity to increase innovation and growth in the
semiconductor industry at large.

3D-FPGAs could simplify the use of anti-fuse technology for high-density pro-
grammable interconnects with the additional benefits of programming the intercon-
nection layers from the top, providing an order of magnitude density improvement.

An additional advantage of a 3D FPGA is in having two compatible products.
The prototype device would have extra strata for the interconnect programming,
which could be removed for further cost reduction in volume production, illustrated
in Fig. 3.42.
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3.8.8 Modular Platform

The 3D monolithic device would be a good fit for platform-based designs, wherein
some parts of the device are used by all customers while other parts are tailored to a
specific market/customer segment as illustrated in Fig. 3.43.

Production Phase

Prototype Phase

Fig. 3.42 The extra layers associated with interconnect programming could be removed for the
volume part

Fig. 3.43 3D-enabled modularity
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Such a system architecture could be inexpensively used in many market seg-
ments and with multiple variations. One interesting application could be in the
FPGA sector where the same platform could come with many flavors of memories
and I/O.

3.8.9 Stacked Layers Are Naturally SOI

The upper layers of monolithic 3D devices are naturally Silicon-On-Insulator (SOI).
The advantages of SOI are well-established, they increase with scaling, and they
include:

• 90 % lower junction capacitance
• Near-ideal sub-threshold swing
• Reduced device cross-talk
• Lower junction-leakage
• Effective back-bias and multi-Vt options
• Multiple-gate operation for superb electrostatic channel control.

3.8.10 Local Interconnect Above and Below Transistor
Layer

Improving on-chip interconnects is critical for enabling the increase in gate count.
Simply adding interconnect layers provides limited improvement as each additional
layer also adds to blockages/congestion in the intermediate layers created by the
need to traverse them up and down the stack. In a monolithic 3D approach,
interconnect can be formed and effectively used both above and below the transistor
layer, thus doubling interconnect accessibility.

3.8.11 Re-buffering Global Interconnect by Upper Strata

Via blockage resulting from global interconnect buffering is growing exponentially
as shown in Fig. 3.44. In addition to the reduction in buffers due to the significant
reduction in the average wire-length in a 3D stack, moving those buffers to the
upper stratum can effectively address the problem. Using such repeaters on a
separate upper stratum does not add to routing congestion on the lower—and
congested—metal layers, and it allows the utilization of a greater fraction of the
active area.
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3.8.12 Other Ideas

3.8.12.1 Image Sensor with Pixel Electronics

The image-sensor industry has moved to back-side illumination to increase the
image-sensor area utilization. By adding the option for multiple strata, many
additional benefits could be gained such as multi-spectrum day/night with extre-
mely high dynamic range and other options as illustrated in Fig. 3.45.

Fractional chip area occupied by repeaters

Via blockage by repeaters on global wires

Fig. 3.44 Escalating area
penalty for repeaters (Source
Prof. Saraswat, Stanford
Univ., EE311: Interconnect
Scaling, slide 46)
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Pixel electronics behind every pixel could enable a very high dynamic range by
counting and resetting individual sensors.

3.8.12.2 Micro-display

The display-market is always looking to reduce power and size while increasing the
resolution and brightness. Monolithic 3D could provide ultra-high resolution with

Fig. 3.45 Monolithic 3D image sensor

Fig. 3.46 Monolithic 3D micro-display
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extreme power-efficiency and minimal size, by combining drive electronics with
strata of different-color light-emitting diodes as is illustrated in Fig. 3.46.

3.9 Conclusion

Monolithic 3D is a disruptive semiconductor technology. It builds on existing
infrastructure and know-how, and it can bring to the hightech industry many more
years of continuous progress. While it provides all advantages, once provided by
dimensional scaling, monolithic 3D offers many additional options and benefits.
Best of all, monolithic 3D can be used in conjunction with dimensional scaling.

This chapter presented various techniques for monolithic 3D processing as well
as multiple applications for monolithic 3D devices. It should be noted that the
processes and applications could be mixed and matched in various ways to support
future market needs.
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Chapter 4
Analog-Digital Interfaces—Review
and Current Trends

Matthias Keller, Boris Murmann and Yiannos Manoli

Abstract By updating the figure-of-merit plots presented in CHIPS 2020 using
new survey data collected over the years 2011–2015, this chapter discusses
asymptotes and extracts recent improvement rates in the area of low-power,
high-performance A/D conversion. Moreover, five years after the writing of CHIPS
2020, the developments in current architectures will be re-iterated, and the
emerging concept of analog-to-information conversion will be discussed.

4.1 Introduction

Five years after our survey on analog-to-digital converters (ADCs) in CHIPS 2020
—A Guide to the Future of Nanoelectronics [1], innovation and progress in data
converter design is alive and well. In 2010, we had predicted that the future will
bring further improvements in power efficiency, fueled by a combination of tech-
nology scaling, minimalistic design and digital assist. The purpose of this chapter is
to provide a reality check, quantify recent progress and document the state-of-the-art.
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4.2 General ADC Performance Trends

In order to illustrate the progress made over the past five years, we consider the
conversion energy and conversion bandwidth plots that were introduced in [1]. As
before, the data used for the plots shown in Fig. 4.1 is taken from the online survey
data of [2], now extended up to the most recent data set from the 2015 International
Solid-State Circuit Conference (ISSCC). From the points added between 2010 and
2015 (marked in gray), one can immediately see that there has been significant
progress.

As far as the conversion energy (power divided by Nyquist sampling frequency)
in Fig. 4.1a is concerned, we can summarize the key observations as follows. First,
there are now 15 designs that reported a Walden figure-of-merit (FOMW) [3] of less
than 10 fJ/conversion-step. In 2010, there was only one such design. Second, while
we see improvements across the board, the successive approximation register
(SAR) architecture stands out and now clearly dominates the low-energy design
space. We will return to this point in Sect. 4.3. Third, and most importantly, we
observe that the leading-edge designs for a signal-to-noise and distortion ratio
(SNDR) beyond 50 dB align well with a slope of 4× per 6 dB (1 bit). As discussed
in [1], this slope corresponds to the “thermal slope,” i.e., the trade-off for circuits
that are limited by thermal noise. The important conclusion to draw from this is that
we have pushed our designs closer to thermal limits, indicating a higher degree of
optimization away from technology-imposed limits.

The fact that most leading-edge designs (with SNDR > 50 dB) now follow the
thermal slope has led to the widespread adoption of a figure-of-merit that takes this
trade-off into account. Recall from [1] that the Walden FOM assumes a slope of 2×
per 6 dB, which no longer fits the leading edge (see Fig. 4.1a). The so-called
Schreier FOMS was first defined in [4] and is based on a 4x per 6 dB slope in the
trade-off between energy and dynamic range (DR). For our discussion below, we
will utilize a modified version of this FOM that includes distortion [5], i.e., DR is
replaced by SNDR:

FOMS ¼ SNDRðdBÞ þ 10 log
fsnyq=2

P

� �
ð4:1Þ

Here, P stands for ADC power consumption and fsnyq is the Nyquist output sample
rate of the ADC (twice the conversion bandwidth). The bold dashed line in Fig. 4.1a
corresponds to FOMS = 175 dB, which can be viewed as the state of the art. It is also
worth noting that the data we use for SNDR are based on an input frequency near
Nyquist to enable a fair comparison (see [2] for a discussion on this subject).

As far as the conversion bandwidth1 plot in Fig. 4.1b is concerned, we observe
that the improvements are significant, but not as pronounced as for conversion

1We define the conversion bandwidth as the highest input frequency for which the plotted SNDR
was measured. This frequency is typically fs/2 with exceptions noted in the fin_hf column of [2].
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Fig. 4.1 ADC performance data (ISSCC 1997–2015 and VLSI circuit symposium 1997–2014).
The gray markers indicate data reported after 2010. Conversion energy (a) and conversion
bandwidth (b) versus SNDR
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energy. The reason for this is that the speed-resolution product is limited by our
ability to make a low-jitter clock, and it is generally difficult to achieve a standard
deviation better than 50 fsrms [6]. The data point with the best combination of
bandwidth and SNDR is [7], located at an equivalent aperture jitter of 127 fs. Note
that since this converter suffers from other nonidealities, the actual clock jitter in
this design must be significantly better.

To look into the conversion bandwidth trends more closely, we re-plot the
speed-resolution chart (Fig. 4.2b) in [1] as shown in Fig. 4.2. From here we see that
only two designs reported after 2010 surpass the speed-resolution product of [8]
(which is the peak point for 2010). The overall progress slope for the
speed-resolution product indicates a doubling every 4.0 years (was 3.6 years until
2010 [1]). Finally, we note that many other SAR-based designs have now managed
to pass the line for 1 psrms. However, pipelined ADCs (like [7]) still dominate the
performance in the 60–80 dB range, mostly driven by the needs for wireless base
stations [9].

Given that (1) has emerged as a figure-of-merit that not only accounts for the
fundamental thermal noise trade-off, but also does a good job at fitting the recent
leading edge, it makes sense to use FOMS for quantifying conversion-efficiency
trends and efficiency-speed tradeoffs. In absence of an acceptable figure-of-merit,
our previous analysis [1] used 3D fitting to extract the progress rate in conversion
efficiency. Using FOMS, we can now look at the data in two dimensions, which
allows us, among other things, to plot efficiency versus speed.

Fig. 4.2 Fit to speed-resolution product of the top 3 designs in each year. The fit line has a slope
of 2×/4 years
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From the plot in Fig. 4.3, we make the following observations. First, note that as
expected, the achieved FOMS is highest for low conversion rates. At frequencies
between 10 and 100 MHz, the efficiency begins to deteriorate and rolls off with a
slope of approximately −10 dB per decade. As discussed in [10], this indicates that
power dissipation scales with the square of speed in this regime. Also notice from
the plot that the pipelined SAR designs [11–13] set the peak performance near the
corner. The time-interleaved SAR design of [14] marks the rightmost point in this
chart and, interestingly, lies almost exactly on the −10 dB/decade roll-off of the
drawn envelope. The envelope is constructed by taking the average of the top five
data points to define the horizontal asymptote, and the average of the top five
designs along a −10 dB roll-off to define the location of that asymptote.

As we can see from Fig. 4.3, the contributions of the past five years have pushed
the asymptotes up and to the right. It is interesting to quantify the rate at which this
movement occurs. This is done for the location of the low-frequency
(LF) asymptote in Fig. 4.4. We observe that the improvements have followed a
steady pace with minor variations from year to year (likely due to the finite sample
size of the data). Interestingly, the overall progress rate comes out almost exactly to
1 dB per year (or doubling of power efficiency every 3 years). In this context, it is
interesting to re-visit the fundamental-limit discussion presented in [1]. There, we
noted that a useful bound on conversion energy is given by [15, 16]:

Fig. 4.3 FOMS versus Nyquist sampling rate. The gray markers indicate data reported after 2010
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P
fsnyq

� �

min

¼ 8 kT� SNR ð4:2Þ

Approximating SNDR ≅ SNR and inserting into (4.1) gives (assuming room
temperature):

FOMS;max ¼ SNR dBð Þ þ 10 log
1

16 kT� SNR

� �
¼ �10 log 16 kTð Þ ¼ 192 dB

ð4:3Þ

Since this bound includes only the energy to drive a sampler using an ideal
(class-B) amplifier, it is clear that we will likely never reach this number. A more
practical limit may be 186 dB, which would be reached in about ten years,
assuming that we can maintain the 1 dB per year progress rate.

To extract the rate, at which the high-frequency asymptote of Fig. 4.3 moves to
the right, we use FOMS = 150 dB as an arbitrary reference point and measure (for
each year) up to which frequency this level of efficiency is maintained. This yields
the plot of Fig. 4.5, from which we observe doubling every 1.8 years, or 10× every
5.9 years (1.7 dB per year). These numbers quantify the rate of power-efficiency
improvement for high-speed designs. Since the low- and high-frequency asymp-
totes shift at different rates, the corner shifts to the right over time. While it was
located at about 1.4 MHz in 1997, the corner now occurs at about 42 MHz.
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Fig. 4.4 FOMS trend (low-frequency asymptote)
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4.3 Trends in Nyquist A/D Converters

An interesting consequence of the relentless optimization and improvements seen
above is the increasing competition among ADC architectures. While it was rela-
tively straightforward to make architectural decisions in the past, today’s ADC
designer is confronted with an overlapping design space offering multiple solutions
that are difficult to differentiate in their suitability. For example, the design space for
pipelined ADCs has been encroached by time-interleaved SAR converters.
Similarly, wideband delta-sigma converters such as [17] now offer bandwidths that
were previously only achievable with Nyquist converters (see also Sect. 4.4).

Figure 4.6 gives an indication on architectural trends. As we had already noted in
[1], the SAR architecture continues to be actively researched and conforms with the
general trend toward “minimalistic,” opamp-less Nyquist ADC architectures. In
order to extract high-speed from the SAR topology, time interleaving is typically
needed. This explains in part an up-tick in the number of reported designs that use
time interleaving, illustrated in Fig. 4.7. More generally, this trend is of course also
supported by the increasing integration density available in silicon, which has also
enabled multi-core microprocessors.
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4.3.1 SAR ADCs

The SAR ADCs published in recent years show great versatility and range from
ultra-low power to ultra-high speed designs (using time interleaving). To see this,
contrast the 10-bit 200 kS/s converter of [18] with the 8-bit 90 GS/s part of [14];
both use a very similar circuitry in their converter core. Somewhere in between, we
see 10-bit 2.6 GS/s time-interleaved SAR ADCs that can digitize the entire cable TV
spectrum [19], as well as highly efficient 100 MS/s, 11-ENOB converters [20] that
meet the demands of typical wireless receivers. While much of the progress in SAR
converters is enabled by technology scaling, there have been a number of important
circuit and architecture innovations as well. These include the combination of SAR
conversion with pipelining [21] and the use of dynamic residue amplification in such
hybrid topologies [20]. Other recent advancements include the judicious use of
redundancy and DAC replica timing [22], majority voting for noise reduction [23],
as well as integrated buffering to ease the input drive requirements [24].

4.3.2 Pipelined ADCs

Challenged by the impressive energy efficiency and scaling robustness of SAR
converters, the designers of pipelined ADCs have continued their search for
“opamp-less” residue amplification techniques. We have seen intriguing innova-
tions in fully-dynamic amplification [25], ring-amplifier-based amplification [26,
27], comparator-based amplification [28], as well as bucket-brigade processing
[29]. These and other approaches have helped in keeping the power dissipation of
pipelined ADCs competitive for low to moderate sampling rates. Architecturally,
the work of [30] reported an intriguing modification to the typical pipeline by
splitting the amplifier into a coarse and fine path. This change extends the available
settling time in each stage and may prove to be a valuable concept going forward. In
the context of high-speed conversion for wireless infrastructure, pipelined ADCs
are still the only topology that can meet the stringent application requirements. With
proper calibration, we have seen that the pipelined architecture can be pushed to
1 GS/s at 14 bits [7]; a performance level that is hard (if not impossible) to reach
with any other topology.

4.3.3 Flash ADCs

Flash ADCs have regained some interest due to the imminent shift from PAM2 to
PAM4 signaling in high-speed data links. The time-interleaved flash design of [31]
operates at 10.3 GS/s and thereby enables a multi-standard transceiver. As shown in
the 32-nm SOI design of [32], the speed can even be extended to 20 GS/s while
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maintaining outstanding power efficiency. Key to maintaining high efficiency in
flash ADCs is to identify a proper offset calibration/mitigation scheme and to
minimize the circuit complexity as much as possible. In that vein, the design of [33]
introduced a technique that generates extra decision levels using dynamic inter-
polation at the comparators’ regenerative nodes. These and other innovations are
strongly linked to the unprecedented speed and integration density that is now at the
disposal of the designers. In terms of concept innovation, the approach described in
[34] points toward an intriguing new direction. Instead of designing flash ADCs
with near perfect thresholds, this work proposes to adaptively control the decision
levels to minimize the system’s bit error rate, which is the ultimate specification of
interest. Broadly speaking, this approach also falls into the categories of digitally
assisted and analog-to-information conversion, discussed in more detail in Sect. 4.5.

4.3.4 Digitally Assisted Design

At the front of digitally assisted design, we have seen a variety of ideas applied to
all of the above architectures. Perhaps the most complex and sophisticated scheme
was implemented in the time-interleaved pipeline ADC of [35], which leverages
two million logic gates to reach the unprecedented performance level of 14 bits at
2.5 GS/s. The digital logic is used to correct a variety of analog imperfections
including dynamic sampling nonlinearity and signal-dependent self-heating.
Similarly, digital equalization concepts are used in [36] to alleviate the
residue-amplifier speed requirements and achieve 5.4 GS/s with only two inter-
leaved slices. In the context of background calibration for pipelined ADCs, another
noteworthy development was the introduction of algorithms with short convergence
times [37]. Another area where digital assist has been pushed to new levels is in the
correction of time interleaving artifacts. The time-interleaved SAR converter of [38]
uses fully digital compensation of timing skew, which was previously thought to be
prohibitively complex. In flash ADC design, digital assist was shown to be effective
in reducing the comparator offset trim range by employing a fault-tolerant encoder
[31], leading to significant savings in complexity and power. Another area, where
digital assisted techniques have found their use, is in emerging topologies, such as
VCO-based Nyquist converters [39, 40]. Here, digital calibration is not only an
add-on, but needed to make these approaches practical.

4.4 Trends in Delta-Sigma A/D Converters

Delta-Sigma ADCs continued to follow an exploratory focus in both industrial and
academic research activities. As a result, numerous findings, answers to previously
open questions, and advances over the state-of-the-art were presented at confer-
ences and published in journals. This trend continues to-date.
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In the following, we provide an overview and summary of these advancements.
Moreover, we reflect on them with regard to the predictions made on the devel-
opment of Delta-Sigma ADCs back in 2010. Finally, based on recent and actual
trends in the design of Delta-Sigma ADCs, we make predictions on future trends.
By doing so, the most recent version of the survey provided in [2], extended by
Delta-Sigma ADCs published in IEEE Journal of Solid-State Circuits from 2010 to
2015, serves as a data base. A detailed survey on Delta-Sigma ADCs covering
further conferences and journals can be found in [41].

In accordance with [1], we consider in the following the major sub-blocks of a
Delta-Sigma ADC, i.e., the loop filter, the quantizer, and the DAC, in order to
present advancements and to discuss trends. Moreover, we stick to the FOMW in
this subchapter in order to facilitate a comparison with our results presented in [1].

4.4.1 Loop Filter

As outlined in [1], the loop filter of a Delta-Sigma ADC is categorized based on
several criteria. Amongst others, the time domain it was designed for, i.e.,
continuous-time (CT) or discrete-time (DT). In 2010, it was observed that
Delta-Sigma ADCs using a CT loop filter seemed to become the vehicle for
high-speed implementations, a trend that was predicted to continue. Considering
Fig. 4.8, which is an update of Fig. 4.13 in [1] with CT and DT designs published
later than 2010, this prediction proved to be true over the past five years: all
high-speed implementations with bandwidths larger than 20 MHz were imple-
mented using a CT loop filter. Almost all have achieved SNDRs and FOMs
comparable to those of the latest DT implementations while the lowest and thus the
best CT FOM for a bandwidth larger than 20 MHz outperforms the lowest DT one
by a factor of six. In general, a trend to lower FOMs is clearly visible. However, the
minimum CT FOM improved only slightly from 40 to 30 fJ/conversion-step over
the past five years.

Considering recent designs for frequency bands up to 20 MHz, CT loop filters
were mostly used for the implementations as well. Overall, in comparison with DT
Delta-Sigma modulators, nearly twice the number of CT implementations was
published from January 2011 to March 2015. An overview of the quantitative
distribution of the published architectures is given in Fig. 4.9. As can be seen, a
switched-capacitor technique and thus DT circuitry were preferably used only for
the implementation of MASH modulators. The better matching between the analog
loop filter and the digital cancellation filters may account for this preference. On the
other hand, this argumentation implies that, contrary to the prediction made in [1],
less research was performed on digitally assisted circuits in order to overcome
matching issues in CT multi-stage noise-shaping (MASH) architectures.

Interestingly, only one sturdy multi-stage noise-shaping (SMASH) modulator
was among the recent MASH implementations [42]. This fact may be due to the
guess ventured in [1], i.e., any SMASH modulator exhibits a feedback loop whose
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order is equal to the sum of the orders of the single-stage modulators used in the
cascade. Consequently, they face the stability issues of their equivalent single-stage
modulator while requiring at least one additional quantizer for the implementation.

Another criterion for categorizing Delta-Sigma ADCs is based on the architec-
ture of the loop filter, i.e., CIFB, CRFB, CIFF, CRFF, or any mixture of them [4].
In 2010, it was predicted that the CIFF architecture will become the preferred

Fig. 4.8 Comparison of FOM and SNDR between DT and CT Delta-Sigma modulators exhibiting
a bandwidth larger than 2 MHz. DT and CT designs published later than 2010 are highlighted in
blue and red, respectively. FOM (a) and SNDR (b) versus bandwidth
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architecture for implementations in the latest technology nodes. Despite the peaking
of the STF and less anti-aliasing filtering, the signal swings inside a CIFF filter are
much lower for input signals close to full scale in comparison to a CIFB filter; a
characteristic that makes them very attractive for implementations using low supply
voltages. Indeed, all recent designs with supply voltages around 0.5 V used a CIFF
loop filter [43–45].

In general, all types of loop filters still enjoy great popularity today, even for
supply voltages as low as 1 V. When it comes to the implementation of
Delta-Sigma ADCs for telecommunication applications, e.g., wireless receivers,
CIFB and CRFB represent the first choice. Not only do they provide better
anti-aliasing filtering, but also a flat STF, which is considered a key characteristic
with respect to blockers and interferers. However, in 2004, it was proposed to
embed a first-order low-pass filter within a fourth-order CIFF loop filter of a
Delta-Sigma ADC in order to reduce the peaking of the STF [46]. Both the
robustness against interferers and blockers and the anti-aliasing filtering were thus
improved. This approach was further pursued recently. In [47], a second-order
Butterworth low-pass filter was embedded within a fourth-order CIFF loop filter. In
comparison to an implementation with an explicit up-front filter, 25 % less power

Fig. 4.9 Overview on delta-sigma modulators published between January 2011 and March 2015
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consumption and 20 % less area were thus achieved. In another approach [48], a
second-order CIFB Delta-Sigma ADC was merged with a third-order Chebyshev
channel-select filter. As a result, the order of noise-shaping increased from two to five
while the low-frequency STF was determined by the Chebyshev channel-select filter.
Further research on both approaches may pave the way for CIFF loop filters to become
the dominant architecture in the near future, even in telecommunication systems.

Finally, the lower FOMs seen in Fig. 4.9 are in part due to advancements in the
implementation of the loop filter, i.e., minimalistic and digitally assisted architec-
tures. Using inverter-based opamps, minimalistic loop filters for Delta-Sigma
modulators started to emerge in 2007 [49–52]. Further approaches were presented
recently, which allow for implementing second- and third-order loop filters using
only a single amplifier [53–58]. These concepts, amongst others, were applied to
achieve FOMs of 50 fJ/conversion-step and 41 fJ/conversion-step in a bandwidth of
10 MHz [55, 57].

In [57], another path-breaking technique was presented, which may shape the
future of loop filters: integrator loss compensation. Considering an active RC
integrator, this technique virtually boosts the DC gain of the amplifier by inserting a
negative replica of the resistor R from the input of the amplifier to ground.
Implementing high DC-gain amplifiers by means of cascading low DC-gain stages
thus becomes obsolete. At present, cascading represents a very popular yet power
consuming approach to tackling the reduced intrinsic gain per transistor and the low
supply voltages of modern technology nodes that limit the number of stacked
transistors and thus the efficiency of cascoding.

4.4.2 Quantizer

In [1], two concepts for the implementation of a multi-bit quantizer were considered
that comply with the benefits of scaled CMOS technologies for digital applications:
the VCO-based quantizer and the time-encoding quantizer. It was predicted that
they may become favorite architectures for the implementation of a multi-bit
quantizer in the near future, thus replacing power consuming multi-bit flash ADCs.
In the following, the developments and advancements of these quantizers are
summarized and analyzed.

4.4.2.1 Voltage-Controlled Oscillator-Based Quantizer

Voltage-controlled oscillator-based quantizers highly comply with technology
scaling since they consist of digital circuit blocks, e.g., flip-flops and standard logic
cells, which provide signal levels equal to the supply voltage. Sampling the phase
instead of the frequency, they provide first-order noise shaping to the quantization
error by embedding a digital differentiator in order to reconvert the phase to fre-
quency. Without feedback, a VCO-based quantizer thus achieves first-order noise
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shaping by cascading a VCO, a phase detector and a digital differentiator as
illustrated in Fig. 4.10. In spite of this fundamental distinction to a Delta-Sigma
modulator, where feedback is applied in order to achieve noise shaping, they are
often called a first-order Delta-Sigma modulator. Strictly speaking, they belong to
the class of noise-shaping ADCs while not representing a Delta-Sigma modulator.

The intrinsic resolution of a VCO-based quantizer is determined by distortion due
the non-linear voltage-to-frequency characteristic and phase noise, which are not
subject to the intrinsic noise shaping. Thus, a pseudo-differential architecture is used
quite frequently in order to reduce even-order harmonics and to improve the SNDR
by 3 dB since the signal power quadruples while the noise power doubles. Further
means were developed over the past five years in order to reduce the impact of these
non-idealities on the resolution of a VCO-based quantizer, e.g., digital background
or foreground calibration techniques. While these concepts were developed for
improving the performance of stand-alone VCO-based quantizers, other approaches
pursued embedding a VCO based quantizer in a Delta-Sigma modulator or using it
as a later stage in MASH architectures. Embedding a VCO based quantizer in a
Delta-Sigma modulator as performed in [59, 60] or [61] provides two advantages.
First, using an N-th order loop filter, an (N + 1)-order noise shaping of the quan-
tization error is achieved since one order is provided by the VCO. Second, distortion
and phase noise of the VCO are suppressed by the N-th order loop filter, if referred
to the input of the modulator. Using a VCO-based quantizer as a later stage of a
MASH architecture as proposed in [62] results in less signal swing at the input of the
VCO since later stages in a cascade only have to process the quantization error of the
previous stage. Thus, the almost linear range of the non-linear voltage-to-frequency
transfer characteristic is used whereby less distortion is induced.

A summary of recent architectures and achieved performances, including [59,
60] which already were considered in [1], is given in Table 4.1, sorted by their
publication date. In particular, the advancements achieved in [61] in comparison
with [59, 60] should be highlighted: Using a two-step quantizer consisting of a 4-bit
flash and a 4-bit VCO, the design achieved an SNR which approximately equals the
SNR of an ideal and thus unscaled 2nd-order Delta-Sigma ADC with an 8-bit
quantizer. An 8-bit flash ADC, however, is considered to be hardly feasible using a

Fig. 4.10 Block diagram of a VCO-based quantizer
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supply voltage of 1.4 V since the LSB becomes as small as 5.5 mV. Future research
may focus on merging a minimalistic higher-order loop filter and a VCO-based
quantizer in order to design a very power and area efficient Delta-Sigma modulator
while suppressing distortion of the VCO by the loop filter.

4.4.2.2 Time-Encoding Quantizer

Time-encoding quantizers use a single-bit PWM quantizer whose power of the
quantization noise is mostly located at a defined limit cycle outside the signal band.
By means of a sinc-decimation filter whose zeros are placed accordingly, this
quantization noise is removed [68]. The residual power of the quantization noise
within the signal band thus resembles the power of the quantization noise of a
multi-bit quantizer although a single-bit quantizer is used. Obviously, the advantage
of this approach is its compatibility with scaled CMOS technologies for digital
applications, since only a single comparator is needed.

Recently, advancements were achieved in the generation of the limit cycle.
Applying describing-function theory, it was shown in [69] that a stable limit cycle
with well controlled amplitude and frequency can be generated using a flip-flop
instead of an inverter based programmable delay-line in the feedback loop of the
time-encoding quantizer. Moreover, an FIR DAC was used in the feedback loop of
the Delta-Sigma modulator in order to suppress the limit cycle in the loop, thus
reducing the slewing requirement of the first opamp. In [70], the active integrator in
the feedback loop of the time-encoding quantizer was replaced by a passive low-pass
filter and an amplifying DAC in order to lower the power consumption to 7mW and
the area to 0.08 mm2. Using a 65 nm technology, an SNDR of 61 dB was achieved
in a bandwidth of 20 MHz which results in a FOM of 191 fJ/conversion-step.

Another concept for implementing a time-encoding quantizer was presented in
[71] which consist of a comparator-based PWM modulator followed by a
time-to-digital converter. The publication represents an extended version of [72],
which achieved an SNDR of 60 dB in a bandwidth of 20 MHz for a power
consumption of 10.5 mW using a 65 nm technology. Similar results were presented
almost two and a half year later in [70] while the FOM and the area were improved
by 40 and 50 %, respectively; a quite noticeable advancement.

In all considered designs, multi-stage opamp-based loop filters were applied. As
for VCO-based Delta-Sigma ADCs, merging the concept of time-encoding quan-
tizer and minimalistic/digitally assisted loop filter may be the next step toward
reducing the power consumption and area of these low-voltage compliant ADCs.

4.4.3 DAC

In 2003, it was proposed to use a single-bit quantizer with a multi-tap finite impulse
response (FIR) DAC in the feedback path of the Delta-Sigma modulator [73]. Since
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only a single comparator is needed for the implementation of the quantizer, a
power-and area-efficient design thus becomes feasible while the feedback signal
resembles the signal of a multi-bit DAC. Consequently, a design using an FIR DAC
is nearly as robust against clock jitter as its equivalent multi-bit implementation
[74]. Moreover, as in the multi-bit case, the dynamic range of the Delta-Sigma
modulator increases since the multi-bit feedback signal contains less power com-
pared to the single-bit case. Finally, since the amplitude of a multi-bit signal better
matches the amplitude of the input signal, the signal to be processed by the loop
filter, in particular by the first integrator, becomes smaller. As a result, less
opamp-related distortions are induced.

The approach has received attention recently in order to replace a multi-bit flash
quantizer, since its power consumption determines the overall power consumption
of today’s Delta-Sigma ADCs to a great extent [69, 75–77]. In [77], it was shown
that such a design is more power efficient than an equivalent design using a 4-bit
quantizer although a higher sampling frequency must be applied in order to achieve
the same resolution. Achieving an SNDR of 70.9 dB in a bandwidth of 36 MHz for
a power consumption of 15 mW, the FOM equal to 73 fJ/conversion-step is among
the lowest FOMs reported to date for Delta-Sigma ADCs.

4.4.4 Conclusion on Delta-Sigma A/D Converters

Concluding our overview on and summary of advancements of Delta-Sigma
modulators: Many innovative cooks all over the world rely on the cooking recipe
Delta-Sigma ADC, which dictates a loop filter, a quantizer and feedback. By trying
ever new ingredients, they are competing with each other for being the first serving
the meal with the ultimate taste according to this particular recipe. Naturally, tastes
differ, which is why selections of the best recipes are provided as a subchapter in
one of the many cookery books entitled Oversampled Analog-to-Digital Converters
or the like. However, the time may be ripe for focusing on and writing a funda-
mentally different and thus never before seen cookery book. This book may be
entitled Analog-to-Information Converters. A glimpse on its first pages and thus
what it will be about one day is provided next.

4.5 Analog-to-Information Converters

The term “analog-to-information” was first coined in 2008 [78], and it was dis-
cussed in the context of a specific technique called compressed sensing (CS) [79,
80]. From CS theory, it follows that one can recover certain signals (which are
“sparse” in some domain), using much fewer samples than required per the
Shannon-Nyquist sampling theorem. In recent years, this theory has been translated
down to practical realizations, and we are seeing the first few hardware demos
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ranging from bio interfaces [81] to CMOS imagers [82] and radios [83]. Due to the
requirement of “sparsity,” CS is not suitable for arbitrary signals and one must
carefully consider the impact of circuit impairments in practical realizations [84].

In the meantime, similar concepts that target sub-Nyquist signal acquisition have
emerged. These include Xampling, which uses aliasing in conjunction with CS-like
reconstruction in the digital domain [85]. Another approach is finite rate of innovation
(FRI) sampling [86, 87], which models a signal in terms of its number of degrees of
freedom per unit of time (corresponding to the rate of innovation). This idea is
illustrated in Fig. 4.11 using a pulse-train input, which could be viewed as a basic
model of an ultrasound or radar signal. The shown waveform has 5 pulses that can be
described by 5 arrival times and 5 amplitudes. So, according to FRI theory, there are
10 degrees of freedom and 10 samples should suffice to reconstruct this signal in the
digital domain. However, if we take the typical approach of uniform sampling, a very
high sampling rate is needed to preserve the information according to
Shannon-Nyquist. Namely, the sampling rate must be twice as high as the highest
input frequency, which is very large due to the narrow pulses. The solution offered
within the FRI framework is to pre-filter the signal before sampling and sample the
signal at a rate commensurate with the low-bandwidth content of the smoothed signal
(“filtered output” in Fig. 4.11). Xampling and FRI approaches are currently being
taken toward practical hardware realizations and promise to offer significant benefits in
various applications. In imaging and video, compressed sensing and FRI sampling are
particularly powerful directions and receive further treatment in Chaps. 12 and 14.

Another class of analog-to-information interfaces is emerging in the context of
feature extraction and classification of patterns that are buried in analog waveforms.
Building on similar ideas that have already been explored in the imaging community
[88, 89], it is conceivable that new forms of specialized “feature-extraction” A/D
converters will emerge. A very recent example is a 6 µW acoustic sensor front-end,
featuring analog feature extraction and mixed-signal embedded classification [90].
Such interfaces will undoubtedly gain in popularity as we steer toward the “internet
of everything,” in which massive amounts of sensor data will force us to
feature-extract, classify and interpret signals as close as possible to the sensor itself.

Fig. 4.11 FRI sampling of a pulse train signal
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4.6 Conclusions

From Fig. 4.4, it was observed that the overall progress rate of the low-frequency
FOMS asymptote is approximately 1 dB per year. Based on this rate, the practical
limit FOMS,max = 186 dB according to (1) will be reached in ten years, i.e., in 2025.
At the same time, the high-frequency asymptote at the (arbitrary) reference level
FOMS = 150 dB in Fig. 4.3 would increase from 20 GHz to 1.28 THz, i.e., by about
a factor 26 based on the progress rate of ×2 every 1.8 years (see Fig. 4.5). Thus, the
intersection point of the two asymptotes will increase from 42 to about 320 MHz.

Accounting for a safety margin as large as three, this trend implies that by 2025,
ADCs for Nyquist sampling rates up to 100 MHz cannot be further optimized in
terms of FOMS. Despite some inherent uncertainty in these numbers, this result
poses several questions the ADC community must face and deal with in the near
future. Will the optimization of conventional ADCs indeed run out of steam, or will
new applications emerge that fuel new demand for higher bandwidths, thus keeping
the wheels of optimization turning? Will we stick to a general FOM or define
application-specific FOMs, which will then provide opportunities for
application-specific optimization? Will we overcome the limitation of clock jitter by
means of new approaches or architectures that avoid clock-driven sampling? How
will the designers of analog-to-information converters respond to the challenges?

In summary, we conclude that the development and progress of ADCs in recent
years was mostly driven by the optimization of figures of merit, and remarkable
improvements have been recorded over time. However, in the near future, this trend
will have to come to a halt, since we are approaching practical limits that are
difficult, if not impossible, to surpass. As in the case of the MOS transistor, the
broad question on “What’s next?” is looming on the horizon of data converter
research.
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Chapter 5
Interconnects and Communication

Bernd Hoefflinger

Abstract On-chip wiring lengths, delays-per-bit and energy-per-bit no longer
decrease with technology nodes <24 nm. Chip-to-chip communication speeds
advanced beyond predictions to >30 GB/s/pin in 2014, however, at the price of
energy stalled at 1 pJ/b. The expansion in data volume is so fantastic that bandwidth
and power present unanswered challenges. Since video takes up >70 % of the
Internet traffic, it receives a special treatment in Chaps. 12–14.

5.1 On-Chip and Chip-Chip Communication

The speed and energy of data transport in complex nano-chip systems has become
the no. 1 challenge for progress. In [1], we were cautious and yet optimistic about
progress. As of 2014, it has been accepted that

• On-chip wiring lengths, delay/b and energy/b in 2D designs no longer
decrease with the next node on the roadmap.

These critical quantities increase because of increasing chip complexity (see
Fig. 3.4 in Chap. 3). This means that on-chip energy is totally dominated by
interconnect and would not decrease with a new technology generation, as is evi-
dent in Fig. 5.1 [2], where compute energy is the small part, while supply- and
interconnect-lines dominate the total on-die IC energy.

For chip-to-chip communication, we assessed the 2010 state-of-the-art as
10 GB/s/pin and 1 pJ/b. We projected 20 GB/s/pin in 2020 and a potentially
100-times improvement in energy/b, of which the transition in supply voltage from
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1 to 0.3 V alone would offer a 10-times improvement, requiring fully-differential
signaling. While the data rates progressed broadly to 28 GB/s in 2014, as shown in
Fig. 5.2 [3] and in the sessions 2 and 26 at ISSCC 2014, the energy is rated at 0.8 pJ
(Fig. 5.3), and little progress is anticipated because the supply voltages rest at close
to 1 V to maintain speed. A record speed of 60 GB/s/channel was reported in [9]
with an efficiency of 0.7 pJ. These energy levels will be needed in scenarios with
20 db channel losses, capacitances close to 1 pF, and supply voltages of 1 V. Since
the technology node of 22 nm has already been employed, costly SiGe BiCMOS
technology has to be considered to gain speeds beyond 60 GB/channel. At this
point, optical communication, Sect. 5.4, has to be considered as well.

5.2 Projections Wireline Communication

Wireline communication bandwidth is expected to double every 4 years, while the
required energy/b increases approximately with the square-root of the distance,
Fig. 5.3, with a reference value of 5 pJ at 1 m, to be compared with optical
interconnect in Sect. 5.4.

Fig. 5.1 Relative compute
energy and total on-die energy
for advanced technology
nodes [2]

Fig. 5.2 Off-chip data rates
per pin versus process node
[3] © IEEE 2014
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5.3 Wireless Communication

Wireless communication bandwidth has reached 1 GB/s, Fig. 5.4, 100-times higher
than a decade ago. This is an impressive achievement resulting from the sustained
progress in transistor bandwidth and in the power-efficiency of transmitters and the
sensitivity of receivers.

The progress in power transistors has been particularly remarkable, as illustrated
in Fig. 5.5.

Fig. 5.3 Communication energy versus interconnect distance [2]. Source Intel

Fig. 5.4 Cellular wireless data rate [4] © IEEE, ISSCC 2014
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The 2014 results demonstrate the advance of Si MOS-FET’s and of
Silicon-Germanium bipolar transistors, the mainstream technology, which is more
compatible with CMOS, against the InP technology.

The future expectations on THz transistors continue to be high, as is evident in
the extrapolations in the 2013 ITRS [5], illustrated here with Fig. 5.6. The THz
technology is mostly relevant for scanners and imagers.

Fig. 5.5 Output power of mm-wave and THz transistors [4]: (0 dBm = 1 mW, 10 dBm = 10 mW,
−10 dBm = 0.1 mW) © IEEE ISSCC 2013

Fig. 5.6 Projected frequency limit of THz transistors [5] © Sematec
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5.4 Optical Communication

The advent of integrated Laser diodes and integrated low-noise photodiodes pro-
duced promising solutions in 2011 (see Table 5.3 in [1]) with up to 24 channels and
power efficiencies of 1.5–6 pJ. 2014 can be characterized by 60 channels at
10 GB/s/channel, *2 pJ/b, and a pitch of 250 µm in one and 1500 µm in the other
direction [6]. Optimized optical receivers have achieved 28 GB/s/channel and a
power efficiency of 1 pJ/b [7].

The evolution of fiber capacity and of the related on-chip DSP capacity (for
code-conversion) is the big challenge for optical communication. One possible
scenario [8] is shown in Fig. 5.7. A fiber reached a capacity of 1 Tb/s in 2010, and a
100 Tb/s/fiber is the speculative goal for 2020. This goal becomes understandable,
if we consider the driving global force for data traffic, namely the mobile internet, in
the following section.

5.5 Global Mobile Communication

Figure 5.5 in [1], from IEEE Spectrum 2010, had projected the mobile data volume
for 2014 at 3.6 Exa-Byte per month (EB/month) and a doubling per year. The
CISCO study of 2014 shows 2.6 EB/month, and it corrects the annual growth to
61 %/year [9]. Even so, this means that the traffic will increase another 10-times

Fig. 5.7 The evolution of fiber capacity for optical communication [8] © IEEE 2014
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from 2015 to 2020, as shown in Fig. 5.8. This growth implies much more band-
width and—even more seriously:
10-times more data traffic with little progress in the energy-per-bit commu-
nicated is not realistic.

The needed paradigm shifts are:

• Low-power electronics (Chap. 2)
• The 3rd dimension (Chap. 3)
• Reduce data with intelligent data, with emphasis on video and graphics,

inspired by the Human Visual System (HVS) (Chaps. 12–14)
• New architectures (Chaps. 16 and 18)
• Energy harvesting (Chap. 19).

5.6 Conclusion

On-chip communication did not improve, neither in speed nor in energy. Speed and
bandwidths in off-chip, wireless and optical communication made remarkable
progress. However, the energy/b communicated did not improve. At the same time,
the data traffic on the Internet doubles every 18 months, projected through 2018,
which will necessarily drive us into a major energy crisis. Most chapters of this
book are dedicated to avoid this crisis with innovative nanochip-related solutions,
which assure future growth and a sustained information society.
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Chapter 6
Superprocessors

Systems for a Cloud, Analytics, Mobile and
Social Era

Cédric Lichtenau, Philipp Oehler and Peter Hans Roth

Abstract The rise of big data combined with a slow-down in technology
advancement has made processor and system design even more challenging. In this
paper we describe current processor designs to adapt to a changing landscape, and
we discuss future trends towards software-defined computing.

While circuit scaling continues, we have reached the point where transistor per-
formance is saturating and power density becomes an issue. This results in only
marginal room to boost single-thread performance by means of a higher voltage and
frequency. State-of-the-art processors and systems are now turning towards
throughput and specialized hardware to better respond to new emerging workloads
working on huge datasets e.g. for analytics or mobile. Wide multi-threading cou-
pled with large caches allows to better use the existing hardware and keep work
flowing through the system while waiting for memory or I/Os. Hybrid processors
and systems with accelerators closely coupled to the processors and memory are on
the rise for an increasing single-thread performance, as not all applications can
easily be parallelized and customers expect quick response times.

Big new players like managed service providers (MSPs) are also increasingly
looking toward open standards also for processor and system development. They
want specific acceleration capacity tailored to their business deep into the system
and open innovation inside a wide eco-system instead of just connecting acceler-
ation cards with limited bandwidth and a large software overhead.

Looking into the future, a modern processor in CMOS technology currently
integrates over 2 billion transistors. While the transistor performance is saturating, it
will still be very challenging for a new technology to match current chip complexity
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and performance. We strongly believe that in this constrained space the next
innovations will be fueled by hardware-software co-design. This will result in
processor and system architectures that are better customized to the workloads
running on them.

6.1 Evolving Workloads

In the last decade, we have seen an exponential growth of mobile computing with
the wide introduction of the smartphone. Not only does this represents a huge
number of new devices that access the backbone infrastructure at the same time, but
we also see a new behavior with increased number of requests per device around
the clock. The typical example would be a customer checking his account balance,
in the past maybe once a week, but now able to do it easily from his mobile device
and anytime. This trend is likely to continue, emphasized by the emergence of the
Internet of Things, connecting virtually every device to the internet and providing a
constant stream of data to analyze and triggering intelligent predictive actions as
responses.

This evolution is shown in Fig. 6.1. Previously, data would be collected and
processed later in batches to understand what happened. This is no longer sufficient
to satisfy the customers’ expectation. Across all industry sectors, companies strive

Fig. 6.1 Business analytics evolution
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to analyze the stream of data online to take more insightful and relevant actions.
Providing additional services or offers through predictive business analytics is the
main driver to increase their revenue and margin. This advanced analytics relies on
complex mathematic models and is working on large data sets to better understand
the desires of a customer.

These new workload characteristics are driving a profound change of the server
processor and a system design focused on stronger performance for business ana-
lytics (mathematical unit, hardware accelerator), support for a large number of
parallel requests (multi-core, multi-threading) and a major additional load on the
memory and I/O subsystem (in-memory database, big data).

As classical performance gain through increased frequency and design shrink is
saturating, the next big step is workload-specific optimization of the complete
system. One example for such a state-of-the-art system is the POWER8 system
optimized for big data and analytics to respond to the need to process huge amounts
of data in real-time for cloud, analytics, mobile and social workloads.

6.2 POWER8—a Big-Data Processor

In the past, new silicon technology advancements enabled the rate of increase in
processor frequency. This has decreased dramatically in recent generations. Many
processor designs show very little improvement in single-thread or single-core
performance. Instead, a larger number of cores are implemented to compensate for
reduced technology advancements.

The POWER8 processor is a balanced multi-core design with significant
improvement in single-thread and single-core performance [1, 2]. Additionally, the
number of cores has been increased. The RISC (Reduced Instruction Set Computer)
processor introduces a twelve-core multi-chip design, large on-chip eDRAM
(embedded Dynamic Random-Access Memory) caches, and high-performance
eight-way multi-threaded cores. Table 6.1 shows the large amount of cache capacity
added to the POWER8 processor. Each core does have a private L2 cache, twice the
size compared to the previous generation. The shared L3 cache, implemented
on-chip as embedded DRAM, has a size of 96 MB. An additional level—L4 cache
—is added to the cache hierarchy: up to eight memory buffer chips (each containing
16 MB) are connected to the processor. Starting with a maximum of two threads on
a POWER4 processor, i.e. one thread per core, multi-threading was introduced for
POWER5 (two simultaneously active threads running on each core). For POWER7,
the number of cores and the number of simultaneously active threads increased,
resulting in 32 active threads per socket. The latest generation POWER8 is able to
support up to 96 active threads per core (e.g. a 12 core POWER8 processor with 8
active threads on each core).

Enhancements of the micro-architecture of the POWER8 core improved thread
and core performance significantly [3]. A list of the most important enhancements
contains:
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• Advanced eight-way simultaneous multi-threading
• Doubled bandwidth throughout the cache and memory hierarchy
• Extensive out-of-order execution
• Support for fast access to unaligned data and little endian data

Several new differentiating features are supported, e.g. advanced security,
enabling dynamic compiler optimization, cryptography acceleration, advanced
SIMD (Single Instruction Multiple Data) features, and enabling business analytics
optimization.

In addition to traditional workloads, the POWER8 processor is highly optimized
for business analytics, big data and system of engagements applications, as well as
cloud-based workloads (Table 6.2).

The POWER8 core delivers improved SIMD performance. Through symmetric
vector pipelines, and an expanded repertory of SIMD integer instructions. These
instructions significantly improve the performance of business analytics applica-
tions. Many of these computations offer inherent parallelism, which can be
exploited in thread-rich configurations. The POWER8 core doubled the hardware
thread parallelism to eight-way multi-threading. The eight-way simultaneous
multi-threading enables performance gains on scientific and technical computing,
also known as HPC (High Performance Computing).

To deal with a larger memory footprint of typical Big-Data applications, all
levels of hierarchy across the cache and memory structure have increased capacity.
Compared to the POWER7 core, the POWER8 core has an L1 data cache that is

Table 6.1 POWER4 to POWER8 key facts cores, caches, frequency, threads

Processor Max L1/L2
cache

Max L3/L4
cache

Core frequency
(GHz)

Threads
per core (Max)

POWER4 (2 cores) 64 kB/core 32 MB off-chip 1.9 1 (2)

1.41 MB –

POWER5 (2 cores) 32 kB/core 36 MB off-chip 2.3 1, 2 (4)

1.875 MB –

POWER6 (2 cores) 64 kB/core 32 MB off-chip 5.0 1, 2 (4)

4 MB –

POWER7 (8 cores) 32 kB 32 MB 4.25 1, 2, 4 (32)

256 kB/core –

POWER8 (12 cores) 64 kB 96 MB 4.25 1, 2, 4, 8 (96)

512 kB/core 128 MB

Table 6.2 Different workload scenarios and contributors to performance improvements

Workload scenario Performance mainly influenced by

Business analytics SIMD (single instruction multiple data), multi-threading

Big data Cache and memory capacity, memory bandwidth

Cloud Dynamic scripting languages, exploit parallelism across cloud instances
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twice as large and has twice as many ports from that data cache for higher
read/write throughput. In addition, L2- and L3-Caches in the POWER8 processor
are also twice the size compared to the POWER7 processor. A new hierarchy
off-chip cache (Level 4) has been introduced. This new L4-cache is included in the
new Centaur buffer chips.

In contrast to the parallelism in computations for business analytics, cloud
instances often do not have enough simultaneously active application threads to
operate all available hardware threads. The POWER8 can exploit the parallelism
across cloud instances. The POWER8 core can be put into a special mode
“split-core mode”. This mode allows to run four partitions on one core at the same
time, with up to two hardware threads per partition. In systems of engagements, i.e.
systems, which are decentralized, it enables and incorporates peer interaction,
dynamic scripting languages such as Ruby, Python and JavaScript. The POWER8
core improves performance for these workloads through better branch prediction,
increased instruction-level parallelism and efficient unaligned data access.

The above mentioned improvements at the micro-architectural level only show a
small sub-set of new features added to the POWER8 processor compared to previous
generations of the POWER CPUs. The improvements of the POWER8 core have
resulted in a significant performance gain. Not only single-thread performance has
been improved, but all othermodes ofmulti-threading, too. In addition, a performance
comparison at core level shows that running one POWER8 core in SMT2 results in the
same performance numbers as running two POWER7 cores in single-thread.

POWER8 Core

Figure 6.2 shows the POWER8 core floorplan. It consists of six units: IFU
(Instruction Fetch Unit), ISU (Instruction Scheduling Unit), LSU (Load Store Unit),
FXU (Fixed-point Unit), VSU (Vector Scalar Unit), and DFU (Decimal
Floating-point Unit). The 32 kB I-Cache (Instruction Cache) is located in the IFU
and the 64 kB D-Cache (Data Cache) is located in the LSU. Both, I-Cache and
D-Cache, are backed up by a 512 kB unified L2-Cache (Level 2 Cache). The newly
designed core can fetch and dispatch up to eight instructions in any given cycle. Up
to ten instructions per cycle can be issued to one of the sixteen execution pipelines:

• two fixed-point pipelines (FXU),
• two load/store pipelines (LSU),
• two additional load pipelines (LSU),
• four double-precision floating-point pipelines, which can also act as eight

single-precision floating-point pipelines (VSU),
• two fully symmetric vector pipelines (VSU),
• one crypto pipeline (VSU),
• one branch execution pipeline (IFU),
• one condition register logical pipeline (IFU), and
• one decimal floating-point pipeline (DFU).

The POWER8 core has significantly higher load/store bandwidth compared to
POWER7. While the predecessor core can perform two load/store operations in a
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given cycle, the POWER8 processor can perform two load operations in the load
pipelines, and additional two load or store operations in the load/store pipelines.

Figure 6.3 shows the instruction flow in the POWER8 processor. Instructions are
processed from the cache (L2- and L1-cache), through various issue queues and are
then sent to the execution units. The Unified Issue Queue, which has two sym-
metrical halves (UQ0 and UQ1) process most of the instructions (except for
branches and condition register logical instructions). The execution pipelines are
split into two sets: FX0, FP0, VSX0, VMX0, L0, LS0 associated with UQ0,
whereas FX1, FP1, VSX1, VMX1, L1, LS1 associated with UQ1. Not shown in the
flow diagram are the two copies of the general-purpose (GPR0 and GPR1) and
vector-scalar (VSR0 and VSR1) register files. Which resources (e.g. issue queue,
register file, and functional unit) are used by a given instruction, depends on the
SMT mode of the processor core.

Workload adaptive performance

New features in the POWER8 processor allow to dynamically adapt the core to
specific workload demands [4]. Thread switching and thread balancing at run-time
gives tremendous performance improvements compared to previous POWER7
simultaneous multi-threading scenarios.

The operating system maintains the system load, i.e. the number of running or
runnable software threads. Software is scheduled to hardware thread T0–T7. If there
is only one software thread running, the POWER8 core will switch to ST mode, no
matter which hardware thread it is running on. This is an improvement over the

Fig. 6.2 POWER8 core floor plan
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POWER7 processor, where expensive software move operation was needed to get
the software thread to hardware thread T0 (if it is not already there), before the core
can switch into ST mode. If the average load is getting greater then 1, the operating
system will begin to schedule work on more hardware threads (T1–T7). The
POWER8 core can switch from any SMT mode to any other SMT mode. In SMT
mode, the hardware threads are split into two thread-sets: even thread-set (T0, T2,
T4, T6) and odd thread-set (T1, T3, T5, T7). Each thread-set uses half of the
resources available on the core, i.e. half of the issue queue entries, half of the
execution pipelines.

After an SMT mode change or as threads are disabled, there might be an
imbalance in the number of active threads per thread-set. The POWER8 processor
rebalances the thread distribution across the thread-set. This improves core per-
formance, as core resources are more fairly utilized by the active threads. In
addition, the rebalancing of the number of active threads across the thread-set, a
better thread mixing, i.e. moving threads across thread-sets depending on the
resources which are needed, also improves the core throughput. This feature only
takes advantage when the core is running in SMT-4 or SMT-8.

An example of resource allocation by hardware threads T0–T3 are shown in
Fig. 6.4. The POWER8 core is running in SMT-4, where one thread-set (T0 and T1) is
using a lot offloating-point, VMX, or crypto operations, i.e. VSU-intensive, whereas
the other thread-set (T2 and T3) is not, e.g. running operations like fixed-point,
load/stores. It is obviously a big advantage to move one of the VSU-intensive threads
to the second thread-set where VSU resources are idleing, as shown in Fig. 6.4b.

Fig. 6.3 P8 core pipeline flow
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6.3 Security

Traditionally, companies kept their data on-premise with their own IT department
to manage the data center infrastructure and to guarantee the data security. This has
changed, and we expect that the transition will continue from on-premise data
centers to hybrid or public clouds, driven mainly by the desire to reduce the cost of
IT and to have access to a flexible and elastic infrastructure. A company can grow
its IT-footprint as it expands or during a certain time of the year. Typical examples
are a tax-service company with country-specific deadlines or holiday season sales
for retail. At the same time, there is not a single month going by without another
high-profile case of a security break at a large company [5, 6]. Most known cases
result in identity theft that has become a big concern to individuals and to the
reputation of the affected companies. There is also the risk for a company to loose
its competitive advantage, if competitors access internal roadmaps or customer
databases. Certain industry branches like healthcare have very strict regulations
with data privacy, needing additional certifications. Putting clients’/company’s data
into a public cloud requires well-considered security concepts and an infrastructure
designed to satisfy the confidentiality requirements. Not only does a customer want
strong encryption for his data, he is also looking for guarantees that neither the
system administrator nor other customers, using the same (virtualized) physical
machine, can ever access his data.

To achieve this, security must be built from ground up into the machine. This is
especially complex for a multi-node machine with its processors distributed on
different motherboards that may be replaced individually while the system keeps
running.

(a) (b)

Fig. 6.4 Thread-set mixing on a POWER8 core in SMT-4, a shows an example of a bad mix,
b shows a good mix
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A good example for such a system is the POWER8 chip (see Fig. 6.5). It
supports secure boot where an on-board micro-controller locks down access to the
chip before initializing it based on data contained in an on-board secure memory. It
then loads the boot code from flash to the internal cache to prevent any tempering,
and it checks the code signature before executing it. Once the chip is initialized and
considered secure, the integrity of the other chips in the system is verified before
allowing memory-coherent communication between chips. The memory is divided
into a trusted area for customer data that can only be accessed by trusted entities in
the system and an untrusted area for servicing and diagnostics of the machine.
A major effort has been made to prevent unauthorized access to trusted data, by
adding tempering detection in the hardware and memory/cache soft destruction on
attempts to read out data from the chip via the service interface.

The POWER processors also support cryptographic algorithms in hardware
on-chip. Since POWER7+, the following algorithms are supported by the NX (Nest
Accelerator) unit:

• AES (Advanced Encryption Standard) in various modes of operation
• SHA (Secure Hash Algorithm)
• AMF (Asymmetric Math Functions)
• RNG (Random Number Generator).

The sameNXunit also hosts thememory compression and decompression engines.
For POWER8, additionally in-core acceleration is added. The POWER8 in-core
cryptographic enhancements are targeting applications using symmetric cryptography
(e.g. AES) and security (e.g. Secure Hash Algorithm SHA-2 and Cyclic Redundancy
Checking CRC) algorithms. The POWER8 VSU data path has been extended to

Fig. 6.5 POWER8 security design
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include the cryptographic enhancements. The cryptographic sub-unit is fully pipe-
lined. It allows for a fast 6-cycle issue-to-issue latency. AES is a symmetric-key
algorithm, which processes data blocks of 128 bits (a block cipher algorithm), and,
therefore, naturally fits into the POWER8 Vector and Scalar Unit (VSU). The AES
algorithm is completely covered infive new instructions added to theBook 1 PowerPC
Architecture, available in Chap. 5 “Vector Facility” (VMX). Encryption performances
up to 5.7 GB/s are achieved with the core running at 4 GHz [2].

The AES Galois/Counter Mode (GCM) of operation is designed to provide both
confidentiality and integrity. GCM is defined for block ciphers (block sizes of 128,
192, and 256 bits). The key feature is that Galois Field multiplication GF(2128) can
be computed in parallel, resulting in a higher throughput than the authentication
algorithms that use chaining modes. Four new instructions have been added to the
Book 1 PowerPC Architecture Vector Facility to support the GF multiplication on
GF(2128); GF(264), GF(232), GF(216), and GF(28).

The new polynomial multiply instructions can also be used to assist CRC cal-
culation. CRC algorithms are defined by the different generator polynomial used. For
example, an n-bit CRC is defined by an n-bit polynomial. Examples for applications
using CRC-32 are Ethernet (Open Systems Interconnection (OSI) physical layer),
Serial Advance Technology Attachment (Serial ATA), Moving Picture Experts
Group (MPEG-2), GNU Project file compression software (Gzip), and Portable
Network Graphics (PNG, fixed 32-bit polynomial). In contrast, Internet Small
Computer System Interface (iSCSI) and the Stream Control Transmission Protocol
(SCTP transport layer protocol) are based on a different, 32-bit polynomial. The
enhancements on POWER8 not only focus on a specific application that supports
only one single generator polynomial, but they help to accelerate any kind of CRC
size, ranging from 8-bit CRC, 16-bit CRC, and 32-bit CRC, to 64-bit CRC.

Another set of instructions have been added to the Book 1 PowerPC Architecture
to support Secure Hash Algorithm (SHA-2). SHA-2 was designed by the U.S.
National Security Agency (NSA) and published in 2001 by NIST, latest update
2012 [7]. It is a set of four hash functions (SHA-224, SHA-256, SHA-384, and
SHA-512) with message digests that are 224, 256, 384, and 512 bits. The SHA-2
functions compute the digest based on 32-bit words (SHA-224 and SHA-256) or
64-bit words (SHA-384 and SHA-512). Different combinations of rotate and xor
vector instructions have been identified to be merged into a new instruction. To
accelerate the SHA-2 family, two new instructions have been added to the Book
1 PowerPC Architecture Vector Facility. The STD PKCS11 APIs and CLIC soft-
ware exploit these new instructions on POWER8.

6.4 Optimization Across the Stack

While multi-core and multi-thread keep steadily increasing the throughput perfor-
mance of modern computer systems, the single-thread performance has not seen a
similar advance. Many applications or libraries have been rewritten to better take
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advantage of multiple cores and threads in a system to increase throughput. This
parallelism cannot be extended indefinitely as interlocked business processes still
have an inherent need for synchronization between threads and for write access to
shared data. Also in a mobile and faster moving world, users are expecting
“immediate” answers to their personal request. This requires improved
single-thread performance as companies are striving to exploit more and more
complex business analytics to better serve its customer needs and improve profit
margin through a competitive advantage.

The circuit frequency is topping out due to device performance saturation. At the
same time, larger and more complex logic structures to recover performance are
affecting signal travel time from unit to unit due to increased wire-resistance. This
can result in additional pipeline stages affecting performance. There is a definite
need to look into other directions than just technology to reduce the average number
of cycles per instruction.

Isolated optimizations in various parts of the hardware and software stack have
been and are still on-going but they are quite often looking for a local optimum, that
is only modestly contributing to the complete hardware/software stack as depicted
in Fig. 6.6. We strongly believe that major innovations, taking the complete stack
into consideration, will fuel the future improvements. These innovations fall into
two categories. Either do global reaching optimizations of a certain application
pattern (e.g. hardware support for a sub-routine call) that will moderately benefit
most workloads and that will generally come without a recompile or a code change.
Or algorithmic changes coupled to a hardware-specific acceleration (e.g. a string
parsing engine) that significantly speeds up a particular class of workload, but is
also limited to that class.

Fig. 6.6 The hardware/software stack (Source William Starke)
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Hardware/software optimization relies, in the first step, on a precise measure-
ment to recognize bottlenecks and potential enhancement areas. Collaboration
between software and hardware teams, coupled to thinking out-of-the-box, are key
to optimize across the hardware/software stack and weigh the performance/risk
implications. Some results from optimization done for a POWER7 to a POWER8
system are shown in Fig. 6.7. The effort and runway for optimization is very
different: 2–5 years for processor silicon (new instruction), a few months for
FPGA/GPU specific acceleration and just a few weeks for algorithm optimization.
While architectural changes to the core and system structures generally bring the
largest performance gain, it is a bet into a distant future. Software and compiler
changes, to better use the underlying hardware or additional accelerators, are much
faster to realize, and they can still provide significant performance gains.

Looking at the improvement trend in recent years, we strongly believe that an
increase in the application of single-thread performance will mainly rely on
hardware/software co-design synergy. There is significant potential lying around.
Compared to previous technology-driven enhancements, it will require engineers to
have a deep understanding of the complete hardware/software stack and architec-
ture to optimize workloads.

6.5 Accelerators

Some workloads or parts of them are not well suited for a general-purpose pro-
cessor but can be accelerated significantly by special hardware. It started decades
ago with co-processors executing floating-point operations in hardware instead of
emulating them with thousands of general-purpose processor instructions [8]. GPUs
(Graphic Processor Unit) are now a state-of-the-art accelerator used to speed up
graphics representation. Their capacities keep increasing as games’ complexity as

Fig. 6.7 Impact of various optimization methods
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well as display resolution are steadily increasing. A GPU contains hundreds of
simple compute units. Its usage does not need to be limited to graphics. It can be
reused to accelerate other workloads, e.g. in the area of technical computing to
solve complex and massively parallel problems. For example, the Cell Processor,
developed jointly by Sony*, Toshiba* and IBM* for the PlayStation,* was adapted
and used as GPU in the Roadrunner supercomputer together with a general-purpose
processor and led the Top 500 list some years ago [9]. Another supercomputer—
BlueGene—with close to 100,000 GPU chips and no general-purpose processors
was developed a few years later.

This concept, while very successful for embarrassingly parallel and mainly
independent computations, has limitations when mapped to more traditional
workloads. First, workload data need to be transferred from the general-purpose
processor’s memory to the accelerator(s) and back from after-task completion. This
transfer time must be at least offset by the accelerator speed-up gain on the complete
workload. Bandwidth and latency of the accelerator’s interface to the processor’s
memory is directly affecting the transfer time.

The second limitation with this architecture is that application code—if not
interpreted—must be rewritten to take advantage of the acceleration including
synchronization of processors and accelerators during the execution, resulting in a
large software bill. GPU vendors have developed ready-to-use libraries and pro-
gramming language to ease the code development [10]. Nevertheless, the code path
for system calls and synchronization overhead between processors and accelerators
alone take many hundreds or thousands of instructions, raising the bar high for
efficient use of accelerators: large chunks of a workload must be off-loaded in order
to achieve any gain.

Figure 6.8a shows the current typical connection of an accelerator via an I/O
controller and generally PCI-E as physical interface. This implementation suffers
from both limitations mentioned above. Integrating the I/O controller on the pro-
cessor chip, as well as using the latest generation PCI-E, significantly reduces the

(a) (b) (c)

Fig. 6.8 System acceleration architectures
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latency and increases the data throughput to the accelerator. This is for example
implemented on the POWER8 or Intel Haswell chips to efficiently connect GPUs.
Figure 6.8b depicts the use of special hardware DMA engines to do the data transfer
while other tasks are executed on the processor and the accelerators. This can hide
the data transfer time at the expense of code engineering to carefully schedule the
tasks in the system. Finally, Fig. (6.8c) depicts the ideal world where the accelerator
(s) is/are coherently connected to a shared memory like the general-purpose pro-
cessors in the system. With a low-latency, high-bandwidth interface, this will
remove all the limitations mentioned above. The POWER8 processor is the first
server processor chip to implement such a model by connecting FPGAs for
accelerated functions via the Coherent Attached Processor Interface (CAPI). It
provides a simple programming model with standard memory semaphores to
synchronize the processors and accelerators and to work on common data. The
accelerator’s interface to memory has only a limited bandwidth and “slow” FPGA-
hardware may not be seen at first as a major improvement. But a significant
reduction in system footprint (80 %), energy consumption and cost can be achieved
with this setup for certain workloads [11, 12]. This is another area of major interest
when building large cloud centers, as these parameters are as important as the peek
performance.

While GPUs are the most common class of chips used for acceleration, they have
a fixed instruction set and I/Os that must fit the workload to be accelerated. FPGA
acceleration has been less popular in the past, as it required significant knowledge
and effort to modify application code and to design the logic. Successful examples
of FPGA acceleration are IBM’s Smart Analytics Optimizer* or IBM z System
Crypto and Compression.

Another source of acceleration is the Single-Instruction Multiple-Data (SIMD)
unit located on modern processor chips like ×86, POWER or zSystem. It executes a
particular instruction on n sets of data in parallel (vector operation). State-of-the-art
compilers can auto-vectorize code already taking advantage of the SIMD instruc-
tion set without any code change. Only certain instructions can be vectorized, and
the number of parallel operations is an order-of-magnitude smaller than on a GPU,
but it still allows quick access to acceleration without code change.

Scenarios for accelerators in modern workload are not missing. We believe that
their usage will significantly increase once integrated in the system to be equal to
the general-purpose processors, i.e. connected coherently and with high bandwidth
to memory; as well as fully integrated into the software stack with programming
and compiler support. Beside the performance enhancement point, also significant
reduction in system footprint, power and cost can be achieved. The improvements
that can be achieved are huge. We are just at the beginning of this trend.
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6.6 Open Computing

Building large scale-out systems in a big-data cloud center puts an increased focus
on power efficiency and optimization with speed of innovation giving a particular
company an advantage over its competitors. Managed service providers (MSP) are
the backbone of our modern life. They build compute centers with typically on the
order of 100,000 processors chips, so that every small gain in performance, power
or price is making a huge difference. They are looking to get the best-of-class for all
components building their systems to maximize infrastructure efficiency and profit.

These big players strongly prefer not to be locked into a single vendor
relationship. They are looking for open standards for their whole infrastructure
including their hardware components, similar to what exists for software. They
want to fuse the innovation of multiple companies around open and clearly spec-
ified standards. They want to add custom enhancements, knowing best their specific
workload requirements, or to make changes on existing components to get a
competitive advantage and best fit their needs.

The Open Compute Project or the Open Power Foundation are working to
provide such an open eco-system covering hardware and software to build the
infrastructure of tomorrow and to respond to the needs of the industry. The system
development moves to a per-customer-centric development (see Fig. 6.9). For
example, the complete system design—not just limited to the processor chip—is
made available to customers as well as the software stack including an open BIOS
and a complete tailored open-source stack. Fully customized solutions with the
expertise and with the innovation of multiple companies in all areas of computing

Fig. 6.9 Open power foundation development
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can be built. Depending on the expertise of a customer, either a tailored solution can
be build, or the customer is picking up parts of the IP and develops his own
solution. Both paths allow for a much higher level of system customization while
providing a fast and low-risk, agile solution based on an existing toolbox.

Looking at the current server landscape, this trend marks a disruptive change of
direction. Today, due to silicon scaling we still see more and more of the peripheral
processor functions moving to a monolithic “multi-purpose” processor chip
developed by one company and reducing the competition and innovation. We
believe that an open eco-system will change this trend and pave the way for
companies to take the next step and to make modifications even deeper in the
design and to enhance the processor content and architecture towards their needs to
better adapt to a rapidly changing world.

Another area, where this could lead to new developments, is the area of technical
computing. In the past years, it has been mainly driven by systems having an
increasing number of cores running at higher frequency. Previously, new archi-
tectures, innovations in core design, system topology and network were fueling the
advancement. An open eco-system (open computing) could allow for this to happen
again, with smaller companies or universities being able to drive new ideas while
reusing most of the existing base infrastructure. Similar developments have been
seen in the software area, e.g. with open-source databases tailored to a particular
problem like MongoDB or NoSQL databases.

6.7 Outlook

Over the last 40 years, the advancement in technology has been the major driver for
improved system performance. While circuit scaling continues, the transistor per-
formance has saturated, and we are increasingly confronted with power-density
issues. Moore’s law still remains true and will probably for a few more decades as it
only addresses the circuit density. The trend towards many cores and many threads
is reflecting this and is well suited to respond to the increasing number of requests
from a steadily increasing number of mobile devices and the internet of things.

Single-thread performance—or how fast a customer query is answered based on
more andmore complex analytics—has not seen a similar development.We have even
seen in some recent processors a decrease of single-thread performance to accom-
modate for themulti-core,multi-threading enhancements. Innovation to overcome this
will need to come from the remaining part of the hardware/software stack: applica-
tions, OS/middleware, system/processor architecture and micro-architecture.

We also see a trend that just a few companies specialize in the CMOS
nano-technology manufacturing, as huge wafer volumes and investments in inno-
vations like 3D-chips are needed to offset the investment costs and generate a
competitive advantage. The remaining part of the industry is already fab-less or
completing its transition and concentrating on the other part of the stack to inno-
vate. This will imply a disruptive change in the focus of the hardware designer to
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adapt to this new paradigm. His scope will need to embrace the complete
hardware/software stack, working closely with software engineers to understand
software/application requirements.

With successful developments in hardware/software co-design and optimization
across the stack, we expect to keep seeing exponential system-performance
improvements for the next decade.

Trademarks

The following are trademarks of the International Business Machines
Corporation in the United States and/or other countries

AIX
Cognos
DB2 BLU
OpenPower
IBM’s Smart Analytics Optimizer

IBM
IBM (logo)
Blue Gene

POWER
zSystem
Websphere

IBM z System Crypto
and Compression

IBM Watson
SPSS
CAPI

The following are trademarks or registered trademarks of other companies.

Cell Broadband Engine is a trademark of Sony Computer Entertainment, Inc. in the
United States, other countries, or both and is used under license there from.
Java and all Java-based trademarks are trademarks of Oracle, Inc. in the United
States, other countries, or both.
Intel, Intel logo, Intel Inside, Pentium, Haswell are trademarks or registered
trademarks of Intel Corporation or its subsidiaries in the United States and other
countries.
UNIX is a registered trademark of The Open Group in the United States and other
countries.
Linux is a registered trademark of Linus Torvalds in the United States, other
countries, or both.
All other products may be trademarks or registered trademarks of their respective
companies.
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Chapter 7
ITRS 2028—International Roadmap
of Semiconductors

Bernd Hoefflinger

Abstract In CHIPS 2020, we based our discussion on the 2009 edition of the
ITRS, looking forward to 2024. Its 5-year predictions for 2014 have been surpassed
by the product introduction of 16 nm Flash (prediction: 20 nm), and the predictions
have been reached for processors in 2014 with 24 nm. The 2013 edition has pushed
back some of the 2024 data. For comparison, the 2013–2014 reality shows very
clearly, that functional chip products are settling at 14 nm for SRAM and Flash,
20 nm for DRAM, and 24 nm for processors. The aggressive data in the ITRS, 5 nm
in 2028, are hard to support, with less than one doping atom in the transistor
channel and no large-scale lithography in sight for <7 nm.

7.1 General Observations

The International Technology Roadmap of Semiconductors (ITRS) continues its
aggressive “one-dimensional” nanometer strategy with

(a) defining nanometer “nodes” out to 1.x nm that no longer have any correlation
with either transistor channel-lengths or gate half-pitch, respectively first-metal
half-pitch (Table 7.1),

(b) postulating min. metal half-pitch scaling progress (Table 7.1) with math for-
mulas that have no correlation with scientific/technical publications,

(c) using standard lists of challenges in reaching the scaling projections.

The relevance of such a nanometer roadmap becomes increasingly limited. As
the 2013 report observed in its introduction, in hindsight, all long-term projections
beyond 5 years (and certainly the 15-year time span of the bi-annual editions of
the roadmap) had to be reduced again and again, as is particularly evident in the
projections for the maximum clock frequency as shown in Fig. 7.1 [3].
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Projecting clock frequencies >10 GHz in 2000 had limited value, when it was
already evident [1] that the limit would be <5 GHz because of limits on operating
voltage, max. currents, over-estimated because of simplistic models, and because of
RC delays of interconnects. Bandwidths- and density-estimates in the 2009 road-
map received a review in [2], and reality obviously was included in the
state-of-the-art starting data of the 2013 edition.

Table 7.1 Master plan of critical parameters, 2013 edition

Year 2015 2020 2025 2028

Node (nm) 10 4 1.8 ?

Logic 1/2 pitch (nm) 32 20 10 7

2D Flash 1/2 pitch (nm) 15 10 8 8

DRAM 1/2 pitch (nm) 24 15.5 10 7.7

FinFET 1/2 pitch (nm) 24 13.5 7.5 5.3

Fin width (nm) 7.2 6.3 5.4 5.0

6T SRAM cell area (nm2) 6 × 104 2 × 104 6 × 103 3 × 103

NAND flash (b/chip) 128/256 Gb 512 Gb/1T 2T/4T 4T/8T

Flash layers 16–32 40–76 96–192 192–384

DRAM (Gb/chip) 8 24 32 32

Wafer diameter (mm) 300 450 450 450

VDD (V) 0.83 0.75 0.68 0.64

CV/I (ps) 0.65 0.5 0.4 0.3

Fig. 7.1 Corrections of the Roadmap for max. clock frequency between 2001 and 2013 from
41 %/year to 4 %/year [3] Source Sematech
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7.2 ORTC—Overall Roadmap Technology
Characteristics

The important ORTC forecast table shows new labels and new characteristics,
which have become critical in the assessment of progress. Table 7.1 is a condensed
adaptation and interpolation regarding the 2020 column. As to the critical items:

The simplistic node-naming has been maintained, although it no longer has any
correlation with the minimum features or channel-lengths of transistors on any chip
at that node. Therefore, any one of these node names is identified in the four
following lines by its 1/2 pitch, (line + space)/2, for M1 in logic, rows of NAND
transistors in 2D Flash memory, rows of transistors in DRAM, and minimally
spaced fins of FinFET’s, respectively. The pace of scaling on paper has been
slowed to 70 % in 4 years or 50 % in 8 years, respectively. Final limits are stated in
the 2013 report for 2D NAND Flash at 12 nm and for DRAM at 14 nm, pre-
sumably, channel length, but contrasting with the values in the table, anyway. To
judge the relevance of the data in the table, we should have in mind that

• In a Si cube of (10 nm)3, a doping level of 1018/cm3 means just 1 active p- or
n-type atom.

Since the transistor characteristics are determined by these dopant-atom numbers
N within a channel and since their standard deviation is (N)1/2, any such numbers
N < 10 to 50 make such transistors useless for large-scale integration. This
observation is one reason why any of the scaled data, at least beyond 2020, have a
limited relevance.

7.3 System Drivers

The System-Drivers Summary in the 2013 ITRS report is governed by the

• Design-Capability Gap:

Although dimensional scaling advanced, at least until 2013, this progress could not
be designed into an equivalent progress in transistor density. This statement does
not even consider the additional negative effect of scaling on transistor variability.

The design-capability gap is widened further by the handicapped scaling of all
Metal pitches due to resistance, granularity, crosstalk and manufacturing problems.
3D integration is mentioned as a relief, however, only in the manner of the vertical
poly-Si NAND flash, and not in the sustainable, monolithic 3D strategy, as pre-
sented in Chap. 3 in this book.
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Admitting that geometry scaling effectively does not offer any density, cost or
performance advantages, the report generated the DES = “Design Equivalent
Scaling” as the expected performance improvements “per node” by

• Error-correcting codes,
• Lithographic-patterning-related design rules,
• Adaptive voltage and frequency scaling,
• Clock gating,

in other words, “engineering cleverness”, advocated by Gordon Moore as early as
1975 to maintain the Roadmap.

7.4 PIDS—Process Integration, Devices and Structures

This part states the challenges for

• Logic
• DRAM
• Non-volatile Memory.

Its tables of difficult challenges are organized in near-term, 2014–2020, and
long-term, 2021–2028.

Immanent scaling limits are quoted everywhere, and the leading hit-words for
progress are:

• Multi-gate transistors,
• Gate insulators with a high dielectric constant,
• III–V materials for transistor channels,
• Vertical transistor stacks for NAND Flash NV memory.

The new no. 1 issue is the reliability of devices and circuits, which suffer from
variability, ageing, and breakdown related to further reduction of the volume of
devices and their interconnects.

7.5 ERD—Emerging Research Devices

The challenges listed in this chapter are the same as in the other chapters like PIDS
and SD. No emerging devices are mentioned other than the hit-words in PIDS (see
Sect. 7.4). The alternative demand for memories is the replacement of SRAM and
Flash by 2018 without any suggestions. No short-term incorporation of III–V
channels is envisioned.
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7.6 Interconnects

The goal for interconnects on-chip is Tb’s per second at the energy level of fJ/b.
However, it is stated that no tangible progress has been made between 2009 and
2013 due to basic material limitations, both regarding the metal layers as well as the
isolation layers. Therefore, as detailed in Chap. 5, the energy levelled off at
*1 pJ/b. No solutions were found with relative dielectric constants <2. A partial
remedy was introduced with air gaps in NAND Flash. The potential of 3D inte-
gration is quoted regarding through-silicon vias, but there are no indications of the
potential of monolithic 3D integration (see Chap. 3) or of directed self-assembly
(DSA) as techniques to fundamentally shorten the interconnects.

7.7 RF-AMS: Radio-Frequency and Analog-Mixed-Signal
Technologies

The continuing progress of THz transistors leads to optimistic projections for fre-
quency limits.

Figure 7.2 and high-frequency power-amplification capabilities. The sustained
performance level of Silicon-Germanium transistors is proof of the unique signif-
icance of this central part of the periodic table (Fig. 7.3).

Fig. 7.2 Unity-gain frequency figure-of-merit of THz transistors [3]
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7.8 Conclusion

The ITRS has been under pressure at least since 2010 because of its
“one-dimensional” exponential-growth philosophy. It had and has no energy- and
no monolithic-3D-strategy. The advent of 3D chip stacks for DRAM and Flash
memory since 2006 came as a surprise to save Moore’s law in the face of the
continuous down-ward corrections of progress on the ITRS. Nevertheless, the ITRS
has had the unique effect of focusing development resources in the semiconductor
industry.

It could continue to play this role, if future editions of the ITRS would con-
centrate on a holistic strategy for monolithic and heterogeneous 3D integration with
energy efficiency of nanoelectronics as milestones.
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Chapter 8
Nanolithographies

Bernd Hoefflinger

Abstract Nanolithography, the patterning of hundreds to thousands of trillions of
nano structures on a silicon wafer, determines the direction of future nanoelec-
tronics. The technical feasibility and the cost-of-ownership for technologies beyond
the mark of 22 nm lines and spaces (half pitch) is evaluated for Extreme-Ultra-
Violet (EUV = 13 nm) lithography and Multiple-Electron-Beam (MEB) direct-
write-on-wafer technology. The 32 nm lithography-of-choice, Double-Patterning,
193 nm Liquid-Immersion Optical Technology (DPT) can be extended to 22 nm
with restrictive design patterns and rules, and it serves as a reference for the future
candidates. Burn Lin, who provided the content for this chapter in CHIPS 2020 of
2012, asked the Editor to be the contacting author for this updated chapter.

EUV lithography operates with reflective mirror optics and 4× multi-layer reflective
masks. Due to problems with a sufficiently powerful and economical 13 nm source,
and with the quality and lifetime of the masks, the introduction of EUV into
production has been shifted to 2016.

MEB direct-write lithography has demonstrated 16 nm half-pitch capability, and
it is attractive, because it does not require product-specific masks, and electron
optics as well as electron metrology inherently offer the highest resolution.
However, an MEB system must operate with more than 10,000 beams in parallel to
achieve a throughput of ten 300 mm wafers per hour. A data volume of Peta-Bytes
per wafer is required at Gigabit rates per second per beam. MEB direct-write would
shift the development bottleneck away from mask technology and infrastructure to
data processing, which may be easier.

The R&D expenses for EUV have exceeded those for MEB by two orders of
magnitude so far. As difficult as a cost model per wafer layer may be, it shows
basically that, as compared with DPT immersion optical lithography, EUV would
be more expensive by up to a factor of 3, and MEB could cost less than present
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optical nanolithography. From an operational point-of-view, power is a real con-
cern. For a throughput of 100 wafers per hour, the optical system dissipates
200 kW, the MEB system is estimated at 170–370 kW, while the EUV system
could dissipate between 2 and 16 MW.

This outlook shows that the issues of minimum feature size, throughput and cost
of nanolithography require an optimisation at the system level from product defi-
nition through restrictive design and topology rules to wafer-layer rules in order to
control the cost of manufacturing and to achieve the best product.

Optical patterning through masks onto photosensitive resists proceeded from
minimum features of 20 mm in 1970 to 22 nm in 2010. The end of optical lithography
was initially predicted for 1985 at feature sizes of 1 mm, and hundreds of millions of
dollars were spent in the 1980s to prepare X-ray proximity printing as the technology
of the future, which has not happened. The ultimate limit of optical lithography was
moved in the 1990s to 100 nm, initiating next-generation-lithography (NGL) projects
to develop lithography technology for sub-100 nm features and towards 10 nm. This
chapter is focused on two of these NGL technologies: EUV (extreme-ultraviolet
lithography), and MEB (multiple-electron-beam lithography). These are compared
with the ultimate optical lithography, also capable of delineating features of similar
size: DPT (double-patterning, liquid-immersion lithography).

8.1 The Progression of Optical Lithography

Optical lithography has supported Moore’s Law and the ITRS (Chap. 7) for the first
50 years of microelectronics. The progression in line-width resolution followed the
relationship

Resolution ¼ k1
k
NA

:

Shorter-wavelength optical and resist systems, and the continuing increase of the
numerical aperture (NA) as well as reduction of the resolution-scaling factor k1
provided a remarkable rate of progress, as shown by the data on the period 1999–
2012 (Figs. 8.1 and 8.2).

The medium for optical patterning was air until 2006, when k1 = 0.36 at the
193 nm line of ArF laser sources was reached. The single biggest step forward was
made when the lens–wafer space was immersed in water, and the NA effectively
increased by 1.44× according to the refractive index of water at 193 nm wave-
length, so that, with the inclusion of restricted design rules and more resolution
enhancement techniques (RETs), the 32 nm node could be reached in 2010.
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With the introduction of DPT, the mask cost is doubled, the throughput is
halved, and the processing cost more than doubled, making the total wafer pro-
duction cost high and causing serious economic effects. Even so, multiple pat-
terning technology (MPT) has been introduced to reach the 16 nm node.

Fig. 8.1 Lens and reticle parameters, OPC, andRETs employed for the technology nodes from1999
to 2012 [1]. OPC: Optical proximity correction, OAI: Off-axis illuminatiom, HLC: Handcrafted
layout compensation, RB OPC: Rule-based OPC, MB OPC: Model-based OPC, HB OPC:
Hybrid-based OPC, AF: Assist features, DFM: Design for manufacturability, S2E DFM: Shape-to-
electric DFM, MB AF: Model-based assist features, RDR: Restricted design rules. © 2009 IEEE

Fig. 8.2 Resolution for half pitch [(linewidth + space)/2] as wavelength reduction progresses [1].
© 2009 IEEE
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A 2010 state-of-the-art optical-lithography system with ArF water-immersion
DPT can be characterized by the following parameters:

Minimum half pitch
Single-machine overlay
Reticle magnification
Throughput
Price
Related equipment
Footprint
Wall power

22 nm at k1 = 0.3, λ = 193 nm, NA = 1.35
<2 nm
4×
*175 wph (300 mm diameter wafer)
*€40 M
*US$15 M
*18 m2 including access areas
220 kW

This most advanced equipment is needed for the critical layers in a 32 nm
process:

• Active
• Gate
• Contact
• Metal 1–n
• Via 1–n.

These layers form the critical path in the total process, which can involve more
than 10 metal layers resulting in a total mask count >40. Liquid-immersion DPT
can be pushed to 22 nm with restricted design rules, limited throughput, and a
significant increase in cost. It is desirable to use less expensive alternative tech-
nologies at and beyond the 22 nm node. The following sections are focused on the
two major contenders for production-level nanolithography at 32 nm and beyond:
EUV and MEB. Nanoimprinting holds promise for high replicated resolution.
However, fabrication difficulties of the 1× templates, limited template durability,
expensive template inspection, and the inherent high defect count of the nanoim-
print technology prevent it from being seriously considered here [7].

8.2 Extreme-Ultraviolet (EUV) Lithography

The International SEMATECH Lithography Expert Group decided in 2000 that
EUV lithography should be the NGL of choice. The EUV wavelength of 13.5 nm
means a > 10× advantage in resolution over optical, as far as wavelength is con-
cerned, and sufficient progress overall, even though the k1 and the NA with the
necessary reflective-mirror optics would be back to those of the early days with
optical lithography. The system principle is shown in Fig. 8.3.

The 13.5 nm radiation is obtained from the plasma generated by irradiating a Sn
droplet with a powerful CO2 laser. This is realized with an efficiency of 0.2–0.5 %
from CO2 laser irradiation. The numbers in the figure illustrate the power at each
component along the path of the beam, required to deliver 1 mJ/cm2 of EUV light at
the wafer at the throughput of 100 wph (wafers per hour). About 0.1 % of the
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EUV power arrives on the wafer. Evidently, the overall power efficiency from the
laser to the wafer is extremely small. This poses a serious problem: If we consider a
resist sensitivity of 30 mJ/cm2 at 13.5 nm, hundreds of kilowatts of primary laser
power are needed.

Other extreme requirements [2] are:

• Roughness of the mirror surfaces at atomic levels of 0.03–0.05 nm, corre-
sponding pictorially to a 1-mm roughness over the diameter of Japan.

• Reflectivity of mirrors established by 50 bilayers of MoSi/Si with 0.01 nm
uniformity.

• Reticle cleanliness in the absence of pellicles and reticle life at high power
densities.

• Reticle flatness has to be better than 46.5 nm, which is 10× better than the
specification for 193 nm reticles.

• New technology, instrumentation, and infrastructure for reticle inspection and
repair.

Nevertheless, EUV lithography has received R&D funding easily in the order of
US$1 billion by 2010. Two alpha tools have been installed, producing test struc-
tures like those shown in Fig. 8.4.

On mask
550P mW

On collector 
9.36P Watt

In-band
EUV light
26.8P W

2nd normal 
incidence 
mirror

Grazing 
incidence 
mirrors

M1
370P mW

M2

M4

M3

M5

M6

On wafer 
1P mJ / cm , 2

30P mW for 
100 wph

On 1st NI
mirror 6.37P
Watt

Fig. 8.3 EUV illuminator and imaging lens. It is an all-reflective system [1]. © 2009 IEEE
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In any event, EUV lithography puts such strong demands on all kinds of
resources that, if successful, it can be used by only a few extremely large chip
manufacturers or consortia of similar size and technology status. Attaining lower
imaging cost than DPT cannot be taken for granted. A 2012 system can be esti-
mated to have the following characteristics:

Minimum half pitch
Single-machine overlay
Reticle magnification
Throughput
Price
Related equipment
Footprint
Wall power

21 nm at k1 = 0.5, λ = 13.5 nm, NA = 0.32
<3.5 nm
4×
125 wafers (300-mm dia. wafer)
€65 M
US$20 M (excluding mask-making equipment)
50 m2 including access areas
750–2000 kW

If we consider that a Gigafactory requires 50 such systems for total throughput,
we can appreciate that this technology is accessible to a few players only. Further
data on these issues will be discussed in Sect. 8.4.

8.3 Multiple-Electron-Beam (MEB) Lithography

Electron-beam lithography has been at the forefront of resolution since the late
1960s, when focused electron beams became the tools of choice to write high
resolution masks for optical lithography or to write submicrometer features directly

N32 SRAM contact holes
Focus = –40nm

CD = 53nm

Focus = 0nm

CD = 52 nm

CD = 54nm

Focus = + 40nm

Fig. 8.4 Micrographs of SRAM test structures: 32 nm contact holes with a pitch of 52–54 nm [1].
© 2009 IEEE
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on semiconductor substrates. As a serial dot-by-dot exposure system, it has the
reputation of being slow, although orders-of-magnitude improvements in
throughput were achieved with

• Vector scan (about 1975)
• Variable shaped beam (1982)
• Cell projection through typically 25× Si stencil masks (1995)

A micrograph of a 1997 stencil mask with 200 nm slots in 3 μm Si for the gates
in a 256 Mb DRAM is shown in Fig. 8.5. Electron beams have many unique
advantages:

• Inexpensive electron optics
• Large depth-of-field
• Sub-nanometer resolution
• Highest-speed and high-accuracy steering
• Highest-speed On-Off switching (blanking)
• Secondary-electron detection for position, overlay, and stitching accuracy
• Gigabit/s digital addressing

The systems mentioned so far were single-beam systems, using sophisticated
electron optics. A scheme to produce a large array of parallel nanometer-size
electron beams is used in the MAPPER system [3], as shown in Fig. 8.6, where
13,000 beams are created by blocking the collimated beam from a single electron
source with an aperture plate. The beam-blanker array acts upon the optical signal

Fig. 8.5 SEM micrograph of a Si stencil mask with 200 nm slots in 3 μm Si for the gates in a
256 Mb DRAM (Courtesy INFINEON and IMS CHIPS)
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from the fiber bundle to blank off the unwanted beams. The On-beams are Fig. 8.5
subsequently deflected and imaged. All electron optics components are made with
the MEMS (micro-electro-mechanical system) technology, making it economically
feasible to achieve such a large parallelism [6].

The MAPPER write scheme is shown in Fig. 8.7. For a 45 nm half-pitch system,
the 13,000 beams are distributed 150 μm apart in a 26 × 10 mm2 area. The separation
ensures negligible beam-to-beam interaction. Only the beam blur recorded in the
resist due to forward scattering calls for proximity correction. The beams are stag-
gered row-by-row. The staggering distance is 2 μm. The deflection range of each
beam is slightly larger than 2 μm to allow a common stitching area between beams,
so that the 150 μm spaces in each row are filled up with patterns after 75 rows of
beam pass through. Each beam is blanked off for unexposed areas [4].

Massive parallelism is not allowed to be costly. Otherwise the cost target to
sustain Moore’s law still cannot be met. One should forsake the mentality of using
the vacuum-tube equivalent of conventional e-beam optics and turn to adopting the
integrated-circuit-equivalent highly-parallel electron optics, whose costs are gov-
erned by Moore’s law. With cost of electron optics drastically reduced, the domi-
nant costs are now the digital electronics, such as CPU (central processing unit),
GPU (graphics processing unit), FPGA (field programmable gate array), and

Electron Source

Collimator lens

Beam Blanker Array

Beam Deflector Array
Projection lens Array

Fiber bundle

Aperture Array

Fig. 8.6 The MAPPER MEB system [1]. © 2009 IEEE
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DRAM, required to run the massively parallel, independent channels. For the first
time, the cost of patterning tools is no longer open-ended but rather a self-reducing
loop with each technology-node advance.

Another multiple-beam system uses a conventional column but with a pro-
grammable reflective electronic mask called a digital pattern generator (DPG) as
shown in Fig. 8.8.

The DPG is illuminated by the illumination optics through a beam bender.
The DPG is a conventional 65 nmCMOS chip with its last metal layer turned towards
the illuminating beam. The electrons are decelerated to almost zero potential with the
Off-electrons absorbed by theCMOS chipwhile theOn-electrons are reflected back to
50 keV and de-magnified by the main imaging column to expose the wafer. Even
though there are between 1Mand 4Mpixels on theDPG, the area covered is too small
compared to that of an optical scanner. The acceleration and deceleration of a recti-
linear wafer stage to sustain high wafer throughput are impossible to reach. Instead, a
rotating stage to expose six wafers together can support high throughput with an
attainable speed. Again, all components are inexpensive. The data path is still an
expensive part of the system. The cost of the system can be self-reducing [8].

The fascination with these systems, beyond the fundamental advantage that they
provide maskless nano-patterning, lies in the fact that MEB lithography directly
benefits in a closed loop from the

• Advances in MEMS and NEMS (micro- and nano-electro-mechanical systems)
technology for the production of the aperture and blanking plates as well as
arrays of field-emission tips, and

• Advances in high-speed interfaces to provide terabits/s to steer the parallel
beams.

MEB direct-write lithography demonstrated 16 nm resolution (half-pitch) in 2009.

Fig. 8.7 MAPPER writing scheme (EO: Electron optics) [1]. © 2009 IEEE
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For high-volume manufacturing (HVM), the basic MEB chamber with 13,000
columns and 10 wph has to be clustered into 10 chambers to reach 100 wph, as
illustrated in Fig. 8.9.

An MEB system with 10 chambers has about the same footprint as the 193 nm
optical immersion scanner. A 2012 assessment would be as follows:

Minimum linewidth
Minimum Overlay
No reticle
Number of e-beams
Throughput
Data rate
Estimated Price
Footprint

22 nm
7 nm
Maskless
130,000
100 (300 mm) wph
520 Tbit/s
US$50 M
18 m2

Digital
Pattern

Generator

Projection
Optics

EXB
Filter

Beam
Bender

Illumination
Optics

Multiple Wafer
Rotary Stage

Electron Gun

Fig. 8.8 Second generation reflective electron-beam lithography (REBL) system. EXB: charged
particle separator E × B
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The following calculation of data rates illustrates the challenges and possible
system strategies for these maskless systems [5]:

• Total pixels in a field (0 and 1 bitmap)

= (33 mm × 26 mm/2.25 nm × 2.25 nm) × 1.1 (10 % over scan)
= 190 Tbits
= 21.2 TBytes

• A 300-mm wafer has *90 fields
• 10 wph ⇒ <0.9 s/field
• 13,000 beams ⇒ data rate >3.75 Gbps/beam!
• In addition to data rate, also challenge in data storage and cost
• Use more parallelism to reduce data rate

MEB lithography by 2010 has seen R&D resources at only a few percent
compared with those for EUV, and no industry consensus has been established to
change that situation. However, this may change in view of the critical comparison
in the following section.

8.4 Comparison of Three Nanolithographies

The status in 2010 and the challenges for the three most viable nanolithographies
for volume production of nanochips with features <32 nm are discussed with
respect to maturity, cost, and factory compatibility. Table 8.1 provides a compact
overview.

1m
HVM clustered production tool:

>13,000 beams per chamber 
(10 WPH)
10 WPH x 5 x 2 = 100WPH
Footprint ~ArF scanner

Fig. 8.9 MEB maskless-lithography system for high-volume manufacturing [1]. © 2009 IEEE
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Single-patterning technology optical immersion lithography (SPT) is taken as a
reference. Given the 2010 status, neither EUV nor MEB is mature for production.
Lithography has become the show-stopper for scaling beyond 22 nm so that serious
investment and strategy decisions are asked for. Cleanroom footprint in Fig. 8.10,
cost per layer in Table 8.3 and electrical power in Table 8.2 are used to provide
guidance for the distribution of resources.

We see that the footprint for the throughput of 100 wph with optical and e-beam
technology is about the same, while that for the EUV scanner is more than double.

Cost estimates, difficult as they may be, are important in order to identify fun-
damental components of cost and their improvement (Table 8.3). The numbers for

Table 8.1 Maturity, cost, infrastructure, and required investment

Wafer cost Mask cost Infra-structure Maturity Investment

MEB ML2 Potentially low 0 Ready Massive
parallism
needs most
work

Badly
needed

Immersion
DPT

More than 2× SPT Ever
increasing

Ready Mature No
question

EUV From slightly
below to much
higher than DPT

Can be
higher
than DPT

Expensive, to
be developed

Not yet Plenty but
never
enough

ScannerMEB cluster

2020

4020

Ten 10-wph MEB tools
Data equipment on subfloor 

46
00 900 1000

1010

3795

5795

84
00

1000

Footprint of 
EUV Scanner 
and light 
source 

2020

4020

46
00

Scanner 
footprint 
with light 
source 
on 
subfloor

100

1000

EUV Scanner

Fig. 8.10 Footprint comparison of MEB cluster, optical scanner, and EUV scanner [1]. © 2009
IEEE
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optical DPT versus SPT are fairly well known. The exposure cost is a strong
function of throughput, so it doubles for DPT. However, because of the extra
etching step required by DPT, the combined exposure-and-processing cost more
than doubles. For EUV lithography, if the development goal of the EUV tool
supplier is met, the combined exposure and processing cost is slightly less than that
of DPT with ArF water-immersion lithography. If the goal is not met, either due to
realistic resist sensitivity or source power, a fivefold smaller throughput is likely.

Table 8.2 Electrical power (kW) for 32 nm lithography in a 150-MW Gigafactory for 130,000 12
in. wafers/month (HVM: High-volume manufacturing) [1]

kW Immer
scanner

EUV HVM MEB HVM

Supplier
estimate

Supplier
estimate

30 mJ/cm2

instead of
10 mJ/cm2

30 mJ/cm2

resist + conservative
collector and source
efficiencies

Ten 10
wph
columns

Share
datapath

Source 89 580 1740 16,313 120 120

Exposure
unit

130 169 190 190

Datapath 250 53

Total per
tool

219 749 1930 16,503 370 173

Total for
59 tools

12,921 44,191 113,870 973,648 21,830 10,222

Fraction
of scanner
power in
fab

8.61 % 29.46 % 75.91 % 649.10 % 14.55 % 6.81 %

130 k wafers per month 12″ fab, 150,000 kW

Table 8.3 Cost per lithography layer relative to single-patterning (SP) water-immersion ArF
lithography [1]

All costs normalized
to SP exposure
cost/layer

Imm SP Imm SP EUV goal EUV
possibility

MEB goal MEB
possibility

Normalized
exposure tool cost

3.63E + 06 3.63E + 06 4.54E + 06 4.54E + 06 4.54E + 06 2.72E + 06

Normalized track
cost

5.58E + 05 5.58E + 05 4.88E + 05 2.09E + 05 4.88E + 05 4.88E + 05

Raw thruput (WPH) 180 100 100 20 100 100

Normalized
exposure cost/layer

1.00 1.80 2.17 10.37 2.17 1.37

Normalized
consumable
cost/layer

0.91 2.27 1.43 1.43 1.05 1.05

Normalized expo
+consum cost/layer

1.91 4.07 3.61 11.80 3.22 2.42

8 Nanolithographies 161



It drives the total cost per layer to 3× that of optical DPT. With multiple electron
beams meeting a similar throughput-to-tool-cost ratio as the EUV goal, a cost/layer
of 80 % against DPT is obtained. Further sharing of the datapath within the MEB
cluster could bring the tool cost down by 40 % so that overall cost/layer might drop
to 60 % of DPT.

The total electrical power required in a Gigafactory just for lithography will no
longer be negligible with next-generation-lithography candidates. The optical
immersion scanner as a reference requires 219 kW for a 100-wph DPT tool. A total
of 59 scanners to support the 130,000 wafers/month factory, would consume 8.6 %
of the factory power target of 150 MW.

We saw in Sect. 8.2 that the energy efficiency of the EUV system is extremely
small. Even the supplier estimate results in a power of 750 kW/tool or 44 MW for
59 tools, corresponding to 30 % of the total fab power. If the resist-sensitivity target
of 10 mJ/cm2 is missed by a factor of 3 and the actual system efficiency from source
to wafer by almost another factor of 10 from the most pessimistic estimate, then the
EUV lithography power in the fab rises to unpractical levels of between 141 MW
and 974 MW. The cost to power these tools adds to the already high cost estimate
shown in Table 8.2. It is also disastrous in terms of carbon footprint.

The overall-power estimate for MEB maskless systems arrives at a total power
of 370 kW for the 10-column cluster with 130,000 beams, of which 250 kW is
attributed to the datapath. This would result in 22 MW for the fab, corresponding to
16 % of the total fab power, also high compared to that of DPT optical tools. It is
plausible to predict that the power for the datapaths could be reduced to 50 kW with
shared data, resulting in a total of 173 kW for each cluster and a total lithography
power in the plant of 6.8 % or less.

8.5 2015 Perspective on 7 nm Lithography

The crucial role of nanolithography continues to drive elaborate programs on the
pro’s and con’s of lithographies for 7 nm [9].
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Chapter 9
News on Energy-Efficient Large-Scale
Computing

Barry Pangrle

Abstract The pinnacle of computing performance is building the fastest computer
in the world. Advances in high-performance computing enable scientists and
engineers to perform new ground-breaking research with every new generation of
supercomputer in important fields like: renewable energy, climate prediction, drug
development, genetics and weather prediction. Every field of science and engi-
neering (and all that entails to the welfare of the inhabitants of our planet) benefit
from having faster computational resources available. The huge impact that these
machines can make in our everyday lives and futures is well known, and countries
around the globe compete in this arena and view it as being a vital part of their
national (as well as global) interests to continually push the frontier forward on
building the world’s fastest computers. This chapter looks at the challenges that lie
ahead in terms of getting to Exascale (10^18 operations per second) computers and
beyond and how critical it is to find solutions that enable more computing speed at
ever lower costs in energy per operation.

9.1 History and Background

The first solid-state computers were built by CDC in the early 1960s where
Seymour Cray, who would have a large and lasting impact on the supercomputing
industry, was then working. The computer industry and supercomputing have
ridden and continue to ride the wave of the advancements in semiconductor tech-
nology along the way. The exponential growth in the transistor capacity per
unit-area of silicon over time (commonly referred to as Moore’s Law [1]) has held
for over 5 decades. Over the years, this has led to bold predictions of astonishing
future capabilities or of the end of scalability and the demise of the industry. So far
the naysayers have been held at bay, but it may at least in part be true that it is
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becoming more challenging to continue at the previous pace of advancement, and in
the end it may become more of an economic rather than technical hurdle going
forward.

Since this chapter covers a large range of numbers and for the convenience of the
reader, Table 9.1 below lists a set of commonly used engineering (and International
System of Units) prefixes to indicate the size of an object in the units of reference.
For example, a MegaFLOP constitutes one million floating-point operations and
would be referred to as an MFLOP and one billion would be one GFLOP, etc.

Another scientifically historical part of the 1960s was the advancements in space
exploration culminating with the landing of astronauts on the moon in July 1969
and then safely returning them home to earth. The first pocket calculators were
invented by TI and available only 2 years before that Apollo 11 space mission, so
the pocket calculators used by the Apollo astronauts, while in space, looked like the
one in Fig. 9.1. A low-power unit for sure, but not a very fast computer by today’s
standards.

This is something to reflect upon, as today mobile chips with 500 GFLOP/s
(fp32) [2] of processing power are becoming available, allowing us to carry more
computing power around in our hands than was available on the entire planet back
in 1969! If we take the CDC 7600, which was released in 1969 at a peak of 36
MFLOP/s and a cost of $5 Million, it would’ve taken nearly 14,000 CDC 7600
computers at almost $70 Billion to equal the computing power of a chip that will
find its way into everyday consumer devices.

Figure 9.2 shows a number of interesting trends in supercomputing starting from
back in the 1960s. First, if we draw a line fitting the points starting with the CDC
6600 in the mid-1960s, we notice that the rate of increase in computing

Table 9.1 Engineering
prefixes

10^3 Kilo Thousand

10^6 Mega Million

10^9 Giga Billion

10^12 Tera Trillion

10^15 Peta Quadrillion

10^18 Exa Quintillion

10^21 Zetta Sextillion

10^24 Yotta Septillion

Fig. 9.1 This rule was used by the crew of Apollo 13, in April 1970 [3]
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performance is about 1000× every 20 years or a little better than 40 % increase in
performance per year. If we take 1985 as the year that the GFLOP/s barrier was
crossed, then, to get to an EFLOP/s, this plot would project out to reaching that
milestone somewhere around 40 years later or*2025. A second interesting point is
that, after 1980, a large portion of the performance increase is being made up by
increasing numbers of processors and less reliance on the increase in clock fre-
quencies. It’s been widely known that clock frequencies across the computing
industry hit an inflection around 2004, which has made the reliance on more pro-
cessors per computer even more pronounced.

As we can see by the data in Fig. 9.3, the slope of the line for the #1 (fastest
machine) still seems to be pretty close to 20 years per 1000x speedup. The point at

Fig. 9.2 Adapted from slide
13 of “A Seymour Cray
Perspective” [4]

Fig. 9.3 Top500 historical
supercomputer performance
[5] (F = FLOP)
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1 PF/s looks pretty close to 20 years after 1 TF/s, and using that as a baseline would
suggest that 1 EF/s would be projected out closer to 2027. The DOE Exascale
Challenge from these projections appears to be quite aggressive with an early target
of 2020 to reach the 1 EF/s goal. The projections below in Figs. 9.4 and 9.5 show
the OLCF-5 supercomputer moving from 2019 to 2022.

Tianhe-2 with an Rmax of 33.862 PetaFLOP/s is currently sitting at the number 1
position on the Top500 list but has slipped from 49th to 64th on the Green500 list.
It’s interesting to note that, while Tianhe-2 has a peak of *55 PetaFLOP/s, the
Rmax is about 60 % of the peak value. It’s quite typical for these machines to have
peak scores that are significantly higher than their Rmax scores. The Rmax scores
are based on the Linpack benchmark, and the Top500 site states, “In particular, the
operation count for the algorithm must be 2/3 n^3 + O(n^3) double precision
floating point operations.” This is supposed to present a more “realistic” measure of
the machines’ actual performance capabilities on “real” problems. This is men-
tioned to help put into context the peak claims versus the Rmax measurements that
are used to rank systems on the Top500 and Green500 lists.

It’s also interesting to note that the top 23 systems on the Green500 list are all
heterogeneous. In the runner-up position on the Green500, from Japan, is Suiren
powered by PEZY-SC many-core accelerators paired up with Intel Xeon
E5-2660v2 10C 2.2 GHz processors, and in 3rd place, also from Japan, is the
former top position holder TSUBAME-KFC using NVIDIA K20x GPU accelera-
tors paired with Intel Xeon E5-2620v2 6C 2.100 GHz processors.

9.2 Energy Efficiency

The Green500 has released its November 2014 list of the top 500 most
energy-efficient supercomputers, and L-CSC from the Helmholtz Center is the first
supercomputer to surpass the 5 GFLOP/s/Watt barrier. The machine is another
heterogeneous system and is based on AMD FirePro™ S9150 GPU accelerators

Fig. 9.4 Projected performance 2013 [6]
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and Intel Xeon E5-2690v2 10C 3 GHz processors. IBM and NVIDIA have received
an award of a significant chunk of a grant from the U.S. DOE for $425 M to build
two new supercomputers targeted to deliver 150–300 peak PFLOP/s. The systems
are expected to be installed in 2017. These two new systems will be part of the race
towards the Exascale goal (Fig. 9.5).

Looking at energy efficiency versus total compute capability, it would seem to be
much harder to build a machine to top the Top500 and still do well on the
Green500. Plotting the top 100 of the Green500 list in Fig. 9.6 above shows a
“frontier” line in red with L-CSC now the top efficiency system. Even with this
raise to the left end of the line, Piz Daint still sits above it indicating that it’s perhaps
pushing the energy-efficiency frontier further than its competitors. If we look at the
slope on this log versus log plot, we get a slope of *−0.216. This would indicate
that, for every factor of 10 increase in system compute capability, we lose about
39 % of our efficiency or, in other words, we lose about an order of magnitude in
efficiency for every 4+ orders of magnitude increase in performance. Extrapolating
this out to 1 EFLOP/s would indicate that such a system today would operate at
theoretically *915 MFLOP/s/W implying a whopping 1.09 GW of system power.
This is about 27x the 40 MW target. If we were to just draw a line through L-CSC
and Piz Daint, the slope would indicate about a 33 % loss in efficiency for every

Fig. 9.5 Projected performance 2014 [7]

Fig. 9.6 Energy efficiency
versus total compute
capability
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factor of 10 increase in performance. Extrapolating from this new line gives us a
projected efficiency of *1300 MFLOP/s/W or about 19x short of the 40 MW
efficiency goal at 1 ExaFLOPS. A theoretical factor of 19 could be a challenge to
make up in 6 years.

9.3 Conclusions

On the plus-side for improvements going forward, the AMD, NVIDIA and
PEXY-SC accelerators are all implemented in 28 nm CMOS technology, so we
should be hopeful that moving the accelerators soon to smaller technology nodes will
provide a significant boost in efficiencies. It will be interesting to see the efficiency
ratings of the new top-end machines in 2017 to see how much farther the technology
will need to progress in the final 3 years towards the Exascale goal [8–11].
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Chapter 10
High-Performance Computing (HPC)

Bernd Hoefflinger

Abstract Computing with nano-chip technologies spans highly different applica-
tions. The corresponding processor-chips span a range of 1000:1 in performance and
in their energy-efficiency. From 2010 to 2014, their performance per product-unit
almost doubled every year, while their energy efficiency doubled only every three
years, so that their total power consumption quadrupled in three years. With the
evidence of this energy crisis, the projections for 2015–2020 have been corrected
somewhat to a global performance improvement of 20-times in 5 years, while the
energy efficiency shall improve an optimistic 7-times in 5 years, which would raise
the total required wall-plug power another 3-times, an unlikely scenario, accom-
panied by a “Green” movement. This “green” strategy lowers the energy per
operation by reducing the operating voltage. However, this reduces the operations
per second so much that, wherever the completion of operations in a given time is an
issue, more computing units would have to be run in parallel, with a worse balance in
required hardware and energy. Therefore, GREEN is not enough. A new throughput
figure-of-merit sheds new light on the task of simultaneously improving perfor-
mance and energy-efficiency, demanding disruptive innovations.

10.1 Highlights on Standard Processors

Standard processors are the highlights of technology scaling and on-chip com-
plexity [1]. The general-purpose, double-precision, high-throughput processor chips
of 2014 advanced to 12–16 cores at the “22 nm node” [2]. With master clocks of
5 GHz and 5 Billion transistors on a 5 cm2 chip, memory/communication had
become the no. 1 power issue as shown in Fig. 10.1.

The total share of power at the various memory levels is >40 %, processing
operations need*22 %, power management and clock distribution take up*18 %.
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The energy efficiency of these CPU’s has doubled in*3 years to*4MOPS/mW
or, its inverse, the energy/operation, could be reduced to*250 pJ/operation in 2014.

High-performance computing (HPC) has been driven by a doubling of the
operational throughput every year or a 1000-times improvement every ten years.
With the above energy progress, the performance expectations over ten years would
need 100-times more power. In order to fill this power gap, multi-processor systems
have been made more effective by the inclusion of dedicated, more power-efficient
processors, like graphics-processor units (GPU).

10.2 Special-Purpose Processors and Energy Efficiency

DSP’s (digital-signal processors), where single instructions initiate the parallel pro-
cessing of multiple data (SIMD), have had their own remarkable development, and
their energy efficiency is well documented by the JPEG coder described in Sect. 1.5,
which achieved pJ energy levels per pixel in the coding of images. The DSP’s
advanced to the class of graphics processors (GPU’s), and hybrid systems of CPU’s
and GPU’s achieved energy efficiencies of 10MOPS/mW in 2014, again, within their
category, with a rate of doubling every 3 years. Large contingents of these CPU/GPU
systems make up present supercomputers, treated in the following Sect. 10.3.

Figure 10.2 shows the efficiency levels achievable with special-purpose
processing.

Fig. 10.1 Electric power dissipation on a 12-core CPU in 22 nm SOI technology [2]. © 2014
IEEE

172 B. Hoefflinger

http://dx.doi.org/10.1007/978-3-319-23279-1


An order-of-magnitude improvement in energy efficiency beyond the levels of
GPU’s is evident for the class of dedicated processors. They serve in medical, mul-
timedia and object-recognition applications. The top level of 1 GOPS/mW or
1 TOPS/W was first reported in 2011, achieved with a neural-network architecture
similar to those described in [3], and nicely illustrated (Fig. 10.3) again in a
1.2 TOPS/W publication of 2014 [3]. This was extended to 1.93 TOPS/W in 2015 [4].

Impressive as 1 TOPS/W may be, an always-on mobile companion with heavy
video traffic, requiring 10 GOPS processing capacity, would run 1 POP/day
(Peta operations/day), consuming 1 kW, not considering communication and dis-
play power. We see that even dedicated processors need orders-of-magnitude
improvements in energy efficiency. The outlooks in Chaps. 2, 12, 16, 18, and 20
address sustained developments at the performance-energy frontiers, with a focus
on video and multimedia.

Fig. 10.2 The development of energy efficiency of processors between 2009 and 2013 [11] (2013
data in the upper right of each group). © 2014 IEEE

Fig. 10.3 Three-layer
perceptron with input (I)-,
hidden (H)-, and output (O)-
neuron in [3]. © 2014 IEEE
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10.3 Supercomputers

The ultimate performance check on high-performance, general-purpose computing
are supercomputers, which, at the 2015 level, should perform Peta-FLOP/s (1015

Floating-Point Operations per s). The top 500 are identified continuously [5], and
their evolution thru 2020 is projected as shown in Fig. 10.4.

In 2020, the no. 1 is expected to perform 2 Exa-FLOP/s (1018), more than the
top-500 together in 2015, and 1000-times more than the no. 1 in 2010. Compared
with the projections of 2010 [1], the computing community sticks to the
1000-times/decade target. Obviously, under these expectations, the energy effi-
ciency of these giants has moved into the focus, as shown in Fig. 10.5.

Evidently, the energy efficiency rose 7-times in 5 years. The projection to 2020
makes the optimistic assumption that this improvement rate can bemaintained. so that
the 20-times improvement of the performance means a*3-times increase in electric
“wall-plug” power over 5 years. The top-10 systems 2014 are listed in Table 10.1.

This data is evaluated with respect to their energy efficiency in GFLOP/s/W or
its inverse, the energy/FLOP in nJ = nWs, and it is shown in a plot of PFLOP/s
versus the energy efficiency in Fig. 10.6.

The figure also shows the lines of constant throughput figure-of-merit (FOM) in
PFLOP/s over the energy/FLOP in nJ. The message of the throughput-FOM is that

“Green” energy efficiency alone is not enough: If the loss in
performance = speed = FLOP/s is greater than the gain in energy-efficiency, a
certain task of operations, completed in a certain time, would need more
computers running in parallel and more total energy than the faster computer
with a smaller energy-efficiency.

Fig. 10.4 Projected performance development of the top 500 supercomputers, status 2014 [5]:
Average growth 80 %/year. © top500
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The strategy in high-performance computing (HPC) has to be to the right and up
in Fig. 10.6. See DARPA [6].

The track record of consumed wall-plug power of the Top 500 is shown in
Fig. 10.7. It amounts to a total of 500 MW in 2014, of which 30 % are consumed by
the top 10 %. Their optimistic projection for 2020, based on the 7-times

Fig. 10.5 Projected energy efficiency (Gflop/s/kW) of the top 500 supercomputers, status 2014
[5]: average improvement 7× in 5 years. © Top500

Table 10.1 Top-10 supercomputers 2014 [5]

No. Site Manuf. Computer Country Cores
(thousands)

Rmax

(PFLOP/s)
Power
(MW)

1 Univ.
Defense Tech.

NUDT Tianhe-2 China 3120 33.9 17.8

2 Oak Ridge
NL

Cray Titan USA 561 17.6 8.21

3 Lawrence Liv.
NL

IBM Sequoia USA 1573 17.2 7.9

4 RIKEN Adv.
Inst.

Fujitsu K Comp. Japan 795 10.5 12.7

5 Argonne NL IBM Mira USA 786 8.6 3.9

6 CSCS Cray Piz Daint Suisse 116 6.3 2.3

7 Texas ACC Dell Stampede USA 462 5.2 4.5

8 Forsch.zentr.
Juelich

IBM JuQUEEN Germany 459 5.0 2.3

9 Lawrence Liv.
NL

IBM Vulcan USA 393 4.3 2.0

10 Government Cray USA 226 3.1 ?
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improvement of the energy efficiency, is that the top 500 will achieve, within
5 years, a 20-times improvement in performance with 3-times more electric power.
This would still mean that the no. 1 computer of 2020 would consume 55 MW (the
power of a developed city with 40,000 people) and with an energy efficiency
8-times worse than the DARPA UHPC efficiency target [6], extended to 2020. Even
with this optimistic projection, parallelism would increase to *10 Mio. cores, as
projected in Fig. 10.8.

1 10

1 nJ 0.5 

0.1
52

Energy per Operation

100

PFLOP/s

S
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ee
d

Tianhe-2
100 PFLOP/snJ
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0.2 0.1 nJ 

1

10

Titan
Sequoia

Blue Gene Mira
Piz Daint

Stampede

Vulcan
JuQueen

Tsubame

GFLOP/s
WEnergy Efficiency

Fig. 10.6 Performance of the top supercomputers 2014 in PFLOP/s (Peta Floating-Point
Operations/s) versus their energy efficiency in Giga FLOP/s/W. The top “Green” supercomputer
Tsubame KFC is included in this graph with the best energy efficiency of 3.4 GFLOP/s/W [5, 12].
The DARPA UHPC goal 2018 [6] is a computer performing 1PFLOP/s with an energy efficiency
of 50GFLOP/s/W, 15-times better than the most efficient system 2014
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The Top 500 are a class, exciting to watch and certainly strategically important.
However, another group of HPC’s is 100-times larger in units- and in power
consumption, namely the Internet servers.

10.4 Internet Servers

We estimated the electric-power consumption of the world’s servers in 2010 at
36 GW [7]. An in-depth and frequently quoted study [8] arrived at 37–58 GW for
internet-related servers, where the authors assumed 50 Mio. cloud servers, using the
Internet 90–100 % and 100 Mio. business servers, using the Internet 50–95 %.
From 2010 to 2015, the total server performance doubled every year, and this trend

Fig. 10.7 Power consumption of one of the Top 500 supercomputers [5]. © TOP500

Fig. 10.8 The limited progress in individual processor performance requires the concurrent
operation of millions of these to achieve the Exa-FLOP/s supercomputer performance [10]. Source
INTEL
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is expected to work until 2020, like for supercomputers. With the optimistic
assumption that the energy-efficiency continues to improve 7-times in 5 years, the
total wall-socket power for servers in 2020 would still be 10-times higher than
2010, requiring 370–580 GW.

The world’s total electric power consumption was 2.4 TW in 2012 [9] with an
increase of 10 % in 5 years. In this framework, this expansion of server power is not
conceivable. Three important remedies for this inflation of computing power are:

• Reduce the data volume by working with effective, intelligent data, particularly
for video, instead of inflationary Big Data.

• Improve the energy-efficiency/operation significantly beyond the present pace.
• New architectures for computing have to solve the throughput, the communi-

cation and the reliability problems of exponentially expanding, conventionally
parallel systems.

We tackle these issues with holistic views in Chaps. 2, 9, 12, 18 and 20.

10.5 Conclusion

Computing is the flagship-domain of nano-chips. The exponential growth of
computer performance with an almost 2-times improvement per year could be
maintained until 2013, in spite of the nearing end of the nanometer-roadmap, with
the massively-parallel operation of multi-core processors at the price of significant
increases in wall-socket power. Servers alone consume between 140 and 280 GW
in 2015, between 5 and 10 % of the provided global electric power. Even the
leading 2014 “Green” supercomputer with its energy-efficiency of 3.4 GFLOP/s/W
falls a factor of 4 short of the DARPA roadmap for ubiquitous high-performance
computing in spite of its extensive use of special-purpose graphics accelerators.
Realizing “Green” efficiency with reduced operating voltage at the price of sig-
nificant losses in speed forces dramatically more processors/chips operating in
parallel to achieve required throughputs, a direction non-“Green” in wasting
resources and unreliable and non-resilient [10].

Ultra-low voltage requires new CMOS circuit techniques like differential
transmission-gate logic (Sect. 1.6), beating standard CMOS by factors of 10 in
energy and >3 in speed. Disruptive moves away from inflationary, dumb numbers
to intelligent reality data, particularly in video, are needed as well as their
relevance-aware processing (Chaps. 12 and 14), storage and communication,
clearly pointing to new architectures (Chap. 18).
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Chapter 11
Memory

Bernd Hoefflinger

Abstract News and trends in data storage have advanced to dominate technology
and market headlines. They confirm many of the assessments in CHIPS 2020: The
low-energy, high-speed static random-access memory (SRAM) with a 6–8-transistor
cell is the digital chip function with the lowest supply voltage (<500 mV), the most
advanced node on the nanometer roadmap (14 nm), and the potentially most robust
nano-circuit due to its fully differential operation. The workhorse DRAM, dynamic
RAM, advances only slowly, and, as predicted, is stuck at supply voltages >1 V and
technology nodes >20 nm. The overall technology driver is the non-volatile
NAND-Flash memory. While its minimum transistor length progresses to 16 nm, the
vertical-channel, monolithic 3D transistor integration on-chip and the 3D TSV
stacking of >30 chips have produced transistor densities of >1011/cm2 and memory
densities >300 Gb/cm2, reaching the prediction in Fig. 11.1 of CHIPS 2020. The
corollary of this achievement is a powerful technology arsenal for 3D integration,
not only of memories, and for the extension of Moore’s law in terms of
transistors/cm2. The non-volatile-memory alternatives to NAND Flash continue
their competition in the battlefield of programming/writing with thermally induced
resistance- or phase-changes. In terms of density as well as write and read speed, the
resistive RAM (ReRAM), in the meantime, has made the biggest progress, and it has
passed the PCM (phase-change memory). The process compatibility of the ReRAM
as a back-end process to CMOS mainstream, as well as its speed and better data
retention, make it the technology alternative for non-volatile RAM versus the
NAND Flash.
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11.1 Static Random-Access Memory (SRAM)

The bit-cell (Fig. 11.1), of the static CMOS random-access memory with its
6 transistors, the cross-coupled pair of complementary transistors and two access
transistors for differential write and read of the cell content, has become the basic
reference circuit for the most advanced technology node, the highest transistor
density, the lowest possible supply voltage and the minimum energy per bit.

The 2014 state-of-the-art of planar 2D SRAM cell sizes is shown in Fig. 11.2.
The most advanced is a nominal 14 nm SRAM with FinFET transistors [1]. To
judge the integration efficiency, we express the cell size of 0.06 µm2 in terms of
fundamental-feature squares F2, where F = 14 nm. The result is 300 F2.

Fig. 11.1 The 6-transistor
cell of a CMOS SRAM

Fig. 11.2 Cell-sizes per bit of CMOS SRAM’s [9], ©2014 IEEE
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If we compare this with the exemplary cell in [2], we saw 180 F2 in a 90 nm
process, and we can generate Table 11.1 for a comparison.

This table tells us that the overhead for a FinFET transistor topography and for
the internal interconnects in the cell lets the gain in area, obtainable from reducing
minimum features, fall short of expectations. The number of needed feature squares
also gives us the effective cell capacitances, which determine the switching energy
and the switching speed. The transistor variance at 14 nm, even for a FinFET
topography, reduces the noise margin of the cell [3], and it forces an increase of the
SRAM supply voltage, a further increase of the switching energy and of the local
thermal-energy density. These negative returns on an expensive scaling effort show
the immanent end of the 2D nanometer-roadmap. Figure 11.2 also shows a 2014
cell in a 16 nm silicon-on-insulator technology with a high-dielectric-constant
(HK) gate insulator and with metal gates (MG) [4]. At 0.07 µm2, it is only mini-
mally larger and with 270 F2 more effective than the FinFET cell. If we take 180 F2

as a reference for an effective 2D SRAM cell and the 6-transistor cell as our product
target, then the 14 nm FinFET cell would effectively be at the 18 nm node and the
16 nm SOI cell at a 19.5 nm node, from the efficiency point-of-view.

Gigabits per cm2, femto-Joule write- and read-energies, and sub-ns write and read
access-times persist as highly critical targets. At the end of the 2D road, evident in
Fig. 11.2, there is now no alternative to 3D integration at the transistor-level.

We demonstrated in [2] that the CMOS SRAM is the lead product for the
monolithic 3D integration of CMOS circuits and that the result in 10 nm SOI can be
a 3D cell area of 0.017 µm2, corresponding to 120 F2, a 2.5-times improvement
against the 2014 state-of-the-art. This quantum jump can be achieved by growing
three transistor-layers on top of each other with reduced-temperature, selective
silicon epitaxy and lateral overgrowth, reducing process steps, mask levels, inter-
connect layers and associated alignment overhead.

11.2 The DRAM (Dynamic Random-Access Memory)
at Its Final Stage

The DRAM memory cell with just one transistor and a capacitor per bit is the
reference element of practical nanoelectronics and still the fundamental building
block of memories for data processing.

Table 11.1 Comparison of the area efficiency of SRAM’s

Year 2010 [2] 2014 [1] 2014 [4] 2014 [3] 2020 [2]

Node F (nm) 90 14 16 20 10

Cell area (µm2) 1.4 0.06 0.07 0.11 0.012

F2 180 300 270 270 120

Effective node (nm) 90 18 19.5 24 10

11 Memory 183



However, we learned in [2] that the quality requirements on both the transistor
and on the capacitor mean larger feature sizes, typically 45 nm in 2010, and that
they will limit the transistor to 22 nm and the capacitor to 20 fF. In fact, at ISSCC
2014, the best reported DRAM’s [5, 6] have 26 and 29 nm features with cell sizes
of 18 F2. As predicted, the necessary supply voltages are 1 V or higher. Because of
its fundamental switching energy CV2, the energy efficiency is poor, and it does not
scale with the feature size. For 26 nm, the cell size is 0.011 µm2, offering a density
of 9 Gb/cm2. To keep DRAM on the density roadmap, chip stacks are considered.
However, the poor energy efficiency and the power density make that strategy
questionable.

We see that the 3D SRAM of 2020 with 0.017 µm2 will almost reach DRAM
density, and its switching energy will be lower by three orders of magnitude.
The SRAM continues to replace the DRAM, and the other competitors are those
non-volatile memories (NV-RAM’s) with adequate write- and read-speeds, which
are treated in the following section.

The DRAM at the end of its growth in its energy- and silicon-efficiency presents
a serious challenge for the continuing exponential growth of level-1 cache mem-
ories for processors. Even if we fill the gap with SRAM and NV-RAM, we finally
have to tackle the explosion of data and their processing with the disruptive move to
natural data as treated in Chaps. 10, 13 and 14.

11.3 Breakthroughs in Non-volatile Memories
(NV-RAM’s)

The single transistor with the floating gate for the non-volatile storage of several
charge levels (MLC = Multi-Level Cell) has enabled an incredible roadmap of
progress for NAND-Flash memories. The 16 nm-technology level, predicted in [2],
has been achieved in 2014 [7, 8], and chips with a capacity of 128 Gb have been
presented with 2b/cell, reaching storage densities of 70 Gb/cm2.

A disruptive innovation has been the NAND-Flash memory with
series-connected, vertical-channel, surround-gate transistors. This topography is
shown in Fig. 11.3, and one possible process-flow is presented in Chap. 1.4. With
24 transistors in series, a 24-layer Si stack, and 2b/cell, a 128 Gb Flash memory has
been presented in 2014 [9], and 128 Gb/chip with 3b/cell were reported in 2015
with a highly parallel organization allowing an I/O rate of 1 Gb/s [10].

The density of 96 Gb/cm2 has been achieved with an effective technology node
of *32 nm so that there is potential for scaling this technology to higher densities.
The dramatic progress in memory density, as projected in Fig. 11.1 of [2], is
documented in Fig. 11.4 of the present chapter.

This figure shows that the capacity per chip has doubled every two years for 2D
MLC NAND Flash with the move to 16 nm where it will stop. Stacks of 32 of these
chips reach 5 Tb per chip-stack and 4 TB per package.
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The figure also shows the progress of other non-volatile-memory technologies
like
PRAM Phase-change memories,
FeRAM Ferroelectric memories,
MRAM Magnetoelectric memories (spintronics),
RRAM ReRAM Resistive memories.

Fig. 11.3 Schematic cross-section of a 3D NAND Flash with vertical transistor series [11].
Source MyMemory

Fig. 11.4 Non-volatile memory capacity in Mb per chip [12]. © IEEE ISSCC Trends 2014
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We see that the ReRAM, favored in our projections in [2], advanced from 64 Mb
in 2010 to 32 Gb per chip in 2014 at a 27 nm technology level. This is a true
quantum-step for NV-RAM’s, because this type of memory out-performs all others
in

• Write- and read-speed,
• CMOS-logic compatibility, since it is added as a BEOL (Back-End-of-Line)

feature (CuTe),
• Data retention and re-write capability,
• Low-voltage, low-energy read and possible low-energy write,
• Scalability (1T-1R per cell, requiring only 6 F2).

The comparison of write- and read-times is shown in Fig. 11.5.
With its write bandwidth of 200 MB/s and its read bandwidth of 1 GB/s, and with

its density of 9.5 Gb/cm2, the 2014 ReRAM non-volatile memory has reached the
performance of the leading DRAM [13], a sensation and a turning-point for
memory strategies.

The ReRAM potential is well documented with a 4T1R non-volatile
content-addressable memory with a multi-bit-per-cell capability [14].

11.4 Conclusion

The progress in 2D memory has been slow. The SRAM, proclaimed at 14 nm, in its
FinFET area efficiency of 300 F2, has only the density of a 20 nm node. The 2D
DRAM, as predicted, has reached its limit at >20 nm. Their bandwidth and access

Fig. 11.5 Write and read bandwidth of non-volatile memories [12]. © IEEE ISSCC Trends 2014
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energy have settled at limits dictated by interconnects (“wires”). This wiring con-
gestion can be removed effectively only with 3D integration, which has finally
reached the expected density, compatibility and cost levels (Chap. 3).

Non-volatile NAND Flash memory advanced beyond predictions in density
because of both 3D vertical chip stacks as well as 3D vertical transistor stacks,
approaching 1 Tb per chip-unit. Their down-sizing has reached limits on retention
time, energy and speed. The potential winner in non-volatile memories is the resistive
(RE) RAM with its high write- and read-speed, low energy and high retention times.
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Chapter 12
Intelligent Data Versus Big Data

Bernd Hoefflinger

Abstract The advancement of nanoelectronic functionality and memory capacity
has enabled a data explosion, which is promoted as “Big Data”, and doubling the
mobile Internet traffic every 18 months. In this fashion, the mobile Internet would
need over 500 GW of electric power for its operation in 2020 and another 500 GW
of embodied power for its manufacturing, maintenance, recycling, and disposal,
together one third of the expected total global electric power generation. In the face
of this unlikely scenario, a review proposes that this “Big Data” is a result of the
artificial, numerical, linear world, inflated by the pocket calculator in the 60s and its
successors and now out of control due to linear digital video originated by the CCD
imagers since the 70s and mapped onto CMOS imagers. By contrast, we (and our
brains) sense our world with a logarithmic response, where minimum response
steps record signal increments that are constant ratios of the magnitude of the
individual signal. This has been recognized in digital audio, where it led to MP3 as
an intelligent data compression. This realism is still missing in digital video, which
causes >70 % of the mobile Internet traffic. Transistor-enabled logarithmic
recording, invented 1992, and processing of images can compress video data by an
order-of-magnitude vs. present mainstream digital video, a significant saving on
video traffic and storage. A similar progress from “data” to information can be
envisioned towards real data on the “Internet for Everything” like the environment,
health, weather, mobility, and robotics.
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12.1 Progress in Nano-Chips Fosters Data Explosion

The mobile Internet traffic is the best indicator of the data explosion enabled by the
performance/cost progress of nano-chips along the expected roadmaps. The CISCO
projections of 2014 [1] show a further aggregate growth of 61 %/year through 2018
to 15.9 Exa-Byte (EB) per month (Fig. 12.1), which means *2 GB/month for each
of the *8 Billion mobile subscriptions to the Internet.

The bandwidth/smartphone will grow 5-times from 2013 to 2018 to
2.7 GB/month, of which more than 2/3 will be video. Overall, video will make up
69 % of the traffic, of which again 69 % will be in the cloud because of mobile-phone
storage limitations. Cloud traffic is expected to make up 90 % of all mobile traffic in
2018. The expected 10 Bio. mobile devices in 2018, including tablets, laptops and
wearables, will need close to 50 GW of wall-socket power.

For the total Internet energy estimate, we consider the Berkeley study [2] as the
most instructive one. It weighed the 1Bio. smartphones of 2010 at 130–450 MW,
however, with significant embodied power of 4–14 GW because of their effective
use for only two years. The data from [2] are summarized in the 2010 column of
Table 12.1. The electric power consumption of 228 GW in 2015 may be compared
with a 2013 report of 1500 TWh/year = 175 GW, quoted in [3]. The expectations
through 2020 follow Ref. [1] and the progress in computing power as described in
Chap. 10.

The result, as illustrated in Fig. 12.2 with the demand of >500 GW, would be 1/6
of the total expected electric power generated globally in 2020, not even consid-
ering the embodied power of equal magnitude for manufacturing and life-cycle
energy cost, which is not conceivable. A total review of the explosion of digital data
is necessary, and we will treat just a few of the needed paradigm shifts.

Fig. 12.1 Expansion of the
mobile internet traffic 2013–
2018 in EB/month [1]. Source
Cisco VNI Mobile, 2014
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Table 12.1 Expected internet
performance and its demand
for electric power

Year 2010 2015 2020

Mobile traffic (TB/s) 0.11 1.5 13.2

Server performance (rel.) 1 20 200

Energy eff. (rel.) 1 7 25

El. power (GW) 40 120 240

PC’s power (GW) 30 30 30

Mobile devices (GW) 0.4 28 56

Infrastructure (GW) 10 50 200

Total Operative El. (GW) 80.4 228 526
Embodied El. power (GW) 80 228 526

Total El. power (GW) 160.4 456 1052
Global El. power
(GW) generation
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Fig. 12.2 a Global mobile
internet traffic in Tera-Byte
per second (TB/s) and the
performance of servers on a
relative scale. b Mobile
internet demand for electric
power
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12.2 Intelligent Data from and for Our World

The data explosion is a Digital Data explosion. Close to being overwhelmed by it,
we have to review, how we got into this and how we can manage data. The ITRS
2013 [4] lists, among others:

• A new data representation?
• A new information-processing technology, non-binary, non-Boolean logic?
• A new system architecture?

Aside from our digital artifacts, we have the explosion of natural, physical,
chemical, environmental and medical input data acquired by our nano-enabled
intelligent systems in the “Internet of Everything”.

We have to ask ourselves:

• How do we represent these quantities as data?
• How do we measure or acquire this data?
• How do we process this data?
• How do we store this data?

In Chap. 4 on Analog-to-Digital Converters, these issues are addressed in
Sect. 4.5 under the new research direction on Analog-to-Information Converters.

Mostly, we represent the magnitude of a quantity as an analog number N,
commonly decimal with a dynamic range from 0 to NMax. The first question is:
How efficient is decimal, in other words:

How many elements do we need to describe the range 0 to NMax with a num-
bering system with a base b? The mathematical answer is that b = e = 2.715…
would need the minimum number of elements. This has led to a base-3 or ternary
system with levels 0, 1/2 and 1. This is used in some memory systems. However,
the next nearest, base-2, the binary system, has the fundamental advantage of
near-optimum efficiency and of being the optimum for large logic operations based
on simple switches, which are either On or Off, respectively 1 or 0.

How do we cover dynamic range with a binary number system?
We use either integer numbers
N = an2

n + an−12
n−1+⋯ + a12 + a0, where ai = 0 or 1, with a dynamic range of 2n+1,

or floating-point numbers
N = (am2

m + am−12
m−1 + ⋯ + a12 + a0)2

k, k = 0 to p, ai = 0 or 1, with a dynamic
range of 2m+p+1.

The word-lengths of nb for integer or (m + p)b for floating-point immediately
provide the basic multiplier for the data explosion, and we should answer the
question:

How can we reduce or compress word-lengths?
In a classic example, nature or bionics comes to the rescue: We record audio for

the purpose of hearing, one of our most important senses. Our sensor, the ear, has a
logarithmic response H to sound levels S:
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H ¼ a ln Sð Þ:

For a given sound signal level S, our just noticeable hearing difference dH
(JND), dH = a(dS/S), needs larger changes dS, as the signal level S increases. In
digital audio coding, this natural response is implemented with a famous,
piece-wise linear approximation to the log response, the A-law or µ-law, as shown
in Fig. 12.3.

The voice dynamic range of 2.000:1 is represented by 11b plus one signb. The
hearing response is approximated by 8 segments (3b) plus signb plus 4b per
segment so that a compression from 12b input to 8b output is achieved. Practically,
the analog voice signals are converted directly with a pseudo-log A/D converter,
built with log-weighted switched capacitors. Similar compression curves are used in
high-quality audio. This is not only a reduction in word-length by 30 %, but it also
mimics natural hearing with a constant signal-to-noise ratio. This perception-driven
coding eventually led to MP3, which revolutionized digital audio.

Another one of our senses, vision, has a similar logarithmic response, however,
to a much wider input dynamic range of 7 orders-of-magnitude, with the incredible

Fig. 12.3 PCM Audio encoding with a piece-wise-linear approximation to the log response
characteristic
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parallelism of millions of receptors and with a much wider bandwidth. During the
epoch of analog chemical film, this logarithmic response was cultivated to an input
dynamic range beyond 10.000:1. It is the sad consequence of the microelectronic
imaging invention of the charge-coupled device (CCD) with its linear response and
a dynamic range of only 1.000:1, that the present digital video drowns the Internet
mostly in linear image and video data.

This is even more embarrassing because the implementation of a natural log
video response produces better video quality, and because of the miracle, that the
HDRC pixel in Fig. 12.4, in the sub-threshold regime of its MOS transistor, offers a
log response over a dynamic range of >7 orders-of-magnitude or 28 bits of input
dynamic range (see [5, 6] and the following Chap. 13). The HDRC imager char-
acteristic with 10b digital output is represented in Fig. 12.5 together with that of the
human eye by their contrast sensitivity, which is the derivative of the sensors’
response. Figure 12.6 shows three frames from an HDRC video of a solar eclipse.

The output voltage of the HDRCTM pixel delivers the perfect bionic response to
the input luminance over seven orders of magnitude, Fig. 12.5, without any
piece-wise linear converter. To mimic the 1 % contrast resolution of the human eye,
an output word-length of 10b/pixel is adequate for a dynamic HDR photography and
video and because of its high data load on the Internet, the recording, coding and
compression of video receive a special treatment in Chaps. 13 and 14. We can state
that the a priori log recording range of 28 f-stops, while a linear sensor would need
seven exposures at different apertures and exposure times leading to 54b/pixel,
needing >5-times as many bits per pixel plus latency and post-processing. Further
coding and compression advantages, based on logarithmic HDR data, were pub-
lished in 2007 [6], including two logarithmic codes, LogLuv with 15b for the log of

Fig. 12.4 HDRCTM (high-dynamic-range CMOS) pixel with log-response characteristic over
seven orders-of-magnitude or 24-f-stops of luminance [4, 5]. The same transistor-photodiode
configuration is at the center of each of the 1600 receptors in the retinal implants (Chap. 17) in
order to log-compress the charge delivered to the nerve cells of blind patients so that they perceive
a natural response and are not irritated by bright light sources
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luminance and JNDLuv with 12b for log luminance (Fig. 12.7). Because of the great
interest in digital HDR photography and video and because of its high data load on
the Internet, the recording, coding and compression of video receives a special
treatment in Chaps. 13 and 14. We can state that

• The a priori log recording of images improves the original picture quality
together with a natural data compression by more than a factor of 3,

and that it allows further intelligent coding and compression offering additional
factors of improvement.

Eye-like, logarithmic video has to be considered as the biggest alleviation of
the video-load on the Internet and, at the same time, as a fundamental
improvement of the quality of visual information.

Logarithmic sensing, measuring and acquisition are natural and effective for
almost everything in our real world, as well as in virtual and augmented reality.
Unfortunately, only with money on its scale of 1, 2, 5, 10, 20, 50 etc. are we used
to it.

Fig. 12.5 Contrast sensitivity curves: The HDRC sensor shows natural response over seven
orders of magnitude

Fig. 12.6 Solar eclipse August 11, 1999, in Germany. Three frames from the video taken with an
HDRC camera with 10b output at 30fps., with a 210 mm telephoto lens at f:5.6 [4]. The cloudy sky
during the event was well recorded as were the coronas, free from white-saturation, with a constant
aperture
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Another example: In the measurement of distance, like for collision-avoidance,
we accept that an accuracy of 1 m is ok, if the car in front is 100 m away, that 10 cm
would be ok at a distance of 10 m, and that the accuracy should be 1 cm for a
distance of 1 m, resulting in a relative accuracy of 1 %. This is the essence of

Weber’s Law: We acquire information on a natural quantity N with a
constant relative resolution:

dN=N ¼ const:

In our example, we would record distances x in a piece-wise linear, pseudo-log
fashion:

1.00, 1.01, …, 10.0, 10.1, …, 100, 101 m with a total of 2.000 numbers, instead
of the linear 1 cm-resolution requiring 10.000 numbers. If, instead, we record
directly logx from 0 to 2 with a resolution of 0.01, we would need just 200 numbers
for a distance accuracy of 1 %, a very powerful compression of the “linear-number”
world, based on the least-significant value of 1 cm, which we may not even be able
to detect at 100 m distance. Examples of the natural distance detection are the 3D
TOF (time-of-flight) sensors in the following Chap. 13.

The “number” world is an artifact of numerical calculators, first mechanical, then
relay- and tubes-based, finally transistorized since the 1960s with the advent of the
pocket calculator. Generally, standard paper-and-pencil multiplication fosters a
“number”-world, as we perform a multiplication with the least-significant number
first, irrespective of its relevance for the quantities represented by the numbers.

However, many regions in our world developed, over thousands of years,
applied-math cultures to start operations with the leading numbers in a quantity,
particularly, when the operation is a multiplication of two quantities with a certain
relative accuracy. Various types of Abacus are living examples. The most efficient
tool, particularly for multiplication, division, powers of 2 and 3 etc. became the
slide-rule as shown in Fig. 12.8, (once) widely used in Europe. When the Russians
had launched Sputnik into Space in 1957, before the Americans, a shock went
through the US that that had happened because the Americans had not taught the
slide-rule in school. An introduction in the US was attempted, but effectively
undermined by the appearance of the pocket calculator.

Fig. 12.7 Two logarithmic codes for digital video. Upper LogLuv with 15b for the log of
luminance and 2 × 8b for color gamut u, v. Lower JNDLuv (Just-noticeable difference) Luv with
12b for log luminance, the result of visual-perception research [6]. © Springer 2006
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The slide-rule is the genial embodiment of Weber’s Law or, in other words, of
our real-world concerning accuracy or precision: If the accuracy of the “2” on line
C is 10 %, it could be 2.2, and our result would be 4.4, also 10 % higher. If the “2”
on line D could also be 10 % higher, we see that the result would be 4.8,
2 × 10 % = 20 % higher:

The relative accuracy of the result of a multiplication is the sum of the relative
accuracies of multiplicand and multiplier.

Log conversion is one effective way of representing real-world data, and it
reduces multiplication to an addition. Effective transistor arrays for this conversion,
often a technically justified log compression like the distance-example above, on a
binary base, can be found in [7, 8] and in Fig. 12.9.

Multiplier-intensive operations on real-or virtual-world data in matrix operations
or digital neural networks with large numbers of synapses can benefit effectively

Fig. 12.8 A slide rule. The scales C and D have the same log-scale. The sliding bar is set such that
1 on its scale C is above 2 on scale D, so that the operation 2 × 2 = 4 appears as: log2 on scale
D + log2 on scale C appears as log4 on scale D. Source Wikipedia

Fig. 12.9 Encoding of a 6-bit
input into a 3-bit logarithmic
output [7]
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from log processing, if we imagine that log data are provided and multiplier weights
(synaptic weights) are provided on a log scale.

Video processing again is a top candidate for log efficiency gains.

12.3 Digital Multipliers for Reality Data

If log processing is too disruptive or not indicated because of its overheads, digital
binary multipliers for reality data can be made much more effective against the
present state-of-the-art. Presently, multipliers are area-, transistor- and
energy-consuming heavy-weights with critical delays. A number-crunching stan-
dard n × n bit multiplier starts with the least-significant bits a0 and b0. Eventually, it
produces a result with (2n + 1) digits and with a delay of 2n adders. Even with
Booth-Wallace coding, its complexity (transistor count) increases with the square of
its word-length, O(n2/2).

If n represented reality data, the accuracy of the n-bit words might be p bits, and
the accuracy of the result would be (p − 1)b. In other words:

Only the leading (p − 1)b are relevant. For the rest, just the number of digits is
relevant for the order-of-magnitude of the result.

With this sober insight, and in the spirit of Weber’s Law, the Abacus and the
slide rule, we start multiplication at the significant end, namely with the leading
one’s. We determine them as aj = 1 and bk = 1, and we proceed as follows in the
case of 6b accuracy:

A ¼ 2j þ aj�12j�1 þ � � � aj�52j�5;

B ¼ 2k þ bk�12k�1 þ � � � bk�52k�5;

P ¼ A� B ¼ 2jBþ aj�1 2jþk�1 þ bk�12jþk�2 þ � � � þ bk�42jþk�5
� �þ � � � þ aj�52jþk�5:

Table 12.2 shows the inputs to the adders, which contribute to the 6-bit result.
The complexity is O(62/2) with 10 full- and 6 half-adders, independent of the

Table 12.2 Leading-one’s-first integer multiplier with 6b accuracy

Integer index j + k −1 −2 −3 −4 −5

aj = 1, bk = 1 1 bk−1 bk−2 bk−3 bk−4 bk−5
If aj−1 = 1a (1) (bk−1) (bk−2) (bk−3) (bk−4)
If aj−2 = 1a (1) (bk−1) (bk−2) (bk−3)
If aj−3 = 1a (1) (bk−1) (bk−2)
If aj−4 = 1a (1) (bk−1)
If aj−5 = 1a (1)
The complexity is of the order O(62/2) independent of the word length n
aOtherwise the inputs from this line are 0
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word-length n. A standard 8 × 8 multiplier with Booth-Wallace coding would have
a complexity of 32, for 16 × 16 it would be a complexity of 128, 8-times larger than
its leading-one’s-first version with 6b accuracy. For 10b accuracy, the new multi-
plier would have a complexity of 50. The related transistor counts are given in
Table 12.3.

We see in Table 12.3 that, for word-lengths of 16b or 24b, frequent in
signal-processing, the LOF multiplier-type needs 1/3 and 1/5 of the number of
transistors, and its delay is 1/5 and 1/8 of standard multipliers, respectively.
The LOF 16 × 16 multiplier with 6b accuracy, in ultra-low-voltage, differential
transmission-gate (DTG) logic makes up the HIPERLOGIC curve in Fig. 1.11 of
Chap. 1, projected towards an energy–efficiency of 1fJ/operation, 200-times better
than the best reported result of 2014 and 800-times better than the best results in
standard CMOS logic in 2014 (Fig. 1.11).

Besides the multiplication itself, the processing of this reality data with certain
accuracies also means shorter, adequate word-lengths with smaller registers and
memories, with a leading-ones-based organization, saving memory and, more
important, communication bandwidth, the critical show-stopper as detailed in
Chap. 5 and in [9].

12.4 Conclusion

The explosion of digital data is not compatible with our resources. It is an artifact of
the numerical age generated by the pocket calculator. Now, that visual information
fills more than 2/3 of the Internet, and with our expectations on the “Internet of
Everything” and on bio-inspired computing with Trillions of sensors, it is time to go
back and to start with reality data, with their recording and natural compression, and
to process, to communicate and to store them according to their relevance. Section
4.5 also points in this direction with “compressed sensing” and “finite-rate-
of-information sampling”.

Vision is the no.1 priority, and its digital revolution, like MP3 in audio, is still up
for grabs. High-dynamic-range-CMOS (HDRC) imaging offers up to 5-times
reduction of luminance-bits per pixel, and it receives further treatment in Chaps. 13
and 14.

Table 12.3 Transistor counts for standard multipliers and for the accuracy-oriented
Leading-Ones-First (LOF) “reality” multipliers

Word length n 8b 16b 24b

Standard Booth-Wallace 1600 6400 14,400

LOF 6b precision (1.6 %)
10b precision (0.1 %)

540 1030
2100

1620
2700
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Chapter 13
HDR- and 3D-Vision Sensors

Bernd Hoefflinger

Abstract Vision chips continue to aggressively follow the complexity of nano-
chips. The smartphone vision-chips of 2014 exceeded 16 Mega-pixels, irrespective
of the optical-resolution limits of their lenses with focal lengths of 5 mm or less. At
24- to 48-bit per pixel, this volume of video data is about to flood the Internet, where
video already exceeds 70 % of the traffic and >90 % of the data stored. On the other
hand, high-sensitivity, high-dynamic-range CMOS (HDRC) human-vision-inspired
sensors have maintained pixel sizes of 25 µm2 for ASA 12.800 sensitivity and
1000-by-2000 pixels complexity as well as high-speed global-shutter read-out.
HDRC two- and three-chip stereo cameras have become key components for safe
and intelligent man-machine cooperation. New compression standards will be
needed. More efficient in the long run will be a fundamental review of electronic
vision, following human vision with its incredible compression skills. Remarkable
benefits from nm technology nodes were achieved for high-resolution time-of-flight
(TOF) 3D-vision sensors offering >400-by-600 pixels resolution. TOF-3D and
professional stereo cameras enable safe, autonomous mobility and robotics.

13.1 Scaled CMOS Image Sensors

Active-pixel CMOS image sensors have finally taken over from traditional CCD
sensors because their development benefitted from the CMOS roadmap together
with all its developments of thin-chip and deep-trench processes. As a result,
backside-illuminated pixels with high fill-factors and reduced dark-currents have
become standard. The 2010 state-of-the-art was described in [1] with a 10 Mpixels
sensor in a 140 nm technology with a 1.65 × 1.65 µm2 backside-illuminated pixel.
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As the comparison in Table 13.1 shows, the CMOS sensors have reached a
mature technology status, which is also due to basic optical correlations of lens
apertures, their focal lengths and the spatial resolution achievable (see Table 15.2 in
[1]). Therefore, there is no nm-roadmap for sensors other than benefitting from
technology advances like high-resolution deep-trench isolation (DTI) and vertical
transistors adapted from NAND Flash memories (Chap. 11). These latest
enhancements are indicative of the march of CMOS image sensors into 3D
monolithic integration (Chap. 3) for image processing and storage, which, in 2014,
is still very much a lateral 2D affair, as exemplified in the following section,
although such strategies had been demonstrated in 1997 (see Fig. 3.33 in [1]).

13.2 Hi-Speed Feature-Recognition Chips

System integration is well documented with CMOS sensor chips which include
pattern-recognition capabilities like recognizing faces. Three chips are represented
in Table 13.2 with their technical data. Pixel fields of up to 256 × 256 are recorded

Table 13.1 Comparison of
CMOS Backside-Illuminated
sensors 2010–2014

Year 2010 [2] 2014 [3]

No. of pixels 10 M 8 M

Technology (nm) 140 BSI BSI DTI

Pixel area (µm)2 1.6 × 1.6 1.12 × 1.12

Saturation (e−) 9130 6200

Dark current (e−/s) 3 6

Dyn. range (dB) 71 70

BSI Back-side illuminated
DTI Deep trench isolation, vertical transistor

Table 13.2 Comparison of face-recognition chips

Reference [4] 2014 [12] 2008 [13] 2011

Technology (nm) 180 180 180

Sensor resolution 256 × 256 128 × 128 128 × 128

Clock (MHz) 50 50 100

Power (mW) 630 455 450

Sensitivity (V/luxs) 8.1 NA NA

Dynamic range (dB) 48 NA NA

MPU 32b dual-core 32b single-core 32b single-core

Neural network 16 × 16 self-organizing map No No

GOPS 12 77 44

Recognitions/s 45,000 1240 160

Frames/s 1340 360 78

Chip area (mm2) 82 70 13.5

202 B. Hoefflinger

http://dx.doi.org/10.1007/978-3-319-22093-2_11
http://dx.doi.org/10.1007/978-3-319-22093-2_3


at high frame rates, and the example of 2014 achieves high recognition rates due to
the incorporation of a 16 × 16 self-organizing-map neural network, which accel-
erates the matching of the 16 or 32 characteristics of the reference faces in the
library. This feature reduces the processing-time by >98 %.

13.3 High-Dynamic-Range HDR Video Sensors

Standard CMOS sensors like the ones in [2–4] have pixels, which integrate charge
generated by the photons so that they have a linear response to the incoming photon
density. Their dynamic range is limited, at the low end by the dark current of the
photodiode, and at the high end by the capacitance C of the photodiode. Once the
charge has reached C × VDD, where VDD is the supply voltage, the pixel is
white-saturated. Typical maximum charges are given as saturation in Table 13.2. The
result is a dynamic range of 70 dB or 3300:1. However, a natural scene has a dynamic
range 10–100-times higher. From a dark night to bright sunshine, the range is
1 Million:1. In order to handle these natural requirements, linear sensors need mul-
tiple exposures, serially in time or with several pixels in parallel, inflating data and
processing-tasks, and causing motion blur as well as other artifacts (see Chap. 14).
The human visual system (HVS) has a natural response characteristic, which can
handle an instant dynamic range of close to 1 Million:1 due to its logarithmic
response, as discussed in Chap. 12, with many powerful features that form the content
of [1, 5, 6]. It is a gift of MOS-transistor characteristics that they replicate this
logarithmic optoelectronic conversion function (OCF) in their current-voltage char-
acteristic, if they operate in a pixel as a source-follower in the sub-threshold mode
[1, 7]. Figure 13.1 shows the HDRC pixel with sample-and-hold for a global-shutter
sensor [8].

The 2014 state-of-the-art of high-speed HDR CMOS sensors with >120 dB
intra-scene dynamic range is represented by a 1296 × 1092 pixels sensor with
global shutter, 12b digital output up to 80 Mpix/s and a sensitivity of 0.6 mlux,
basically not requiring the control of any integration or shutter time.

The building blocks and architecture of the imager, e.g. the column parallel
A/D converters, were designed such that up to a full HDTV 1080p resolution

Fig. 13.1 A pixel in the HDRC sensor with global shutter [8]
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(1920 × 1080 pixels) could be easily achieved by abutting additional columns to the
pixel array. This is shown in the block diagram in Fig. 13.2.

A high sensitivity <1 mlux at a high speed of 12.5 ns/pixel was achieved with
6.7 × 6.7 µm2 pixels. This allows 60 frames/s @ SXGA resolution (1280 × 1024
pixels) and up to 1000 fps for 200 × 100 pixels regions-of-interest for professional
applications in automation, robotics, surveillance and automotive.

The characteristic in Fig. 13.3 spans an illumination range from 0.1 mlux to
10 klux, 10 orders-of-magnitude, respectively 30 bits or f-stops, with a digital
output range of 700 DN (digital numbers) from the 10b outputs. This is a
remarkable compression of data, still with a contrast sensitivity, the derivative of
Fig. 13.3, of 75DN/decade in the mid-range, corresponding to a contrast resolution
or just-noticeable difference (JND) of 1.5 % (see Fig. 13.4).

This log- and sigmoid response has many other desirable features, and it is
ideally suited for efficient video coding and processing, as discussed further in the
following Chap. 14 (Table 13.3).

Fig. 13.2 Block diagram of HDR CMOS sensor with global shutter and 1000 fps ROI 12b
read-out [8]
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13.4 HDRC Stereo Cameras

3D scene recording advanced significantly in recent years along the two paths of
stereo imaging or time-of-flight (TOF) recording. The most powerful and robust
stereo camera is built with three HDRC sensors in the SAFETYEYE camera with
unique features [9]:

• x- and y-direction stereo axis
• HDRC 120 dB dynamic range, fixed-aperture photometric sensing
• High-speed global shutter with 12.5 ns/pixel, no integration times.

The SAFETYEYE scene in Fig. 13.5 illustrates the required robustness of video
systems supporting the safe cognitive interaction (Chap. 18) of intelligent
man-machine cooperation.

The INSERO3D stereo camera with two HDRC sensor chips meets the
performance requirements for high-dynamic-range, high-speed photometric vision
and, in 2015, became a key enhancement (Fig. 13.6) of the 12 DOF
(degrees-of-freedom) bionic handling assistant ROBOTINO [10].

Fig. 13.3 Optoelectronic conversion function (OECF) and digital output of the HDRC video
sensor at 33 fps [8]
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Fig. 13.4 Contrast sensitivity function (CSF) of the HDRC sensor [8]. The dynamic range of
107:1 shows a contrast with a sigmoid shape with natural low-light section, a central flat section
with 75DN/decade, corresponding to a contrast resolution of 1.5 %, and an upper saturation
section towards “white” saturation at *1000 lux (on the sensor surface)

Table 13.3 Technical Data
of the High-Speed HDRC
Video Sensor with Global
Shutter [8]

Sensor resolution (pixels) 1296 × 1092

Diagonal @SXGA 2/3 in.

Technology 180 nm

Pixel area (µm2) 6.7 × 6.7

Intra-scene dynamic range >120 dB

Min. detectable =0.6 mlux

Sensitivity mid-range 75DN/decade

=1.5 %

Clock 80 MHz

Pixel rate 80 Mpix/s

Pixel time 12.5 ns

Global-shutter read-out

A/D converters 1296 × 12b

Regions of interest Down to 200 × 100 pix

Frame rate @SXGA 60 fps

Max. 1.000 fps
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Fig. 13.5 The SAFETYEYE two-axis stereo camera with three HDRC sensors monitoring the
safe operations of two operators in the man-machine directed assembly of wind-shields for
automobiles [11]

Fig. 13.6 The INSERO3D high-dynamic-range, high-speed, photometric stereo video camera on
the bionic handling assistant ROBOTINO (Image courtesy FESTO AG & Co.KG)
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13.5 3D Time-of-Flight (TOF) Sensors

A TOF camera of 2004 with 32 × 32 pixels with avalanche photo-diodes, reviewed
in [1], had a range of 3 m with a range uncertainty of 1.8 mm. The evolution since
2004 is represented in Table 13.4.

Sophisticated pulsed-illumination and detection techniques led early to
remarkable range resolutions, and the sensors since 2012 run programmable modes
of standard color imaging and 3D TOF frames simultaneously. This intelligent 3D
vision is essential for augmented reality, automation, robotics and autonomous
mobility.

13.6 Conclusion

Vision is the most important one of our senses. The sensor resolution in pixels
continues to increase with the result that they contribute to the explosion of video
data on the Internet. From intelligent acquisition in the pixel through coding, pattern
recognition, compression and tone mapping for display, possibly directly in the
focal- or near the focal-plane with 3D integration and brain-inspired architectures
are essential tasks as described in the following Chaps. 14 and 18.
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Chapter 14
Perception-Inspired High Dynamic Range
Video Coding and Compression

Rafał K. Mantiuk and Karol Myszkowski

Abstract High-Dynamic Range (HDR) images and video can represent much
greater color gamut, brightness and contrast than commonly used standard dynamic
range images. When HDR video is presented on specialized HDR displays, a
substantial increase of realism can be observed, sometimes compared to “looking
through a window”. Efficient encoding of such video, however, imposes new
challenges. In this chapter we argue that adjusting the accuracy of broadcasted HDR
video to the capabilities of the human visual system is the key requirement to
achieve these goals. Another example of HDR signal is a depth image used in
stereoscopic and multi-view imaging systems. When encoding is designed to
capitalize from the characteristics and limitations of depth perception, significant
compression gains can be achieved.

14.1 Introduction

With increasing computing power, improving storage capacities, and development
of wireless and wired network systems, the role of video-based applications
increases. Video becomes common in multimedia messaging, video teleconferenc-
ing, gaming through remote servers, video streaming and TV signal broadcasting.
While in the nearest future a standard video, encoding 8-bit color per-channel, will
continue to dominate in all these applications, high-dynamic-range video (HDRV) is
likely to become the next step in video evolution, which will enable to handle
luminance and chrominance data with much higher precision.
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HDRV employs the so-called scene-referred representation of frames, which
encodes the approximate photometric characteristic of a scene the video depicts.
Since such representation imposes unacceptable storage costs when stored in its
native floating-point format, it is important to find more efficient encodings. In this
chapter we argue that for efficient scene-referred frame representations the accuracy
should not be tailored to any particular imaging technology, which is a common
practice today, but it should be tailored to the capabilities and limitations of the
human visual system (HVS). First, we present the basic principles behind such
HVS-driven representations for HDR pixels (Sect. 14.1), then we demonstrate how
modern video compression standards such as MPEG or H.264 can be adapted to
accommodate such encodings (Sect. 14.2), including backward-compatible solu-
tions that rely on standard 8-bit frame formats (Sect. 14.3). Before concluding this
chapter, we discuss also the compression of dynamic per-pixel depth maps, where
the range of depth values makes the resulting video yet another instance of HDR
signal. Perception considerations, which are specific for such depth signal, enable
more efficient compression (Sect. 14.4).

14.2 HDR Pixel Encoding

The specific choice of pixel encoding used for video compression has a great impact
on the compression performance, where the goal is to minimize the number of
required bits while providing sufficient accuracy and capability to encode a high
dynamic range. If the bit-depth accuracy is too low, banding (quantization) artefacts
become visible. If it is too high, invisible noise is introduced into the signal and the
efficiency of compression is reduced. In this section, we focus on perceptually
uniform encoding, which is based on the idea of aligning the quantization errors
with the HVS sensitivity to luminance increments as a function of luminance
adaptation levels. For a more complete account of popular HDR pixel encodings,
the reader is referred to [1, Sect. 5.1].

Low-dynamic-range (LDR) pixel values, as in the standard JPEG and MPEG
formats, have a desirable property that their values are approximately linearly
related to perceived brightness of those pixels. Because of that, LDR pixel values
are also well suited for image encoding since the distortions caused by image
compression have the same visual impact across the whole scale of signal values.
HDR pixel values lack such a property and, therefore, when the same magnitude of
luminance distortion is introduced in low-luminance and high-luminance image
regions, the artefacts are more visible in the low-luminance regions. The problem is
alleviated, if the logarithm of luminance is encoded instead of luminance [2]. But
the logarithmic encoding is not a precise model of the HVS sensitivity to light,
which in practice is much lower for the low luminance ranges, where Weber’s law
does not hold (below 10 cd/m2). For that reason, several encodings were proposed
that employ more accurate models of the eye sensitivity to light changes [3–5].
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The derivation of such perceptually uniform encoding is essentially the same as
the derivation of the response of the HVS to light by means of the transducer
function [6, Sect 4.1]. The transducer function maps physical luminance (in) into
the units related to the just-noticeable-differences (JNDs). The first such encoding in
the context of HDR compression was proposed in [4], where the threshold vs.
intensity function (t.v.i.) was used to determine the smallest noticeable difference in
luminance across the luminance range. The paper showed that 11–12 bits are
sufficient to encode the range of luminance from 10−4 to 108 cd/m2. The follow-up
paper [3] replaced the t.v.i. function with a more modern model of the contrast
sensitivity (CSF) [7]. Recently, a similar idea was proposed in the context of
encoding HDR images to the Society of Motion Picture and Television Engineers
[5] using Barten’s CSF [8]. The comparison of those recent encodings is shown in
Fig. 14.1. Note that the perceptual encoding curves are located between the loga-
rithmic encoding and the Gamma 2.2 encoding. The latter encoding is commonly
used for LDR pixels. From Fig. 14.1, it becomes immediately clear that the loga-
rithmic encoding allocates too much dynamic space for low luminance levels, at the
expense of risking quantization errors for high luminance levels. On the other hand,
Gamma 2.2 encoding provides excessive precision at such bright regions, while
risking artifacts for low luminance levels. A number of such encodings were
recently evaluated using psychophysical methods [9]. The study demonstrated that
JND-based encodings offers a more uniform distribution of perceivable artifacts
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Fig. 14.1 Functions mapping physical luminance into encoded 12-bit luma values. Logarithmic—
is the logarithm of luminance; HDR-VDP-pu is the perceptually uniform color space derived from
the contrast sensitivity function (CSF) that is employed in HDR-VDP-2 [25]; SMTPE-pu—is the
perceptually uniform encoding derived from Barten’s CSF; DICOM is the DICOM gray-scale
function, also derived from Barten’s CSF but using different parameters; “Gamma 2.2” is the
typical gamma encoding used for LDR images, but extended to the range 0.005–10,000 cd/m2.
(Reproduced with permission from [10] © Wiley Encyclopedia of Electrical and Electronics
Engineering.)
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across luminance and require fewer bits to encode, though logarithmic encoding is a
viable option if simplicity is a priority. A natural JND-like characteristic is achieved
directly in the HDRC pixel (Chap. 13).

14.3 High Bit-Depth Compression

The extension of the existing video compression standards to support HDR is
illustrated in Fig. 14.2, and, as can be seen, the scope of required changes is
relatively modest [4]. While a standard MPEG4/H.264 encoder takes as input three
8-bit RGB color channels, the HDR encoder must be provided with pixel values in
the absolute XYZ color space or linear HDR RGB. Such color spaces can represent
the full color gamut and the complete range of luminance the eye can adapt to.
Next, pixel values are transformed to the color space that improves the efficiency of
such encoding as discussed in Sect. 14.1: HVS-based-encoding in the context of
luma (refer to [10, Sect. 4.1] for information on chroma processing). This not only
reduces the number of required bits, but it also improves perceptual uniformity of
introduced distortions.

Perceptually uniform encoding might require up to 4096 quantization levels
(refer to Fig. 14.1). This directly translates into 12-bit encoding, which, in terms of
the bit depth, is much higher than commonly used 8 bits. Fortunately, modern
compression standards typically have an optional support for higher bit-depths,
which allows an easy extension for HDR content. For example, the high-quality
content profiles introduced in the MPEG4-AVC/H.264 video coding standard allow
to encode up to 14 bits per color channel [11].

Due to quantization of DCT coefficients, noisy artifacts may appear near edges
of high-contrast objects. This problem is especially apparent for HDR video, in
particular for synthetic sequences, where the contrast tends to be higher than in
natural LDR video. This can be alleviated by encoding sharp-contrast edges in each
macro-block separately from the rest of the signal. An algorithm for such hybrid
encoding can be found in [4].

Fig. 14.2 Encoding HDR video content using selected profiles of H.264 for high-bit-depth
encoding. The HDR pixels need to be encoded into one luma and two chroma channels to ensure
good decorrelation of color channels and perceptual uniformity of the encoded values. The
standard compression can be optionally extended to provide better coding for sharp-contrast edges
[4]. (Reproduced with permission from [10] © Wiley Encyclopedia of Electrical and Electronics
Engineering.)
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14.4 Backward-Compatible Compression

Since the standard LDR video formats, such as MPEG and H.264, have become
widely adapted and are supported by almost all software and hardware equipment
dealing with digital imaging, it cannot be expected that these formats will be
immediately replaced with their HDR counterparts. To facilitate the transition from
the traditional to HDR imaging, there is a need for backward compatible HDR
formats, that would be fully compatible with existing LDR formats and, at the same
time, would support enhanced dynamic range and color gamut. Moreover, if such a
format is to be successful and adopted, the overhead of HDR information must be
low. An example of a backward-compatible HDR encoding is a new JPEG XT
standard, which was designed to use 2 standard 8-bit encoders or decoders to store
HDR images.

Most backward-compatible compression methods follow similar processing
scheme, shown in Fig. 14.3. The following paragraphs discuss this scheme while
referring to concrete solutions and possible variants.

Some backward-compatible compression methods expect both HDR and LDR
frames to be supplied separately as input [12]. Other methods provide their own
tone-mapping operators [10] (see step 1 in the diagram) and expect only HDR frames
as input. The latter approach allows to adjust tone-mapped images to improve
compression performance. For example, the JPEG-HDR method can introduce a
precorrection step [13], which compensates for the resolution reduction introduced
at the later stages of the encoding. Mai et al. [14] derived a formula for an optimum
tone-curve, which minimizes compression distortions and improves compression
performance. The drawback of such compression-driven tone-mapping operators is
that they introduce changes to the backward-compatible portion of the video, which
may not be acceptable in many applications.

The LDR frames are encoded using a standard codec, such as MPEG or H.264
(see step 2 in the diagram) to produce a backward-compatible stream. In order to
use this stream for the prediction of the HDR stream, it is necessary to decode those
frames (step 3), which can be done efficiently within the codec itself. Then, both
LDR and HDR frames need to be transformed into a color space that would bring
LDR and HDR color values into the same domain and make them comparable and

Fig. 14.3 Typical encoding scheme for backward-compatible HDR compression. The darker
brown boxes indicate standard (usually 8-bit) image of a video codec, such as H.264. (Reproduced
with permission from [10] © Wiley Encyclopedia of Electrical and Electronics Engineering.)
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easy to decorrelate (steps 4 and 5). Most of the pixel encodings discussed in
Sect. 14.1 can be used for that purpose. For example, HDR-MPEG method [12]
employs perceptually uniform coding. This step, however, may not be sufficient to
eliminate all redundancies between LDR and HDR streams, as they could be related
in a complex and non-linear manner. For that purpose, some encoding schemes find
an optimal predictor function (step 6), which can be used to predict HDR pixel
values based on LDR pixel values (step 7). Such a predictor could be a single
tone-curve provided for the entire image [12, 15] or a simple linear function, but
computed separately for each macro-block [16]. In the next step (8), the prediction
from such a function is subtracted from the HDR frame to compute a residual that
needs to be encoded.

The resulting residual image may contain a substantial amount of noise, which is
expensive to encode. For that reason, some methods employ a filtering step (9),
which could be as simple as low-pass filtering and reducing resolution [13], or as
complex as modeling the visibility of the noise in the HVS and removing invisible
noise [12].

Finally, the filtered frame is encoded to produce an HDR residual stream (step
10). Although the encoding of the residual stream is mostly independent of the LDR
stream, it is possible to reuse the motion vectors stored in the LDR stream and thus
reduce both storage overhead and the computing required to find motion vectors for
the residual.

14.5 Perceptual Depth Compression for Stereoscopic
Applications

Stereoscopic 3D rendering is an important trend towards improving the quality of
real-world depiction. Autostereoscopic displays enable glasses-free binocular depth
vision at the expense of a larger number of views. Color + depth image formats
proved the most versatile in terms of retargeting stereo 3D content for any type of
display and viewing conditions (e.g., movie theater vs. cell phone screen), or
generating on-the-fly multiple views as required by autostereoscopic displays [17].
Depth-image-based rendering (DIBR) [18] efficiently enables all such adjustments
through image warping. Broadcasting and storage of depth data calls for lossy depth
map compression, which, similar to the HDRV compression, is the most efficient
for depth encodings as fixed precision integers. Another similarity to HDRV en-
codings relies on the large depth ranges, which make the depth signal high dynamic
range.

Per-pixel depth maps have some specific signal characteristics. Depth maps are
usually smooth with abrupt discontinuities at object silhouettes [19], and they
exhibit significant spatial and temporal redundancies, which are easy to handle
using existing video coding standards, such as H.264 after some customization.
This involves representing depth data in a perceptually linear domain (similar to
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luminance encodings in Sect. 14.1), and removing depth information that cannot be
perceived by the human observer. For this purpose, instead of a direct depth signal
encoding, depth is first converted into the corresponding vergence angle between
the two eyes. For stereo 3D applications, where display parameters are usually
known in advance, such a representation can be considered a measure of physically
(and perceptually) significant depth. For example, depth changes at large absolute
depths correspond to small changes in the vergence angle, which better approxi-
mates the HVS response to such depth variations.

Pajak et al. [20] observed that color and depth signals are strongly correlated,
and in particular color and depth discontinuities often share their spatial locations.
On the other hand, if a color edge is missing, the depth difference is often not
visible either, as a certain magnitude of color contrast is required for depth per-
ception [21]. In such a case, the accuracy of depth signal encoding can be relaxed.
All these observations justify depth downsampling at the compression stage and its
subsequent upsampling at the decompression stage, where depth discontinuities are
reconstructed from the compressed color signal. This way, color and depth signal
are decorrelated. As shown in Fig. 14.4, standard codecs, such as H.264, can be
used for efficient compression of such downsampled depth signals.

There is another perception-based motivation, why such a low-resolution
depth-map stream is sufficient to reconstruct high-quality depth [20]. For
image/video coding, the typical size of 8 × 8 pixels for a DCT block matches well
the HVS contrast sensitivity in color vision, which roughly ranges from 1 to 30–
50 cpd (cycles per degree). A typical display device shows signals with up to
20 cpd. Therefore, an 8 × 8 pixel DCT block is best at encoding luminance in the
range of 2.5 cpd corresponding to the lowest-frequency AC coefficient (half a cycle
per block) to 20 cpd (highest frequency AC coefficient). However, the HVS
frequency-sensitivity to depth/disparity is much lower and ranges from 0.3 to 5 cpd
[22, Fig. 14.1]. (Note that the disparity between two objects located at different
depths can be measured as the difference of corresponding vergence angles.)
Therefore, an 8-pixel-wide block does not only encode very low frequencies badly,
but it also wastes information by encoding frequencies above 5 cpd that do not
improve the perceived stereo quality. This suggests that one could downsample the
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depth image by a factor of k = 4 before encoding it, which would aim at frequencies
in the range from 0.625 to 5 cpd.

To further improve the depth compression performance, another perceptual
effect is considered. Disparity masking (refer to Fig. 14.4) reduces the visibility of
small depth variations in the presence of a strong depth signal. The residual signal
R (refer to Fig. 14.4), which is the difference between the original macroblock
signal M and its spatio-temporal prediction P, is filtered based on the model of
masking. The magnitude of masking depends on the predicted depth signal P. This
means that the precision of the residual R encoding is further reduced in strong
depth masking regions.

14.6 Conclusion

It is quite surprising that the well-studied and improved-over-years video com-
pression standards may turn out to be inadequate for new content and displays in
the coming years. Although increasing the bit-depth of encoded images seems to be
the most apparent solution to this problem, it does not address the major issue: how
the encoded code-values should be mapped to the luminance levels produced by a
display. The standard color spaces (e.g. rec.709), commonly used for this purpose
in low dynamic range images, have been designed for low-dynamic-range displays
and reflective print colorimetry, and they are not suitable for high-contrast displays.
The problem is even more difficult, if the output device is unknown and may vary
from a low-contrast mobile display to a high-end larger-screen display. To fully
address this issue, not only the compression algorithms, but the entire imaging
pipeline [1], from acquisition to display-adaptive tone-mapping, must be rede-
signed. Perceptually uniform HDR pixel encodings (Sect. 14.1) offer a
general-purpose intermediate storage format, which can represent the colorimetri-
cally calibrated images with no display limitations. Such images could be displayed
only on an ideal display, capable of producing all physically feasible colors, which
is unlikely to ever exist. Therefore, the HDR video must be adjusted to the actual
display capabilities by compressing its dynamic range, clipping excessively bright
pixels, choosing the right brightness level, so that all colors fit into the display color
gamut. Tone-mapping operators [10, Chap. 5] are intended to achieve these goals,
and, while a vast majority of existing operators can handle only static images, some
of them are designed specifically for HDR video [23, 24]. Since making radical
changes in imaging pipelines in terms of the required bit depth (Sect. 14.2) might
render the existing software and hardware obsolete, it is important to ensure
backward-compatibility of image and video formats, as discussed in Sect. 14.3.
Per-pixel depth maps are yet another example of HDR signal, where specifics of
depth perception must be considered to improve the compression efficiency
(Sect. 14.4).
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Chapter 15
MEMS—Micro-Electromechanical
Sensors for the Internet of Everything

Jiri Marek, Bernd Hoefflinger and Udo-Martin Gomez

Abstract Automotive safety applications were the cradle of the MEMS market
over many years. Their persistent improvement in cost and size launched the wide
application of MEMS in consumer applications as well, starting from year 2009,
outpassing in numbers the automotive MEMS volume within only 3 years. The
consumer MEMS annual growth rate today is 18 %. Following a steep
learning-curve, their form factor was reduced by more than 10-times within 5 years.
Concurrently, cost, embodied materials and energy consumption of MEMS devices
came down to an extent that basic integrated units contain now a multitude of
sensors, with 9 degrees-of-freedom, by 2013. Virtually unlimited new applications
which are strong in sensors emerge, enabling the Internet-of-Everything.

15.1 Unique Growth of the MEMS Market

Silicon-based MEMS sensing started with acceleration and pressure sensors. They
were a specialty niche in the beginning, but began a unique rise after achieving
tough qualifications for the automotive environment, especially in safety-critical
systems like airbags and active brakes, as well as in engine management systems for
clean and environmentally friendly combustion. Beyond professional standards,
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there were the automotive reliability requirements, which challenged the automo-
tive suppliers to push the new technology by merging micromechanical and
microelectronic functions into mass-products of highest reliability at competitively
low cost. This development is covered in this chapter of [1]. The description there
spans the framework from process technology to the high sophistication of the
MEMS gyroscope functionality, sensing rotation and enabling intelligent 4-wheel
acceleration/breaking action in the electronic-safety system called ESP, to keep
vehicles safely on the road even in critical situations.

As it has happened to all microelectronic inventions since the transistor until
today, the eventual results of sustained R&D, driven by tough requirements in the
professional sectors like military, telecom, aerospace or automotive, were trans-
formed by creative spirits into consumer electronics innovations. It was a highly
productive coincidence that the automotive MEMS sensors were ready for effective
mass production when the newly conceived smartphones needed on-board sensors
for all sorts of handling or motion detection. MEMS entry into mobile consumer
electronics (CE) launched a new dimension of growth in the MEMS market as
shown in Fig. 15.1. While automotive MEMS has been achieving a respectable
growth rate of 9 %/year, thus almost doubling annual integrated circuits growth,
CE MEMS, mostly in mobile equipment, is about to achieve 18 %/year over the
period 2011–2016. It can be seen in Fig. 15.2 that the MEMS market started
noticeable growth only in 2009, and that CE MEMS fired it up and surpassed
automotive MEMS in market-share already in 2012.

The development of the market share of CE MEMS is shown in Fig. 15.3 for the
5-year period 2007–2012, leading to a total of 1 Billion units in 2012.

Fig. 15.1 Sensors market in Millions US$ [2]. Source IHS iSuppli MEMS Market Tracker—Q3
2012
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15.2 Automotive MEMS Applications and Scaling

The realization of airbag systems was relying on high-g acceleration sensors for
crash detection, which launched intensive R&D on silicon-based sensors to fulfill
challenging requirements. Multi-airbag systems added even more challenging
specifications for low-g sensors, detecting rather small acceleration, and
angular-rate sensors for the detection of rollover. Pressure sensors were imple-
mented for side-crash detection as well. At the same time, clean-engine manage-
ment systems needed pressure and mass-flow sensors for improved control of a
proper and environmentally friendly combustion within the engine.

The control of vehicle dynamics, relying on the data fusion of acceleration and
yaw-rate sensor signals, as well as on-wheel rotation speed to initiate wheel-specific
braking actions in case of detected driving instabilities, became theMEMS-based prime
solution that caused a quantum-leap forward in the large-scale application of intelligent
MEMS multisystems. Its broad introduction into the automotive market was due to its

Fig. 15.2 Consumer electronics (CE), the new locomotive of the MEMS market [2]. *Others
Industry, wired communications, medical electronics, military and civil aerospace. Source IHS
iSuppli

Fig. 15.3 MEMS production units at Bosch
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strong miniaturization potential with respect to volume, size and weight, combinedwith
significant advantages regarding energy consumption, reliability, and cost.

The sequence of generations, since 1995, of the ESP sensors (electronic safety
package) is shown in Fig. 15.4. Besides the annual volume of >30 Millions
units/year for automotive, this integration- and miniaturization-level initiated the
mobile CE market to upgrade its products with intelligent MEMS functions.

15.3 Mobile Consumer Electronics

Automotive MEMS sensors had to advance along a sometimes painful 20-years
learning curve, until they could meet the two top priority requirements of consumer
electronics: ultra-low prices and extremely small sizes. Priorities for both markets
are ranked in Fig. 15.5. These ranking lists explain why the sensor generation of

Fig. 15.4 ESP (electronic safety package) gyroscope sensor generations [3]

Fig. 15.5 Automotive and CE requirements for MEMS Sensors
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2010 from Fig. 15.4 could pass the entry-hurdle for smart MEMS sensors in CE
applications. At the same time, the mutual synergies between automotive and CE
began to accelerate the progress of MEMS-integrated systems.

15.4 The “Bosch” Process

Another fundamental element of the progress of miniaturized integrated MEMS
sensors is the realization of solid-state micro-features with high aspect ratios, as
shown in Fig. 15.6. The so-called Bosch DRIE plasma process (DRIE = Deep
Reactive Ion Etching) is based on alternating cycles of anisotropic reactive
ion-etching (SF6) and sidewall passivation (C4F8) steps, respectively. It enables high
etching-rates and aspect-ratios far in excess of 10:1 [4]. This process has become for
MEMS, what the planar Si process of 1957 became for integrated circuits.
The DRIE process has been refined and exploited as a sustained innovation, for
example also with respect to vertical 3D integration (Sect. 1.4 and Chap. 3), so that a
very broad development base assures its further progress. As microelectronics
triggered off MEMS in 1980, nanoelectronics continues to fertilize MEMS. Beyond
this on-going phenomenon, the sophistication of MEMS on one side, and the push
forward towards “heterogeneous” 3D integration or “More-than-Moore”approaches
(Chap. 3) on the other side, have rallied significant development forces towards
intelligent electronic systems which are strong in sensors.

Fig. 15.6 The Bosch process
DRIE [4]
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15.5 Sensors and Systems-Integration

The feasibility of strong-in-sensors CE mobile devices has led to broad efforts in the
device design.

As shown in Fig. 15.7, besides pressure, acceleration and rotation, the MEMS
microphone and magnetic sensors can be integrated, challenging heterogeneous
technologies and packaging.

The new products immediately began their history of down-scaling in size, cost
and power consumption. The evolution of a 3-axis acceleration sensor is shown in
Fig. 15.8. Its footprint has been cut in about half every two years over four gen-
erations. Some applications are illustrated in Fig. 15.9. Down-sizing reduces power
consumption as well, so that, together with new applications in vibration moni-
toring and wearable intelligence, it emerges as an ideal candidate for energy har-
vesting and autonomous operation, without a need for battery power any longer
(Chap. 19).

Fig. 15.7 CE MEMS sensors for mobile devices

Fig. 15.8 CE MEMS sensors push size reduction. The relative package sizes are to scale [3]
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MEMS microphones have a similar history of down-scaling, as illustrated in
Fig. 15.10. One consequence is that the number of microphones per product has
been increasing from 1 in the beginning to 3 in the iPhone5. This multiplication-
effect follows the specific logics of micro- and nano-chips.

15.6 MEMS-Enabled Systems and Their Consistent
Development

The rate of progress in MEMS for mobile CE enables the realization of new
products in many fields of mobility and communication, from the Human-Machine
Interface (HMI) to the Internet-of-Things (IoT). Exemplary functions in the mobile
HMI are shown in Fig. 15.11.

The efficient, application-specific design and its sustained introduction of new
product generations require a network of qualified sources and tools for
hardware/software co-design.

This strategy is illustrated in Fig. 15.12 for the development of sensors ranging
over 3-axis (i.e. degrees-of-freedom/DoF) to 9-axis. It involves four technology
generations combined with three software generations and use of four SW library
generations. The result is a sensor for absolute orientation in five typical applica-
tions, as illustrated in Fig. 15.13. It has a high accuracy of 2-to-3° (static), a latency

Fig. 15.9 The BMA 355 with a size of 1.2 × 1.5 mm2 is a 3-axis accelerometer

Fig. 15.10 Size (mm2) of
MEMS microphones [3]
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of only 20 ms, a short calibration time of 2–3 s, and it is highly resistant to magnetic
distortions.

Facilitated by its integrated 32-bit microcontroller running the algorithms for
sensor calibration, sensor-data fusion and communication, the device autonomously
provides aggregated orientation and motion data (i.e. linear acceleration, rotation,
gravity vector, heading, quaternions) for advanced applications in wearable devices
and robotics applications.

Fig. 15.12 Hardware–software systems integration [3]

Fig. 15.11 MEMS enable intuitive and realistic implementations of human-machine interfaces
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15.7 Conclusion

System-level integrated sensors have seen exceptional market growth through
consumer electronics applications. With each new generation, their size, perfor-
mance, cost and energy consumption have improved significantly so that they will
swarm into the Internet-of-Everything.

Disclaimer With respect to any examples or hints given herein, any typical values stated herein
and/or any information regarding the application of the device, Bosch Sensortec hereby disclaims
any and all warranties and liabilities of any kind, including without limitation warranties of
non-infringement of intellectual property rights or copyrights of any third party. The information
given in this document shall in no event be regarded as a guarantee of conditions or characteristics.
They are provided for illustrative purposes only and no evaluation regarding infringement of
intellectual property rights or copyrights or regarding functionality, performance or error has been
made.
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Chapter 16
Networked Neural Systems

L. Spaanenburg and W.J. Jansen

Abstract As predicted, intelligent networks with intelligent, wide multi-stage
parallel processing have become a favorite in new-media applications like
object-recognition and augmented reality with most recent energy efficiencies
>1 Tera operations per Watt, 100-times better than conventional von-Neumann
processors. Some leading companies in video- and graphics processors and in
computer-aided design (CAD) tools are now introducing such products, and the
Human-Brain projects enforce this long-term strategy. We see a further outgrowth
of neural chips into networks. Firstly, they will appear in health monitoring for
healthy living. Non-invasive measurements require time- and space-dependent
models that are real-time derived from data. The size of complex neural systems
becomes feasible due to further miniaturization by physical innovations like the
memristor as well as by novel digital architectures. Together, that will provide
effects of self-healing, a level of dependability required for large-scale distributed
intelligent systems.

16.1 Introduction

Neural and vision systems have in common that much computing power is required
for even the most basic functions. With the increasing abundance of microelectronic
computing power, such systems become more and more affordable and gradually
move into dedicated devices supporting complex products. The question is usually
asked: what kind of new mass markets will open to pay for the required investment?
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This mutual support is posed in [1] to explain historical advances in physics and
mathematics.

The vision sensor was added as a feature to the mobile telephone. Soon the
feature phone made it to the cheap competitor of the digital camera. Coming of age,
the camera phone made the cost of imaging so low that it opens the door for new
markets. Over the past years, vision-based Apps and gadgets receive a growing
interest at Trade Shows, such as the yearly Mobile World Congress in Barcelona.

Health and Care is a typical upcoming vision market. In the next section, we
discuss how health parameters can be extracted through a camera phone. The
advance to dedicated health devices is shaped as a wearable. This solution brings a
next problem: how to synchronize health devices? As discussed in the next sections,
this requires further advances in neural chips. Throughout history, the main
dimensions of a microelectronic design cover speed and density. Those dimensions
are coupled through parameters like energy consumption and fault sensitivity,
morphing the design quality for specific usage. We will discuss how neural net-
works are made smaller and more reliable.

16.2 Health Monitor

The costs of hospitalisation are going sky-high, while the accessibility of care
remains limited. This has caused an increasing interest of hospitals to increase their
service to outside the walls of their building. Meanwhile, people are urging to be
better informed on their personal status. They want to know about their nutrition,
their exercise; basically they want questions answered.

The health meter presented here is based on the capture of visual light reflected
on capillary blood covered by skin. Capillary blood can be reached by visual light
at various locations on the human body. Literature lists foot, fingertip, hand palm,
pulse, tongue, ear lobe and cheek, but there is probably more. A vision sensor can
capture the reflected light, and the intensity shows a periodic signal in tune with the
blood flow. This presence of the heartbeat reflects the presence of time in the signal,
the Photo Plethysmo Graphical or PPG signal (Fig. 16.1).

Hard to do manually over a longer period, a number of opto-electronic devices
have been attempted. The major breakthrough is the observation by Aoyagi in 1974
that, by the pulsatile nature of blood flow through the arteries, the contribution of
arterial absorbance can be distinguished from tissue absorbance components. From
there, pulse oximetry, rapidly spread as a simple, bedside technique to monitor heart
rate and arterial oxygen saturation.

232 L. Spaanenburg and W.J. Jansen



16.2.1 PPG (Photo-Plethysmo-Graphical) Analysis

The PPG technique was originally published by Hertzman in 1938 and became
popular in 2000 for perfusion measurements to aid anesthetic monitoring. A good
breakdown of the time in-between is given in [2]. The latest developments have
confirmed that PPG brings accurate non-invasive acquisition of major physiological
parameters. Reflective vision is not the only way to generate a PPG signal, but it is
the most popular one. All different sensors have their own noise sources and
therefore need their own handlers. A typical example is the use of a standard
smartphone platform. The mobile platform has gradually evolved to an easy-to-use
camera for family pictures. It tries to take all the diaphragming and lighting away
from the user. Unfortunately, this automated process to sharpen the edges and to
balance the colors is counter-productive for our effort to get the raw pixels
(Fig. 16.2). For this chapter, we simply start from what the various set-ups have in
common: the PPG signal.

There are two ways to extract information from the PPG signal: in (a) the time or
(b) the frequency domain. The former analyses the signal and its shape over time;
the latter looks at the energy/frequency relation after a Fourier transform. Our
approach uses the time domain and therefore needs to certify the heart-beat that
mechanizes the behavior over time in the presence of abnormalities [3]. In [4], an
experiment shows the relative merits of three different algorithms to perform peak
detection in such a bio-signal, and it finds that the neural approach gives the best
performance allowing as much as 60 % noise.

Fig. 16.1 Principle of operation (From S. Malki, Comoray Company Presentation)
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The length of a signal (or heart) cycle is not a constant. If the heart is exercised at
the edge of the performance potential, like during sport exercises or periods of
stress, the cycle length can vary. This is called Heart Rate Variability (HRV) [5].
HRV is usually measured from the R-to-R distance, the high peaks in the heart wave.
The measurement is complicated by physiological and physical abnormalities. It is
important to determine, which of the peaks are caused by the heart, because all other
analysis is based on that.

16.2.2 The Need for Modelling

The shape of a PPG signal varies with the measurement location on the body. The
further away from the heart, the more the signal has travelled, and therefore the
shape will be smoothed. The original heart wave shows a number of clearly dis-
cernable peaks, each of which giving meaning to an overall heart diagnosis. The
further it travels, the less such peaks are premonitory.

The path the light has to travel between the reflection and the sensor gives
another reason for a less clear presence of health information in the PPG signal.

Fig. 16.2 Extracted signals with (a) automated color balancing, (b) physical motion and
(c) normal. (Fingertip measurements on i-Phone5)
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There is air and tissue between the blood and the sensor, and especially the watery
tissue will ameliorate the signal strength in dependence of the light frequency
(Fig. 16.3). The thicker the tissue, the harder it is to extract a useful signal. With
obese persons, it is notably hard to find a pulse and to locate a vein.

A channel model is required to compensate for the above-mentioned negative
transmission effects. This is especially important where health analysis gives
importance to the details of the signal’s shape when inducing the blood pressure
value. As the model reflects characteristics of a person’s body and/or behavior, it
can be trained for personal characteristics. As the model is different for different
persons, it gives both health as well as identification data.

Once the main features (the peaks) of the PPG signal are identified and the shape
is restored, more health information can be found in further analysis. Oxygenation
requires the PPG signal to be extracted in a uniform way through at least two
different color channels. Though the green channel is the best to measure with a
comfortable dynamic range, the blue and red are needed to discriminate between
haemoglobin with and without oxygen. Ideally, the time series in the blue and red
channels have to be comparable to come to an accurate oxygen estimation.

Fig. 16.3 The PPG signal in three color channels (courtesy Tizin) (Color figure online)
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The age-old detection of decreased blood oxygenation is by the skin color shift
towards blue (also named cyanosis). Together with a weakening pulse pressure, this
was known (especially to mountain climbers) as a life threatening condition that
requires immediate attention. Blood pressure requires only a single color channel,
but the exactness of the shape is very important. A number of experiments have
been done to correlate medical blood-pressure measurements and PPG signal fea-
tures. Such features are shape dependent and therefore will not work without both a
proper channel- and a related location-model.

16.3 Integrated Neural Systems

On smaller datasets, vision offers interesting applications because the basic neural
equation fits nicely with low-level pixel operations. Analog realizations allow
focal-plane processing: a tight integration of light sensors with on-chip low-level
operations to reduce the off-chip bandwidth. Parallelism between many small nodes
is a given, but programmability is still needed. This led first to analog and then to
digital realizations.

With scrutiny of number representations and on-chip network communication,
the digital realization has slowly evolved from simple pipelined Central Processing
Units (CPU) to tiled Application-Specific Integrated Processors (ASIP). The
development can clearly be seen in the history of Cellular Neural Networks, where
the intense communication between locally interconnected nodes poses a major
hurdle.

The current digital image sensors, such as Xtal, are still based on a co-processor
architecture. Often the pixel operations are based on a streaming processor that
constantly accesses the memory. Being limited by the memory bandwidth, they do
not address the basic need for algorithm acceleration. Raising the stream rate to a
higher level brings a next class of ASIPs that takes the special needs for more
advanced single-chip applications into consideration. For instance, in biometrics, it
is required to align images from different spectral domains for better feature
extraction, while for bio-inspired audio processing an elaborate collaboration is
needed between multiple timing domains. Such chips will bring human-like
understanding into small, low-power smart vision sensors that together will realize
Moravec’s dream [6].

16.3.1 Synaptic Chips

The early-nineties integrated neural networks were predominantly analog. Digital
versions were bound to be small as the required multipliers were simply taking too
much area [7]. However, the inherent sensitivity to parameter spread poses a barrier
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to the potential network size. This has stopped the development for a long time.
Larger networks could only be created in software.

Very-large neural networks are of interest for brain modeling. The underlying
interest has been real-time bio-mimical pattern matching, trying to understand ‘by
doing’ the working of the human brain. Such sizes cannot even be real-time on
supercomputers, and this returned the interest in hardware acceleration.

Early researchers like van der Malsburg have already proposed a bio-plausible
circuit for neural behavior [8]. This spike mechanism has been extensively
researched, largely in Germany, and Heinrich Klar has produced a clear view of the
potential complexity growth [9].

Spurred by large-scale scientific sponsoring by the European community and by
DARPA, a number of experiments have been performed [10]. Currently, much
attention is given to the IBM TrueNorth chip, offering 1 Mio. programmable
neurons and 256 Mio. programmable synapses, based on 4096 neuro-synaptic
cores. Each chip is separately usable, containing full support for memory, com-
putation and communication. The inherently massive parallelism helps to bypass
the bottleneck in traditional von-Neumann computing that limited the past
architectures.

16.3.2 Memristor

When coming to Berkeley in 1971, Leon Chua prepared a course in circuit theory.
He noted that an element was missing in the basic element’s list, thus far com-
prising of resistor, capacitor and inductor (Table 16.1). He called this non-linear
passive two-terminal electrical component, relating electric charge and magnetic
flux linkage, the memristor [11]. Since then, he has trained classes in modeling
non-linear systems through analogons using all 4 elements, though one of them was
felt to be of theoretical value only.

The memristor has a non-constant electrical resistance. The state depends on the
history of current that had previously flown through the device—the so-called
non-volatility property [12]. In the powerless situation, the memristor remembers its
most recent resistance until it is turned on again [13]. This effect has been noticed
before, but generally discarded as an incomplete measurement analysis. For this

Table 16.1 The four circuit elements

Device Characteristic property (units) Differential equations

Resistor (R) Resistance (V/A or Ohm) R = dV/dI

Capacitor (C) Capacitance (C/V or Farad) C = dq/dV

Inductor (L) Inductance (Wb/A or Henry) L = dΦm/dI

Memristor (M) Memristance (Wb/C or Ohm) M = dΦm/dq
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reason, Chua has also argued that the memristor is the oldest known circuit element,
with its effects predating the resistor, capacitor and inductor.

In 2008, a team at HP Labs made the intellectual link between the non-linear
effects observed in the analysis of a thin film of titanium dioxide and the memristor
concept; the HP result was published in Nature [13]. Since then, such devices have
been intentionally developed for applications in nanoelectronic memories, com-
puter logic and neuromorphic/neuromemristive computer architectures. In March
2012, a team of researchers from HRL Laboratories and the University of Michigan
announced the first functioning memristor array built on a CMOS chip. DARPA’s
SyNAPSE project has funded IBM Research and HP Labs, in collaboration with the
Boston University Department of Cognitive and Neural Systems (CNS), to develop
neuromorphic architectures, which may be based on memristive systems. An
excellent review of the state-of-the-art in memristor-based neural-network design
can be found in [14].

16.4 Distributed Neural Networks

The stress meter is another example of how a neural network is needed to split two
causes for the same effect. Heart-rate variability and blood pressure come together
in signaling physical exertion. However, further information is needed to distin-
guish between a sporting and/or a stressful life. Fitness can be seen in some per-
sonal diary, while psychological signs can also meet stress indications. Therefore,
we see the stress meter not as a product by its own means but as the result of
merging a health meter into a non-health App.

This is not limited to stress. Nutrition advice, as well, can be supported where
bad food and life-style habits are reflected in general health parameters. New areas
of health integration, where neural networks accommodate the merging, are in
gaming and in air conditioning. Serious gaming is a name for simulation games
where decision-makers can be trained in solving real-life management problems.
Health is a typical parameter to be considered. Similarly, health sensing can be
added to the classical temperature sensing of a central heating system.

16.4.1 Event-Directed Synchronization

A typical example of a distributed neural network can be found in e-fashion. When
all the sensors are stuck on a single plaster, the network will still be isochronic.
However, sensors can appear all over the body, connected with nano-tube yarns in
the textile. Though it is still possible to have the required definition of timing, the
realization takes too much power in a battery-operated system.
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The problem is not new to technology. With the increase of systems-on-a-chip, it
was noted that signal drivers could not maintain signal integrity over large dis-
tances. The solution has been to provide asynchronous support for the global
communication, while still leaving the local, short-distance control synchronous.
This has become popular by the name “GALS”. The Globally Asynchronous,
Locally Synchronous (GALS) technology is not applicable to e-fashion, as it
requires too much wiring.

In e-fashion, a number of health sensors are combined. Such readings depend on
the placement (for instance blood pressure in the left arm is different from the right
arm) and, most important, the time. Typically, parameters change rapidly within
bands. Therefore, a coarse reading will be averaged over a time period (say several
minutes or even several months) or the placement is restricted (say pulse blood
pressure). The latter is caused by signal deformation through path propagation. This
makes it hard to find equal points in time. The solution is Context Autonomy,
Locally Synchronous (CALS).

An early example of CALS technology appears in the handling of PPG signals.
It results from the reflection of visual light within the skin on capillary blood.
Therefore, it varies in time in syncopation with the blood flow. Unfortunately, the
heart beats are not easily recognizable in the PPG signal. A small error in the
discrimination leads to a large error in the determination of the blood pressure
value. Neural technology helps to match BP with HR even for low data sampling
rates (Fig. 16.4).

16.4.2 Self-healing

Over the 20th century, the Electric Grid expanded unplanned and unattached. The
main concern was to establish enough capacity. In the early nineties, the world was
shocked by the coming of massive breakdowns with seemingly innocuous causes.
A loose wire started to dangle in the wind causing oscillations that blacked-out the
Western hemisphere, before the problem was detected centrally. In the years after,
the gradually decreasing amount of small disturbances became accompanied by an
increasing amount of large accidents.

HR

BP

NN2

NN1

StressPPG

Fig. 16.4 Stress sensing by
neural timing feedback (NN1)
and matching (NN2)
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This sensitivity of the Electric Grid is primarily caused by the lack of fault
containment. Contingent areas are quickly infected. The global structure of such
networks with inherent communication delays has become notorious for abnormal
behavior. For instance, default distribution of a programming error as part of the
maintenance procedure caused the New-Jersey blackout in 1992. Only a couple of
years later, the Allston-Keeler (July 1996) and the Galaxy-IV (May 1998) disasters
gave rise to a concerted research activity on Self-Healing Networks [15]. A series of
three disasters on the Electric Grid in the autumn of 2003 (in America, Sweden and
Italy, respectively) suggests that little progress has been made. And these are only
the tip of the iceberg [16].

Electronic networks (and especially wireless ones) are not exempt from emer-
gent behavior. Even when the design is perfect, ageing and wear can develop in
unknown ways. Moreover, embedded systems are becoming more of the reactive
nature that makes abnormal behavior likely to emerge. Where autonomous nodes
work together, they tend to pass not only the good but also the bad news.
Consequently, special measures are required to make them ‘immune’ for sick
neighbors [17]. Of course, the degree of immunity (or self-healing) must be
dependent on the fatality of the sickness. The critical point is clearly how to
differentiate between the need to globally adapt and the demand to locally block a
fault effect from spreading.

In addition, redundancy allows overruling a malfunctioning part to decrease the
fault sensitivity. It is usually eliminated to bring product cost down initially.
However, an optimal design should exploit redundancy to the fullest, because it
reduces maintenance costs over the lifetime of the system [18]. Partial redundancy
is most effective, though this will inevitably raise the need to contain emergent
behavior.

16.5 Conclusion

Health values are never stable nor repeatable. Therefore, various means of aver-
aging over arbitrary intervals are used. Together with the location and the function
of sensors, this means that trends are more reliable than values under circumstances
where continuous operation is performed. For the parts of a health system such time
series have to be non-linearly correlated, making the overall system a distributed
neural network.

The system has neural parts for the local tactical actions as well as for global,
collaborative neural decision-making. This makes a neuron-intensive system where
the advances of the Human-Brain projects will be used, though at a much smaller
scale. Advances like electronic lenses and hyperscalar sensors are entering the field
through surveillance systems and are gradually inherited by the mass-market over
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mobile telephones. Together with further advances in neural technology, health
products will swiftly follow. This sequence in time is illustrated by a roadmap in
Fig. 16.5.
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Chapter 17
Insertion of Retinal Implants in Worlwide
Prostheses

Bernd Hoefflinger

Abstract Electronic implants for the restoration of vision are particularly chal-
lenging. The history of the most advanced one, a subretinal chip with 1600 active
pixels, began in 1996 with the invention of a high-dynamic-range recording pixel
with adequate stimulation of cells in the retina. Twenty years later, this develop-
ment has reached world-wide approval in surgical practice and in responses by
patients. Its sustained improvement will see similar time-constants.

17.1 HDR Subretinal Implant Inspired by the Human
Visual System

Among electronic implants in humans, retinal implants to restore vision for blind
people are particularly challenging and close to the human brain. An overview was
given in Chap. 17 [1] of CHIPS 2020 of 2012, indicating specifically the on-going
clinical trials of the most advanced implant, placed under the retina with 1600
active pixels on a 3 × 3 mm2 CMOS chip. Its principle is probably the most original
electronic implementation of the powerful human visual system (HVS), particularly
for two of its most striking powers:

1. Its high-dynamic-range, logarithmic, just-noticeable-difference (JND) sensing
(Chaps. 12–14) rods and cones, and

2. Its trained-neural-network compression and pattern-recognition capabilities.

One particular and rapidly proceeding cause of blindness is Retinitis Pigmentosa
(RP) where rods and cones fail within time spans of about one year. The top task of
an electronic implant is to replace these sensor functions and to provide the proper
local activation of the retinal neural network with its natural functionality (2), which
had been trained and working until the start of the disease and, generally, survived
the disease for some time.
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With the advent of large-scale integration, it had been tried to stimulate the retina
with arrays of photodiodes, however, without success, because of a missing opto-
electronic conversion function like the one shown in Fig. 12.5 of Chap. 12. It was the
incorporation of the log-converting pixel capability in Fig. 12.4, which provided one
of the quantum steps [2] in the interdisciplinary research project on the subretinal
implant, launched in 1996. A circuit diagram of the eventual pixel is shown in Fig. 17.
1. The transistors, local and global, in their subthreshold modes-of-operation, provide
input voltages to the differential amplifier, which are the logarithms of the currents
from the photodiode. The log response, the consideration of the average luminance
and the adjustable amplifier gain are the key elements for a comfortable stimulation of
the patient’s brain. The alpha-IMSchipwith an array of 40×40 of these pixelswasfirst
manufactured by IMS-CHIPS in Stuttgart in a certified CMOSASIC process in 1998,
and it has been the basis since of all the following processes like Adding the stimu-
lation electrodes, Wiring and packaging, Sealing for the environment inside the eye.

17.2 Chronicle of the Subretinal Implant

This section offers a brief chronicle of the history of a key electronic innovation as
an example for the sustained introduction into medical practice:

1996: Beginning of the interdisciplinary research project “Subretinal Implant”.
1999: Complete implant admitted for implantation in animal eyes [3].

Fig. 17.1 Circuit diagram of one pixel in the subretinal implant alpha-IMS [2]
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2003: Implant alpha-IMS, Fig. 17.2, qualified for preparation of clinical trials [4].
2004: Foundation of Retina Implant AG, Reutlingen, Germany.
2006: First human implant of alpha-IMS.
2009: Blind patients can read letters [5].
2012: Systematic clinical trial with 8 patients over 1 year [6].
2013: Alpha IMS wins CE certification [7].
2014 October: First report on an international clinical trial [8].

17.3 CE Certification and Results for Blind Patients
Worldwide

The tests of the visual outcome for blind patients after the implantation of alpha
IMS evolved since 2006 into a standard sequence of perceived patterns, scenarios,
and questions. A comprehensive study was performed with 8 patients over a
one-year period 2011–2012 [6] (Figs. 17.3 and 17.4).

The following test scores were achieved:

Flat luminance: 8/8
Location of light: 7/8
Motion: 5/8
Grating acuity: 6/8
Landolt C-ring: 2/8.

The best gap recognition of 0.45° corresponded to the pixel pitch on the implant. In
the table tests, up to 4-out-of-6 objects were placed on the table and had to be identified
as to which, how many and where. With a perfect score of 4, the average for multiple
tasks were from 2.5 to 3.8, while the identification of shapes produced scores of 1.5.

The size of the 3 × 3 mm2 implant covers a visual field of 10° × 10° or 15°
diagonal. Letters with sizes of 5°–10° were recognized by the patients. Due to the
dynamic range of the implant, patients with the implant were comfortable in any
environment indoors and outdoors.

Fig. 17.2 Micrograph of the
alpha IMS chip with 1600
pixels on 3 × 3 mm2 in the
assembly with wiring for gain
control and electric power
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Patient reports in the experience of daily life [6]:

In the near-vision range, the most relevant reports included the recognition of facial
characteristics, such as mouth shapes (smiles) or the presence/absence of glasses, and
differentiation between the contours of people and clothing patterns (striped patterns, black
jacket versus white shirt). At home or at work, it was possible to visually localize or
distinguish objects, such as telephones, cutlery, parts of the meal (light noodles versus dark
beef), red wine versus white wine, and other objects, including door knobs, signs on doors,
washbasins or wastebaskets.
In the far-vision range, the most frequently reported perception was finding the line of the
horizon and objects along the horizon, such as houses or trees. A river was described as a
bright, reflecting stripe. Cars on the street were localized on the basis of bright reflections
from their surfaces; the same was true of glass windows in general. One patient reported
recognizing stopping and moving cars at night due to their headlights, as well as recog-
nition of the course of the street according to the alignment of the streetlights. Another
patient reported seeing the contours of the heads of his colleagues during a work meeting.

Fig. 17.3 Visual acuity patterns on a 60 cm diagonal screen viewed from a 60 cm distance: Light
perception, location, motion with speeds from 3° to 35° per second, grating acuity of 0.1–1.0
line/degree, Landolt ring with gap sizes of 1.6° to 0.45°

Fig. 17.4 Geometric forms and table settings
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By 2013, the records and data on the Alpha IMS including its manufacturing,
test, surgical process, as well as the training and experience of patients were
accepted by the European Commission on Quality Standards for the CE mark of
compliant electronics.

In an international training and cooperation program, seven clinics in five
countries worldwide inserted the Alpha IMS chip in blind patients by 2013, and
they participated in a joint study, first published in October 2014 [8]:

Germany: Centre for Ophthalmology, University Tuebingen. Staedtisches
Klinikum Dresden.
Singapore: Dept. of Ophthalmology, National Univ. Health Systems, Singapore.
United Kingdom: Dept. of Ophthalmology, School of Medicine, King’s College,
London. Dept. of Clinical Neurosciences, Nuffield Lab of O., Univ. of Oxford.
Hungary, Semmelweis Univ., Budapest.
Hong Kong: Dept. of Ophthalmology, Univ. of Hong Kong.

According to the study, the 12-months visual and safety outcomes on 14 male
and 12 female patients, the following results were obtained on the tests described
above:

Flat luminance: 22 (85 %),
Localization: 15 (58 %),
Movement detection 6 (23 %),
Grating accuity: 14 (54 %),
Landolt rings: 4 (18 %).

In the visual ability tests regarding objects on a table, the scores on a scale of 0 to
4.0 were

3.12 for detection,
2.94 for localization,
1.06 for identification,

at month 2 after implantation. Regarding their visual experience in daily life, 19
patients (73 %) could localize objects, 12 of them including details.

17.4 Conclusion

Twenty years after the start of the interdisciplinary research project on a sub-retinal
implant for blind patients, the restoration of useful vision has been achieved in
practice and confirmed by patients worldwide. Future generations of subretinal
chips will achieve higher performance, again on respectable time-scales. The
electronics of a follow-up chip was described in [1], and we will see its appearance
in medical practice in the twenties.
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Chapter 18
Brain-Inspired Architectures
for Nanoelectronics

Ulrich Rueckert

Abstract Mapping brain-like structures and processes into electronic substrates
has recently seen a revival with the availability of deep-submicron CMOS tech-
nology. The basic idea is to exploit the massive parallelism of such circuits and to
create low-power and fault-tolerant information-processing systems. Aiming at
overcoming the big challenges of deep-submicron CMOS technology (power wall,
reliability, design complexity), bio-inspiration offers alternative ways to (embed-
ded) artificial intelligence. The challenge is to understand, design, build, and use
new architectures for nanoelectronic systems, which unify the best of brain-inspired
information processing concepts and of nanotechnology hardware, including both
algorithms and architectures. Obviously, the brain could serve as an inspiration at
several different levels, when investigating architectures spanning from innovative
system-on-chip to biologically neural inspired. This chapter introduces basic
properties of biological brains and general approaches to realize them in nano-
electronics. Modern implementations are able to reach the complexity-scale of
large functional units of biological brains, and they feature the ability to learn by
plasticity mechanisms found in neuroscience. Combined with high-performance
programmable logic and elaborate software tools, such systems are currently
evolving into user-configurable non-von-Neumann computing systems, which can
be used to implement and test novel computational paradigms. Hence, big brain
research programs started world-wide. Four projects from the largest programs on
brain-like electronic systems in Europe (Human Brain Project) and in the US
(SyNAPSE) will be outlined in this chapter.
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18.1 Introduction

Since the beginning of the computer era, the human brain inspires scientists as an
alternative approach to artificial intelligence. The computing power of biological
neural networks stems to a large extend from a highly parallel, fine-grained, dis-
tributed processing and storage of information as well as the capability of learning.
Because of their inherent fault tolerance and unrivalled energy efficiency, biological
neural networks offer an attractive approach for alternative architectures for
ultra-large-scale-integration (ULSI). In nanoelectronics, the growing complexity of
ULSI systems turns difficult problems (e.g., power, reliability, testing, connectivity,
design complexity, programming…) into great challenges. Models of biological
neural networks (so called artificial neural networks, ANNs) aim at system concepts
that both exhaust the possibilities of semiconductor technology and solve as far as
possible these great challenges. The ULSI neural systems can thus be seen to serve
two complementary, but inseparable roles [1]. They help us develop an engineering
discipline, by which collective systems can be designed for specific resource-efficient
computations. They also lead to hardware components generated from computational
neuroscience, components that allow hypotheses concerning neural systems to be
tested. Complementary to the traditional (symbolic) artificial intelligence top-down
approach for brain-like information processing, ANNs are a bottom-up approach on a
biophysical basis of neurons and synapses.

The implementation of ANNs was mainly technology driven in the past. In the
1960s, the transistor replaced the electronic tube, and small discrete electronic
components came up on the market. Researchers like Karl Steinbuch (Learning
Matrice [2]) in Germany or Bernard Widrow (Adaline [3]) in the United States used
these devices in their construction of electronic ANN implementations with a low
number of neurons. Computers for simulating ANNs were not widely available at
that time; hence building ANNs out of electronic components was a first approach
to study functional principles and dynamics of small artificial neuron groups.

Realizing ANNs with discrete electronic devices was tedious, error-prone, and
expensive. Furthermore, it was space consuming to scale up the size of the ANN.
Therefore, with the increasing availability of computers and especially personal
computers (PCs), software simulations of ANNs offer a more comfortable alter-
native for studying ANNs. The availability of PCs stimulated worldwide the second
wave of ANN research in the late seventies. New international conferences came to
life (e.g. IJCNN [4], NIPS [5], ICANN [6]). Software simulations offer a high
flexibility at reasonable cost but do not exploit the spatio-temporal parallelism that
is inherent in biological neural networks. Hence, especially for larger ANNs with
hundreds of neurons, the simulation time was quite long in the early days of the
computer era. Furthermore, real-time processing in practical applications was not
feasible at all.

In the late 1980s, the revolutionary progress of microelectronics had reached
feature sizes of one micrometer and became the driving force behind the constant
development of new technical products that have markedly improved functionality
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and higher performance, yet at a lower cost. By this time, Moore´s law gathered
momentum, the first independent fabless companies were launched, and the
computer-aided design (CAD) automation industry was born. An affordable way to
personalized integrated circuit implementations was established even for small
design teams from industry as well as from academia. These new and fascinating
opportunities motivated intensive efforts to develop ANN chips and neurocom-
puters for parallel ANN implementation [7]. Systems have been designed based on
available circuit techniques, including analog and digital techniques, hybrid
approaches, and even optical technology. The European conference on
“Microelectronics for Neural Networks” (MicroNeuro [8]) emerged as the only
international forum specifically devoted to all aspects of implementing ANNs in
hardware. Even hardware products appeared on the market—from both small
businesses (e.g. Adaptive Solutions [9]) and large companies (Intel [10], Siemens
[11]). All these impressive approaches had a real problem trying to keep up with the
effects of Moore’s law coming into full swing, as microprocessors, digital signal
processors, and field-programmable gate-arrays (FPGAs) all grew faster and faster.
The fabless design teams only had access to technologies one generation or two
behind the semiconductor companies, who also could afford mass production
pricing. As a consequence, ANN hardware had little success at that time.

Since 2005, the performance increase of microprocessors slowed down, and the
trend to multi-core and many-core architectures started. Furthermore, GPUs
(graphics processing units) became widely available, and the complexity of
state-of-the-art FPGAs allowed system-on-chip designs. These off-the-shelf devices
offer new perspectives for massively parallel ANN implementation. Thanks to these
developments and the above mentioned challenges for nanoelectronics, ANN
hardware experiences nowadays a revival manifested in big research programs in
the US, in Europe and in Asia. As for massively parallel computer architectures,
adequate programming models and software development tools are still missing,
ANNs offer an interesting alternative to conventional instruction-set processing
because of their inherent massively parallel architecture and learning capability.
ANNs will not be programmed, they are trained.

In this chapter, some basic brain facts are summarized, key issues for realizing
ANNs are discussed and general approaches for ANN hardware are introduced.
Finally, current international large-scale projects of the third generation of ANN
hardware will be presented.

18.2 Some Features of the Human Brain

The human brain consists of about 100 billion neurons [12]. The neuron (Fig. 18.1)
is the basic working unit of the brain, transmitting information to other nerve cells,
muscles, or glia cells. Each neuron is connected via thousands of synapses to other
neurons forming an incredibly powerful sensing, information, and action processing
system. The structural and functional properties of highly interconnected neurons
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give rise to the unparalleled intelligence (i.e., learning, comprehension, knowledge,
reasoning, planning) and the unique capability of cognition (i.e., the power to reflect
upon itself, to have compassion for others, and to develop a universal ethic code) of
the human brain.

The neuron consists of a cell body, dendrites, and an axon (Fig. 18.2). The cell
body receives inputs from its dendrites or directly from axons of other neurons,
processes the inputs, and generates the output to other neurons or biological
actuators (e.g. muscles). Its function is the firing decision (see the digital solutions
in Chap. 16). It has a nonlinear response curve with thresholds, above which an

Fig. 18.1 Section of a mouse
brain under the microscope
(left). The green neuron in the
centre was made visible by a
green-fluorescent protein [13]

Fig. 18.2 Section of a
dendrite with axons and
synapses [14]
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electrical impulse (spike) is generated (binary output). The key information lies in
the action potential, both in its height and in its frequency of occurrence. The action
potential is a voltage spike 0–70 mV high and *2 ms wide.

Neurons signal by transmitting these spikes along their axons, which can range
in length from millimetre to meter. The electrically excitable axon extends from the
cell body as a single output line and branches before ending at nerve terminals, the
synapses. The axon carries the output of the neuron through another tree-like
structure to couple it to other neurons or physical actuators, incurring a
signal-propagation delay that depends on the length of the axon (about hundred
miles per hour). The signal-transmission strength is given by the spike density,
which resembles a pulse-density-modulation code.

Synapses are the contact points where one neuron communicates with another.
They receive as input signal a pulse-density-coded signal with a dynamic range of
0.1–500 Hz with an average of 10 Hz, equivalent to a 10-bit linear code, which
could be log-encoded for efficiency and physical meaning. Synapses consist of a
presynaptic ending and a postsynaptic ending, separated by a gap of a few nano-
meters. Neurotransmitters are released across the gap depending on previous history
and input signal, for which a simple model is the multiplication of the signal by a
characteristic weight. The synapse weight determines to what degree the incoming
signal at a synapse is transferred to the postsynaptic output onto a dendrite. The
resting potential across the gap of a synapse is 70 mV. When an ionic charge
arrives, a specific action potential is generated, reducing the voltage difference.
Synapses transmit an output to the dendrite or directly to the cell body, which is
weighted by the history of this connection. The coupling process incurs some time
delay, but this can generally be added into the axonal delay for modelling purposes.
The synapse is the primary location of adaptation in the neural system. The strength
of the coupling between two neurons self-adjusts over time in response to factors
such as the correlation between the activities of the two neurons that are coupled
through the synapse.

Dendrites are the tree-like structures, extend from the neuron cell body and form
the input structure of a neuron. They gather the inputs from other neurons or
sensory inputs and perform the summation of their associated synapse-outputs. The
dendrites and cell body are covered with thousands of synapses formed by the ends
of axons from other neurons (Fig. 18.1).

Obviously, this is a very simplified and abstract view on the structure and
function of a single neuron. A vast amount of detailed knowledge about the
structural and functional properties of single neurons has been gathered during the
last decades [15]. For example, neurons are also specialized for certain tasks [16]:
e.g. sensor neurons sense inputs (e.g., the retina (Chap. 17)), inter-neurons are the
large majority operating inside the brain, motor neurons perform control and
actuator functions. The important role of neurotransmitters and neuromodulators on
neuron behaviour has been identified [17] and partly analysed. The recent explosion
of knowledge about the brain’s functions is the result of the advancement of
microelectronics and micro-sensing augmented by image processing and
micro-physical chemistry. However, there remains a great lack of understanding on
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the level of micro- and macro-circuits in the brain. On the micro-level, so-called
columns have been identified, in which different neuron types are organized as
cylinders of dimension 0.5 mm diameter, and about 2 mm in length. Each cylinder
(or cortical column) consists of about 10,000 neurons, which are connected in an
elaborate, but consistent manner. On the macro level, these columns form certain
brain areas with specialized functions (vision, sensory-motor-control, …). Because
of the highly interconnected neuronal structure, a clear picture of the organizational
structure of the brain is still missing.

Nevertheless, there are interesting ‘engineering’ aspects of biological neural
networks. With structure sizes smaller than 0.1 μ, semiconductor technology starts
falling below the level of biological structures forming the brain. However, the
brain efficiently uses all three dimensions, whereas nanoelectronics mainly uses the
two physical dimensions of the silicon die surface and a restricted number of wiring
layers. Nevertheless, taking an area of one square-millimeter—roughly the square
dimension of a Purkinje cell (a type of neuron) in the cerebellar cortex, shown in
Fig. 18.2 (right), we can use 40-nm CMOS technology to implement a digital
artificial neuron (Fig. 18.3, left) with 100,000 32-bit weight synapses and a 32-bit
microprocessor as a neural processing unit. Weights are the practical implemen-
tation (in hardware, software, theory) of (biological) synapses (contacts between
nerve cells).

The scale of the problem of modelling the human brain has been scoped by,
among others, Mead [1]. The hundred billion neurons have on the order of 1015

connections, each coupling an action potential at a mean rate of not more than a few
hertz. This amounts to a total computational rate of about 1016 complex operations
per second. No computer has yet been built that can deliver this performance in real
time, though this gap will be closed in the near future. Current supercomputer
developments are aimed at delivering PetaFLOPS (1015 floating-point operations

Fig. 18.3 Area comparison of a digital neuron in 40 nm standard CMOS technology (left) and a
biological neuron (Purkinje cell, right)
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per second) performance levels, perhaps only one order of magnitude short of the
performance required to model the human brain [18].

An even greater challenge is the issue of power efficiency. The power efficiency
of neurons (measured as the energy required for a given computation) exceeds that
of computer technology, possibly because the neuron itself is a relatively slow
component. While computer engineers measure gate speeds in picoseconds, neu-
rons have time constants measured in milliseconds. While computer engineers
worry about speed-of-light limitations and the number of clock cycles it takes to get
a signal across a chip, neurons communicate at a few meters per second. This very
relaxed performance at the technology level is, of course, compensated by the very
high levels of parallelism and connectivity of the biological system. Finally, neural
systems display levels of fault-tolerance and adaptive learning that artificial systems
have yet to approach [18].

Out of the empire of acquired knowledge, some biological data are summarized
in Table 18.1 as a performance guide to the human brain, which is interesting to
compare with technical data from biomorphic Si brains. The basis of this charge
model is a charge density of 2 × 10−7 A s cm−2 per neuron firing, fairly common to
biological brains [17] and a geometric mean for axon cross sections, which vary
from 0.1 to 100 µm2.

18.3 Brain Simulation Approaches

It seems obvious that the massively parallel computations inherent in artificial
neural networks (ANNs) can only be realized efficiently by massively parallel
hardware. However, the vast majority of scientists mainly trust on computer sim-
ulations, with a clear trend on massively parallel high-performance computers (e.g.
IBM Blue Gene [20]), to generate most of their ANN research work. The simulation
of ANNs in software on state-of-the-art computers offers a high flexibility and is
well suited to test ANN concepts and new algorithms. For networks of limited size,

Table 18.1 Charge and energy model of the human brain [19]

Parameter Human brain

Number of neurons 1011

Synapses/neuron 103–105

Ionic charges per neuron firing 6 × 10−11 As

Mean cross section synaptic gap 30 µm2

Charge/synaptic gap 6 × 10−14 As = 4 × 105 ions

Action potential 70 mV

Energy per synapse operation 4 fJ = 2.5 × 104 eV

Energy per neuron firing 4 pJ

Average frequency of neuron firing 10 Hz

Average brain power (2 × 1011) × (4 × 10−12) × 10 = 8 W
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the simulation on standard workstations is practicable, but for many real-world
problems the performance that can be achieved with these solutions is not sufficient.
Especially, the sequential architecture of today’s microprocessors and the memory
bandwidth limit the performance that can be achieved for neural network simula-
tion. Due to the parallel structure of neural networks, a considerable speed-up can
be achieved by using parallel architectures. Two approaches exist for supporting
ANNs in parallel computing architectures: general-purpose neurocomputers for
emulating a wide range of neural-network models, and special-purpose ULSI
systems dedicated to a specific neural-network model.

General-purpose neurocomputers offer a high degree of observability of the inner
workings of neural algorithms as well as their flexibility. Special-purpose ULSI
designs offer resource-efficient speed, size, and power consumption. Progress con-
tinues in both approaches, and researchers have realized many different architectures
in working hardware. There exists a variety of architectures within these two
approaches. The performance of neural hardware is commonly reported in con-
nection updates per second (CUPS) during learning of the network and in connec-
tions per second (CPS) during recall. Amendments to these measures have been
proposed that take into account, e.g., the convergence speed of the algorithm [21] or
the precision of the calculations [22]. Furthermore, the resource-efficiency and the
robustness of the implementation are of particular interest. Resource-efficiency in
this context refers to the appropriate use of the basic physical quantities space, time
and energy. However, no one has given the problem of benchmarking a full treat-
ment or found a commonly accepted adequate metric for performance evaluation yet.

Figure 18.4 shows a broad overview of alternative approaches for parallel
implementation of ANNs. In spite of the progress in many brain-emulation efforts, a
fair comparison of these efforts is very difficult. The main reason is the huge variety
of models for the key components of ANNs. Models for the neuron body used to
emulate the computation and firing behaviour of biological neurons range from
simple threshold gates [23] to more sophisticated complex compartment models
[24] requiring spatiotemporal integration. Models for synapses may be as simple as
a single bit or represented by floating point values with additional plasticity

ANN Hardware

Neuro-ASICs

FPGAs
Multi-Core 
Systems

Digital Analog

Standard ICs

Fig. 18.4 Alternatives for parallel ANN implementations
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functionality. Dendrites can be modelled with only one branch or more realistic
with many branches with time-varying behaviour. Depending on the level of
abstraction, the computational, storage and communication requirements in brain
modelling change tremendously.

In the following sections, selected ANN hardware projects will be considered.
Compared to the ANN hardware approaches of the second generation in the
nineties, most of the projects use the more bio-inspired neuron model of an
integrate-and-fire point neuron, summing weighted input from synapses and com-
paring the resulting sum to a threshold, arriving at a binary decision whether and
when to generate an output spike. This model is commonly extended to include a
decaying charge, as a “leaky integrate and fire” neuron. The model can also be
enhanced in other ways: non-linear summation, time-dependent thresholds, pro-
grammable delays in the delivery of spikes, and other variations. The point neuron
models are more complex than the abstract neuron models of the second wave of
ANNs in the nineties but require only modest computation and hardware, in con-
trast to biological ion-channel models with spatiotemporal integration [20].

18.4 Neurocomputers Based on Standard ICs

The increasing availability of parallel standard hardware such as Field Programmable
Gate Arrays (FPGAs), Graphics Processors (GPUs), and multi-core processors offers
new scopes and challenges in respect to resource-efficient implementation and
real-time applications of ANNs. Because these devices are inexpensive and available,
we can take the first step in implementing neurocomputers with standard devices.
ANNs are inherently parallel, and hence it is obvious that many-core processors are
an attractive implementation platform for them. The promise of parallelism has
fascinated researchers for at least three decades. In the past, parallel computing efforts
have shown promise and gathered investment, but in the end, uniprocessor computing
always prevailed. Nevertheless, general-purpose computing is taking an irreversible
step toward parallel architectures because single-threaded uniprocessor performance
is no longer scaling at historic rates. Hence, parallelism is required to increase the
performance of demanding applications such as ANN simulation. Since real-world
applications are naturally parallel and hardware is naturally parallel, the missing links
are programming models and system-software supporting these evolving massively
parallel computing architectures. Furthermore, there is no clear consensus about
the right balance of computing power, memory capacity, and internal as well as
external communication bandwidth of integrated many-core architectures.

Various techniques for simulating large ANNs on parallel supercomputers or
computer networks are well known, which can be re-used for mapping ANNs to
many-core architectures [25]. Furthermore, many-core processors can be embedded
in mobile devices such as robots or smart phones opening up new application vistas
for ANNs. Consequently, the number of ANN many-core implementation is
increasing [26].
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Graphical Processing Units are suited for single-instruction and multiple-data
(SIMD) parallel processing. A GPU is a specialized integrated circuit designed to
rapidly process floating-point-intensive calculations, related to graphics and ren-
dering at interactive frame rates. The rapid evolution of GPU architectures from a
configurable graphics processor to a programmable massively parallel co-processor
make them an attractive computing platform for graphics as well as other high
performance computing having substantial inherent parallelism such as ANNs. The
demand for faster and higher-definition graphics continues to drive the development
of increasingly parallel GPUs with more than 1000 processing cores and larger
embedded memory at a power consumption of several watts. At the same time, the
architecture of GPUs will evolve to further increase the range of other applications.
In order to assist the programmers, specialized programming systems for GPUs
evolved (e.g., CUDA [27]) enabling the development of highly scalable parallel
programs that can run across tens of thousands of concurrent threads and hundreds
of processor cores. However, even with these programming systems, the design of
efficient parallel algorithms on GPUs for other applications than graphics is not
straight-forward. Significant re-structuring of the algorithms is required in order to
achieve high performance on GPUs. Furthermore, it is difficult to feed the GPUs
fast enough with data to keep them busy. Nevertheless, the increasing number of
papers on this topic shows that GPUs are an interesting implementation platform for
simulating large ANNs [28].

Field Programmable Gate Arrays have a modular and regular architecture con-
taining mainly programmable logic blocks, embedded memory, and a hierarchy of
reconfigurable interconnects for wiring the logic blocks. Furthermore, they may
contain digital signal-processing blocks and embedded processor cores. After man-
ufacturing, they can be configured before and during runtime by the customer. Today,
system-on-chip designs with a complexity of about a billion logic gates and several
Mega-Bytes of internal SRAM memory can be mapped on state-of-the-art FPGAs.
Clock rates approach the GHz range boosting the chip-computational power in the
order of GOPS (billion operations per second) at a power consumption of several
watts. Hence, FPGAs offer an interesting alternative for parallel implementation of
ANNs providing a high degree of flexibility and a minimal time to market. The time
for the development of FPGA and application specific integrated circuit (ASIC)
designs is comparable. A big advantage of FPGAs is that no time for fabrication is
needed. A new design can be tested directly after synthesis for which efficient CAD
tools are available. A disadvantage of FPGAs is the slower speed, bigger area, and
higher power consumption compared to ASICs. Compared to software implemen-
tations, FPGAs offer a higher and a more specialized degree of parallelization.

The implementation of ANNs on a reconfigurable hardware makes it possible to
realize powerful designs that are optimized for dedicated algorithms [29]. Another
great advantage is the feature of reconfigurability that enables the change to a more
efficient algorithm whenever possible. If, at the beginning of the training of an
ANN, a low data precision is satisfactory, we are able to implement a highly
parallel implementation to get a rough order of the network. Using a lower precision
allows us to set up an optimized architecture that can be faster, smaller or more
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energy-efficient than a high-precision architecture. For a fine-tuning of the ANN,
the FPGA can be reconfigured to implement high-precision elements. Additionally,
we are able to adapt the implemented algorithms to the network size that is required
for a certain problem. Thus, we can always use the most suitable algorithms and
architectures. Furthermore, dynamic (or runtime) reconfiguration enables to change
the implementation on the FPGA during runtime [30]. Dynamic reconfiguration is
used to execute different algorithms on the same resources. Thus, limited hardware
resources can be used to implement a wide range of different algorithms. In ANN
simulation, we are often interested in providing as much computing power as
possible to the simulation of the algorithm. But pre- and post-processing of the
input and output data often also requires quite a lot of calculations. In this case,
dynamic reconfiguration offers the opportunity to implement special pre-processing
algorithms in the beginning, switch to the ANN simulation and in the end recon-
figure the system for post-processing. Thus, we do not require the system resources
that would be necessary to calculate all algorithms in parallel [31].

In summary, parallel standard hardware like multi-core CPUs, GPUs, or FPGAs
are not bio-inspired but cost effective, available, and benefit from market-driven
development improvements in the future. They have the highest flexibility
(Fig. 18.5) and set the base-line with respect to resource-efficiency and performance
for the brain-inspired architectures discussed in the next sections.

18.5 Neurocomputers Based on Neuro-ASICs

The second step in implementing neurocomputers is the realization of the algo-
rithms in silicon (neuro-special-purpose hardware). Each neuron body, synapse and
dendrite may take a dedicated piece of hardware either in digital or analog circuit

Fig. 18.5 Qualitative performance and flexibility grading of parallel hardware platforms for
emulating artificial neural networks
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technique. For digital ICs, we can call on efficient software tools for a fast, reliable
and even complex design. We can use state-of-the-art process lines to manufacture
chips with the highest density in devices.

On the contrary, the design of analog circuits demands much more design-time,
good theoretical knowledge about transistor physics, and a heuristic experience of
layout design. Only a few process-lines are characterized by analog circuits. In their
favor, we point out that, with integrated analog circuits, some neuron functions are
quite simple to implement. For example, summation of the dendritic input signals as
a current summing is a fairly convenient electronic analog circuit operation and
smarter than with common digital accumulators, or a two-quadrant multiplier
demands only five transistors. Nonlinearity or parasitic effects of the devices allow
us to realize complex functions, as an exponential or a square-root function [1].
Note however, that analog circuits are not as densely integrated as it may seem at
first glance. They demand large-area transistors to assure an acceptable precision
and to provide good matching of functional transistor pairs, as used in
current-mirrors or differential stages.

Various special-purpose hardware implementations of artificial neural networks
have been proposed, either dedicated to a wide range of neural networks or opti-
mized for individual algorithms or groups of similar algorithms. Starting in about
1988, there were intensive efforts by many players to develop neural-network chips
and boards that would make good on the general concept of sixth-generation
hardware [8, 21, 32]. But most of these died out in the following years. As already
mentioned, these approaches had a real problem trying to keep up with the effects of
Moore’s Law, as CPUs, DSPs and FPGAs all grew faster and faster.

Advances in technology have successively increased our ability to emulate
neural networks with speed and accuracy. At the same time, our understanding of
neurons in the brain has increased substantially, with imaging and microprobes
contributing significantly to our understanding of neural physiology. These
advances in both technology and neuroscience stimulated international research
projects with the ultimate goal to emulate entire (human) brains. These new
approaches are more brain-inspired than the ANN hardware from the nineties. They
emulate neural networks on the basis of spiking integrate-and-fire neurons with
differences in emphasis. Some approaches aim at a more-detailed and, hence, more
computationally-expensive model of neuron behaviour, while others use simpler
models of neurons but larger networks. In the following, we will consider projects
intended to scale up towards millions of neurons, fabricated and tested with cur-
rently available technologies. As a base-line, we summarize the Blue Brain Project
using a commercial high-performance supercomputer (IBM Blue Gene) to model
neurons and their connections in software. Afterwards, two architectures, based on
special-purpose digital integrated circuits emulating neurons in software using
many small CPUs networked together, will be presented (SpiNNaker, C2S2).
Finally, two neuromorphic systems with special-purpose analog integrated circuits
modelling neural circuits on chip (BrainScaleS, Neurogrid) will be considered.
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18.6 The Blue Brain Project

The Blue Brain Project [20] at EPFL in Switzerland uses an IBM Blue Gene
supercomputer (100 TFLOPS, 10 TB) with currently 8000 CPUs to simulate ANNs
(at ion-channel level) in software. The focus of the project is the human cerebral
cortex, which takes up 80 % of the brain. The neurons are grouped into functional
microcircuits modelling a cortical column. The modelled cortical column is about
0.5 mm in diameter, about 2 mm in height, and consists of about 10,000 neurons.
The neurons are not identical and connected in an elaborate but consistent manner.
The model does attempt to account for the 3D morphology of the neurons and
cortical column, using about 1 billion triangular compartments for the mesh of
10,000 neurons using Hodgkin-Huxley equations [33], resulting in Gigabytes of
data for each compartment, and presumably a high level of bio-realism based on
floating-point arithmetic. Timing, e.g. propagation delays along the simulated
compartments of an axon, are incorporated into the simulation. Synaptic learning
algorithms are also introduced, to provide plasticity. A visual representation of parts
of the cortical column can be displayed for the simulation, allowing researchers to
focus on particular parts or phases of the simulation in more detail.

The Blue Brain project is unusual in its goal to simulate the ion channels and
processes of neurons at this fine-grain compartmental level. The time needed to
simulate a cortical column is about two orders of magnitude larger than the real
biological time. Based on a simpler (point) neuron model, the simulation could have
delivered orders of magnitude higher performance. Of course, software emulation
of neurons on large computers, including the bio-realistic fine-grain compartmen-
talized emulation used in Blue Brain, has been used widely in computational
neuroscience laboratories [34]. The Blue Brain project is a good example of this
approach, because of its combination of large scale and bio-realism. Work on the
Blue Brain project is now progressing to a second phase of work merged with
the European Human Brain Project [35].

18.7 The SpiNNaker System

The SpiNNaker (Spiking Neural Network Architecture) project at Manchester
University [36] aims at a massively parallel multi-core computing system. The basic
computing node has one SpiNNaker multi-core chip with 18 low-power ARM 968
processor cores (200 MHz), each with 96 KB of tightly-coupled local
on-chip-memory for instructions and data, and a 128 MB SDRAM chip used to store
synaptic weights and other information shared by all 18 cores (Fig. 18.6). The
SpiNNaker chip was fabricated in a 130 nm CMOS technology. Both chips are
integrated as a System-in-Package (SiP) with the SDRAMwire-bonded on top of the
SpiNNaker chip (3D packaging). 48 of these nodes are mounted on a PCB, which can
be scaled up to 1200 boards for a full SpiNNaker system with more than 1 million of
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ARM9 cores and 7.2 TB of distributed RAM. It is expected, that the full system in
operation will consume at most 90 kW of electrical power (1 W per node) [36].

The goal is to simulate artificial neural networks with up to a billion neurons in
biological real time. Hence, each ARM9 core is designed to simulate about 1000
neurons, communicating spike events to other cores through packets via an on-chip
network connecting the 18 cores as well as via an off-chip network connecting
SpiNNaker chips. The routing of packets in SpiNNaker is carefully designed to
balance complexity and bandwidth. AER (address event representation [37]) packets
are used (5 or 9 byte) for asynchronous spike transmission. Although the individual
cores execute synchronously, the packets they receive and transmit use an asyn-
chronous transmission protocol (globally asynchronous, locally synchronous mode).
The SpiNNaker chips are connected to adjacent SpiNNaker chips in a 2-dimensional
mesh network; each chip has 6 network ports, connected to adjacent chips. The
speed, at which packets are transmitted over the network, is about 0.2 µs per node
hop. The router does not need to know the eventual destination(s) of a packet; it only
needs to know, which port(s) to send it to. Routing tables currently remain static
during program execution and are built at load-time by the host computer. For
structural plasiticty—where a new synaptic connection is established—a separate
(progammable) background process will be needed. This has yet to be implemented.
Because spike delivery time in SpiNNaker is designed to be faster than in a bio-
logical brain (assuming the network and routing delays are adequately controlled),
SpiNNaker software directly allows a delay of up to 15 ms to be inserted in delivery
of AER packets, in order to simulate longer transmission times. Use of so-called
“delay neurons” permits longer delays than 15 ms to be modelled.

SpiNNaker was initially designed with Izhikevich’s point neuron model [24] as
the target model. Although their software‐based architecture could support a variety
of more sophisticated neural models; currently the only other neuron model is a
simple leaky Integrate-and-fire point neuron. The neuron algorithm is programmed
into the local memory of each of the SpiNNaker cores. Post-synaptic weights for

Fig. 18.6 SpiNNaker SiP with SDRAM wire-bonded on the SpiNNaker chip (left) and the
SpiNNaker die (10.386 × 9.786 = 102 mm2) with 18 ARM cores [36]. ©IEEE 2013

262 U. Rueckert



synapses are stored in the SpiNNaker chip’s shared memory; the algorithm fetches
the corresponding weight into the local core memory whenever a spike arrives at one
of its synapses, and it computes neuron action potentials at 1 ms simulation intervals.
16-bit fixed-point arithmetic is used for most of the computation, to avoid the need
for a floating-point unit and to reduce energy, computational and space costs.
A single SpiNNaker node is able to simulate 16 K neurons with 1000 synapses each
within a power budget of 1 W (energy per synaptic event 10−8 J) [36].

Future development of SpiNNaker will be done within the European Human
Brain Project [35]. The next version of the SpiNNaker chip is planned for a 28 nm
CMOS technology, integrating 68 ARM M4 cores (400 MHz, 1 W) with
floating-point support, improved power management, energy efficient inter-chip
links, and external 2 GByte shared memory.

18.8 The SyNAPSE Program and the IBM TrueNorth
Architecture

In 2009, the US DARPA launched the SyNAPSE program: Systems of
Neuromorphic Adaptive Plastic Scalable Electronics [38]. It says in its description:
“As compared to biological systems…., today’s programmable machines are less
efficient by a factor of 1 million to 1 billion in complex, real-world environments”.
And it continues: “The vision … is the enabling of electronic neuromorphic
machine technology that is scalable to biological levels.” SyNAPSE is a program
with explicit specifications. It requires an existing system-simulation background
(like the Blue Brain Project [20]) to assess the likelihood of realizing the mile-
stones, which are structured into four phases of *2 years each:

1. The entry-level specification for synapse performance is:

– Density scalable to >1010 cm−2, <100 nm2.
– Energy per synaptic operation <1 pJ, <100× nature.
– Operating speed >10 Hz (equivalent to nature).
– Dynamic range of synaptic conductance >10.

2. (*2010/2012) Specify a chip-fabrication process for >106 neurons/cm2, 1010

synapses/cm2. Specify an electronics implementation of the neuromorphic
design methodology supporting >1010 neurons and >1014 synapses, mammalian
connectivity, <1 kW, <2 l (the final program goal).

3. (*2012/2014) Demonstrate chip fabrication >106 neurons/cm2, 1010

synapses/cm2. Demonstrate a simulated neural system of *106 neurons per-
forming at “mouse” level in the virtual environment.

4. (*2014/2016) Fabricate a single-chip neural system of *106 neurons and
package into a fully functional system. Design and simulate a neural system of
*108 neurons and *1012 synapses performing at “cat”-level environment.

5. (*2016/2018) Fabricate a multi-chip neural system of *108 neurons and
instantiate into a robotic platform performing at “cat” level (hunting a “mouse”).
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The “Cognitive Computing via Synaptronics and Supercomputing” (C2S2)
project is a funded project from DARPA’s SyNAPSE initiative. The six partners
(IBM Almaden Research Lab and the five universities Cornell, Columbia, Stanford,
Wisconsin Madison, and UC Merced) bringing in expertise in neuroscience, psy-
chology, VLSI, and nanotechnology. They created a massively parallel cortical
simulator called C2, which was initially used at the scale of a rat cortex, and more
recently at the scale of a cat cortex, running on IBM’s Dawn Blue Gene/P super-
computer, with 147,456 CPUs and 144 TB of main memory. The C2 simulation
used a much simpler model of neurons than the Blue Brain, with single-
compartment spiking Iszhikevich-type neurons.

The group will turn to digital special-purpose hardware for brain emulation. The
prototype chip (45 nm SOI process, 2 mm × 3 mm die size) emulates 256 neurons,
using a crossbar connecting 1024 input axons to the 256 neurons with weighted
synapses at the junctions. Variations of the chip have been built with 1-bit and 4-bit
synapse weights stored in SRAM. Another was built with low leakage transistors to
reduce power consumption. Cross-chip spikes are conveyed asynchronously via
AER networking, while the chips themselves operate synchronously. Synapses are
simulated using the Izhikevich leaky integrate-and-fire model. The results are
identical to the same equations simulated in software, but all 256 neurons on the
chip update their membrane voltage in parallel, at 1 ms intervals (45 pJ/spike) [39].

The successor of this prototype chip is the IBM True North chip (Fig. 18.7),
integrating a two-dimensional on-chip network of 4096 digital application-specific
cores (64 × 64) and over 400 Mio. bits of local on-chip memory (*100 Kb SRAM
per core) to store synapses and neuron parameters as well as 256 Mio. individually
programmable synapses on-chip [40]. One million individually programmable
neurons can be simulated time-multiplexed per chip, sixteen-times more than the
current largest neuromorphic chip. The chip with about 5.4 billion transistors is
fabricated in a 28 nm CMOS process (4.3 cm2 die size, 240 µm × 390 µm per core).
By device count, True North is largest IBM chip ever fabricate and the second
largest (CMOS) chip in the world. The routing network extends across chip

Fig. 18.7 A multi-chip board (left) of 16 IBM TrueNorth chips (middle) integrating 64 × 64
digital neurosynaptic cores. Each core implements 256 neurons with 1024 spike-inputs (right)
[41]. ©IEEE 2014
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boundaries through peripheral merge- and split-blocks. The total power, while
running a typical recurrent network at biological real-time, is about 70 mW
resulting in a power density of about 20 mW/cm2 (about 26 pJ per synaptic event),
which is in turn comparable to the cortex but three to four orders-ofmagnitude
lower compared to 50–100 W/cm2 for a conventional CPU.

18.9 The BrainScaleS Wafer-Scale Neuromorphic
Hardware System

The European funded research project BrainScaleS (Brain-inspired multiscale
computation in neuromorphic hybrid systems) aimed at understanding and emu-
lating functions and interactions of multiple spatial and temporal scales in
brain-information processing [42]. It is a collaboration of 19 research groups from
10 European countries and built on the research carried out in the former European
funded FACETS project (2005–2010) [43]. Both, numerical simulations on
Petaflop supercomputers and fundamentally different non-von-Neumann hardware
architectures were employed for this purpose. Within its broad scope of advancing
neuromorphic computing, the hardware part is a very-large-scale, mixed-signal
implementation of a highly connected, adaptive network of analog neurons. The
basic element is the HICANN (High Input Count Analog Neural Network) chip
hosting one analog network core (ANC) and necessary support circuitry for com-
munication as well as controlling. The ANC was implemented in a 180 nm CMOS
technology and has a total of 112 K synapses and 512 neuron circuits. It could
simulate, for example, 8 neurons with 14 K inputs, or 512 neurons with 224 inputs.
The goal was to simulate analog neuron waveforms analogous to biological neurons
on the same input. The implemented analog neuron model is the exponential
integrate-and-fire model (AdExp) [44] and can be configured by 23 individual
analog parameters, which are stored in single-poly floating-gate analog memory
cells. The area of the analog neuron circuit is 1500 µm2. The membrane capacitance
is implemented as a capacitor on top of the transistor circuits, thus occupying no
additional silicon area. Most of the internal currents stay in the range of 100 nA to 1
µA. The synapse weight is stored in a 4-bit SRAM and is represented as a current
generated by a 4-bit multiplying DAC. The synapse area is 150 µm2. Two synapse
columns of the ANC can be combined to realize a weight resolution of 8 bit at the
expense of bisecting the number of available synapses for the ANC neuron circuits.

A special feature of the BrainScaleS hardware system is wafer-scale integration
of the HICANN chips (Fig. 18.8). A total of 384 HICANN chips can be inter-
connected on an 8-inch silicon wafer, implementing 196,608 neurons and 44 Mio.
synapses. The HICANN analog neurons communicate with each other digitally.
The backbone of the communication on the wafer is a grid of horizontal and vertical
buses enabling the transport of spikes between all analog neurons on the wafer
chips. The additional wiring is on top of the manufactured wafer and is fabricated as
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a custom back-end-of-line structure. The manufacturing of this crossbar
metal-interconnect network would be a perfect example of future high-speed,
maskless electron-beam lithography (Chap. 8). This communication infrastructure
is the basis for a hierarchical packet-based routing network with fixed propagation
delays. The propagation time for a recurrent connection on a HICANN has been
measured as 120 ns. The additional time needed to transmit a pulse across the whole
wafer is typically less than 100 ns with a maximum jitter of 4 ns [45].

One key target of the BrainScaleS hardware is a 104-fold speed-up of the natural
neuron-firing rate of 10 Hz. The wafer is organized into 384 chips with a maximum
of 196.608 neurons with 224 inputs (synapses) resulting in about 2 × 109 events/s
and 64 Gb/s per wafer. On wafer communication of spikes is digital with 6 bits/event
over 64 horizontal and 256 vertical links (1 to 2 Gbit/s) per HICANN chip offering
sufficient communication bandwidth. Larger systems can be built by interconnecting
several wafer modules. For this purpose, a second communication-protocol layer is
implemented within the HICANN chips and on standard chips (e.g. FPGAs)
between wafers. Neuron outputs, inputs, circuit parameters, and interconnections
can be monitored and controlled by software running on a host computer.

The next version of the neuromorphic wafer-scale system will be developed
within the European Human Brain Project. The next HICANN chip is planned for a
65 nm CMOS technology with higher resolution and better precision of the neuron-
and synapse-circuits. Furthermore, the communication system will be improved.

18.10 Neurogrid

The Neurogrid project at Stanford University uses programmable analog “neuro-
core” chips [47]. Each 12 × 14 mm2 CMOS chip (180 nm CMOS) can emulate over
65,000 neurons, and 16 chips are assembled on a circuit board to emulate over a
million neurons (Fig. 18.9). The entire 1 M-neuron system consumes about 3.1 W.

The Neurogrid neuron circuit consists of about 300 transistors modelling the
components of the cell, with a total of 61 graded and 18 binary programmable

Fig. 18.8 Microphotograph of the HICANN chip (left) and view of the BrainScales wafer module
(right) [46]. ©IEEE 2010
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parameters. Each programmable neurocore models the ion-channel behaviour and
synaptic connectivity of a particular neuron-cell type or cortical layer. Neurogrid
uses a two-level simulation model for neurons, in contrast to the point-neuron
model used in SpiNNaker, and in contrast to the thousands of compartments used in
Blue Brain’s simulation. Neurogrid uses this approach as a compromise to provide
reasonable accuracy without excessive complexity. A quadratic integrate-and-fire
model is used for the neuron body. Dendritic compartments are modelled with up to
four Hodgkin-Huxley channels. Back-propagation of spikes from somatic to den-
dritic compartments is supported.

Neurogrid uses local analog wiring to minimize the need for digitization for
on-chip communication. Spikes rather than voltage levels are propagated to desti-
nation synapses. To simplify circuitry, a single synapse circuit models a neuron’s
entire synapse population of a particular type, and each of these circuits must be one
of four different types. The synapse circuit computes the net postsynaptic con-
ductance for that entire population from the input spikes received. Although this
approach limits the ability to model varying synaptic strength, and it does not model
synaptic plasticity, it greatly reduces circuit complexity and size. Synapses can be
excitatory, inhibitory, or shunting.

Like the other systems, Neurogrid uses an AER packet network to communicate
spikes between chips. Neurogrid’s chips are interconnected in a binary tree with
links supporting about 80 million spikes/second. Routing information is stored in
RAM in each router supporting programmable-weight connection. Like
SpiNNaker, the Neurogrid neuron array is designed to run in biological real-time.
This means that a single AER link can easily service all of the cross-chip spikes for
65,000 neurons. Furthermore, the on-chip analog connections can easily service
their bandwidth, and it seems likely that the binary routing tree, connecting the 16
Neurogrid chips on a circuit board, can easily support a million neurons. The
Neurogrid group has demonstrated that their neurons can emulate a wide range of
behaviours.

Fig. 18.9 Neurocore with up to 256 × 256 neurons (12 × 14 mm2) (left) assembled on a
16 × 19 cm2 circuit board (right) [48]. ©IEEE 2014
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18.11 Comparison

The projects focused on in this chapter use different technological approaches to the
implementation of ANNs. The Blue Brain project and the SpiNNaker system
simulate ANNs in software on general-purpose processors. Whereas Blue Brain
employs high-performance computers (HPC) without bio-inspired architectural
hardware adaptations, SpiNNaker relies on embedded low-power processor cores
from the mobile world, distributed private memory per core, and a communication
network optimized for transmitting “spikes” asynchronously utilizing the
address-event-representation (AER). Both approaches make use of the concept of
the virtualization that many “neurons” can be simulated time-multiplexed on the
same digital core. The TrueNorth implementation is based on a digital
application-specific core per neuron, local on-chip-memory for the synapses, and a
specialized routing network extending across chip boundaries. BrainScaleS and
Neurogrid use a “neuromorphic” approach, with dedicated, adjustable analog cir-
cuitry for every neuron in the ANN, adaptive on-chip synapses, and a configurable
interconnection network.

The approaches have their specific pros and cons. The neuromorphic ASICs
avoid the substantial computational overhead of software simulation and may
produce a more biologically-accurate result in less time. On the other hand, for
digital implementations, there is no A/D conversion and the cost of the network
routing logic is amortized over 1000 emulated neurons per CPU (virtualization). All
approaches face the problem of spike networking. Routing AER packets [37] in
real-time from tens of billions of neurons is a challenge. The logic circuitry required
for decoding and routing may be much larger than the neuron emulation circuit
itself. Another issue with AER networking is the timing of spikes. Neurons adapt to
early and late signals over time, and some signal-timing tuning is performed by the
axons. According to the routing network, the timing of spikes originating from the
same neuron varies (jitter) in the proposed network implementations. Proper syn-
chronization can be achieved by inserting delays or reserving communication
bandwidth, as proposed in [49].

Synaptic plasticity and learning present the biggest challenges to artificial brain
projects. On the one hand, our knowledge about plasticity, learning, and memory is
incomplete [50]. On the other hand, our technologies are far less plastic and
compact than neural tissue. Experimental evidence for some basic synaptic plas-
ticity mechanisms exist. There is also evidence for neurons growing new dendrites
and synapses to create new connections as well as changing the “weight” of
existing synapses by increasing or decreasing the number of neurotransmitter
vesicles or receptors for the neurotransmitters. Today, the efficient implementation
of a writable and non-volatile synapse weight is a hot research topic. Within the
discussed projects, the synapses are implemented digitally: 1 bit (TrueNorth), 4–8
bit (HICANN), 13 bit shared (Neurogrid, off-chip), and 16 Bit SpiNakker (off-chip).
Whereas TrueNorth and Neurogrid do not support learning, the HICANN chips
(hardware-based learning) and SpiNakker (software) include learning. Table 18.2
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summarizes chip characteristics of the basic building block (Neuro-ASIC) of the
discussed approaches. For the energy demand per synaptic event (ESE) only a
rough estimation of the expected magnitude is given. The exact determination of
the ESE is difficult and not standardized yet.

Independent of the technological approach, the projects differ in the level of
bio-realism and computational sophistication in their emulation of neurons and
synapses. SpiNNaker and TrueNorth work with a point-neuron model, as recom-
mended by Izhikevich [24]. A two-level analog model such as Neurogrid’s
two-compartment circuits, or the BrainScaleS HICANN chip’s separate dendritic
membrane circuits, allows more sophisticated neural emulations, depending on the
complexity of the compartment emulations. The most bio-realistic approach among
the projects is the fully compartmentalized model of the neuron of the Blue Brain
Project, representing a biological neuron as hundreds of independent compartments,
each producing an output based on adjacent ion-channels and regions, and using the
computationally expensive Hodgkin-Huxley equations [33] to compute the poten-
tial bio-realistically in each compartment.

There is clearly room for scaling for all projects, and it will be interesting to
follow the digital-versus-analog strategy, considering the alternative of digital
8b × 8b multipliers with 1 fJ and 100 µm2 per multiplication (see Sect. 1.5). With
respect to system scaling, the power efficiency of chip/wafer-level interconnects is
relevant. With the optimum efficiency of 1 mW/(Gb/s) (see Chap. 5), the resulting
74 W could be handled. The more likely level in the project at a less advanced
technology node would be 1 kW [19]. Scaling this up to mega-neurons clearly
shows that power efficiency is the number 1 concern for these complex systems.

3D integration is the further challenge for any Si brain. The memory Si layer on
top of the mixed-signal Si layer can be achieved with a through-silicon-via
(TSV) technology (Chap. 3), and it is only one level in the task of building the
whole system, because the global programmable digital control could be added on
top. In the BrainScaleS and Neurogrid architecture, the digital control is imple-
mented with FPGA (field-programmable logic array) chips on a printed-circuit
board.

Table 18.2 Comparison of neuro-ASICs

Neuro-ASICS Feature
size (nm)

Die size
(cm2)

Neurons Synapses Bit/synapse ESE

SpiNakker 130 1.02 1600 128 × 106a 8 10−8 J

TrueNorth 28 4.3 106 256 × 106 1 10−11 J

HICANN 180 0.5 8–512 114,688 4–8 10−10 J

Neurogrid 180 1.68 65,536 16 × 106a 13b 10−10 J

Numbers per chip: aoff-chip, bshared, ESE Energy/synaptic event
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18.12 Outlook

The building blocks for ICs and for the Brain are the same at nanoscale level:
electrons, atoms, and molecules, but their evolutions have been radically different.
The fact that reliability, low-power, reconfigurability, as well as asynchronicity
have been brought up so many times in recent conferences and articles, makes it
compelling that the Brain should be an inspiration (at many different levels),
suggesting that future nano-architectures could be neural-inspired. The fascination
associated with an electronic replication of the human brain has grown with the
persistent exponential progress of chip technology. The present decade 2010–2020
has also made the electronic implementation more feasible, because electronic
circuits now perform synaptic operations such as multiplication and signal com-
munication at energy levels of 10 fJ, comparable to biological synapses.
Nevertheless, an all-out assembly of 1014 synapses will remain a matter of a few
exploratory systems for the next two decades because of several challenges.

One challenge lies in mastering the design complexity and achieving economic
viability for integrated systems with more than a billion devices per square centi-
metre. This requires system concepts that both exhaust the possibilities of future
technologies and reduce the design-as well as the test-complexity. Due to their
highly regular and modular structure, inherent fault-tolerance, and learning
ability, ANNs offer an attractive alternative for ultra-large-scale integration and the
development of resource-efficient systems with minimal total energy consumption
combined with a small size and fault-tolerant behaviour. These arguments were
already a strong motivation for ANN hardware in the 80s. Despite the impressive
development of nanoelectronics during the last decades, there is still no clear
consensus on how to exploit this technological potential for massively-parallel
ANN implementations. The projects discussed in this chapter rely on more
brain-inspired ANN models (spiking ANNs) than the forerunners two decades ago.
From the point-of-view of basic research, this development is comprehensible, but
in respect to applications the benefit of these new architectures is still ambiguous.
Another challenge is the adaptation and control of brain-like architectures.
Fuzzy-and neuro-control have been practically available for 25 years, and yet their
application is still limited to applications that are just feature-oriented and not
critical for the technical performance of a product or service.

Hence, it is currently quite difficult to determine the best way to perform ANN
calculations for any given application. This is one reason for the huge variety of
approaches to ANN hardware implementation known in literature. The problem of
benchmarking and an adequate metric for performance evaluation is still open, too.
So the discussion is open about the best way to achieve very large neural systems
and, in the long term, how to produce so-called artificial brains. We are still a long
way from fully comprehending the functional mechanisms of the brain; and the
construction of an artificial brain will remain for a very long time, if not forever, a
fantasy. This must be taken into account in the new discussion on singularity
hypotheses [51] and the emergence of machine superintelligence. We know from
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systems engineering that there is a close interdependence between the main three
system views (function, architecture, technology) for the development of
resource-efficient technical systems (Fig. 18.10). Biology has taken its own way
through evolution based on its own special technology (real wet tissue). Exact brain
emulation in software or implementation in dry solid-state circuitry may guide us
the wrong way to artificial machine intelligence as we do not adequately account for
the influence of the technology on function (behaviour) and system architecture.
Probably there are many technological artefacts in brain measurements, which are
irrelevant for systems behaviour and hence for system emulation. For example, the
impressive brain simulations on supercomputers with neuron numbers comparable
to the brains of mouse or cat are still not able to perform some simple task within a
natural environment. Consequently, we are far from any accepted description of the
principles of information processing in brains and from reconstruction of its
capabilities.

Nevertheless, we do have much to learn from brains from the computational
standpoint and about the implementation of resource-efficient technical systems.
The hardware realization of neural networks should not aim for an exact repro-
duction of nervous systems, but simply for an efficient use of available technologies
for solving practical problems. Remember that creating human life had fascinated
researchers for centuries, and every technological epoch had its view on how to do
this (e.g. mechanical automata of the eighteenth century). Now that we are close to
building an equivalent electronic core, we should also involve the integration of the
periphery, namely the innumerable sensors and actuators (motors). In this
outside-of-electronics domain, that of MEMS, remarkable progress has been made
and continues with high growth (Chaps. 13 through 17). Furthermore, the critical
conversion of analog sensor signals to digital signals is advancing rapidly (Chap. 4).
And yet it is very early in the evolution of generic neuromorphic peripheries, so that
all practical systems will be focused, application-specific solutions, certainly with
growing intelligence, but with confined features of neural networks. An outstanding
example of an intelligent vision sensor system based on an efficient combination of
classical computer vision and brain-inspired hardware architecture was developed
by Prof. Ramacher from Infineon Technologies in the course of several research

Fig. 18.10 Integrated design view on resource-efficient systems engineering
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projects funded by the German Federal Ministry of Education and Research (BMBF)
[52].

It will take a major, globally consolidated effort involving many disciplines from
reliability and ethics to social science to achieve a broad acceptance of
brain-inspired hardware for demanding applications. The advancement of care-bots
in various world regions will be a good test-ground for this evolution of neuro-
morphic systems. Particularly attractive is the application of ANNs in those
domains where, at present, humans outperform any currently available
high-performance computer, e.g. in areas like vision, auditory perception, or sen-
sory motor-control. Neural information processing is expected to have a wide
applicability in areas that require a high degree of flexibility and the ability to
operate in uncertain environments where information usually is partial, fuzzy, or
even contradictory. Even more computational power may be obtained by emerging
technologies like quantum computing, molecular electronics, or novel nano-scale
devices (memristor, spintronics, nanotubes (CMOL)), but these technologies will
not be available on broad basis in the next decade. Today, we are still early in the
efficient use of nanoelectronics, and we are keenly awaiting the technology we can
use tomorrow.
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Chapter 19
Energy-Harvesting Applications
and Efficient Power Processing

T. Hehn, D. Hoffmann, M. Kuhl, J. Leicht, N. Lotze, C. Moranz,
D. Rossbach, K. Ylli and Y. Manoli

Abstract In comparison to the original chapter in CHIPS 2020 Manoli et al.
(CHIPS 2020—A Guide to the Future of Nanoelectronics: 329–420, 2012) [1], this
chapter presents more application-oriented research with a focus on wearable
devices and condition monitoring. It also covers electronic circuit components and
systems employed in extracting, processing, and storing the harvested power. In the
meantime, many innovative enhancements in terms of efficiency and applicability
have been achieved by developing dedicated CMOS integrated circuits.

19.1 Systems and Applications

The first part provides an insight into applications where energy-harvesting systems
are used. In this sense, the term “system” means the combination of the generator
and power management circuit, which makes it usable in real applications.

19.1.1 Wearable Devices

Improvements in power consumption and the miniaturization of electronic systems
are leading to an increasing range of devices designed specifically with mobility in
mind. Unobtrusive devices, which support modern users throughout everyday
activities, are being developed for integration into textiles in order to reach this
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goal. There are a few drawbacks to the body-worn devices however. Battery
replacement and maintenance is the key problem, for which the development of
energy harvesting devices can provide the solution. Body-worn devices, which can
generate electrical energy out of the energy readily available in the surrounding
environment, have been presented. Thermoelectric generators exploit the temper-
ature gradient between the body and ambient air [2], woven photovoltaic fibers are
being developed to exploit energy radiating from light sources [3, 4], and kinetic
harvesters make use of the human body motion [5, 6].

The sole of the shoe offers a confined, but structurally stable space, into which
kinetic harvesters can be integrated without major impacts on user comfort and
appearance. Consequently, several devices were designed for integration into a
shoe, with a strong focus on kinetic-energy harvesting. There are three kinetic
excitation sources found in the human gait.

The first source of energy is the force exerted on the shoe sole due to the weight
of the user. This reaches dynamic values larger than the body weight [7].
Harvesting devices have been presented, which can directly convert this into
electrical energy by means of electroactive materials. Piezoelectric materials (e.g.
PZT or PVDF) directly generate a voltage when deformed, while dielectric elas-
tomers (DE, e.g. acrylics, silicones) need to be biased in order to generate a voltage
change when deformed [8, 9]. Different approaches translate the vertical motion
into a horizontal motion to drive an electromagnetic generator [9] or generate a
voltage through contact electrification, e.g. the triboelectric effect [10, 11].

The second source of energy is the impact upon heel strike, which generates
acceleration impulses of up to 50g when the shoe contacts the ground [12]. An
inductive shock-excited harvester as shown in Fig. 19.1 was presented, which uses
this impulse to displace an inertial mass attached to a spring [12]. The inertial mass
made up of a magnetic circuit then vibrates freely at its Eigen frequency until the
motion is damped. During its motion, it moves past coils, which are fixed within the
housing. The movement of the magnets thus induces a voltage within the coils to
generate average output powers of up to 4 mW across an optimal resistive load [12].

The third energy source is the swing motion of the foot, which generates
accelerations of up to 20g [12]. Several devices have been presented, in which
magnets move linearly through coils to induce a voltage [13, 14]. The magnets act
as the inertial mass. Average power outputs of more than 10 mW have been
achieved. A flatter device, that can be integrated into the shoe sole more easily and
generate average powers of up to 2 mW, was presented in [15]. Figure 19.2 shows
an X-ray photography of this device.

19.1.2 Condition Monitoring

Modern technical assets such as production facilities and construction machines
become more and more complex. Therefore, the risk of breakdown of a complete
system due to the possible failure of crucial components increases. The economic
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efficiency of a complex technical system is determined primarily by its reliability.
Systematic preventive maintenance is therefore essential, in particular for technical
systems with limited access.

The process of continuous or periodic monitoring of system components pro-
vides vital information about the physical condition of the system enabling early
detection of developing failures. The knowledge about prospective failures avoids
subsequent damage, a total breakdown of the system and allows scheduled

Fig. 19.1 Shock-excited shoe harvester including wireless application module [12]. For the
shown configuration, the wireless application module implements the power management
functionality. For other applications, a separate power management board can be inserted into the
empty space in the middle

Fig. 19.2 X-ray photography
of an integrated swing-type
harvester [15]. Magnet stacks
and coils can be seen (dark
areas)
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maintenance. In this manner expenses caused by maintenance and machine
down-time can be minimized. In this respect, condition monitoring (CM) pursues
one of two main goals, which is system efficiency. Another important goal of CM is
safety, in particular for technical systems, where human life is in danger in case of a
breakdown. This applies to wind generators and shipping, for instance. In the last
10 years, CM systems have become an established technology for wind generators.

In the area of shipping, however, CM of large system components such as
gearboxes is not state of the art yet. In order to guarantee a safe return to port of a
vessel or ship, it is necessary to know about the condition of the machinery and to
have some indication of approaching failures. One of the reasons why marine
machinery CM has not been established in a greater scope is the investment
involved with the installation and operation of a CM-system. In particular, the
cabling for power supply appears to be a cost-intensive factor. Therefore, CM
becomes more practical and acceptable, if the CM-system is self-sustaining, which
means it does not require any cables or maintenance in terms of battery change. In
this case, a wireless implementation of the CM-system is achievable.

A key technology for facilitating self-sustaining systems is based on the process
of energy harvesting, in which specific devices convert ambient energy into elec-
trical energy. In particular, the development of devices for vibration-energy har-
vesting is in focus of academic and commercial groups. The conducted research on
these devices aims to increase the effectiveness (maximum power output at mini-
mum size) and to broaden the operating bandwidth of conventional vibration
transducers. Since variable-speed machinery such as electric drives or power trains
in vessels exhibit variable vibration frequencies, self-tunable devices are potentially
suitable for effective energy harvesting. Weddell et al. [16] reported on the
development of a self-powered sensor system with a tunable vibration-energy
harvester for wireless CM of a main engine of a ferry. The tuning mechanism of the
tunable energy harvester is based on a magnetic principle, where the total system
stiffness is altered by generating and changing an axial magnetic force. This is
achieved by adjusting the distance between two magnets by translational motion of
the so-called tuning magnet. The second magnet, called coupling magnet, is
attached to the transducer structure. The translational motion of the tuning magnet,
however, holds two disadvantages: First, the coupling magnet and the tuning
magnet can be configured exclusively in the attractive or repulsive mode. Using
both coupling modes in combination would enhance the feasible tuning bandwidth.
Second, for translational motion, a linear actuator is required, which is more
complex than a rotary actuator.

Indeed, a rotary actuator can also be deployed, however, only in combination
with a gearing mechanism. Hoffmann et al. [17] presented a concept, which is based
on the rotary motion of a cylindrical tuning magnet. Within a rotation angle of only
180°, both coupling modes can be utilized resulting in a broader tuning bandwidth.
Moreover, the tuning magnet can be attached directly to a rotary actuator, making a
gearing mechanism with its accompanying mechanical losses dispensable
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(Fig. 19.3). The tuning range can be designed by careful adjustment of the gap
between tuning magnet and coupling magnet (Fig. 19.4). The smaller the gap the
larger is the tuning bandwidth. The center frequency of the tuning bandwidth is
adjusted by the stiffness of the cantilever in consideration of the mass of the magnetic
circuit. The tuning bandwidth and center frequency was tailored to a specific CM
application targeting the monitoring of maritime gear boxes (Fig. 19.5).

19.2 Circuit Components for Energy Harvesting
Applications

The second part of this chapter describes the electrical circuit components, which
are part of the energy harvesting systems. First, circuits suitable for generators with
AC output are discussed. Afterwards, a review of the circuits appropriate for

Fig. 19.3 Tuning mechanism
using rotary motion of a
cylindrical tuning magnet,
applied to an inductive
vibration based energy
harvester
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generators with DC output is given. The last section covers analog and digital
circuit techniques enabling ultra-low supply voltages.

19.2.1 AC Sources

19.2.1.1 Wireless Power Transmission Circuits

The possibility to transfer power without a cable connection, as depicted in
Fig. 19.6, enables the implementation of isolated, battery-less sensor-nodes that are
located behind an unperforated barrier like inside a hermetic housing or the human
body.1 As explained in [18], most wireless supply links incorporate a power
transmitter that creates an alternating magnetic (HF) or electromagnetic (UHF) field
and a power extraction frontend that is able to derive a regulated dc voltage from
the field to supply connected appliances. The physical principle behind it is the
magnetic coupling between two inductors that can be separated from each other by
a distance of several centimeters and still have an electromagnetic connection. Or, if

Fig. 19.5 Maritime gearbox
whose vibration source is
used as the harvesting source
for condition monitoring
(Source Reintjes GmbH)

1The circuits used to extract the power transmitted wirelessly face the same challenges as the
circuits used to extract the power generated by energy harvesters, because the power budget
available is often very small. Hence, the power transmitted wirelessly is treated as an “AC source”
here.
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an even larger distance needs to be bridged, the ability of an electromagnetic wave
to transport energy that can be harvested by a dipole antenna as exploited in [19].

When it comes to the design of such wireless supply links for smart sensor
nodes, one of the main optimization goals is power efficiency: a strong energetic
link between the primary and secondary side in combination with an efficient power
management allows reducing the transmitted power dramatically. This promotes a
versatile use within a broad field of applications, as it helps to meet legal limitations
for radiated radio frequency (RF) power [18], to avoid tissue heating in medical
implants [20, 21] or to simply spare the power budget of the transmitter unit,
extending the lifetime of battery-driven devices.

One approach for improving the overall link efficiency is an optimized rectifier
design. Since the rectifier is one of the few components conveying ALL the
transmitted power, the voltage drop across it causes significant heat dissipation and
power loss and must therefore be minimized. This can be achieved by using a
“cross-coupled MOS” topology as proposed in [22, 23] or by using
process-dependent devices like Schottky diodes [24] or even floating-gate diodes
[25]. Another elegant solution, explained in [26, 27], is the implementation of a
closed-loop wireless supply link, in which an abundance of transmitted power is
detected by the power-extraction frontend and reported back to the power trans-
mitter over a data communication channel. In this manner, the transmitter can
always adjust the emitted RF power to the current need of the application. In order
to achieve optimum transmission characteristics, the power receiver should be
tuned to the frequency of the electromagnetic field (comparable to a radio channel)
as exactly as possible. Since the relevant parameters are not only difficult to match
in a production setup, but are also constantly changing due to variations in the
environment, a dynamic self-calibrating tuning algorithm, that periodically adjusts
an impedance-matching network at the receiver input to the optimum value is
developed in [28, 29].

Fig. 19.6 Wireless supply link including a power transmitter and a power extraction frontend
connected by two magnetically coupled inductors. The system diagram incorporates the reported
efficiency-improving blocks, namely the closed-loop power supply, the self-calibrating matching
network and the low voltage-drop rectifier
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19.2.1.2 Interfaces for Vibration-Based Kinetic Energy Harvesting

Ambient vibrations are commonly available such as in industrial assembly lines or
in means of transportation [40]. Thus, vibration-energy kinetic harvesting is an
attractive possibility for enabling autonomous sensor systems. In the following,
interface circuits for the two most promising conversion principles, namely the
piezoelectric and the electromagnetic conversion principle, are presented.

Interface Circuits for Kinetic Piezoelectric Energy Harvesters
Compared to the capacitive and inductive conversion mechanism, the piezoelectric
conversion principle offers the simplest approach for harnessing mechanical
vibrations, because there is no need for having complex geometries and numerous
extra components [30]. Lead-circonate titanate (PZT) is the piezoelectric material
most commonly used at the moment. PZT can be simply deposited using thin-film
and thick-film processes, which makes it attractive for MEMS applications. Coated
on a carrier beam, PZT directly converts mechanical strain induced by vibrations
into electric charge. Usually, two piezoelectric layers are electrically connected in
parallel to achieve a higher output current. This configuration is called a bimorph.
The electric charge produced when the piezoelectric beam harvester is being
deflected has to be processed by an interface circuit. In the following, a review of
several interface circuit architectures for piezoelectric generators is given. Two
groups of interface circuits can be identified: The first group, which cares about
highly efficient rectification including or excluding DC/DC conversion, and the
second group, which increases the power output of piezoelectric harvesters by
means of active energy extraction.

This paragraph covers the interface circuits belonging to the first group. Peters
et al. [31] have presented an active rectifier fabricated in a 0.35 µm process, being
able to rectify amplitudes down to 380 mV with an efficiency of up to 90 %,
whereas the switch comparator consumes 266 nW. Measurements have shown
operability for frequencies up to 1 kHz. A system including an additional DC/DC
converter, fabricated in a 0.13 µm process and based on a simple hysteresis control,
is presented in [32]. The regulated output voltage is 1.1 V for a power consumption
of 67 µW. Rao et al. [33] have proposed an interface circuit composed of a rectifier
and a step-up converter, fabricated in a 0.5 µm process. The chip is part of an
energy harvester composed of a ball magnet rolling inside a spherical housing.
When attached to a human ankle, the ball magnet moves relatively to a coil wound
around the housing, generating 300 µW and hence charging a 3.7 V lithium ion
battery.

In the following, active energy-extraction interface circuits are highlighted. The
0.35 µm chip presented in [34] implements a pulsed synchronous charge extraction
(PSCE) method by means of an inductive boost converter as shown in Fig. 19.7.
The energy is extracted from the piezoelectric energy harvester completely during a
short time interval when a voltage maximum has been detected. Thus, due to the
increased electrical damping effect, more energy can be extracted compared to a
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diode rectifier [35]. After the passive cold startup, the chip is powered exclusively
by the buffer capacitor and can handle output powers down to 5.7 µW and voltages
from 1.3 to 20 V. Compared to a diode rectifier interface, the PSCE chip increases
the extracted power to 123 % when the generator is driven at resonance, and to
206 % at off-resonance, as shown in Fig. 19.8. The chip micrograph is shown in
Fig. 19.9. A rectifier-free topology performing synchronous charge extraction is
proposed in [36]. On one hand, the omission of a rectifier further reduces power
losses and saves valuable chip area. But on the other hand, energy is wasted since
the energy is extracted only once per vibration period (whereas [34] extracts twice
per period). The current consumption of this chip fabricated in a 5 V process is
given at 700 nA. Another rectifier-free chip presented in [37] extracts the energy in
several steps (multi-shot) when a voltage maximum is detected, hence reducing
losses in the parasitic conduction resistances. A fly-back converter using coupled
inductors is used instead of a boost converter, whereas the control circuitry,
implemented in a 0.35 µm chip, consumes 1 µW. The chip shown in [38] is
fabricated in a 0.18 µm process and implements a rectification method which shunts

Fig. 19.7 Schematic of the pulsed-synchronous charge extraction (PSCE) circuit

Fig. 19.8 Comparison of the
output power using the PSCE
chip and a diode full-bridge
rectifier
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the piezoelectric harvester terminals at dedicated instants, increasing the power,
which can be extracted. Consuming 1 µW and excited at 1 g, the harvester chip is
able to charge a 20 mF super capacitor from 0 to 1.31 V during 8 min. Table 19.1
summarizes all the interface circuits for piezoelectric energy harvesters.

A rather new trend is the development of circuits consisting of organic
field-effect transistors, which are flexible and hence adaptive to curved surfaces.
Furthermore, circuits based on organic transistors consume less power than their
inorganic (i.e. silicon-based) counterpart. In [39], Ishida et al. propose a pedometer
built of an organic pseudo-CMOS circuit technique. Therefore, a −2 V charge
pump has been implemented, making the circuits, made of p-channel MOSFETs,
more robust and reducing their noise floor. The charge pump provides 12 µW with
an efficiency of 65 %.

Interface Circuits for Kinetic Electromagnetic Energy Harvesters
Easy system integration by means of smart plug systems can be enabled by
small-scaled electromagnetic vibration-energy harvesters, which efficiently convert
ambient vibrations into electrical energy occupying only a cubic-centimeter-range
volume [41]. Typically, such small transducers deliver electrical power in the
micro- to milliwatt range depending on the harvester excitation and the harvester
architecture. Interfacing the harvesting device with an energy storage element via a
well-designed harvester-specific energy conditioning allows enhanced environ-
mental energy scavenging [40].

In order to charge the storage device, the AC voltage of the harvester has to be
converted into a DC voltage with a minimum power demand but nevertheless

Fig. 19.9 PSCE chip
micrograph
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highly efficiently even under varying supply and load conditions. The active
rectifier presented in [42] needs less than 140 nW and provides an efficiency of
90–94 % in a wide power range of 1–1 mW. This active rectifier and the one in [43]
reduce the forward-voltage drop-down to a minimum of 20 mV.

In addition to the AC-DC conversion, a complete interface needs to optimize the
energy extraction from the harvester [40]. Promising techniques for enhancing the
electrical energy output of a small-scaled electromagnetic vibration energy har-
vester are real load matching [43] and maximum power-point tracking (MPPT)
driven AC-DC conversion [44].

In the real load matching interface, the energy conditioning circuitry emulates
the optimum energy harvester load resistance. In [43], an adaptive charge-pump
with minimum power losses of 15 µW is applied. It starts operation at 0.8 V and
transfers up to 48 % of the maximum harvester real power into a capacitor. To the
knowledge of the authors, this is the only published ASIC applying the load
matching algorithm to electromagnetic energy harvesters. However, in order to
allow a comparison, the IC presented in [44], originally designed to interface with

Table 19.1 Overview of the interface circuits for piezoelectric energy harvesters

Ref. Type Process Cold start-up
capability

Min. power
demand
rating

Max.
efficiency
rating

[31] Active rectifier 0.35 µm Yes (no pre-charge
needed, operation
starts at 380 mV
buffer voltage)

266 nw
(power
consumption)

90 %
(voltage
efficiency)

[32] Active
rectifier + hysteretic
output voltage
regulator

0.13 µm Yes (no pre-charge
needed)

67 µW
(power
consumption)

80 %
(mechanical
to electrical
efficiency)

[33] Active
rectifier + inductive
boost converter

0.5 µm Yes (no pre-charge
needed)

N/A 40 %
(overall)

[34] Pulsed energy
extraction

0.35 µm Yes (no pre-charge
needed, 1.3 V startup
voltage)

5.7 µW
(power
consumption)

73 %
(harvesting
efficiency,
overall)

[36] Rectifier-free pulsed
energy extraction

5 V
CMOS

Yes (no pre-charge
needed)

700 nA
(current
consumption)

N/A

[37] Rectifier-free
multishot pulsed
energy extraction

0.35 µm Yes (no pre-charge
needed)

1 µW (power
consumption)

61 % (chip
efficiency)

[38] Rectifier with
shunt-pass technique

0.18 µm Yes (no pre-charge
needed)

1 µW (power
consumption)

60 %
(harvesting
efficiency,
overall)
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piezoelectric energy harvesters, is described in the following.2 It employs an
inductive duty-cycle-adapted DC-DC converter starting at 300 mV input voltage,
and it achieves efficiencies from 46 to 70 % between 4 and 28 µW input power,
respectively.

In the MPPT AC-DC conversion, a rectifier with smoothed DC output is applied,
and the maximum power-point (MPP) is tracked. The interface IC presented by
Shim et al. [45] is designed to interface with a piezoelectric vibration transducer,
and it tracks the MPP by applying the fractional open-circuit voltage technique.
Periodic disconnection of the energy harvester is required for the set-point gener-
ation of the MPPT control. This interface operates self-sufficiently between 33 µW
and 10 mW input power over an output voltage range of 1–8 V. The MPP is tracked
with up to 99.9 % accuracy, and up to 80 % efficiency is achieved. A self-starting
implementation is proposed in [46]. This system tracks the MPP with up to 93 %
accuracy applying an extra sensor for set-point generation, and it harnesses
autonomously up to 72 % of the maximum harvester real power. The interface IC
presented in [47] employs an integrated set-point method avoiding an extra sensor
as well as a harvester disconnection (Fig. 19.10). Figure 19.11 shows the micro-
graph of the fabricated IC. A dedicated circuit measures the conduction angle of the
implemented active AC-DC input stage. From the conduction angle, the set-point of
an input-controlled boost converter is determined. Consequently, this converter
accordingly controls the output voltage of the AC-DC stage. By means of the
resulting closed loop control, the optimum conduction angle and hence the MPP are
tracked. This interface IC allows cold start-up from a flat energy buffer when the
harvester is able to deliver a minimum power of 4.7 µW. Measurements

Fig. 19.10 Overview of the conduction angle controlled MPPT

2Under the assumption that any voltage or power specifications are met, the load-matching
algorithm employed in the interface ASIC presented in [44] can be used for electromagnetic
energy harvesters as well.
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demonstrate that over 90 % of the maximum harvester real power can be transferred
into an energy storage element via the IC. Additionally, a voltage conditioning for
the application is implemented. Table 19.2 summarizes all the interface circuits for
electromagnetic energy harvesters.

19.2.2 DC Sources

19.2.2.1 Micro Fuel Cells

The preceding volume of CHIPS 2020 [48] presented the integration of micro
fuel-cells (µFCs) in a CMOS process as long-term energy storage for energy-
harvesting-powered systems. Recently, advances in integrated CMOS electronics as
well as improvements of architecture and output power of the micro fuel-cells lead
to an extended intelligent fuel-cell battery, allowing to electrically (re-)charge these
fuel cells [49].

The possibility to adjust the interconnection of single µFCs to so-called fuel-cell
cascades (FCCs) is presented in [50–52]. A system micrograph is shown in
Fig. 19.12. The 42 µFCs can be combined flexibly in series or parallel in accor-
dance to the actual needs of the electronic system being supplied. Three to seven
µFCs can be combined in series while up to 14 FCCs are connected in parallel. The
integrated voltage regulator powered by the FCCs fixes the output voltage to a
digitally selectable value [50–52]. Choosing an FCC configuration that generates an
open circuit voltage slightly above the system requirements, can increase the

Fig. 19.11 Micrograph of the
MPPT IC prototype
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efficiency and thus minimize the hydrogen consumption, resulting in an extended
system lifetime.

Not only was the electronic system improved, but also the power density of the
fuel-cells increased to 1.68 mW/cm2 [51]. The intelligent battery was finally used to
power a sensor system [52] and a microcontroller [51]. In [49], the extension of
such µFCs by a hydrolysis cell is suggested (Fig. 19.13). This hydrolysis cell
electrically splits water into hydrogen and oxygen. The resulting hydrogen is stored,
while the oxygen is released into the atmosphere. This means, the fuel cell reaction
can be reversed to electrically (re-)charge each cell. In combination with an energy
harvester with typically fluctuating output power, such rechargeable µFCs can serve
as long-term energy storage to even out unpredictable power shortages. This
combination will therefore create an uninterrupted power supply to build up reli-
able, energy self-sufficient sensor and actor systems.

19.2.2.2 Interface Circuits for Thermoelectric Generators

Thermoelectric generators harvest energy from ambient temperature-gradients and
deliver DC power. In order to harvest even from low gradients, an energy-harvester

Table 19.2 Overview of the interface circuits for electromagnetic energy harvesters

Ref. Type Process Cold start-up
capability

Minimum
power demand
rating

Maximum
efficiency
rating

[43] Load matching
using adaptive
charge-pump

0.35 µm N/A (operation
needs 0.8 V buffer
voltage)

15–38 µW
(power losses)

48 %
(harvesting
efficiency,
sensor not
considered)

[44] Load matching
using duty-cycle
adapted DC-DC
converter

65 nm Yes (no pre-charge
needed, operation
starts at 0.3 V
buffer voltage)

4 µW (input
power)

70 %
(harvesting
efficiency,
overall)

[45] MPPT driven
AC/DC using
fractional
open-circuit
voltage technique

0.35 µm N/A (output
voltage range: 1–
8 V)

33 µW (input
power)

80 % (just
buck-boost
converter)

[46] MPPT driven
AC/DC using extra
sensor for set-point
generation

0.35 µm Yes (no pre-charge
needed)

11 µW (Pmax of
harvester at
aexp = 1.6 m/s2)

72 %
(harvesting
efficiency,
sensor not
considered)

[47] MPPT driven
AC/DC using
conduction angle
control

0.35 µm Yes (no pre-charge
needed)

4.7 µW (Pmax of
harvester at
aexp = 0.2 m/s2)

90 %
(harvesting
efficiency,
overall)
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interface has to operate at low input voltages and has to consume only little power.
In addition, the interface has to arrange an optimal point of harvester load in order
to extract as much power as possible. A capacitive power management with a
1.4 µA controller and a converter peak-efficiency of 82 % has been published by
Doms et al. [53]. This thermoelectric generator interface enables to extract 58 % of
the available harvester power. A 20 mV input inductive boost converter with

c

core fuel cells

switchable fuel cell array 
with 42 single fuel cells 1.15 mm

wake up 
system

variable voltage 
regulator

Fig. 19.12 Chip-integrated fuel cell devices [51]

Fig. 19.13 Schematic set-up of fuel cell accumulator [49]. © 2012 SSI/MESAGO
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1.1 µW minimum quiescent power is presented in [54]. A battery-less thermo-
electric energy harvesting interface circuit with 35 mV startup voltage, maximum
power-point tracking (MPPT) and 58 % end-to-end efficiency is given in [55]. In
contrast to [55], the IC detailed in [56] needs no support of a vibration-triggered
mechanical switch for start-up. Instead, a positive feedback and white noise are
applied to allow start-up from 40 mV utilizing a miniaturized transformer.
Additionally, 61 % of the available maximum power can be harvested by means of
an implemented MPPT. The charge-pump-based interface IC detailed in [57]
proposes a fully electrical 50 mV start-up mechanism. The system achieves a peak
efficiency of 73 %. In [58], an inductive boost regulator, which allows start-up from
as low as 12 mV input while biased by an external 1 V battery, is presented. This
design achieves up to 82 % efficiency and can regulate the output from 0.66 to
3.3 V. In standby, 3.5 µA are typically consumed, and the system delivers an output
power of 6 µW at an *2 °C temperature difference. The IC presented in [59] is
designed to interface with high resistive power sources such as thin-film thermo-
electric generators. Autonomous start-up is enabled at 5.8 µW input power and
21 mV input voltage. At an input voltage of 35 mV, the system can even start-up
self-sufficiently at a low input power of 1.3 µW. A complete energy harvesting
system is shown in [60, 61]. The system uses an off-the-shelf thermoelectric gen-
erator connected to an energy-conditioning IC, which accomplishes MPPT.
Moreover, the interface IC autonomously controls the powering of a wireless sensor
node via the harvested energy. Table 19.3 summarizes all the interface circuits for
thermoelectric generators.

19.2.2.3 Interface Circuits for Solar Cells

Photovoltaic energy harvesting allows transducing ambient light into DC power.
A power management with MPPT for solar and thermoelectric energy harvesting is
presented in [62]. This IC with battery management enables cold start from 5 µW
input power and 330 mV. After cold start, the IC can continue harvesting down to
an input voltage of 80 mV, and it consumes only 330 nA quiescent current [63]. In
[64], a 5 µW to 10 mW input-power-range inductive boost converter for indoor
photovoltaic energy harvesting with integrated MPPT algorithm is presented. This
implementation allows the extraction of 70 % of the maximum harvester power.
The regulated charge pump with integrated optimum power-point tracking for
indoor solar energy harvesting, published in [65], allows harvesting 86 % of the
maximum available power. The implemented controller dissipates between 450 and
850 nW. The interface circuit presented in [66] uses a time-based power monitor in
order to track the maximum point with an accuracy of up to 96 %. This MPPT
implementation dynamically readjusts after solar-cell shading. A 400 nW
single-inductor dual-input-tri-output DC-DC buck-boost converter with MPPT for
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Table 19.3 Overview of the interface circuits for thermoelectric generators

Ref. Type Process Cold start-up
capability

Min. power
demand rating

Max.
efficiency
rating

[53] Power management
based on Dickson
charge pump

0.35 µm No (chip starts
operation at
0.76 V input
voltage,
output buffer
pre-charged
to 2 V)

1.4 µA *
1.508 V = 2.1 µW
(power
consumption)

82 %
(charge
pump)
58 %
(overall)

[54] Inductive boost
converter

0.13 µm No (20–250 mV
input voltage,
output buffer
pre-charged
to 1 V)

1.1 µW (power
losses)

75 %
(overall)

[55] DC-DC converter
with MPPT and
mechanically
assisted startup

0.35 µm Yes (no
pre-charge
needed, chip
starts operation at
35 mV input
voltage)

N/A 58 %
(overall)

[56] Transformer-based
boost converter
with MPPT

0.13 µm Yes (no
pre-charge
needed, chip
starts operation at
40 mV input
voltage)

N/A 61 %
(overall)

[57] Inductive boost
converter

65 nm Yes (no
pre-charge
needed, chip
starts operation at
50 mV input
voltage)

121 µW (total
power losses)

73 %
(overall)

[58] Inductive boost
regulator

0.13 µm Yes (chip
self-starts
operation at
380 mV input
voltage. With
1 V battery
attached, chip
starts operation at
12 mV)

6.5 µA *
1 V = 6.5 µW
(standby power
losses)

82 % (no
definition
given, value
is compared
to overall
efficiencies
of other
papers)

[59] Transformer-based
boost converter
with MPPT

0.13 µm Yes (no
pre-charge
needed, chip
starts operation at
21 mV)

1.3 µW (at 35 mV
input voltage)

74 %
(overall)
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indoor photovoltaic energy harvesting is presented in [67]. A peak conversion-
efficiency of 83 % is achieved, and the control circuit consumes 400 nW. The
charge-pump based interface IC presented in [68] maintains 50 % end-to-end
efficiency when harvesting from a 0.84 mm2 solar cell. The idle power consumption
is below 3 nW, and a minimum input power of 6 nW for self-startup is required.
The system sustains harvesting down to 1.7 nW input power. In [69], design aspects
of on-chip photovoltaic energy conversion, voltage boosting and storage in
bulk-CMOS for indoor applications are investigated. Table 19.4 summarizes all the
interface circuits for solar cells.

Table 19.4 Overview of the interface circuits for solar cells

Ref. Type Process Cold start-up
capability

Min. power
demand
rating

Max. efficiency
rating

[62] Power management
with MPPT for solar
and thermoelectric
energy harvesting

N/A Yes (no
pre-charge
needed, chip
starts operation
at 330 mV)

5 µW 80 % (no
definition given)

[64] Inductive boost
converter with MPPT

0.25 µm Yes (no
pre-charge
needed, chip
starts operation
at 0.5 V)

2.4 µW
(power
consumption
of control
circuit)

70 % (overall)

[65] Regulated charge
pump with MPPT

0.35 µm No (input
voltage range 1–
2.7 V)

850 nW
(total power
consumption
of controller)

86 % (overall)

[66] Boost (solar and
thermal) and
buck-boost (piezo)
converter using
shared inductor with
MPPT

0.35 µm No (input
voltage ranges
0.15–0.75 V for
solar, 20–
160 mV for
thermal, 1.5–5 V
for piezo)

N/A 83 % (solar)
58 % (thermal)
79 % (piezo) (all
values are
overall
efficiencies with
inductor
sharing)

[67] Single-inductor
dual-input-tri-output
buck-boost-converter
with MPPT

0.18 µm No 0.4 µW
(power
consumption
of control
circuit)

83 % (overall)

[68] Self-oscillating
switched-capacitor
DC-DC voltage
doubler

0.18 µm Yes (no
pre-charge
needed, chip
starts operation
at 140 mV)

6 nW 50 % (overall)
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19.2.3 Ultra-Low-Voltage Control Circuits

19.2.3.1 Analog

Power management circuits are needed for optimizing the ambient energy extrac-
tion and for the conditioning of this optimal harvested power in order to efficiently
charge an energy-storage element or to drive an application such as a wireless
sensor-node [40]. Such power management circuits typically need analog imple-
mentations that have to operate under variable supply-voltages at low power levels
being in the microwatt to milliwatt range [70–78].

Sub-threshold design allows ultra-low power, low-voltage analog circuits [70,
79]. By decreasing the number of stacked transistors, the supply-voltage demand
can be further reduced as successfully demonstrated by active rectifiers using stacks
with only two transistors [42, 43]. In the power-management circuit presented in
[46], this circuit-design technique is applied for a voltage-doubling rectifier, a
boost-converter-based maximum power-point tracker, buffer monitoring, and
voltage stabilization.

Another possibility to decrease the required operation voltage is forward
body-biasing of a MOSFET, which reduces the MOSFET threshold-voltage. The
charge pump presented in [71] uses sub-threshold operation as well as
body-biasing. The system achieves a pump efficiency of 89 % and operates at
320 mV. In the charge pump shown in [72], the body-biasing is only applied during
switching and not in the idle state avoiding reverse currents. This circuit handles a
minimum input voltage of 150 mV and reaches a maximum efficiency of 72.5 %.
The body terminals of PMOS transistors are used as comparator inputs in the active
rectifier presented in [31] avoiding a tail-current source. So, the number of stacked
transistors is reduced to two, enabling operation down to 380 mV and
voltage-efficiencies over 90 %, whereas the power consumption of the
sub-threshold bulk-input comparator is only 266 nW at 500 mV. Instead of
applying body-biasing, the threshold-voltage can be lowered by fixed-charge
injection into the dielectric of MOSFET gates. In [73], this method minimizes the
operating voltage of an oscillator that is used in a charge pump. This charge pump is
designed to assist an inductive DC-DC boost converter during start-up allowing
operation from an input voltage of 95 mV. In addition to the technique of
forward-biasing, floating gates can be applied to reduce the MOSFET threshold-
voltages, allowing highly efficient and high frequency rectifiers [74].

Besides straight low-power circuit-design methods, system-level optimization is
a major design objective for efficient energy-harvesting system realization. The
energy-harvesting charger IC presented in [62] duty-cycles and time-multiplexes
several circuit-blocks for power saving, resulting in a low quiescent current of
330 nA. The switched-capacitor voltage-doubler, presented in [68], is
self-oscillating, and thus it overcomes the need for an extra clock requiring only
170 pW idle power. Input-controlled DC-DC converters, which are operated in the
discontinuous conduction mode, allow efficient voltage conversion even under
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ultra-low power conditions [75]. This conduction mode allows input-resistance
adaptation as demonstrated by the 1.1 nW energy harvesting system presented in
[76], which consumes only 544 pW quiescent power. A hysteretic input-voltage
controlled DC-DC converter allows maximum power-point tracking, avoids a
system clock, is free from fast-scale instability, and its switching frequency scales
with the transferred power, which makes it an attractive candidate for ultra-low
power applications [46, 80]. Pulsed energy-extraction techniques minimize the
number of DC-DC converter switching actions, which allows the reduction of
power consumption [30, 34, 35, 77, 78]. The energy-conditioning IC presented in
[46] allows harvesting from ambient AC sources as well as from ambient DC
sources [60, 61]. Such multi-purpose interface architectures can ease the design of
an energy harvesting system because of the given adaptability. The amount of
harvested power can be enhanced by extracting energy from several ambient
energy-sources by means of a multi-input interface circuit [66].

19.2.3.2 Digital

In numerous energy harvesters, the delivered output voltage is directly correlated to
the input excitation (e.g. thermoelectric or solar harvesters), which makes the
supply-voltage minimization for the interfacing circuits critical for operation at low
excitations. This applies to both digital and analog electronics, but there are various
cases when digital blocks are the limiting factor, especially when reliable
clock-sources, e.g. for start-up charge pumps as in [73], are required. This section
therefore discusses supply-voltage minimization for digital circuit blocks.

Supply-voltage reduction is limited by a corresponding degradation of the
on-to-off current ratio of the transistors. The transistor on-currents, which drive the
output of a CMOS gate to a high or low level, thus become similar to the leakage
currents flowing through the off-transistors. The result is a degradation of output
levels until they no longer represent a valid logic level. Transistor variability further
aggravates this problem: The drive-strengths of the pull-up and pull-down devices
should be equalized for minimum supply-voltage operation, but transistor vari-
ability randomly unbalances the drive strengths.

Several approaches exist for minimizing the required supply voltage. First, to
reduce the impact of local variability, transistors are sized larger than necessary for
optimum speed. Concepts reaching further mostly aim at additionally alleviating the
impact of global variability by equalizing PMOS and NMOS drive strengths. This
is e.g. possible by the application of body-biasing, as demonstrated in [81] for a
system operational to supply voltages down to 85 mV. The applicability of this
concept for energy-harvesting applications though is limited by the need for biasing
voltages, which are considerably higher, motivating the development of post-silicon
programming approaches, where the threshold voltage of the PMOS transistors is
altered permanently by an application of large gate-body voltages [73].

An alternative approach, improving both on-to-off current ratio and suscepti-
bility to variability by a reduction of current from the output node, is the use of a
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Schmitt-Trigger (ST) circuit topology [82]. Figure 19.14 shows an ST inverter (ST
topology can be applied to arbitrary gates). Example, for input-low/output-high in
Fig. 19.14, the pull-down block is off, and its leakage from node Z is critical for the
degradation of the output level. In the ST topology, the feedback transistor NF is on
and pulls the middle node X to a high potential, forcing the middle transistor NM

to a very low drain-source and, more importantly, negative gate-source potential.
NM therefore is switched off very effectively, suppressing leakage from the critical
output node. The improved off-behavior furthermore mitigates the effect of
drive-strength misbalance, thereby also reducing the impact of global process
variability. Full operability of ST circuits has been demonstrated at supply-voltages
of 62 mV, the lowest value for CMOS circuits reported to date.

It is interesting to observe that new transistor concepts with multi-gate devices
allow for reliability-improving feedback structures (similar to ST) with much
simpler circuit topologies, as e.g. reported in [83], making the use of such concepts
even interesting for general low-voltage design.

19.3 Conclusion

In this chapter, possible application scenarios making use of energy harvesting have
been highlighted. It has been shown that in the area of wearable devices and
condition monitoring, significant progress has been achieved in the past, pushing
this topic towards practical applications in the industrial and consumer environ-
ment. Condition monitoring and smart metering are possible applications where
batteries may be omitted in the future, resulting in reduced maintenance effort.
Similarly, the power harvested from human walking could supply wearable devices
like MP3 players or health tracking equipment.
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In research, little attention has been paid to the electronic circuitry interfacing the
energy converters (or generators), although this is an essential part of the energy
harvesting driven application. An efficient interface circuit might lead to a working
application, even if the generator is providing minimal power. The outcome of this
review is that interface circuits require careful design in order to fit the special
characteristics of each conversion mechanism. Due to their low power consumption
and high degree of design flexibility, CMOS integrated circuits are very well suited
for this purpose. As shown in Tables 19.1, 19.2, 19.3 and 19.4, most ASIC designs
are using the 0.35 µm or 0.18 µm CMOS processes, only few go to smaller
processes. Obviously, these two processes offer the best tradeoff between area,
speed, power consumption, robustness and flexibility in high and low voltage
options. Most designs consume power in the microwatt range, some even in the
nanowatt range, resulting in very high efficiency.

Up to now, the majority of research has focused on efficiently interfacing one
dedicated conversion mechanism. The vision for the future is to have a robust
interface fitting a large variety of different energy-conversion principles, and
enabling harvesting from multiple ambient sources (vibration, thermal, solar energy
etc.) at the same time. Ideally, the interface circuits are tolerating a wide range of
input powers and voltages from ultra-low to high levels, in order to be able to react
adequately to alternating conditions. This would be an essential progress for highly
reliable power supply of safety-sensitive systems, since this increases the proba-
bility that at least one of these ambient energy sources is present.

By means of sophisticated circuit techniques, it is possible to lower the supply
voltage down to 320 mV for analog and 62 mV for digital circuits, which is
extremely beneficial in environments where only a small power budget is available.
Electronics made of such circuits might be driven directly by the output of ther-
moelectric or solar generators, without requiring additional boost converters or
charge pumps, which always reduce efficiency.
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Chapter 20
2020 and Beyond

Bernd Hoefflinger

Abstract Nanoelectronics is driven by the exponential growth of the Internet.
Economists expect an acceleration into the 2020s. However, we find increasing
evidence that progress in the energy efficiency of large-scale nanoelectronics is
stalling and that the supply of electric power for the Internet would reach one-third
of the total global generation by the year 2020 causing an electric-power singularity
of major black-outs and a breakdown of the Internet. The Internet service might be
charged to regulate this problem. On the other hand, we have pointed out in all
chapters of this Volume 2 of CHIPS 2020 that we have great potential to invest into
a successful 2020s decade with critical efforts in low-voltage CMOS electronics,
monolithic and heterogeneous 3D integration, real-data processing, communication
and storage, human-visual-system inspired video, reliable neuro-processing and
creative harvesting of enough energy for autonomous nano-chip systems.

20.1 Chip Market Forecasts for 2020

In Chap. 6 of [1], we projected the 2020 chip market to reach between 450 and 600
Billion$. IC Insights [2] puts its 2015 forecast for 2020 at 450 Bio.$, corresponding
to the lower aggregate growth of only 4 %/year. Chips along the nano-roadmap
have lost their leading role in promoting the growth of the global economy. We saw
in Chap. 15 that the “intelligent” MEMS systems, which are often classified as
“More-than-Moore”, perform significantly better with CAGR’s of 17.8 %/year from
2011 to 2016 in their consumer segment, with the potential of reaching 10 % of the
electronic chips before 2020. Innovative, heterogeneous “Systems-on-Chips”
(SOC’s) carry the hopes for more growth.
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Reference [3] extrapolates the chip market forecast to 2023 with accelerating
growth rates to beyond 9 %/year, exceeding 1 Trillion (1012) $. This optimism is
driven by speculation about an enormous growth of the Internet-of-Things (IOT),
which would mean a continuing exponential expansion of data rates on the Internet.
How plausible is the traffic in 2020, for example, of 10 TB/s of video data? With
500 kB per image or frame, it would mean just 20 Mio. images or frames per
second worldwide. This data explosion is not unlikely. But how about the supply of
the required electric power?

20.2 The Electric-Power Singularity of 2020

Can we manage this data explosion? In Chap. 12, we developed a performance and
electric-power model for the Internet, based on this chapter in “CHIPS 2020” of
2012 [4], on the Berkeley study [5], on the CISCO study [6], and on the compu-
tational performance in Chap. 10. The outcome for 2020, as shown in Table 12.1
and in Fig. 20.1, would be a total electric power consumption of 1 TW, 30 % of the
total global electric power generation estimate. And the 1 TW would be needed just
for the electronic operations (the wall-plug power) and the embodied energy in the
electronics. It does not consider the secondary needs for cooling, environment and
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Fig. 20.1 Electric wall-plug power and embodied power for the mobile Internet
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buildings. Such electric wall-plug capacity is not likely to be available from savings
in other sectors like buildings, traffic, industry and commerce. The construction of
new capacity of 1 TW (1000 plants at 1 GW each) within 5 years is not likely
either. Therefore, we would face

• A singularity in electric-energy resources in about 2020.

A singularity in resources, historically, was introduced in the early 1900s by
Adams, see [7], as the event, where the development of a civilization accelerates so
much, that it hits a fundamental turning-point because of a lack of essential
resources to continue that development, and where totally new strategies will be
needed.

The electric-power singularity of the Internet would manifest itself by major
black-outs and a breakdown of the Internet caused by global events related to
information bubbles like a catastrophe or world-sports events.

This immanent electric-power singularity of the nanoelectronics-enabled Internet
can be delayed or possibly avoided.

An obvious delay would be possible by charging Internet users for excessive use
of the Internet beyond a certain data volume per month. This might limit, at first
sight, the growth of business, but it would generate justified new business income to
increase the investment into innovation and into renewable energy resources to
handle the data.

A sustained delay would be achieved by leaving the percent/year improvement
of the nanometer roadmap and by getting on the Femto-Joule energy road with
ultra-low voltage, subthreshold CMOS and monolithic 3D integration.

To avoid the power singularity, 10× steps in nanoelectronics are needed. They
are:

• Monolithic and Heterogeneous 3D Integration
• Low-Voltage, new Digital Computing
• New Video
• Reliable Neural Networks
• Fully Autonomous Nanoelectronics.

20.3 Monolithic and Heterogeneous 3D Integration

Based on the results in Chaps. 3, 5, 6, 9–12, the communication energy between all
electronics functions no longer improves in 2D. The concerted development of 3D
integration immediately doubles the energy efficiency, in other words, it halves the
needed electric energy, and its sustained development can provide progress for two
decades (Fig. 20.2).
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20.4 Low-Voltage, New Digital Computing

The improvement of digital CMOS speed, energy and transistor efficiency with
ultra-low voltage, differential transmission-gate (DTG) CMOS logic offers an
order-of-magnitude improvement versus present standard full-CMOS logic (see
Sect. 1.6). It took standard CMOS logic from 1970 to 1990 to pass NMOS logic. So
ultra-low-voltage DTG CMOS has a long sustained career ahead.

On top of this circuit technique, digital processing needs a fundamental review.
Binary data on or for our physical world need a relevant representation, guided by
significance and accuracy, and math operations on them should be governed by
these relevance criteria. It was shown in Chap. 12 that this can reduce the transistor
count by an order-of-magnitude and storage by factors of 2–5.
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Fig. 20.2 Illustration of an energy roadmap towards 2030: With a fixed total electric power limit
(probably 500 GW), six key innovations support the sustained functional growth of the mobile
video Internet 200-times in a decade in terms of its video frames/s. This graph is a schematic
illustration: There are correlations, but all six technologies have improvement potentials well
beyond 2× each
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Present binary math started in World War II, and it will extend its rule.
Therefore, any new “Physical” Binary Digital may need half a century to take over.

20.5 New Video

The greatest burden on our bill of resources is present digital video, and it will drive
us into the electric-power singularity. Yet its reform has the greatest potential for

• Savings with simultaneous gains in performance and quality.

Chapters 12–14 have taught us, what we can gain from electronics mimicking
the Human Visual System (HVS):

• JND Log Recording and Coding
• Perception-Guided Compression
• Display-Oriented Tone Mapping.

This strategy, in the end, could save an order-of-magnitude in video-data
operations, traffic and storage.

20.6 Reliable Intelligent-Learning Nano-Systems

Presently, intelligent- or brain-inspired systems research is governed by mankind’s
desire to understand the brain and to make a copy of it. If our next generations of
products and services should benefit from this research, we have to fulfill the basic
requirements of reliability and predictability. These requirements, their methods,
rules and verification, in fact, their incorporation into intelligent systems from their
conception, are scientific-technical domains that need more attention, respect and
rewards in science and business. Otherwise, the present 10× Giga-projects
(Chap. 18) will pass by as another wave of AI without benefits for society [8].

FMEA (Failure-Mode-and-Effect Analysis), self-repair, and learning within
bounds have to be key aspects of the expected innovations.

20.7 The Era of Energy-Autonomous Nano-Chip Systems

The continuing progress in energy harvesting and its power management (Chap. 19)
make the autonomous operation of chips or chip-systems, independent of a battery,
more likely. However, only if we reduce the power requirements of present chips
more quickly by orders-of-magnitude, will we see a truly new era of nanoelec-
tronics (Fig. 20.3).
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Chapters 1–4, 10, 12–14, 16, 18, and 19 show effective ways to go. As with
progress in batteries, the performance of energy harvesters, regarding power per
cm2, cm3 and gram, will rise slowly. Therefore, the progress in energy-per-function
will decide when autonomy will be possible. When this energy autonomy is
accomplished on a larger scale and for more complex functions, a totally new era of
nanoelectronics-everywhere will start, limited only by creativity. Certainly, the
expansion of the Internet-of-Things (IOT) will accelerate, and the local mobile
communication of intelligent systems, particularly man-machine systems, will
expand beyond imagination.

20.8 Another Singularity?

Imagining nanoelectronics everywhere will lead to the question, if and when
nanoelectronics will begin to dominate mankind, the question of the intelligence
singularity. The hit-word “Singularity” has been launched into continuing debates
since 1999 through Ray Kurzweil’s book “The Age of Spiritual Machines” [7].
A broad assessment of singularity definitions and hypotheses was published in 2012
[8]. Beyond the electric-power singularity in Sect. 20.2, the more speculative
question, when machines will take over and govern mankind, receives some
answers here from the perspective of the new vistas on nanoelectronics in this book:

1. Between 2010 and 2015, the progress in computing performance (Chaps. 9 and
10) and Internet bandwidth (Chap. 12) had to be reduced from 1000×/decade in
[1] to an optimistic 130-to-200×/decade (Table 12.1).

2. Even with this slower growth, we will run into an electric-power singularity by
2020 because of too little progress in the energy efficiency of nanoelectronics.
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3. All chapters in this book describe realistic and resources-conscious develop-
ments for nanoelectronics, which will deliver another 1000× improvement in the
Internet energy per video frame as the most critical data on the Internet and in
any communication within and between “intelligent” man-machine systems.

4. The realization of this progress will take into the 2030s due to proven
time-constants.

5. An autonomous Mercedes 200T limousine drove with trained steering, auto-
matic keeping of distance and lanes on highways in Germany in 1992 [9].
A wave on autonomous cars has just picked up intensity in 2014, more than
20 years later.

6. A new era is ahead with large-scale energy-autonomous chip systems every-
where for local, particularly man-machine communication and cooperation.

Since the progress in the energy efficiency of nanoelectronics has slowed down
between 2010 and 2015 against the forecasts towards 2020, an electric-power
singularity of the Internet is immanent by 2020 in the case of an expected efficiency
improvement of only <3.5× between 2015 and 2020. This book identifies seven key
areas to improve the energy efficiency 1000-times, particularly for video, the prime
roadblock for the Internet and the no.1 sense for the cooperation and communi-
cation in intelligent man-machine systems. These key areas offer sustained growth
for a nanoelectronics-driven global economy for 20 years. Intelligent, fairly
autonomous man-machine systems will evolve in this time-frame in the

• perpetual cooperation and competition between man and his machines,

with reliability determining the pace [10]. An intelligence singularity will thus
continue to be pushed into the future, following a practical understanding of
“Artificial Intelligence” as the art of what we were not able to build until yesterday.
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