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Preface

The International Conference on Intelligent Computing (ICIC) was started to provide
an annual forum dedicated to the emerging and challenging topics in artificial intelli-
gence, machine learning, pattern recognition, bioinformatics, and computational biol-
ogy. It aims to bring together researchers and practitioners from both academia and
industry to share ideas, problems, and solutions related to the multifaceted aspects of
intelligent computing.

ICIC 2015, held in Fuzhou, China, August 20–23, 2015, constituted the 11th Interna-
tional Conference on Intelligent Computing. It built upon the success of ICIC 2014,
ICIC 2013, ICIC2012, ICIC2011, ICIC 2010, ICIC 2009, ICIC2008, ICIC 2007, ICIC 2006,
and ICIC 2005 that were held in Taiyuan, Nanning, Huangshan, Zhengzhou, Changsha,
China, Ulsan, Korea, Shanghai, Qingdao, Kunming, and Hefei, China, respectively.

This year, the conference concentrated mainly on the theories and methodologies as
well as the emerging applications of intelligent computing. Its aim was to unify the picture
of contemporary intelligent computing techniques as an integral concept that highlights
the trends in advanced computational intelligence and bridges theoretical research with
applications. Therefore, the theme for this conference was “Advanced Intelligent Com-
puting Theories and Applications.” Papers focusing on this theme were solicited,
addressing theories, methodologies, and applications in science and technology.

ICIC 2015 received 671 submissions from 25 countries and regions. All papers went
through a rigorous peer-review procedure and each paper received at least three review
reports. On the basis of the review reports, the Program Committee finally selected 233
high-quality papers for presentation at ICIC 2015, included in three volumes of pro-
ceedings published by Springer: two volumes of Lecture Notes in Computer Science
(LNCS) and one volume of Lecture Notes in Artificial Intelligence (LNAI).

This volume of Lecture Notes in Artificial Intelligence (LNAI) 9227 includes 84
papers.

The organizers of ICIC 2015, including Tongji University and Fujian Normal
University, China, made an enormous effort to ensure the success of the conference.
We hereby would like to thank the members of the Program Committee and the
reviewers for their collective effort in reviewing and soliciting the papers. We would
like to thank Alfred Hofmann, executive editor at Springer, for his frank and helpful
advice and guidance throughout and for his continuous support in publishing the
proceedings. In particular, we would like to thank all the authors for contributing their
papers. Without the high-quality submissions from the authors, the success of the
conference would not have been possible. Finally, we are especially grateful to the
International Neural Network Society and the National Science Foundation of China
for their sponsorship.

June 2015 De-Shuang Huang
Kyungsook Han
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Abstract. Bayesian network (BN) is one of the most classical probabilistic
graphical models. It has been widely used in many areas, such as artificial
intelligence, pattern recognition, and image processing. Parameter learning in
Bayesian network is a very important topic. In this study, six typical parameter
learning algorithms were investigated. For the completeness of dataset, there are
mainly two categories of methods for parameter estimation in BN: one is suit-
able to deal with the complete data, and another is for incomplete data. We
mainly focused on two algorithms in the first category: maximum likelihood
estimate, and Bayesian method; Expectation-Maximization algorithm, Robust
Bayesian estimate,Monte-Carlo method, and Gaussian approximation method
were discussed for the second category. In the experiment, all these algorithms
were applied on a classic example to implement the inference of parameters. The
simulating results reveal the inherent differences of these six methods and the
effects of the inferred parameters of network on further probability calculation.
This study provides insight into the parameter inference strategies of Bayesian
network and their applications in different kinds of situations.

Keywords: Bayesian network � Parameter learning � Conditional probability
table

1 Introduction

A Bayesian Network (BN) is a graphical representation of knowledge with intuitive
structures and parameters [1–3], which was first proposed by J. Pearl. In the past few
decades, Bayesian networks has been combined with expert systems and decision
theory, and gained rapid development [4, 5]. F.V. Jensen, R.G. Cowell, and R.
Neapoliton, et al. conducted a detailed discussion for Bayesian network [6, 7]. More
recently, researchers have developed methods for learning Bayesian networks
from data.

Bayesian network encodes the conditional dependencies between a set of random
variables using a directed acyclic graph (DAG). It can be described as a pair (G,θ),
where G is the topological structure of the network, and θ is the set of parameters of the
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conditional probability functions of each variable (a node in the graph) given its parents
in the network. Both the graph of conditional dependencies and the model parameters
can be estimated from a set of observed examples of a domain of interest or can be
provided by means of domain-expert knowledge. When only a dataset is provided, a
method that learns Bayesian network models usually implements two stages: the
extraction of the network structure (structure learning) and the estimation of the model
parameters (parameter learning) [8]. In real learning problems, structure learning is
looking for relationships among a large number of variables; while the parameter
learning is estimating the conditional probability tables (CPT) which involve in the
casual relationships among variables. Although some structure learning approaches can
infer the candidate network topologies from the observed data, adding sufficient
domain knowledge can effectively guide the searching process and quickly obtain an
optimal solution. Given a network topology, estimation of all the parameters in the
network is obviously much more challenging. Only structure and parameters are both
known, the computation of a probability of interest on this model can be expected. In
this study, we investigated six typical parameter learning approaches in Bayesian
network to provide insight into the differences and scopes of these algorithms. We
focused on two categories of parameter learning approaches: one category is for
complete data: such as Maximum Likelihood Estimate (MLE) [9], and Bayesian
method [9] ; another category is for incomplete data: such as Expectation-maximization
(EM) [10], Robust Bayesian Estimate (RBE) [8], Monte-Carlo Method [11, 12], and
Gaussian approximation [13]. In the simulation part, we selected a classical example
[14] to represent the characteristics of each method. We believe that this study will
promote the application of Bayesian network in much more real problems.

2 Parameter Learning in Bayesian Network

A Bayesian network is a graphical model for probabilistic relationships among a set of
variables. This graphical model is represented by a directed acyclic graph (DAG). It
can be denoted as G(V, E), in which V is the set of all the nodes (with index
1, 2, …, n) and E is the set of all the edges. The states of j-th node in V can be denoted
by discrete variable xj, in which j ∊ V, xj ∊ X and X = {x1, x2,…, xn}. For the node j ∊ V,
pa(j) is the parents of node j. Therefore, we have pa(j) � V and the corresponding
variable set of pa(j) is PAXj (PAXj � X). We assumed that there is a conditional
probability P(xj | PAXj) for each node j, then the joint probability distribution of the
model can be represented as following:

PðXÞ ¼
Y
j2V

Pðxj jPAXjÞ ð1Þ

where PðxjjPAXjÞ is the local conditional probability of node j. If the states of all the
nodes in the network are discrete, we usually use conditional probability table (CPT) to
represent the causal relationship between a child node and its parent nodes. Parameter
learning is the task to estimate all the CPTs from the observed sample data if the
network structure is known.
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Figure 1 is a classic example to elaborate the conception of Bayesian network.
There are four nodes included in the BN shown in Fig. 1: Cloudy (C), Sprinkler (S),
Rain (R), WetGrass (W). In a Bayesian network, each directed edge indicates a type of
conditional probability, which can be expressed with a CPT. The nodes are indepen-
dent if there are no any edges connecting them. Form Fig. 1, we can see C is inde-
pendent to W; the conditional probability P(S|C) indicates the probability of S under
the condition C. So, P(R|C) and P(W|S, R) also have the similar meaning. Therefore, the
joint probability distribution in Fig. 1 can be represented as:

P C; S;R;Wð Þ ¼ PðCÞPðSjCÞPðRjCÞPðW jS;RÞ ð2Þ

Bayesian networks provide decision results for expert system, which is based on the
network structure and conditional probability tables (CPT). If the conditional proba-
bility table is unknown, we only learn from the observed data to obtain the conditional
probability parameters. Bayesian network parameter learning is an important part of
learning Bayesian networks: Giving a Bayesian network structure and a number of
known observation data set, estimate the conditional probability parameters for all the
casual relationships in the network. Parameter learning algorithm can be divided into
two categories: one is based on a complete data; the other is based on incomplete data.
We will discuss several typical algorithms for these two categories.

2.1 The Parameter Learning for Complete Data

We assumed that a Bayesian network included n nodes, which states can be represented
by X = {x1, x2, …, xj, …, xn}, in which xj is the state of j-th node. If each node is
observed m times, a sample dataset OSS = {D1, D2, …, Dm} will be obtained. The
sample Di = {x1i, x2i, …, xni} indicates the observed values of all the nodes in the i-th
sampling. If there is no missing values occurred in dataset OSS, it was considered as

Fig. 1. A simple Bayesian network, adapted from [13].
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complete data; otherwise, incomplete data. In this section, we firstly introduced max-
imum likelihood estimate (MLE), and Bayesian methods for complete data.

2.1.1 Maximum Likelihood Estimate
Maximum Likelihood Estimate (MLE), is a common strategy of parameter learning for
complete data. The basic idea of MLE is: a random test for an event (C) may induce
several possible outcomes C1;C2; . . .;Cn. If the result of this test is Ck (1 ≤ k ≤ n), it
appeared in the maximum likelihood for this event. Hence, the estimated value of Ĉ
will be set as parameter θ if it can maximize the value of likelihood function P(C|θ).
Likelihood is a standard to judge if θ is good or bad. Based on the possibility of θ to
sample, the bigger value of likelihood function L(θ : D) is the better, where
Lðh : DÞ ¼ PðD hj Þ ¼ Q

m
PðDm hj Þ.

Extended to a general Bayesian network with n nodes, the likelihood function is
denoted as:

L h : Dð Þ ¼
Y
m

P x1m; . . .; xnmjhð Þ ¼
Y
m

Y
i

P xim j pa ið Þm; hi
� �

¼
Y
i

Y
m

P xim j pa ið Þm; hi
� � ¼ Y

i

Li hi : Dð Þ ð3Þ

If the probability P(xi|pa(i)) satisfies a polynomial distribution, the local likelihood
function can be further decomposed as following:

Li hi : Dð Þ ¼
Y
m

P ximjPa ið Þm; hi
� �

¼
Y
m

Y
Pa ið Þ j

Y
x0i

P xkimjpa ið Þ jm; hi
� � ¼ Y

pa ið Þ j

Y
x0i

h
N x

0
i ;pa ið Þ jð Þ

x0i pa ið Þ ð4Þ

Considering that the dataset is complete, for each possible value (pa(i)j) of the
parent nodes pa(i), the distribution of probability of P(xi|pa(i)

j) is the independent
polynomial distribution which is not related to all other values (pa(i)l(l ≠ j)) of pa(i).

Therefore, MLE method can obtain the estimated parameter θ as following:

hxki ¼
Nðxki ; paðiÞ jÞ
NðpaðiÞ jÞ ð5Þ

Based on Eq. (5), we can easily obtain the conditional probability tables on a known
network topology. Actually, MLE method uses frequency to instead of probability.
It converges slowly due to no prior knowledge was used in the process of parameter
estimation.

2.1.2 Bayesian Method
The basic idea of Bayesian method for parameter learning is: given a distribution with
unknown parameters and a complete set (C) of instance data (observed data), θ is a
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random variables with a prior distribution p(θ); the changes of parameter θ, namely p(θ|
C), can be estimated according to the previous knowledge or the assumption of p(θ) as
the uniform distribution. p(θ|C) is therefore called as the posterior probability of
parameter θ. Here, the aim of this method is to calculate this posterior probability,
which will be considered as the basis of parameter learning.

Here, we assumed that prior distribution p(θ) is Dirichlet distribution:

p hð Þ ¼ Dirðhja1; . . .; arÞ ¼ C að ÞQr
k¼1

C akð Þ

Yr
k¼1

h
a�1
k
k ð6Þ

Where a ¼ Pr
k¼1

ak; ak [ 0; k ¼ 1; . . .; r; a1; . . .; ar are hyper parameters; Γ(·) is

Gama function, CðxÞ ¼ R1
0
tx�1e�tdt satisfies

Cðxþ 1Þ ¼ xCðxÞ
Cð1Þ ¼ 1

(
. Hence, the proba-

bility of observed samples is:

p Dð Þ ¼
Z

p hð Þp Djhð Þdh ¼
Z

C að ÞQr
k¼1

C akð Þ

Yr
k¼1

h
a�1
k

k �
Yr
k¼1

hNk
k dh ¼ C að Þ

C aþ Nð Þ
Yr
k¼1

C ak þ Nkð Þ
C akð Þ

In Bayesian method, it assumes that the no prior distribution is uniform distribution,
which is consistent with the principle of maximum entropy in information theory, it
maximizes the entropy of random variables. Thus, if there is no information used for
determination of prior distribution, we set α1 = α2 = … = αr。

Here, the Dirichlet distribution was applied as the prior distribution, and we
illustrate the parameter learning process in Bayesian network from three situations:

(1) The calculation of non-conditional probability p(xi|θ) (nodes which have no parents)

p hjDð Þ ¼ p hð Þp Djhð Þ
p Dð Þ ¼ C aþ nð ÞQ

i
C ai þ nið Þ

Y
k

hkai�ni ¼ Dir a1 þ n1; . . .; aN þ nNð Þ ð7Þ

Therefore,

p hijDð Þ ¼ ai þ ni
aþ N

ð8Þ

where ni is the number of occurrences of i-th possible values for variable xi in the whole
dataset, and N is the number of occurrences of all the possible values for variable xi in
the dataset.
(2) The calculation of conditional probability for each node which has unique parent
node.
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We assume that the relationship between nodes X and Y can be denoted as X → Y,
and they both are discrete variables. Hence,

p yjxi; hð Þ ¼ Dir ai1 þ ni1; ai2 þ ni2; . . .; aik þ nikð Þ ð9Þ

(3) The calculation of conditional probability for each node which has multiple parent
nodes.

Firstly, an assumption of parameter independence was given: the parameters, which
might have different distribution, are mutually independent. Here, θijk is represented as
the conditional probability when pa(a) = j and xi = k. ri denotes the number of possible
values for variable xi. qi = ∏xl∊pa(i)ri indicates all the situations for its parent nodes.
With the assumption of parameter independence, each variable xi and its parent
pa(i) = j obey Dirichlet distribution:

p hij1; hij2; . . .; hijlj1
� � ¼ c

Y
k

h
aijk�1

ijk ð10Þ

Hence, the value of θijk can be estimated by following Eq. (11):

hijk ¼ aijk þ nijk
aij þ nij

aij ¼
X

aijk; nij ¼
X

nijk
� �

ð11Þ

2.2 The Parameter Learning for Incomplete Data

2.2.1 Expectation-Maximization
The basic idea of Expectation Maximization (EM) is: when the observed data is
incomplete, we can use the inference algorithms of Bayesian network to estimate the
missing value of the dataset so that the dataset will be complete. Little and Rubin
confirmed that EM will be an excellent learning approach when the statistical model
can be constructed. EM algorithm includes two steps: (1) initialization: θs is assigned
with a random value; (2) calculation of the exception. We will calculate the statistical
expectation factor of each event “Xi = k, pa(i) = j” under the condition θs; For discrete

variables, we have EpðXjD;hs;ShÞðNijkÞ ¼
PN
i¼1

pðxi ¼ k; paðiÞ ¼ jj yi; hs; SÞ, where Nijk is the

sufficient statistical factor of the event “Xi = k, pa(i) = j”; (3) maximize the exception.
The exception sufficient factor was applied to convert the incomplete data D to com-
plete data samples; (4) if the accuracy is reached, stop the process; otherwise, return to
(2). Hence, we can calculate the conditional probability via Eq. (12):

hijk ¼
Ep xjDihjSkð Þ Nijk

� �Pri
k¼1 Ep xjDihjSkð Þ Nijk

� � ð12Þ

EM approach uses a Bayesian network inference algorithm to calculate the exception of
variables which are un-observed. The selection of inference algorithm is the key for
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EM approach. Junction Tree algorithm is widely used in EM approach for parameter
learning.

2.2.2 Robust Bayesian Estimate
Robust Bayesian estimate (RBE) [8], is a parameter learning method on incomplete
data. The basic idea of RBE is: probability interval-based strategy was applied to
estimate the minimal and maximal values of conditional probabilities for each node;
and use probability interval to represent the ranges of conditional probabilities. With
difference from EM approach, RBE does not need to make any assumptions about the
missing data when implementing parameter learning, but directly represent the con-
ditional probability with probability interval. Furthermore, the width of the interval
indicates the reliability of estimation [8].

For the complete data, similar as Eq. (5), the conditional probability for
“Xi = k, pa(i) = j” is

hijk ¼ nðxi ¼ k; paðiÞ ¼ jÞ
nðpaðiÞ ¼ jÞ ð13Þ

Where n(xi = k, pa(i) = j) is the number of occurrence of event “xi ¼ k; and pa ið Þ ¼ j”
in the observed dataset, n(pa(i) = j) is the number of occurrence of j-th situation of pa
(i) (pa(i) = j).

For the incomplete data, the statistics in Eq. (13) could not be implemented so that
we have to use RBE method to estimate the conditional probability. Please see the steps
of RBE as following.

Firstly, we clarify that n(xi = k, pa(i) = j) and n(pa(i) = j) denote the situations of
non-missing values in the observed dataset. For incomplete data, there are only three
kinds of situations:

(1). nð?jpa ið Þ ¼ jÞ: samples fit the event “pa(i) = j”, but the value of xi is missing.
(2). nðxi ¼ kj?Þ: samples fit the event “xi = k”, but the values of pa(i) is missing.
(3). nð?j?Þ: samples are missing on both xi and pa(i).

If the samples fit one of above three situations, the data might be fit the condition
“xi ¼ k and pa ið Þ ¼ j” or not before the data were lost.

Therefore, we can calculate the ranges of parameters. We set:

�n xi ¼ kjpa ið Þ ¼ jð Þ ¼ n ?jpa ið Þ ¼ jð Þ þ n xi ¼ kj?ð Þ þ n ?j?ð Þ ð14Þ

n xi ¼ kjpa ið Þ ¼ jð Þ ¼ n ?jpa ið Þ ¼ jð Þ þ
X
h 6¼k

n xi ¼ hjpa ið Þ ¼ jð Þ þ n ?j?ð Þ ð15Þ

Equation (14) denotes the numbers of all the situations occurred event
“xi ¼ k and pa ið Þ ¼ j” in the observed data, which at least fit one of above three cases.
Equation (15) indicates the numbers of all the situations did not occur event
“xi ¼ k and pa ið Þ ¼ j” in the observed data, which at least fit one of above three cases.
Equations (14–15) restricts the ranges of conditional probability. For incomplete
dataset, the value of θijk can be restricted by both Eqs. (16–17):
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p xi ¼ kjpa ið Þ ¼ jð Þ ¼ aijk þ n xi ¼ k; pa ið Þ ¼ jð Þ
aij þ n pa ið Þ ¼ jð Þ þ �n xi ¼ kjpa ið Þ ¼ jð Þ ð16Þ

�p xi ¼ kjpa ið Þ ¼ jð Þ ¼ aijk þ n xi ¼ k; pa ið Þ ¼ jð Þ þ �n xi ¼ kjpa ið Þ ¼ jð Þ
aij þ n pa ið Þ ¼ jð Þ þ �n xi ¼ kjpa ið Þ ¼ jð Þ ð17Þ

In here, αijk is hyper parameter, which represents prior knowledge. Therefore, we
have

hijk 2 ½P xi ¼ kjpa ið Þ ¼ jð Þ; �p xi ¼ kjpa ið Þ ¼ jð Þ�

We can clearly see that RBE applied probability interval to represent conditional
probability.

So the probability P Xvð Þ ¼ Q
v2V

P XvjUv

� �
can be represented as P Xvð Þ 2

½P Xvð Þ; �P Xvð ÞÞ�, where P Xvð Þ ¼ Q
v2V

P XvjUv

� �
,�P Xvð Þ ¼ Q

v2V
�P XvjUv

� �
.

2.2.3 Monte-Carlo Method
The Gibbs sampling strategy proposed by Geman is belong to the well-known
Monte-Carlo method. The basic idea is: the expectation f(X) of joint probability dis-
tribution P(X) on variable set X was estimated with Gibbs sampling. This method
includes following steps: (1) initialization. Randomly initialization is implemented on
incomplete dataset D and obtain a complete dataset Dc. (2) An un-observed variable
Xim in dataset D was selected out (the m-th sample instance of i-th variable), and it was
randomly assigned with the following probability distribution:

p X
0
imjDcnXim; S

� �
¼ p X

0
imjDcnXim; S

� �P
X 00
im
p X 00

imjDcnXim; Sð Þ ð18Þ

Where Dc nXim indicates the situation moving the observation Xim from Xim;
(3) Base on step 2, each un-observed variable in D was assigned, so that a new
randomized complete dataset D

0
c was finally obtained. (4) calculate p(θs|D, S);

(5) repeat step 1 to step 4 so many times, and get the estimated value as the mean value
of all the p(θs|D, S).

Monte-Carlo methods are very flexible when other methods are not applicable. The
larger the samples, the more accurate results; however, the computational complexity is
exponential power of the number of instances of the sample. Gibbs sampling is the
most typical one in Monte-Carlo methods.

2.2.4 The Gaussian Approximation
The Gaussian approximation method also can handle large samples and get accurate
results; and it has lower complexity than Monte Carlo. The basic idea is: for the large
scale data, we can use multivariate Gaussian distribution to approximately simulate p

(θs|D, S) ∝ p(D|θs, S), g(θs) = log (p(D|θs, S)p(θs|S)). ehs ¼ argmaxhsfgðhsÞg, so ehs
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make p(θs|D, S) reach to maximum; the second-order Taylor expansion of g(θs) in pointehs was used to calculate gðhsÞ � gðehsÞ � 1=2ðhs � ehsÞA ðhs � ehsÞT , A is the Hess

determinant of g(θs) in the point ehs. Therefore,
p hsjD; Sð Þ1p Djhs; Sð Þp hsjsð Þ � P Dj~hs; S

� �
p ~hsjS
� �

¼ expf� 1
2

hs � ~hs
� �

A hs � ~hs
� �T

g

As can be seen from the above equation, it is necessary to find ehs to complete
the Gaussian approximation, and calculate the Hess determinant expf� 1

2

ðhs � ehsÞA ðhs � ehsÞTg of g(θs) at the point ehs.
3 Discussion and Conclusion

This paper firstly described the structure and representation of Bayesian network; the
mainly focus is the parameter learning strategy in Bayesian network. We introduced six
typical parameter learning methods of Bayesian network, which were suitable to
complete and incomplete dataset, respectively. In the simulation experiment, the
detailed comparison of these algorithms was carried out. The results suggest us how to
use a reasonable one for different applications in real questions. There are several areas
that require further research. First, some methods or approaches can be proposed to
process the continuous data for parameters learning. Second, the fast algorithms for
incremental learning should be established.
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Abstract. The mixture of Gaussian Processes (MGP) is a powerful and fast
developed machine learning framework. In order to make its learning more
efficient, certain sparsity constraints have been adopted to form the mixture of
sparse Gaussian Processes (MSGP). However, the existing MGP and MSGP
models are rather complicated and their learning algorithms involve various
approximation schemes. In this paper, we refine the MSGP model and develop
the hard-cut EM algorithm for MSGP from its original version for MGP. It is
demonstrated by the experiments on both synthetic and real datasets that our
refined MSGP model and the hard-cut EM algorithm are feasible and can out-
perform some typical regression algorithms on prediction. Moreover, with
sparse technique, the parameter learning of our proposed MSGP model is much
more efficient than that of the MGP model.

Keywords: Mixture of Gaussian Processes � Sparsity �Hard-cut EM algorithm �
Big data

1 Introduction

Gaussian process (GP) is a powerful model for a wide range of applications in machine
learning, including regression [1], classification [2], dimensionality reduction [3],
reinforcement learning [4], etc. Nevertheless, GP model fails to describe multimodality
dataset and the training of GP consumes O(N3) time for N training samples [5, 6]. In
order to solve these problems, Tresp [7] proposed the Mixture of Gaussian Processes
(MGP) in 2000, which was adjusted from Mixture of Experts. Since then, various MGP
models have been proposed, and the most of them are special cases of mixture of
experts where each expert is a GP.

Another useful way of reducing the time cost of training a GP is to adopt the model
of sparse Gaussian Process (SGP), which computes the GP likelihood with a pseudo
dataset being smaller than the training dataset in size [8]. To combine the advantages of
MGP and SGP, the Mixture of Sparse Gaussian Processes (MSGP) has been also
proposed, in which each component is a SGP instead of a GP to accelerate the
parameter learning [5, 6, 9–11].

For these MGP and MSGP models, there are three main training algorithms: Monte
Carlo Markov Chain (MCMC), variational Bayesian inference (VB), and EM algo-
rithm. Actually, MCMC approximated the posterior of parameters by sampling several

© Springer International Publishing Switzerland 2015
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long sequences of Markov Chains [12–19]. However, it was quite time consuming as
pointed out in [9]. VB tried to approximate the posterior of parameters with factorized
forms, which actually may deviate a lot from the true posterior [20–24].

Generally, EM algorithm is an effective approach to the learning of mixture models.
However, since the exact posterior of latent variables and the Q function are intractable
for MGP and MSGP models, several approximation strategies have been adopted. For
example, variational EM algorithm approximated the posterior in E step with varia-
tional inference [5, 9–11, 25], which had the same drawbacks as VB. In [26, 27], the Q
function was decomposed via leave-one-out cross-validation (LOOCV), which was a
complicated form involving much computation. Stachniss et al. [6] and Tresp [7]
attempted to simplify the learning process with the help of heuristic estimation in M
step. However, kernel parameters were predetermined without learning in [7], whereas
the parameters were sampled from data-irrelevant distributions in [6]. Therefore, both
learning processes in fact needed more guidance by datasets.

Recently, some hard-cut EM algorithms have also been adopted to improve the
learning efficiency, which partition each sample into the component with the maximum
posterior in E-step and learn the parameters of each component independently in
M-step [9, 28]. Moreover, in the same way, Yang and Ma [26] has adjusted its pro-
posed soft EM algorithm for MGP with the LOOCV probability decomposition into a
hard-cut EM algorithm for MGP, which is here referred to as the LOOCV hard-cut EM
algorithm for convenience.

After all, these algorithms resorted to some approximation strategies since MGP
and MSGP models are usually very complex. Recently, Chen et al. [29] refined the
MGP model to a more simplified form, and strictly derived a precise hard-cut EM
algorithm for it. In this paper, we develop this approach by adding sparsity constraints
and adjusting the refined MGP model into the MSGP model. As a result, the parameter
learning becomes more efficient as the MSGP model is refined and the hard-cut EM
algorithm is still strictly derived. The experimental results demonstrates that our pro-
posed model and algorithm are feasible and can outperform some typical regression
algorithms.

2 The Mixture of Sparse Gaussian Processes

2.1 Gaussian Process (GP)

A GP model for regression is mathematically defined by

F ¼

f1
f2

..

.

fN

266664
377775�N

mðx1Þ
mðx2Þ

..

.

mðxNÞ

266664
377775;

Kðx1; x1Þ Kðx1; x2Þ � � � Kðx1; xNÞ
Kðx2; x1Þ Kðx2; x2Þ � � � Kðx2; xNÞ

..

. ..
. . .

. ..
.

KðxN ; x1Þ KðxN ; x2Þ � � � KðxN ; xNÞ

266664
377775

0BBBB@
1CCCCA

yt �Nðft; r2Þ

8>>>>>>><>>>>>>>:
; ð1Þ
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where xt, ft and yt denote the input, latent response and output of a training sample,
respectively, K(u, v) is a mercer kernel function, and r2 denotes the noise intensity. As
in most cases, we adopt zero mean function (m ≡ 0) and the most popular kernel
function—the squared exponential (SE) kernel [30]:

Kðu; vÞ ¼ l2 exp � 1
2

Xd
k¼1

b2kðuk � vkÞ2
" #

; ð2Þ

where d is the dimensionality of inputs and each dimension has a different weight bk to
realize automatic feature selection.

There are several ways for learning the hyper-parameters of a GP model, including
the approaches of maximum likelihood estimation (MLE), maximizing a posteriori
(MAP), surrogate predictive probability (GPP), cross validation (CV), etc. [31].

With the estimated hyper-parameters, the predictive distribution of the output at a
test input x* can be obtained as follows:

pðy�jx�Þ�N Kðx�;XÞKðX;XÞ�1y;Kðx�; x�Þ � Kðx�;XÞKðX;XÞ�1KðX; x�Þ
h i

; ð3Þ

where K(x*, X) = [K(x*, xj)]1xN, K(X, x*) = [K(xi, x*)]Nx1, K(X, X) = [K(xi, xj)]NxN
are kernel matrices [30].

2.2 Mixture of Gaussian Processes (MGP)

MGP is a special mixture model in which each component is just a Gaussian process,
and these components are independent in most existing MGP models. Denote zt = c iff
(xt, yt) belongs to the c-th GP, and denote

Xc ¼ ½xtcð1Þ; xtcð2Þ; � � � ; xtcðNcÞ�T Yc ¼ ½ytcð1Þ; ytcð2Þ; � � � ; ytcðNcÞ�T

as the inputs and outputs from the c-th GP, respectively, where Nc is the number of
samples in the c-th GP. Therefore, the output likelihood is mathematically given by

Yc�N 0;KðXc;XcjhcÞ þ r2cI
� �

; c ¼ 1; 2; � � � ;C; ð4Þ

where the SE kernel given by Eq. (2) is parameterized by hc ¼ flc; rcg[ fbck :
k ¼ 1; 2; � � � ; dg for the c-th GP.

MGP has two main advantages over a single GP. Firstly, MGP can capture the
heterogeneity among different input locations by fitting them with different GPs. For
example, the toy dataset used by some MGP models [12, 17, 26, 29] was generated by
4 continuous functions with Gaussian noise, as is shown in Fig. 1. Therefore, it is better
to fit the Toy dataset by MGP with four GPs than only one GP. Secondly, the com-
putational cost can be reduced by dividing the large kernel matrix of one GP into small
matrices of components.
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2.3 Sparse Gaussian Process (SGP)

Another good scaling technique for GP is to use the model of Sparse Gaussian Process.
The main idea of SGP is to approximate N training samples with M pseudo samples
(M<<N) [32]. Mathematically, we denote inputs of the training data, test data and pseudo
data X ¼ ½x1; x2; � � � ; xN �T , X� ¼ ½x�1; x�2; � � � ; x�L�T , U ¼ ½u1; u2; � � � ; uM �T respectively,
and their corresponding latent responses are denoted as F ¼ ½f1; f2; � � � ; fN �T , F� ¼
½f �1 ; f �2 ; � � � ; f �L �T and V ¼ ½v1; v2; � � � ; vM �T , respectively. Almost, the sparse GP models
can be mathematically defined by the following equations [32]:

V �N½0;KðU;UÞ�; ð5Þ

pðF;F�jVÞ ¼ qðFjVÞqðF�jVÞ; ð6Þ

ytjft �Nðft; r2Þ i:i:d:; ð7Þ

y�t jf �t �Nðf �t ; r2Þ i:i:d:; ð8Þ

where Eq. (5) means the latent pseudo outputs V fulfill a GP, as in Eqs. (1), and (6)
gives the crucial assumption of SGP, i.e., the latent responses for training dataset and
test dataset are conditionally independent given V. In Eq. (6), q(F|V) and q(F*|V) can
be approximations of the following GP predictive distributions

pðF�jVÞ�N KðX�;UÞTKðU;UÞ�1V ;KðX�;X�Þ � KðX�;UÞKðU;UÞ�1KðU;X�Þ
h i

pðFjVÞ�N KðX;UÞTKðU;UÞ�1V ;KðX;XÞ � KðX;UÞKðU;UÞ�1KðU;XÞ
h i

;

ð9Þ

respectively, and the forms of q(F|V) and q(F*|V) determine the kind of SGP models,
including SoR, DTC, FITC and PITC models [32]. Among these models, the Fully
Independent Training Conditional (FITC) model proposed in [8] was highly recom-
mended in [32], due to its rich covariance. Experimental results have shown the great
advantage of FITC over the other sparse GPs on predictive accuracy, whereas the

Fig. 1. Toy dataset
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increase on time consumption is trivial [8]. Therefore, we will use FITC as each
component for our proposed mixture of sparse Gaussian Processes model (MSGP).

In FITC model, the conditional distribution of the latent test outputs is the exact GP
predictive distribution:

qðF�jVÞ ¼ pðF�jVÞ
�N KðX�;UÞTKðU;UÞ�1V ;KðX�;X�Þ � KðX�;UÞKðU;UÞ�1KðU;X�Þ

h i
;
ð10Þ

whereas the latent training outputs are assumed to be conditionally independent given
the latent pseudo output V, as suggested by the name “Fully Independent Training
Conditional”, i.e.

qðFjVÞ�N KðX;UÞKðU;UÞ�1V ;K
h i

; ð11Þ

where K ¼ diag KðX;XÞ � KðX;UÞKðU;UÞ�1KðU;XÞ
h i

It can be inferred that the marginal likelihood for the outputs is

pðYÞ�N 0;KðX;UÞKðU;UÞ�1KðU;XÞ þ Kþ r2I
h i

; ð12Þ

and the predictive distribution can be derived as follows.

pðY�jYÞ�N KðX�;UÞQ�1KðU;X�ÞðKþ r2IÞ�1Y ;
n

KðX�;X�Þ � KðX�;UÞ½KðU;UÞ�1 � Q�1�KðU;X�Þ þ r2I
o
;

ð13Þ

where Q ¼ KðU;UÞ þ KðU;XÞðKþ r2IÞ�1KðX;UÞ.
The crucial issue on training a SGP is to find appropriate pseudo inputs. One

method is to greedily select a fixed number of training inputs one by one with a certain
criterion [33–36]. Snelson and Ghahramani [32] have extended the range of pseudo
inputs from the training sets to the whole Euclidean space, and learnt pseudo inputs and
the hyper parameters together by maximizing the likelihood, which is more flexible
than greedy selection and has better performance in experiments.

2.4 The FITC Mixture Model

As the MGP model proposed in [29] is refined and can be trained by the precise
learning algorithm, we can inherit its general framework for our MSGP model. The
only difference is that SGP is adopted for each component for higher speed in the
training process.

As in [29], we adopt the following gating function and Gaussian inputs.
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Pr zt ¼ cð Þ ¼ pc; c ¼ 1�C i:i:d for t ¼ 1�N; ð14Þ

pðxtjzt ¼ cÞ�Nðlc; ScÞ; c ¼ 1�C ; i:i:d for t ¼ 1�N: ð15Þ

Furthermore, for each component, we use the FITC model due to its advantages
mentioned in Sect. 2.3 to describe the SGP input-output relation

pðYcjXc;Uc; hcÞ�N 0;KðXc;UcjhcÞKðUc;UcjhcÞ�1KðUc;XcjhcÞ þ Kc þ r2c I
h i

; ð16Þ

where Uc denotes the pseudo inputs in the c-th component,

Kc ¼ diag KðXc;XcjhcÞ � KðXc;UcjhcÞKðUc;UcjhcÞ�1KðUc;XcjhcÞ
h i

; ð17Þ

and Xc, Yc, hc follow the meanings in Sect. 2.2.
Our MSGP model can be fully described by Eqs. (14)–(16), and it has fewer

parameters than previous MSGP models [5, 6, 9–11]. However, it still retains the
advantages of combining sparse GPs with the mixture model. For this refined model,
we strictly derive its training algorithm, called the precise hard-cut EM algorithm.

3 The Hard-Cut EM Algorithm for the FITC Mixtures

Since the outputs from both MGP and MSGP models are dependent, the computational
complexity of Q function is exponential with summation over multiple labels. In order
to avoid such an expensive computation, a hard-cut EM algorithm can be adopted by
partitioning the training samples into the corresponding component with the maximum
posterior in E-step, so that the parameters of each component can be learnt separately
via the MLE in M-step. Because our model is developed from the MGP model in [29],
where the precise hard-cut EM algorithm was strictly derived and performed quite well
on both the prediction accuracy and the learning efficiency, we adjust its general
learning framework to train the FITC mixture.

It can be easily derived that the marginal output likelihood for each sample in fact
remains exactly the same as [29], i.e.

pðytjxt; zt ¼ cÞ ¼ N ytj0;Kðxt; xtjhcÞ þ r2c
� � ¼ Nðytj0; l2c þ r2cÞ; ð18Þ

so, the same posterior in E-step can be derived using the Bayesian formula:

Prðzt ¼ cjxt; ytÞ ¼ pcNðxtjlc; ScÞNðytjl2c þ r2cÞPC
k¼1

pkNðxtjlk; SkÞNðytjl2k þ r2kÞ
: ð19Þ

However, in M-step, the GP likelihood in [29] can be replaced by the FITC like-
lihood given by Eq. (16) with less computation, thus pseudo inputs are added during
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the learning of the hyper-parameters. With such an adjustment from [29], we obtain the
procedure of our proposed precise hard-cut EM algorithm as follows.

• Step1 (Initialize the partition of the training data). Divide the vectors ½xTt ; yt�
� �N

t¼1
into C clusters, and set zt←the indicator of the t-th sample to the cluster.

• Step2 (M-step). Learn the parameters with MLE for each component:

pc  Nc

N
; lc  

1
Nc

XN
t¼1

Iðzt ¼ cÞxt; Sc  1
Nc

XN
t¼1

Iðzt ¼ cÞðxt � lcÞðxt � lcÞT ;

ð20Þ

ðÛc; ĥcÞ ¼ argmax
Uc;hc

ln pðYcjXc;Uc; hcÞ; ð21Þ
where Nc is the number of samples in the c-th component, Eq. (20) is the same as
learning the parameters of the Gaussian mixture model and Eq. (21) follows from [8].

• Step3 (E-step). Repartition the samples into the corresponding component based on
the maximizing a posterior criterion:

zt  argmax
c

Prðzt ¼ cjxt; ytÞ ¼ argmax
c
½pcNðxtjlc; ScÞNðytjl2c þ r2cÞ� ð22Þ

• Step4. Stop if the number of changed labels falls below η % of the number of
training samples (0 ≤ η≤10 is a threshold). Otherwise, return to Step 2.

After the learning process above, we have obtained the estimated parameters and
the partition of the training data. Then, for a test input x*, we can classify it into the z-th
component of the MSGP by maximizing the posterior as in [29]:

z�  argmax
c

Prðz� ¼ cjD; x�Þ ¼ argmax
c
½pcNðx�jlc; ScÞ� ð23Þ

According to this classification, we can predict the output of the test input via the z-th
component using Eq. (13).

4 Experimental Results

4.1 On a Small Synthetic Dataset from the MGP Model

In order to evaluate the validity and feasibility of the FITC mixture model and its
hard-cut EM algorithm, we generate a typical synthetic dataset from MGP model with
3 components. Actually, there are 500 training samples and 100 test samples in each
component and each input has 3 features. Then we compare our algorithms with the
following typical baselines for regression:
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1. The FITC model and its MLE algorithm [8].
2. The MGP model and its precise hard-cut EM algorithm [29].
3. The MGP model and its LOOCV hard-cut EM algorithm [26].
4. The mixture of sparse GPs model and its variational hard-cut EM algorithm [9].
5. Linear regression [37].
6. SVM regression with Gaussian kernel [38].

Each of these algorithms is implemented on this synthetic dataset five times, with
an Intel (R) Core (TM) i5 CPU and 4.00 GB of RAM running Matlab R2014b source
codes on Secure CRT. For each of these algorithms, the mean and standard deviation of
the root mean squared errors (RMSEs) for prediction and the training times are listed in
Table 1. In addition, to make the prediction of FITC and its mixture model more
accurate, we initialize the kernel parameters by training a GP model on 20 randomly
selected training samples before the MLE learning process, as did in [8].

It can be seen from Table 1 that on the synthetic dataset, our proposed algorithm is
much more accurate than the single FITC since the dataset is multimodal. With sparse
technique, our algorithm is much more efficient than the two EM algorithms of the
MGP models, whereas the loss of accuracy is trivial compared with the increase on
speed. The variational hard-cut EM algorithm makes a coarse conditionally indepen-
dent assumption to the posterior and thus it is not as accurate as our proposed algo-
rithm. Besides, the variational hard-cut EM algorithm also takes longer to train than our
proposed algorithm. Traditional regression algorithms like the linear regression and the
SVM are rough for such a non-linear synthetic dataset.

Furthermore, our proposed algorithm correctly partitions all the training samples
and test samples into their components each time, which, along with the results in
Table 1, means that our algorithm is feasible and effective.

Table 1. The mean and standard deviation of the predictive RMSEs and the training times for
each algorithm on the typical synthetic dataset from MGP model

RMSE Training time (s)

Our proposed precise hard-cut EM algorithm
for FITC mixture (C = 3 components, M = 20
pseudo inputs, threshold η % = 5 %)

0.5139 ± 0.0222 27.0198 ± 3.9183

MLE for FITC model (M = 20) 0.6495 ± 0.0994 22.2497 ± 1.5894
Precise hard-cut EM algorithm for MGP
(C = 3)

0.4963 ± 0 190.4125 ± 42.4939

LOOCV hard-cut EM algorithm for MGP
(C = 3)

0.4977 ± 0 2552.0 ± 559.5477

Variational hard-cut EM algorithm (C = 3,
M = 20)

0.6086 ± 0.1634 93.4882 ± 11.3112

Linear regression 0.8514 ± 0 0.0571 ± 0.1273
SVM 0.7109 ± 0 221.1791 ± 5.5132
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4.2 On a Large Synthetic Dataset from the FITC Mixture Model

Moreover, to test the advantage of FITC mixture model and its hard-cut EM algorithm,
we generate a typical synthetic dataset from FITC mixture model with 100 compo-
nents. In each component, there are 200 training samples and 200 test samples, with 1
dimensional inputs. Then we compare our algorithm with the baselines above. The
computational environment and experimental details remain the same as above.

On such a big dataset (20000 training samples), some algorithms are prohibitively
slow and fail to converge, such as the SVM, the precise hard-cut EM algorithm and the
LOOCV hard-cut EM algorithm of MGP, so we omit them in the experiment. It also
indicates that our proposed hard-cut EM algorithm is more efficient than the precise
hard-cut EM algorithm of the MGP model due to sparsity mechanism.

All the other algorithms are implemented on this synthetic dataset five times and the
mean and standard deviation of their RMSEs for prediction and training times are listed
in Table 2. Similarly, for FITC model and our proposed FITC mixture model, we
initialize the kernel parameters by training a GP model on 10 randomly selected
training samples before the MLE learning process, as in [8].

Table 2 indicates that for the synthetic dataset with much more components, our
proposed FITC mixture model has greater advantage than the FITC model, on both
predictive precision and learning efficiency. The conditionally independent assumption
of the variational hard-cut EM algorithm, as well as the linear assumption of the linear
regression, is not suitable for such a highly non-linear dataset with dependent samples.
Therefore, the two algorithms have big prediction errors on this dataset.

4.3 On Kin40k Dataset

Finally, we compare these algorithms on a popular real dataset called kin40k, which is
generated by a robot arm simulator, with 10000 training samples, 30000 test samples
and 9 attributes [34]. The computational environment and implementation details
remain the same as above. The mean and standard deviation of the predictive RMSEs
as well as the training times for each algorithm are listed in Table 3. Similarly, for FITC
and FITC mixture model, we initialize the kernel parameters by training a GP model on
500 randomly selected training samples before the MLE learning process.

Table 2. The mean and standard deviation of the predictive RMSEs and the training times for
each algorithm on the typical synthetic dataset from FITC mixture model

RMSE Training time (s)

Our proposed precise hard-cut EM algorithm
for FITC mixture (C = 100, M = 10,
η % = 5 %)

0.1115 ± 0.0106 86.9691 ± 2.8167

MLE for FITC model (M = 10) 1.0149 ± 0.0190 25.3531 ± 12.8932
Variational hard-cut EM algorithm (C = 100,
M = 10)

0.8649 ± 0.0339 890.1411 ± 159.3509

Linear regression 1.0492 ± 0 0.0006 ± 0.0001
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Still, on the large dataset, the SVM, the precise hard-cut EM algorithm and the
LOOCV hard-cut EM algorithm of MGP are prohibitively slow and fail to converge.

From Table 3, we can observe that on the kin40 k dataset, our proposed algorithm
is more precise than the other algorithms due to fewer approximations. A possible
reason why our algorithm consumes so much time is that on a real dataset that doesn’t
come from a GP or MGP model, our algorithm needs much more iterations. Therefore,
a further improvement can be made by preprocessing a real dataset so that it is more
like a dataset simulated from a MGP. Linear regression is still rather coarse since the
kin40k dataset is highly non-linear [34].

In general, our algorithm is practical on the real dataset, and its computational cost
is acceptable with 10000 training samples.

5 Conclusion

We have refined the MSGP model and developed the hard-cut EM algorithm for its
parameter learning. The general framework is adapted from [29] whereas the learning
efficiency significantly improves with the sparsity mechanism. The experimental results
on both the synthetic dataset and the real dataset demonstrate that the developed
hard-cut EM algorithm for MSGP model is precise and efficient, and generally out-
performs the conventional linear regression, SVM and some other learning algorithms
for GP, MGP and MSGP models.
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Abstract. In this paper, through polar coordinates and constructing an auxiliary
function we prove the maximum principle in the unbounded domain X as fol-
lowing: suppose that there exists uðnÞ 2 CðXÞ bounded above, solution of

LuðnÞ þ cðnÞuðnÞ� 0 n 2 X; c(nÞ� 0;
uðnÞ� 0 n 2 @X;

�
then uðnÞ� 0 in X. Here X is an open connected subset of Heisenberg type
group G such that the following condition holds: there exists n0 2 G such that
n0 � X lies on one side of an hyperplane parallel to y1 axis.

Keywords: Heisenberg type group � Polar coordinates � Sub-Laplace operator
1 Introduction

In 1995, Birindelli [1] defined a compact operator in the bounded domain of Euclidean
space, And proved that it had positive eigenvalue and eigenvector. In 1997,
H. Berestycki and L.N irenberg [2] proved the maximum principle in the unbounded
domain of Rn: let M � Rn be unbounded, M doesn’t intersect with the infinite open
connected cone R � Rn, if z is bounded on CðMÞ and meets

Dzþ cðxÞz� 0; x 2 M; cðxÞ� 0
z� 0; x 2 @M

�
then z� 0.

In 2001, Birindelli (see [3]) generalized the principle to Heisenberg group by
compact operator in [1] and the polar coordinates on groups of Heisenberg, precisely as
following: let N � Hn be unbounded, there exists v0 2 Rm such that

n0 � N � n 2 Hn v0 � x[ 0jf g;

suppose that there exists uðnÞ 2 CðNÞ bounded above, solution of

DHuðnÞ þ cuðnÞ� 0; n 2 N; c� 0
uðnÞ� 0; n 2 @N

�

© Springer International Publishing Switzerland 2015
D.-S. Huang and K. Han (Eds.): ICIC 2015, Part III, LNAI 9227, pp. 25–33, 2015.
DOI: 10.1007/978-3-319-22053-6_3



then uðnÞ� 0 in N. Now we will further generalize the maximum principle to Hei-
senberg type group G as following:

Theorem 1. Let X be an open connected subset of G such that the following condi-
tions hold: there exists n0 2 G such that n0 � X lies on one side of an hyperplane
parallel to y1 axis, suppose that there exists uðnÞ 2 CðXÞ bounded above, solution of

LuðnÞ þ cuðnÞ� 0; n 2 X; c� 0;
uðnÞ� 0; n 2 @X;

�
ð1Þ

then uðnÞ� 0 in X.

The following definitions are introduced in [4] by Kaplan.

Definition 1. Let G be a Carnot group of step 2, with Lie algebra ~g ¼ V1 � V2. the
map J : V2 ! EndðV1Þ meets

Jðn2Þn01; n001
� � ¼ n2; ½n01; n001�

� �
; n01; n

00
1 2 V1; n2 2 V2

for every n2 2 V2 and jn2j ¼ 1, the mapping Jðn2Þ : V1 ! V1 is orthogonal, then G is
called Heisenberg type group. There exists a set of left invariant vector fields

Xi ¼ @

@xi
þ 1
2

Xn
j¼1

\½n;Xi�; Yj [ @

@yj
; i ¼ 1; . . .;m:

If we let

n ¼ x; yð Þ; x ¼ x1; . . .; xmð Þ; y ¼ y1; . . .; ynð Þ;en ¼ ex;eyð Þ; x ¼ ex1; . . .;exmð Þ; y ¼ ey1; . . .;eynð Þ;

the calculation law in G as following

n � en ¼ ðx1 þ ex1; . . .; xm þ exm; y1 þ ey1 þ 1
2

Xm
k;l¼1

b1klxkexl; . . .; yn þ eyn þ 1
2

Xm
k;l¼1

bnklxkexlÞ:
The sub-Laplace operator L on G written as

L ¼ 	
Xm
j¼1

X

j Xj ¼ 	

Xm
j¼1

X2
j

or

L ¼ divðrTrrÞ; X ¼ rr;

here r stands for ordinary gradient, and
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r ¼
1 � � � 0 1

2 n;X1½ �; Y1h i � � � 1
2 n;X1½ �; Ynh i

..

. ..
. ..

. ..
.

0 � � � 1 1
2 n;Xm½ �; Y1h i � � � 1

2 n;Xm½ �; Ynh i

0B@
1CA

Measurable function on G is

qðnÞ ¼ xðnÞj j4þ16 yðnÞj j2
� �1

4
; n 2 G;

Koranyi unit ball on G is

BG e; 1ð Þ ¼ n 2 G n	1 � e�� ��
G � 1

���n o
; e ¼ ð0; . . .; 0Þ:

The above contents can be seen in [4–6]. Now we introduce the concept of polar
coordinates on G (see [7, 8]).

Let q ¼ q n; eð Þ ¼ nk kG, h 2 @BG 0; 1ð Þ, then q; hð Þ 2 Rþ � X
0
are polar coordi-

nates on G, here X
0
is a subset in the Koranyi unit sphere S1G ¼ @BG e; 1ð Þ, let q ¼ nk kG

and u : @BG e; 1ð Þ ! R be smooth functions, then

Xi u hð Þqað Þ ¼ Ra
i u hð Þ	 


qa	1 i ¼ 1; . . .;mð Þ; ð2Þ

Yj u hð Þqað Þ ¼ Saj u hð Þ
� �

qa	2 j ¼ 1; . . .; nð Þ; ð3Þ

and

Ra
i ¼ bRi þ aai; ð4Þ

Saj ¼ bSj þ aqbj; ð5Þ

here ai ¼ Xi qð Þ; bj ¼ qYj qð Þ, bRi, bSj are all tangent vectors of Xi and Yj on S1G, they are

equal to zero when acting on constants, and comply with bRk; bRi

h i
¼ Pn

j¼1
b j
ki
bSj: A simple

computation with (2) and (4) shows that

L u hð Þqað Þ ¼ 	
Xm
i¼1

X2
i u hð Þqað Þ¼ 	

Xm
i¼1

Xi Ra
i u hð Þ	 


qa	1� � ¼ 	
Xm
i¼1

Ra	1
i Ra

i u hð Þ	 

qa	2

¼ 	qa	2
Xm
i¼1

Ra	1
i Ra

i

	 

u hð Þ ¼ 	qa	2

Xm
i¼1

bRi þ a	 1ð Þai
� � bRi þ aai

� �h i
u hð Þ

¼ qa	2
Xm
i¼1

	bR2
i 	 abRiai þ 1	 að ÞaibRi þ 1	 að Þaa2i

h i
u hð Þ:

ð6Þ
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Let h ¼ Pm
i¼1

a2i , we also introduce the following operator

Aa¼
Xm
i¼1

	bR2
i 	 abRiai þ 1	 að ÞaibRi

� �
þ 1	 að Þah; ð7Þ

D1¼
Xm
i¼1

	bR2
i 	 bRiai

� �
: ð8Þ

Definition 2. If k[ 0 meets

D1u	 khu ¼ 0; n 2 X
0
;

u ¼ 0; n 2 @X
0
;

�
we call k the principal weighted eigenvalue of operator D1.

Lemma 1. (see [9]) (Young inequality with e) For every e[ 0 and a; b� 0,
1\p; q\1; 1

p þ 1
q ¼ 1, the following inequality holds

ab� eap

p
þ e	q=pbq

q
:

Proof. By the Young inequality, we can get

ab� ap

p
þ bq

q
;

hence

ab ¼ ðe1=paÞð b

e1=p
Þ� ðe1=paÞp

p
þ ðe	1=pbÞq

q
¼ eap

p
þ e	q=pbq

q
:

2 The Proof of Theorem 1

When X is bounded there is nothing to prove, we focus on the condition that X is
unbounded. Now we will give the proof in the unbounded case of Theorem 1.

Proof. Firstly we construct an auxiliary function g to satisfy the following equation

LgðnÞ þ cgðnÞ� 0; n 2 X
gðnÞ[ 0; n 2 X

�
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and lim
nj jG!1

gðnÞ ¼ þ1; n 2 X. Without loss of generality, we will suppose that the

hyperplane parallel to y1 is x1 ¼ 0f g, in addition, X � n x1 [ 0jf g ¼ p: Also let
R0 ¼ p\S1G, for Lx1 ¼ 0, we define the function u ¼ x1

q on S1G to satisfy

Lx1 ¼ LðquÞ ¼ q	1L1ðuÞ ¼ 0:

Due to

L1 uð Þ ¼
Xm
i¼1

½bR2
i uþ aibRiu� þ ðQ	 1Þhu ¼ 0; n 2 R0;

we get

D1uðnÞ þ ðQ	 1ÞhuðnÞ ¼ 0; n 2 R0

uðnÞ ¼ 0; n 2 @R0

uðnÞ[ 0; n 2 R0

i.e. ðQ	 1Þ is the principal weighted eigenvalue of 	D1 in R0. Let Re � R0 close
enough to R0 that k1 ¼ k1ðeÞ the principal weighted eigenvalue of 	D1 in Re satisfies
Q	 1	 e ¼ k1\Q	 1. We can choose Re such that it has no characteristic points on
the boundary. Therefore there exists we [ 0 in Re such that

D1weðnÞ þ k1hweðnÞ ¼ 0; n 2 Re

weðnÞ ¼ 0; n 2 @Re:

�
ð9Þ

If e meets 1
2 ð12 þ Q	 2Þh\Q	 1	 e, the operator 	ðD1 þ 1

2 ð12 þ Q	 2ÞhÞ will
have a positive principal weighted eigenvalue 1

2 ð12 þ Q	 2Þ in Re. In addition, it is
known that

Aa¼	
Xm
i¼1

Ra	1
i Ra

i ¼ 	
Xm
i¼1

bR2
i 	 ð2a	 1ÞaibRi 	 aða	 1Þa2i 	 abRiai

¼ 	
Xm
i¼1

bR2
i	ð2a	 1ÞaibRi 	 aða	 1Þh	 aðQ	 1Þh

¼ 	
Xm
i¼1

bR2
i	ð2a	 1ÞaibRi 	 aðQ	 2þ aÞh;

so that

A
1
2 ¼ 	

Xm
i¼1

bR2
i 	

1
2
ð1
2
þ Q	 2Þh:

Let D1¼
Pm
i¼1

ð	bR2
i 	 bRiaiÞ; this leads to the following:
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Claim 1. there exists e[ 0 such that there exists a function cðnÞ[ 0 and a constant
l[ 0 such that

ffiffiffi
A

p
cðnÞ 	 lcðnÞ� 0; n 2 Re;
cðnÞ ¼ 0; n 2 @Re:

�

Proof. Firstly let us compute A
1
2ðwb

e Þ, 0\b\1. For the following equations hold

bRiðwb
e Þ ¼ bwb	1

e
bRiwe;

bR2
i ðwb

e Þ ¼ bðb	 1Þwb	2
e ðbRiweÞ2 þ bwb	1

e
bR2
i we:

Let c ¼ wb
e , we get

A
1
2ðcÞ ¼

Xm
i¼1

bR2
i cþ

1
2
ð1
2
þ Q	 2Þhc

¼
Xm
i¼1

½bwb	1
e

bR2
i we þ bðb	 1Þwb	2

e ðbRiweÞ2� þ
1
2
ð1
2
þ Q	 2Þhc:

Using (9) we can get D1cþ k1hc ¼ 0; due to D1¼
Pm
i¼1

ð	bR2
i 	 bRiaiÞ. Hence

k1hc ¼ 	D1c ¼
Xm
i¼1

ðbR2
i þ bRiaiÞc ¼

Xm
i¼1

bR2
i w

b
e þ

Xm
i¼1

aibRiw
b
e

¼
Xm
i¼1

bðb	 1Þwb	2
e ðbRiweÞ2 þ

Xm
i¼1

bwb	1
e

bR2
i we þ

Xm
i¼1

bwb	1
e aibRiwe;

therefore

Xm
i¼1

bðb	 1Þwb	2
e ðbRiweÞ2 þ

Xm
i¼1

bwb	1
e

bR2
i we ¼ k1hc	

Xm
i¼1

bwb	1
e aibRiwe:

From (1) we know

Xm
i¼1

bwb	1
e aibRiwe ¼

Xm
i¼1

bw
b
2	1
e bRiwe � aiw

b
2
e � b

Xm
i¼1

½2ð1	 bÞ ð
bRiweÞ2wb	2

e

2

þð2ð1	 bÞÞ	1 a
2
i w

b
e

2
� ¼

Xm
i¼1

bð1	 bÞðbRiweÞ2wb	2
e þ

Xm
i¼1

bwb
e

a2i
4ð1	 bÞ

¼
Xm
i¼1

bð1	 bÞðbRiweÞ2wb	2
e þ b

4ð1	 bÞ hc;
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here e ¼ 2ð1	 bÞ: Therefore

A
1
2ðcÞ ¼

Xm
i¼1

½bwb	1
e

bR2
i we þ bðb	 1Þwb	2

e ðbRiweÞ2� þ
1
2
ð1
2
þ Q	 2Þhc

¼ k1hc	
Xm
i¼1

bwb	1
e aibRiwe þ

1
2
ð1
2
þ Q	 2Þhc

�
Xm
i¼1

bðb	 1ÞðbRiweÞ2wb	2
e þ k1hc	

Xm
i¼1

bwb	1
e aibRiwe þ

1
2
ð1
2
þ Q	 2Þhc

� k1hcþ b
4ð1	 bÞ hcþ

1
2
ð1
2
þ Q	 2Þhc

¼ ðk1 	 b
4ð1	 bÞ þ

1
2
ð1
2
þ Q	 2ÞÞhc:

Let kðbÞ ¼ 	k1 þ b
4ð1	bÞ 	 1

2 ð12 þ Q	 2Þ; if we prove kðbÞ[ 0 for e sufficiently

small, then Lemma 1 is proved by choosing l ¼ kðbÞ and c ¼ wb
e : Now we use the

analysis method to prove kðbÞ[ 0.
In fact, if kðbÞ ¼ 	k1 þ b

4ð1	bÞ 	 1
2 ð12 þ Q	 2Þ[ 0; we can get

6ðQ	 1Þb	 6Qþ 7þ 4e	 4be[ 0;

as e ! 0

6ðQ	 1Þb	 6Qþ 7[ 0;

b[
6Q	 7
6ðQ	 1Þ ¼ 1	 1

6ðQ	 1Þ :

It is easy to see that kðbÞ[ 0 for 0\b\1 while e sufficiently small. Let
b0 2 ð1	 1

6ðQ	1Þ ; 1Þ, so l ¼ kðb0Þ[ 0 and c ¼ wb
e [ 0.

This completes the proof of claim 1, Next we continue to prove Theorem 1.
Step 1. To choose the auxiliary function gðnÞ ¼ q

1
2cðnÞ[ 0. from Lemma 1, we

know there exists c\0 such that A
1
2cþ cq2c� 0, then

q	
3
2A

1
2cþ cq

1
2c� 0;

Lgþ cg ¼ Lðq1
2cÞ þ cg ¼ q	

3
2A

1
2cþ cq

1
2c� 0;

i.e.

LgðnÞ þ cgðnÞ� 0; n 2 X;
gðnÞ[ 0; n 2 X:

�
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Step 2. To construct the function r ¼ u
g defined in X, which satisfies the following

equation

Lrþ 2g	1rLr � rLgþ ðLgþ cgÞg	1r� 0; n 2 X;
r� 0; n 2 @X:

�
putting u ¼ rg into (1) we get

XiðrgÞ ¼ gXirþ rXig;

X2
i ðrgÞ ¼ XiðgXirþ rXigÞ ¼ gX2

i rþ 2Xir � Xigþ rX2
i g:

while

rLr ¼ X1r � � � Xmrð Þ;rLg ¼ X1g � � � Xmgð Þ;

then

rLr � rLg ¼
Xm
i¼1

Xir�Xig:

therefore

LðrgÞ ¼ 	g
Xm
i¼1

X2
i r	 2

Xm
i¼1

Xir � Xig	 r
Xm
i¼1

X2
i g

¼ gLr	 2
Xm
i¼1

Xir � XigþrLg

¼ gLr	 2rLr � rLgþ rLg:

Using (1) we can get

LðrgÞ þ cu ¼ gLr	 2rLr � rLgþ rLgþ cu� 0;

i.e.

Lr	 2g	1rLr � rLgþ ðrLgþ cuÞg	1 � 0; n 2 X;
r� 0; n 2 @X

�
then

lim
q!1 r ¼ lim

q!1
u
g
� 0:

By applying the standard maximum principle we obtain that r� 0 in X i.e.
u nð Þ� 0; n 2 X. This completes the proof of Theorem 1.
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Abstract. An SIRS model with constant immigration of susceptible and satu-
rated infection rate is established according to the propagation of the infectious
viruses in a small world network. By using the mean-field theory and qualitative
theory of differential equations, the existence and stability of equilibrium points
of the system was analyzed. It also prove that the transmission threshold of this
model is not entirely concerned with the topology of networks but also related to
other factors such as immunization rate of the susceptible people. By using
numerical simulation method to study the different factors which control the
viruses, we obtained the conclusion that rewiring probability and the average of
the nodes had an evident effect on the computer viruses’ propagation in a small
world network.

Keywords: Small-world network � SIRS model � Saturated infection rate �
Global asymptotical stability

1 Introduction

One of the main struggles between human and disease is about the infectious disease.
The spread of smallpox, plague, cholera, H1N1virus has being made people’s life
suffering a serious threat. And complex network provides a new platform for the study
of the spread of the virus in terms of network topology.

The study found that not only social network has features of high concentration,
short-distance et al., the computer network also has the characteristics of such
small-world network. The regular networks [1, 2] and random networks [3, 4] are not
well reflecting the network evolution mechanism. Therefore, small-world network in
the study of the propagation of virus get more attention. Liu and Watts [5, 6] used the
discrete time to marked the virus state in the cycle of virus propagation status and
researched the influences of rewiring probability on the spread of the virus with WS
small network. Newman and Watts [7] believe that the propagation of virus is
equivalent to physical percolation problems, and find out the scale of the probability
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distribution of infectious people. Jin [8] proposed a “De-small world” model which use
the average size of a neighborhood to define the node degrees, by limiting the contact
between the rate of nodes to achieve control and slow the spread of the virus. Zhien [9]
achieve the same purpose by immunizing part of the nodes.

According to the status quo of the propagation of the virus in the small-world
network, we can summarize in the following key points:

1. The epidemiological model has been adapted to research the propagation of viruses,
and considered the total population of virus, which is not conform to the reality.

2. The former models usually using linear incidence, but in a certain time, an infected
contact the other susceptible is limited, thus the infectious ability is limited.

3. The traditional model of virus did not take into account people’s subjective
behavior affect the spread of the virus.

Based on the above, we introduce the topology of the network to the transmission
dynamics equation; assume the susceptible with constant immigration and the number
of people is changed during propagation of the virus. Use the saturated infection rate,
which depends on the structure of the network and simulate the propagation of the virus
in the small-world network. Consider the influence of people’s behavior on the prop-
agation of the virus, we not only establish the SIRS model with the saturated infection
rate of the form b\k[ IpS

1þaIq but also the stability and dynamic behavior are studied.

2 The SIRS Model in Small-World Network

1. Construction of Small-World Networks

The main mechanism to construct small-world networks is the Watts -Strogatz
mechanism. Then NW model [7], JB [10], KA [11] model et al. is proposed. We adapt
the small world network model proposed by Newman and Watts [12]:

Start with a nearest-neighbor coupled ring lattice with N nodes, in which each node
is connected to its K/2 neighboring nodes, where there is an even integer. Add edges
between nodes with probability p at random, of which self-connections and duplicated
links are excluded.

2. Model Establishment

dS
dt

¼ A� b\k[ IpS
1þ aIq

þ cR� xS

dI
dt

¼ b\k[ IpS
1þ aIq

� dI

dR
dt

¼ dI � cRþ xS

N ¼ Sþ I þ R

8>>>>>>><>>>>>>>:
ð1:1Þ

Where A is the recruitment rate of population, δ is the infections’ removal rate, γ is
the rate of removed individual who lose immunity and return to susceptible class, ω is
the rate of susceptible people who has immunity go into the recovery. The parameters p
is positive constant, the incidence rate in this model is b\k[ IpS

1þaIq , θ is the rewiring
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probability, q ≥ 1, α = 1∕θ < k>, 1
1þaIq express that susceptible behavior will hinder the

virus’ spread while the number of infected people increase. It means that the infected
people who contact with the susceptible people will be reduced during the increase of
the number of infected people. Therefore, the incidence rate is more reasonable.

Theorem 1. The region B ¼ ðS;R; IÞj0� S�A=x; 0� I; 0�R;
I þ R�N

� �
is the positively

invariant region of system (1.1).

Proof. The region B is positively invariant: any solutions originating within this region
remain confined to it. because S′ = A + γR(0) > 0, if S(0) = 0, R(0) ≥ 0, when t > 0,
S(t) > 0 in (1), no solution can exit the feasible region across the boundary I + R ≤ N.
Similarly, R′(0) = δI(0) > 0 for R(0) = 0 and I(0) > 0. Therefore, no solution can exit the
feasible region across the boundary R = 0, I > 0. At the boundary I = 0, the situation is
somewhat more complicated. Let’s discuss it.

Because 0 < P < 1. in this case replace I by the new variable U = I1−p, then the
system (1.1) can replaced by

dU
dt ¼ ð1�pÞ\k[ bS

1þaU
q

1�p
� ð1� pÞdU

dR
dt ¼ dU

1
1�p � cRþ xS

dS
dt ¼ A� ð1�pÞ\k[ bS

1þaU
q

1�p
þ cR� xS

8>>><>>>: ð1:2Þ

By our assumptions of system (1.1), because q/(1-p) > 1, if q > 1, therefore, when q ≥ 1,
the right hand sides of the first two equation of system (1.2) are continuously partial
differential coefficient in the first quadrant of U and R. So system (1.2) satisfy the
conditions of Existence and uniqueness theorems in UR plane.(1) S(0) > 0 when
U(0) = 0 and 0 < R(0) < N, thus U′(0) = (1- p) < k > βS(0) > 0, no solution of system (1.1)
can go beyond the boundary of region B.(2) U′(0) = (1-p) < k > βS(0) > 0 if U(0) = R
(0) = 0, When t is sufficiently small U(t) > 0 and I(t) = U(t)1/(1- p) > 0; R′(t) > - γR(t), R
(t) ≥ e-γt, R(0) = 0, so no solution of the point (0,0) of system (1.1) can go beyond the
boundary of region B.(3) S(0) = 0 when U(0) = 0, R(0) = N, so if R′(t) = - γN < 0 as
t → 0, we can get U″(0) = (1- p) < k>β(A + γN) > 0; similarly, as t → 0, we can get
U′(t) > U′(0) = 0, U(t) > U(0) = 0, I(t) = U(t)1/(1- p) > 0, no solution can exit the feasible
region across the boundary I + R = N has been proved, so no solution of the point
(I,R) = (0,N) of system (1.1) can go beyond the boundary of region B. B is the positively
invariant region of system (1.1). All the solution of system (1.1) (S, R, I), ultimately tend
to, enter or stay in region B. h

3 Equilibrium Points and Their Stability

(1) The system (1.1) always exist disease-free equilibrium point (Ie, Re) = (0,0), and
the disease-free equilibrium is unstable in region B.

(2) The system (1.1) has the unique positive equilibrium point (Ie, Re) in addition to the
disease-free equilibrium states. And (Ie, Re) is globally asymptotically stable in B.
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Proof. (1) (Ie, Re) = (0, 0) is the disease-free equilibrium of system (1.1) is clearly
established. Here to prove it in region B instability.

Assuming that (0,0) is stable, note that 0 < η0 < N/2, make the g1�p
0 � bð1�2g0Þ

2dð1þagq0Þ
\0

So there is ε0 > 0, if 0 < I0 < ε0, 0 < R0 < ε0, (1.1)’s solution (I(t, I0, R0), R(t,I0,R0)) with
the initial condition I(0) = I0, R(0) = R0 satisfy if 0 ≤ I(t, I0, R0) < η0, 0 ≤ R(t, I0,
R0) < η0(t ≥ 0), then

Uðt; I0;R0Þ ¼ ðIðt; I0;R0ÞÞ1�p\g1�p
0 ; ðt� 0Þ ð2:1Þ

On the other hand S(t, I0,R0) > 1 – 2η0, (t ≥ 0). by (1.2) shows that

dUðt; I0;R0Þ
dt

¼ ð1� pÞ\k[ b
Sðt; I0;R0Þ

1þ aðUðt; I0;R0ÞÞ
q

1�p

� ð1� pÞdUðt; I0;R0Þ

[
ð1� pÞ\k[ bð1� 2g0Þ

1þ agq0
� ð1� pÞdUðt; I0;R0Þ

Because I (0) = 0, then U (0) = 0, solute the differential inequalities

Uðt; I0;R0Þ[ \k[ bð1� 2g0Þ
dð1þ agq0Þ

ð1� e�ð1�pÞdtÞ; ðt� 0Þ ð2:2Þ

Therefore, there exists T > 0, such that for t > T, we deduce that

Uðt; I0;R0Þ[ \k[ bð1� 2g0Þ
2dð1þ agq0Þ

ð2:3Þ

From (2.1), (2.2) we see that g1�p
0 [ bð1�2g0Þ

2dð1þagq0Þ
. This is contradictory with determining η0,

Therefore, the disease-free equilibrium point (0,0) is unstable.
(2) Define (Ie, Re) is the equilibrium point of (1.1), then (Ie, Re) satisfy

\k[ bIpe S
1þ aIqe

� dIe ¼ 0 ð2:4Þ

dIe � cRe þ xSe ¼ 0 ð2:5Þ

Se þ Re þ Ie ¼ N ð2:6Þ

From (2.4), (2.5), (2.6) we see that Ip�1
e

1þaIqe
ð1� Ie

HÞ ¼ 1
r, if Ie > 0. Where r ¼ \k[ bcN

dðxþcÞ [ 0;

H ¼ cN
cþd, It’s clear that Ie < H. define

An Epidemic Propagation Model 37



f ðIÞ ¼ Ip�1ð1� I
HÞ

1þ aIP
; I 2 ð0;HÞ;

Then

f 0ðIÞ ¼ Ip�2gðIÞ
ð1þ aIqÞ2 ; I 2 ð0;HÞ; ð2:7Þ

Where

gðIÞ ¼ p� 1� pI
H

þ aðp� q� 1ÞIq � a
H
ðp� qÞIqþ1 ð2:8Þ

From (2.8), g(I) < 0,(I2(0,H)) if 0 < p <1; From (2.7), f′(I) < 0, (I2(0,H)), then f(H) = 0,
f(I) → +∞ as I → 0+. Therefore for any σ > 0, the equation has a unique solution
Ie, here 0 < Ie <H.

Below we prove its stability. Suppose

k2 þ bkþ c ¼ 0; ð2:9Þ

is the Linear approximation equation of equilibrium (Ie,Re). where

b ¼ ðcþ xÞ þ dð1þ aIqÞ
Ipb\k[

� ðN � I � RÞ pþ aIqðp� qÞ
1þ aIq

c ¼ ðcþ xÞ½dð1þ aIqÞ
Ipb\k[

� ðN � I � RÞ pþ aIqðp� qÞ
1þ aIq

�

þ\k[ bIpðd� xÞ
1þ aIq

From the above equation, b > 0, c > 0, if 0 < p ≤ 1. Define the eigenvalues of (2.9) are
λ1, λ2. Because λ1 + λ2 = -b < 0, λ1λ2 = c > 0, then λ1 < 0, λ2 < 0. we see that (Ie, Re) is
locally asymptotically stable according to stability theorem [9]. from (1.1), within the
interior of the region B, we obtain

@

@I
ðI

0ðtÞ
IP

Þ þ @

@R
ðR

0ðtÞ
IP

Þ ¼

� b\k[
ð1þ aIqÞ þ aqðN � R� IÞIq�1

ð1þ aIqÞ2
� dð1� pÞI�p � cI�p\0

As 0 < p ≤ 1. From Dulac theorem, no closed trajectory in the interior of B, so for any
initial condition 0 < I(0) = I0 < N, 0 < R(0) = R0 < N, the solution of (1.1) (I(t, I0, R0), R
(t, I0, R0)) → (Ie, Re), as t → ∞. Therefore (Ie, Re) is global attractive in the interior of
B. so (Ie, Re) is globally asymptotically stable. h
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Theorem 3. For the case p = 1, then

(1) If 1∕σ ≥ 1, the disease-free equilibrium (0, 0) is globally asymptotically stable in B.
(2) If 1∕σ < 1, then disease-free equilibrium (0, 0) in B is unstable (saddle point), in

addition to the disease-free equilibrium exists positive equilibrium point (Ie, Re),
and this positive equilibrium point is globally asymptotically stable in B.

The proof is similar to the Theorem 2’s Certification process.

4 Immunization Strategy

1. Effects on the Propagation of the Virus of Parameter K

From Fig. 1, we show the influence of propagation of virus by the change of k, which is
the degree of the network, while the nodes of the network and the infectious incidence
rate are constant. We can see clearly that the number of infected people change with k.
When the K decreases, the infected changes tends to be stable with time, but the
threshold increases while k increases. When the K is reduced to a certain extent, the
spreading threshold is infinite, the epidemic failure to widely spread. Thus the network
structure has a close relationship with the spread of the virus, in other words, the
structure of network has a great influence on the spread of the virus. In view of this, we
can the change the average degree of node in order to control the virus in network. the
Simulation of the network size N = 4×105, p = 1, β = 0.2, γ = 0.003, ω = 10−3, q = 2,
A = 0.003, δ = 0.01。

2. The Effects of the Rewiring Probability on Propagation of Virus

We consider different value of θ impact on the propagation of virus under the premise
of constant incidence and immigration. Data results show that θ is smaller, the longer
time which is the disease break to epidemic state required. And with the increase of θ,
the epidemic will soon reach endemic disease state. As shown in Fig. 2. Simulations for
network size N = 6×104, the average degree of < k > = 4, β = 0.2, γ = 0.0003, ω = 10−3,
q = 2, A = 0.03, α = 1.5, δ = 0.1, do 50 times and then take the average.

3. The Influence of the Network Clustering Coefficient

The network clustering coefficient is constantly changing when the virus spread in the
small-world network. In this subsection, we will investigate the characteristics of virus
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Fig. 1. The change of infected people with time when k changes
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as the clustering coefficient changes. NW small-world network clustering coefficient is
defined as [12]:

CðhÞ ¼ 3ðk � 2Þ
4ðk � 1Þ þ 4khðhþ 2Þ

The literature [1] shows the degree of all nodes approaches the average degree in the
small-world network. And C(θ) is the monotone decreasing function of rewiring
probability. indicating that the network clustering effect weakened during the
enhancement of network randomness. Figure 3 shows that the change of infected
people with time under the corresponding clustering coefficient as p = 1, N = 6×104,
k = 4, 6, θ = 0.2, and θ = 0.4. It is clear that the spread of the virus is more quickly, the
scope is more widely when the clustering coefficient is larger.

In addition, facing the emergent virus, people’s behavior can also affect the spread
of the virus, Fig. 4 shows that as the premise of the constant incidence and immi-
gration, the rewiring probability of network is reduced as people changes their behavior
during the spread of the virus. Just as active isolation, which also reduce the number of
infected people obviously? As is shown in Fig. 4. Simulations for network size
N = 6×104, the average degree of < k > = 4, γ = 0.0003, ω = 10−3, A = 0.03, α = 2,
δ = 0.1,θ are respectively 0.8, 0.5, 0.2, from top to bottom. It is clear that the number of
infected person will be significantly reduced as q increases, when the effect of people’s
behavior is ignored.
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5 Conclusion

In this work, we have analyzed a SIRS epidemical model with saturated infection rate
in a small-world network. By analysis of the model in the small-world network, the
propagation of epidemic virus is not totally depends on the topology of the network.
From the simulation analysis, we can obtain the propagation of the virus correlation
with the average degree of the network, the rewiring probability and people’s behaviors
and so on. Therefore, to reduce the spread of the virus by changing these parameters
values, such as reducing the average degree of nodes, lowing transmission and rewiring
probability of network by change people’s behavior, just as wearing a mask, reducing
travel, we can take active isolation to control or slow down the spread of the virus.
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Abstract. The recently proposed twin support vector machines, denoted by
TWSVM, gets perfect classification performance and is suitable for many cases.
However, it would reduce its learning performance when it is used to solve the
large number of samples. In order to solve this problem, a novel algorithm called
Granular Twin Support Vector Machines based on Mixture Kernel Function
(GTWSVM-MK) is proposed. Firstly, a grain method including coarse particles
and fine particles is propsed and then the judgment and extraction methods of
support vector particles are given. On the above basis, we propose a granular
twin support vector machine learning model. Secondly, in order to solve the
kernel function selection problem, minxture kernel function is introduced.
Finally, compared with SVM and TWSVM, the experimental results show that
GTWSVM-MK has higher classification performance.

Keywords: Granulation � Mixture kernel function � Twin support vector
machines

1 Introduction

As a new machine learning technology, twin support vector machines (TWSVM) is
proposed by Jayadeva [1] in 2007. TWSVM would generate two non-parallel planes,
such that each plane is closer to one of the two classes and is as far as possible from the
other. Theoretically, the speed of TWSVM has approximately 4 times faster than the
traditional support vector machine (SVM). Because of its excellent performance,
TWSVM has been applied to many areas such as speaker recognition [2], medical
detection [3–5], etc. At present, many improved TWSVM algorithms have been pro-
posed. For example, in 2010, M. Arun Kumar et al. [6] brought the prior knowledge into
TWSVM and least square TWSVM and then got two improved algorithms. Experi-
mental results showed the proposed algorithms were effective. In 2011, Qiaolin Yu et al.
[7] adding the regularization method into the TWSVM model, proposed the TWSVM
model based on regularization method. This method ensured that the proposed model

© Springer International Publishing Switzerland 2015
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was the strongly convex programming problem. In 2012, Yitian Xu et al. [8] proposed a
twin multi-class classification support vector machine. Experimental results demon-
strated the proposed algorithm was stable and effective. However, the research on
TWSVM is still at the starting stage at present. For example, the theoretical basis of
TWSVM has not been enough perfect and the selection parameters methods [9, 10].

In order to further improve the classification performance of TWSVM, a novel
algorithm called Granular Twin Support Vector Machines based on Mixture Kernel
Function (GTWSVM-MK) is proposed in this paper. Firstly, in order to overcome the
blindness of choice kernel function for TWSVM, minxture kernel function which has
good generalization ability is introduced as the kernel function of TWSVM. Secondly,
the granulation method of samples is designed, the estimation and extraction methods
of support vector particle are proposed. Therefore, we can construct a new granular
twin support vector machine learning model based on the above idea. Finally, the
experimens on the UCI dataset show the effectiveness of the proposed method.

This paper is organized as follows: In Sect. 2, we briefly introduce the basic theory
of TWSVM. In Sect. 3, GTWSVM-MK algorithm is detailed introduced and analyzed.
Computational comparisons on UCI datasets are done in Sects. 4 and 5 gives concluding
remarks.

2 Twin Support Vector Machines

Consider a binary classification problem of classifying m1 data points belonging to
class +1 and m2 data points belonging to class −1. Then let matrix A in Rm1�n represent
the data points of class +1 while matrix B in Rm2�n represent the data points of class −1.
Two nonparallel hyper-planes of the linear TWSVM can be expressed as follows.

xTw1 þ b1 ¼ 0 and xTw2 þ b2 ¼ 0 ð1Þ

The target of TWSVM is to generate the above two nonparallel hyper-planes in the n-
dimensional real space Rn, such that each plane is closer to one of the two classes and is
as far as possible from the other. A new sample point is assigned to class +1 or -1
depending upon its proximity to the two nonparallel hyper-planes. The linear classifiers
are obtained by solving the following optimization problems.

min
wð1Þ;bð1Þ;nð2Þ

1
2

Awð1Þ þ e1b
ð1Þ�� ��2þc1e

T
2n

ð2Þ

s:t: � ðBwð1Þ þ e2b
ð1ÞÞ � e2 � nð2Þ;

nð2Þ � 0:

ð2Þ

min
wð2Þ;bð2Þ;nð1Þ

1
2

Bwð2Þ þ e2b
ð2Þ�� ��2þc2e

T
1n

ð1Þ

ðAwð2Þ þ e1b
ð2ÞÞ � e1 � nð1Þ;

nð1Þ � 0:

ð3Þ
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where c1 and c2 are penalty parameters, nð1Þ and nð2Þ are slack vectors, e1 and e2 are the

vectors of ones of appropriate dimensions. xðiÞj represents the j th sample of the i th
class.

For the nonlinear case, the two nonparallel hyperplanes of TWSVM based on
kernel can be expressed as follows:

KðxT ;CTÞwð1Þ þ bð1Þ ¼ 0; KðxT ;CTÞwð2Þ þ bð2Þ ¼ 0 ð4Þ

where, C ¼ ½AT ;BT �T . So the optimization problem of nonlinear TSVMs can be
expressed as follows.

min
wð1Þ;bð1Þ;nð2Þ

1
2

KðA;CTÞwð1Þ þ e1b
ð1Þ�� ��2þc1e

T
2n

ð2Þ

s:t: � ðKðB;CTÞwð1Þ þ e2b
ð1ÞÞ � e2 � nð2Þ;

nð2Þ � 0:

ð5Þ

min
wð1Þ;bð1Þ;nð2Þ

1
2

KðB;CTÞwð2Þ þ e2b
ð1Þ�� ��2þc2e

T
1n

ð1Þ

s:t: ðKðA;CTÞwð2Þ þ e1bð2ÞÞ � e1 � nð1Þ;

nð1Þ � 0:

ð6Þ

3 Granular Wavelet Twin Support Vector Machines

3.1 Construction GTWSVM-MK Learning Model

Set a given data: X ¼ ðxi; yiÞ; i ¼ 1; 2; � � � ; n, where n is the number of samples, yi is
the class label of xi. Use fuzzy clustering method to granulate dataset X, which then are
labeled as l coarse particles, and ensure the label of each particle with the sample to be
consistent, denoted by:

ðX1; Y1Þ; ðX2; Y2Þ; � � � ; ðXi; YiÞ; � � � ; ðXl; YlÞ

Assume that each coarse particle has li samples, and Yi is the label of the ith coarse
particle. The original data set can be expressed as:

X ¼ fðXi; YiÞ; i ¼ 1; 2; � � � ; lg

where,
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X1 ¼
x1
x2
� � �
xl1

8>><>>:
9>>=>>;; X2 ¼

xl1þ1

xl1þ2

� � �
xl1þl2

8>><>>:
9>>=>>;; � � � ; Xl ¼

xl1þl2þ���þll�1þ1

xl1þl2þ���þll�1þ2

� � �
xl1þl2þ���þll�1þll

8>><>>:
9>>=>>;

After finishing the division, the support vector particles consist the new training
samples X

0 ¼ fðx0
i; y

0
iÞ; i ¼ 1; 2; � � � ;mg. Where m is the number of samples, y

0
i is the

class label of x
0
i.

Thus we get the optimal separating hyperplane

x
0T
i w1 þ b1 ¼ 0 and x

0T
i w2 þ b2 ¼ 0 ð7Þ

For linearly inseparable, the main idea of GWTWSVM is that the input vector is
mapped to a high-dimensional feature vector space, and then constructs the optimal
surface in the feature space.

Map the input samples x′ from the input space Rn into the feature space H:

x
0 ! Uðx0 Þ ¼ ðU1ðx

0 Þ;U2ðx
0 Þ; � � � ;Ulðx0 ÞÞT ð8Þ

Insteading of input vector x′ by feature vector Uðx0
), we can get the optimal sep-

arating hyperplane as follows:

Kðx0T ;CTÞwð1Þ þ bð1Þ ¼ 0; Kðx0T ;CTÞwð2Þ þ bð2Þ ¼ 0 ð9Þ

where, K(x
0
i, C

T) is the granularity of the kernel function.

3.2 Construction Mixed Kernel Function

At present, the most commonly used kernel functions are as follows:

(1) Linear Function:

Kðx; xiÞ ¼ x � xi ð10Þ

(2) Polynomial Function:

Kðx; xiÞ ¼ ðcðx � xiÞ þ rÞd ; c[ 0 ð11Þ

(3) Gauss Radial Basis Function:

Kðx; xiÞ ¼ expð� x� xik k2
2r2

Þ ð12Þ

The mercer theorem is the theory of the traditional kernel function construction,
which is showed as follows:
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Theorem 1. When gðxÞ 2 L2ðRNÞ and kðx; x0Þ 2 L2ðRN � RNÞ, ifZZ
kðx; x0ÞgðxÞgðx0Þdxdy� 0 ð13Þ

There is kðx; x0 Þ ¼ ðUðxÞ � Uðx0 ÞÞ.
The choice of kernel function is a critical problem in the practical application. This

is because that the learning ability of kernel function will directly affect the quality of
kernel model performance realization.

As we know, the most used kernel function in TWSVM is the Gauss kernel which
is a typical local kernel function. For the Gauss kernel function, the sketch map of the
testing point 0.1 is shown as Fig. 1. When the values of r2 are 0.1, 0.2, 0.3, 0.4, 0.5
respectively.

From Fig. 1 we can see that the Gauss function has good learning ability because of
only having a role for the near test point, but its generalization ability is weak.

The polynomial kernel is a typical global kernel function. Compared with the local
kernel function, the learning ability of global kernel function is weak, but it has good
generalization ability. For polynomial kernel function, the sketch map of the testing
point 0.1 is shown as Fig. 2. When the values of q are 1, 2, 3, 4, 5 respectively.

Fig. 1. The curve of gaussian kernel in test point 0.1
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From Fig. 2 we can see that the polynomial kernel function has good generalization
ability in the appropriate parameters because of having a role for the near test point and
far across the data points. But the learning ability in the test point is not obvious, which
meas it’s learning ability is not only strong.

Based on the above analysis, if the Gauss kernel function and the polynomial kernel
function is mixed to generate a new mixed kernel function, which can have better
learning ability and better generalization ability.

Theorem 2. kðxi; xjÞ ¼ a � expð� xi�xjk k2

2r2 Þ þ ð1� aÞ � kðxi; xjÞ, (0\a\1) which

contains Gauss kernel function Kðxi; xjÞ ¼ expð� xi�xjk k2

2r2 Þ and any kernel function
kðxi; xjÞ is a new kernel function.

Proof. According to Mecer theorem, the Gram matrix K of any kernel function
kðxi; xjÞ is symmetric and positive semi-definite. So there is orthogonal matrix U, let

K ¼ U

k1
� � �

kk
0

2664
3775U�1, where ki [ 0. Therefore, when r ! 0, there is

Fig. 2. The curve of polynomial kernel in test point 0.1
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k � a � I þ ð1� aÞ � K ¼ U

a

a

� � �
a

26664
37775U�1 þ U

ð1� aÞk1
� � �

ð1� aÞkk
0

26664
37775U�1

¼ U

aþ ð1� aÞ � k1
� � �

aþ ð1� aÞ � kk
� � �

a

26666664

37777775U
�1

So we can know that k is full rank. According to Theorem 1, ek is a kind of kernel
function can linearly separate any training samples.

Based on the above analysis, we can obtain the mixed function as follows:

kðxi; xjÞ ¼ a � expð� xi � xj
�� ��2

2r2
Þ þ ð1� aÞ½ðxi � xjÞ þ 1�q ð14Þ

According to Theorem 2, (14) is a kernel function. For the mixed kernel function, the
sketch map of the testing point 0.1 when r2 ¼ 0:1, q = 3 is shown as Fig. 3.

Fig. 3. The curve of mixed kernel in test point 0.1
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From the Fig. 3, we can see that the mixed kernel function makes good use of the
properties of global and local kernels. It not only has the strong learning capability but
also has strong generalization ability.

3.3 The Algorithm Steps of GTWSVM-MK

• Step1: Division the samples into coarse particles. For each class, the samples whose
distance similar to the class of center distance are composed of a coarse particle.

• Step2: Extracting the support vector coarse particles. Using the fuzzy clustering
method to cluster the coarse particles according to the degree membership of each
coarse particle. Given a threshold, when the degree membership of coarse particle is
less than the given threshold, it means that they are support vector coarse particles,
and then we extract the support vector coarse particles.

• Step3: Division the coarse particle into fine particles. In order to retain the original
data information, the principle of division is that each sample in the support vector
coarse particle is regarded as each support vector fine particle.

• Step4: Extracting the support vector particles. The fine particles of Step3 are the
support vector particles which are the input data set of GTWSVM.

• Step5: Introducing the mixed kernel function and constructing the model of
GTWSVM-MK.

• Step6: Training the support vector set. Carrying out the GTWSVM-MK training in
the new training samples.

• Step7: testing the generalization ability of GTWSVM-MK.

4 Experimental Results and Analysis

In order to verify the efficiency of GTWSVM-MK, two parts of experiments for typical
UCI data sets are carried out in Matlab7.11. In the first experiment, we mianly test the
influence of the learning ability and generalization ability on the same data set for using
different kernel function in TWSVM. At the same time, testing the influence of the
accuracy classification using different coefficient weight for the mixed kernel function.
In the second experiment, we mainly verify the different performance of SVM,
TWSVM and GTWSVM-MK.

4.1 The First Experiment

In order to test the impact on the generalization ability and learning ability of TWSVM
using different kernel functions, heart_scale sample set is used in this paper. Heart_-
scale sample is the two classification problems, which contains 13 properties and 270
samples. Firstly, 100 samples are taken from samples set as the training samples set and
50 samples are taken as the testing samples set 1. In order to further illustrate the impact
on the generalization ability on the TWSVM using different kernel functions,
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we continue increasing 40 samples based on the testing samples set 1 as the testing
samples set 2. Furthermore, based on the testing samples set 2, 30 samples are added as
the testing samples set 3. The parameter values of this experiment are as follows:

C ¼ 100, p1 ¼ 100, p2¼ 3, r ¼ 0:5, a ¼ 0:3, b ¼ 0:7. The experimental results are
shown in Table 1.

From the Table 1, we can see that polynomial kernel function as the global kernel
function, its generalization ability is strong when its learning ability is weak. On the
contrary, Gauss kernel function as the local kernel function, it has strong learning
ability but its generalization ability is weak. However, Mixed Kernel Function has
better performance than the two kernel functions. We would discuss the impact on the
Mixed Kernel Function using different coefficient weight as follows. The experimental
results are shown in Table 2. From the Table 2, we can see that the accuracy would
higher when a is smaller. At present, the determining vaules of a; b method is usually
adopts multiple experimental method to get average value.

4.2 The Second Experiment

In this paper, we use 3 data set in UCI to test the performance of GTWSVM-MK. In the
experiment, the parameters of SVM and TWSVM are got by using cross validation
method. Meanwhile, the fuzzy particle cluster number is set 20. As we know, affecting
the performance of GTWSVM-MK is mainly the value of threshold. Therefore,

Table 1. Comparison of classification results using three kernel functions for TWSVM

Kernel Function Accuracy
Test Set 1 Test Set 2 Test Set 3

Gauss kernel function 85 %(150/50) 84.57 %(150/90) 83.14 %(150/120)
polynomial kernel function 77 %(150/50) 83.14 %(150/90) 82.18 %(150/120)
Mixed kernel function 89.53 %(150/50) 88.56 %(150/90) 87.69 %(150/120)

Table 2. The impact to TWSVM using different value a for the mixed kernel function

The value of a; b Accuracy
Test Set 1 Test Set 2 Test Set 3

a ¼ 0:1; b ¼ 0:9 92.15 %(150/50) 85.06 %(150/90) 85.26 %(150/120)
a ¼ 0:2; b ¼ 0:8 90.08 %(150/50) 87.25 %(150/90) 86.37 %(150/120)
a ¼ 0:3; b ¼ 0:7 88.28 %(150/50) 89.39 %(150/90) 88.28 %(150/120)
a ¼ 0:4; b ¼ 0:6 88.22 %(150/50) 87.08 %(150/90) 85.03 %(150/120)
a ¼ 0:5; b ¼ 0:5 87.77 %(150/50) 89.95 %(150/90) 90.85 %(150/120)
a ¼ 0:6; b ¼ 0:4 87.15 %(150/50) 88.57 %(150/90) 91.32 %(150/120)
a ¼ 0:7; b ¼ 0:3 86.92 %(150/50) 88.13 %(150/90) 89.21 %(150/120)
a ¼ 0:8; b ¼ 0:2 86.37 %(150/50) 87.52 %(150/90) 90.18 %(150/120)
a ¼ 0:9; b ¼ 0:1 84.26 %(150/50) 85.77 %(150/90) 86.93 %(150/120)
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we analyze the impact on GTWSVM-MK using different thresholds as follows. Table 3
is the data set. When the value of threshold is set as 0.95, 0.9, 0.85 and 0.8, the results
are respectively shown as Tables 4, 5, 6 and 7. Can be seen from the experimental
results, the classification accuracy of GTWSVM-MK is close to the SVM and is better
than TWSVM. Furthermore, its run time is far less than the operating time of the SVM.

Table 3. Datasets used in experiments

The sample set Training
Samples

Test
Samples

The
Dimension

Abalone 3177 1000 8
Contraceptive Method Choice 1000 473 9
Pen-Based Recognition of Handwritten
Digits

6280 3498 16

Table 4. Comparison of classification results using three algorithms in the condition of k < 0.95

Data Sets Algorithm Accuracy Time (s)

Abalone SVM 82.17 % 3.77
TWSVM 80.96 % 0.26
GTWSVM-MK 81.45 % 0.38

Contraceptive Method Choice SVM 86.32 % 1.56
TWSVM 84.34 % 0.11
GTWSVM-MK 86.11 % 0.15

Pen-Based Recognition of Handwritten Digits SVM 84.75 % 15.32
TWSVM 81.33 % 2.31
GTWSVM-MK 83.94 % 2.52

Table 5. Comparison of classification results using three algorithms in the condition of k < 0.9

Data Sets Algorithm Accuracy Time(s)

Abalone SVM 82.15 % 3.71
TWSVM 78.21 % 0.14
GTWSVM-MK 80.73 % 0.11

Contraceptive Method Choice SVM 86.92 % 1.53
TWSVM 81.33 % 0.07
GTWSVM-MK 84.14 % 0.12

Pen-Based Recognition of Handwritten Digits SVM 84.72 % 15.21
TWSVM 79.54 % 1.54
GTWSVM-MK 82.22 % 1.66
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5 Conclusion

In order to improve the low efficiency of TWSVM in dealing with large-scale data, a
new granular twin support vector machine based on mixed kernel function algorithm is
proposed in this paper. Firstly, a new granular support vector machine learning model
is constructed through designing granular methods and extracting support vector par-
ticles methods. In order to further improve the performance of the proposed algorithm,
a new granular TWSVM based on mixed kernel function (GTWSVM-MK) is pro-
posed, which effectively uses the strong generalization ability and strong learning
ability of mixed kernel function. Finally, the theoretical analysis and experimental
results show the effectiveness of the method. However, the threshold parameter
selection still has a certain randomness which would make affect the learning perfor-
mance of GTWSVM-MK. Therefore, how to adaptively adjust the appropriate
threshold will be the next step to study.

Acknowledgment. This work is supported by the Foundation of Guangxi University of science
and technology research project (2013YB326), and the Fundation of Guangxi Key Laboratory of
Hybrid Computation and Integrated Circuit Design Analysis (No. HCIC201304).

Table 6. Comparison of classification results using three algorithms in the condition of k < 0.85

Data Sets Algorithm Accuracy Time(s)

Abalone SVM 82.14 % 3.71
TWSVM 75.94 % 0.07
GTWSVM-MK 80.12 % 0.13

Contraceptive Method Choice SVM 86.92 % 1.53
TWSVM 79.65 % 0.06
GTWSVM-MK 82.43 % 0.07

Pen-Based Recognition of Handwritten Digits SVM 84.74 % 15.3
TWSVM 76.63 % 1.21
GTWSVM-MK 81.32 % 1.43

Table 7. Comparison of classification results using three algorithms in the condition of k < 0.8

Data Sets Algorithm Accuracy Time(s)

Abalone SVM 82.14 % 3.72
TWSVM 72.85 % 0.03
GTWSVM-MK 78.54 % 0.05

Contraceptive Method Choice SVM 86.97 % 1.55
TWSVM 77.72 % 0.05
GTWSVM-MK 80.28 % 0.04

Pen-Based Recognition of Handwritten Digits SVM 84.79 % 15.3
TWSVM 72.68 % 0.09
GTWSVM-MK 79.65 % 0.11
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Abstract. In this paper, we consider the detection of multiple influential obser-
vations in high dimensional regression, where the p number of covariates is much
larger than sample size n. Detection of influential observations in high dimensional
regression is challenging. In the case of single influential observation, Zhao et al.
(2013) developed a method called High dimensional Influence Measure (HIM).
However, the result of HIM is not applicable to the case of multiple influential
observations, where the detection of influential observations is much more com-
plicated than the case of single influential observation. We propose in this paper a
new method based on the multiple deletion to detect the multiple influential.

Keywords: High dimensional linear regression � Influential observation �
Robust

1 Introduction

Influential observation detection is an important issue in modeling. In linear model,
influential observation can distort the estimation of regression coefficient significantly.
Let X = (X1, ···, Xp) ∊ Rp be the regressor and Y ∊ R be the responsor. In the case of
p being fixed, Cook’s distance [1] has been widely used and proven to be effective.
Motivated by the seminal work of Cook, many other methods have been proposed, such
as, studentized residuals [2] and DFFITS [3] etc. More works on influential observation
detection can be inferred to Chatterjee and Hadi [4], Pena [5, 6], Nurunnabi et al. [7, 8],
Imon and Hadi [9, 10], and Zakaria [11].

Compared with the case of p being small or fixed, the influential observation
detection in high dimensional linear regression is less developed. Since ordinary least
square (OLS) estimate is unstable in the high dimensional setting, Cook’s distance and
other related methods can’t be applied directly. Detecting the influential observations is
critical in high dimensional setting where p ≫ n, since influential observations can
greatly decrease the effectiveness of many widely used variable selection methods,
such as, least absolute shrinkage and selection operator (LASSO) [12], sure indepen-
dent screening (SIS) [13] etc. Further discussion is referred to Zhao et al. (2013).
Among the literature of high dimensional linear model, some robust methods, using
the robust loss function, have been proposed, such as, LAD-Lasso [14]. However, these
methods focus on estimating coefficient and prediction that is not designed for the
identification of influential observations. [15] proposed a method named Θ–IPOD to
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detect the outliers. However, this method, assuming a specific mean shifting structure on
outlier, is restrictive and consequently can’t deal with the general case. Zhao et al.
(2013) proposed a new method called high dimensional influence measure (HIM), based
on the marginal correlation. The marginal coefficient method has been widely used in
high dimensional variable selection, such as SIS [13]. HIM can be viewed as the
generalization of Cook’s distance to high dimensional setting. Zhao et al. (2013) showed
the effect of dimension blessing and established the asymptotic distribution of the test
statistics, while the asymptotic distribution is unavailable for the Cook’s distance.

However, the detection of multiple influential observations is more challenging. It is
well known that the “masking” or “swamping” effects may exist, when multiple
influential observations are presented. Masking means that an influential observation is
revealed as influential only after deleting of several other influential observations.
Swamping means a non-influential observation is falsely labeled as influential one due to
strong effect of influential observations. Due to the effects of “masking” and “swamp-
ing”, it is generally hard to obtain the asymptotic distribution of testing statistics.

The asymptotic result of HIM is only suitable for the case of single influential
observation. Therefore, HIM method, which shares the spirit as Cook’s distance by
deleting only single observations each time, can’t handle effectively the case of mul-
tiple influential observations. Therefore, new method is necessary when there are
multiple influential observations.

In the case of p fixed, multiple deletion methods are proved to be effective to deal
with multiple influential observations. In order to reduce the masking and swamping
phenomenon, Hadi and Simonoff (1993) proposed an approach that attempts to separate
the data into a set of “clean” points and the set of rest data may contain the potential
influential observation. The multiple deletion has been considered in [7–9, 16, 17] etc.
for linear model and logistic regression model.

In this paper, combining the strength of multiple deletion and HIM, we propose a
new method to deal with multiple influential observations detection in high dimen-
sional setting. Multiple deletion makes it possible to reduce detection of the multiple
influential observation to that of the single influential observation. The price we paid is
the increase of the computing cost. We propose a new algorithm, which is computa-
tional feasible much more effective than HIM when multiple influential observations
are presented. The theoretical properties are established.

The main contents of this paper are arranged as follows. In Sect. 2, we briefly
review the method of HIM and propose a new method to deal the multiple influential
observation detection. The simulation results are presented in Sect. 3.

We introduce some notations. For any sets A, we denote |A| as the cardinality of A. Let
Iinf and Icinf be the set of indices of the influential and non-influential observations,
respectively.

2 Detection of Multiple Influential Observations in High
Dimensional Setting

In this article, we focus on influence diagnosis in the context of the high dimensional
linear regression model. Consider the following model
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Yi ¼ b0 þ XT
i b1 þ ei ð1Þ

where the pair (Yi, Xi), 1 ≤ i ≤ n, denote the observation of the ith subject, Yi ∊ R is the

response variable, Xi ¼ Xi1; � � �Xip
� �T2 Rp is the associated p-dimensional predictor

vector, and ɛi ∊ R is a mean zero normally distributed random noise. Let b ¼ ðb0; b>1 Þ>
denote the coefficient vector. Under the classical setup of n > p the OLS estimate of β is

obtained by minimizing the objective function
Pn
i¼1

Yi � b0 � XT
i b1

� �2, and the solution

is bb ¼ ðX>XÞ�1X>Y where Y = (Y1, ···, Yn)
T denotes the n × 1 response vector, and

X denotes the n × p design matrix with the ith row being p + 1 dimensional vector
1;XT

i

� �
; i ¼ 1; � � � n.

2.1 Brief Review of HIM

In the case of p > n, the OLS estimator is highly unstable and Cook’s distance
(CD) does not work well. Zhao et al. (2013) use the leave-one-out principle as in the
classical Cook’s distance and propose the high dimensional influence measure (HIM).
We give a short review of this method. Specifically, we define the marginal correlation
as qj ¼ E Xij � uxj

� �
Yi � uy
� �� ��

rxjry
� �

where μxj = E(Xj), μy = E(Yi), σxj = var(Xj),

and σy = var(Yi). We then obtain the sample estimate q̂j ¼ fPn
i¼1

ðXij � l̂xjÞðYi � l̂yÞg=
fnr̂xjr̂yg, for j = 1,…, p, where ûxj, ûy, r̂xj and r̂y are the sample estimates of uxj, uy, σxj
and σy respectively. Zhao et al. (2013) compute the marginal correlation with the kth
observation removed as

Dk ¼ 1
p

Xp
j¼1

q̂j � q̂ðkÞj

� �2
ð2Þ

where q̂ðkÞ is the estimate of marginal correlation without kth observation (Yk, Xk).
Under some conditions, we have the following results.

Proposition 1. Under some conditions (conditions (C.1)–(C.3) in Zhao et al. 2013),
When there is no influential points and min {n1, p} → ∞, we have

n2Dk ! v2ð1Þ ð3Þ

where χ2(1) is the chi-square distribution with one degrees of freedom.
For the hypothesis that the k-th observation is not influential versus its alternative,

p-value Pðv2ð1Þ[ n2DkÞ can be used for the testing. As sample size n is large, we
should handle the multiple hypotheses testing problem simultaneously, the authors use
the B-H procedure [18] of Benjamini and Hochber (2005) to control the false discovery
rate (FDR).
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2.2 Multiple Deletion for High Dimensional Influence Measure

Although HIM has been shown effective in high dimensional setting, this method uses
only leave-one-out approach and consequently can’t deal effectively with the case of
multiple influential observations. It is well known that multiple influential observation
detection is more challenging due the “masking” and “swamping” effects. In this case,
multiple deleting is more effective than leave-one-out method. Many works have
proposed on multiple deletion such as GFFITS and PP-type outlier identifier. In this
paper, we propose a new high dimensional influence measure based on multiple
deletion (MHIM) to reduce the effect of “masking” and “swamping”. The main idea is
to find a clean subset data firstly based on multiple deletion and subset selection.

Let Zn ¼ fZi : Zi ¼ Xj; Yj
� �

; i ¼ 1; � � � ; ng be the sample of size n. Let Iinf = {i:Zi is
influential} and Icinf ¼ f1; � � � ; ngnIinf . Denote ninf = |Iinf|, the number of influential
observations and assume that ninf < n/2. For any1 ≤ i0 ≤ n, we consider the multiple
deletion, choosing at random a subset of sample with indices A � {j:j ≠ i0, j = 1, ···, n}
where |A| ≤ (n − 1)/2. Then let Aði0Þ ¼ A[fi0g and compute the HIM for Zi0 in the data
set fZi; i 2 Aði0Þg

DAði0Þ ¼ q̂Aði0Þ � q̂Ak k2
.
p ð4Þ

where q̂A and q̂Aði0Þ are the marginal correlations based on data with indices A and Aði0Þ

respectively. Recalling the definition of marginal correlation in Sect. 2.1, the mean μx,j,
μy and variance σx,j, σy should be estimated when we compute q̂A and q̂Aði0Þ . Due to the
existence of influence observations, it is desirable to use the robust estimate for μx,j, μy
and σx,j, σy. In this paper, we consider sample median to estimate μx,j, μy and median
absolute deviation (MAD) to estimate σx,j, σy based on data fZi; i 2 Aði0Þg.

Sine A may contains influential observations, a single subset A can’t provide suf-
ficient evidence to determine whether Zi0 is influential or not, due to the randomness of
subset A. The multiple subsets will be helpful. Suppose that we have multiple subsets
B1, ···, Bm � {i, 1 ≤ i ≠ i0 ≤ n} with the cardinality |Bj|, 1 ≤ j ≤ m and that Zi0 is

influential. Let Bði0Þ
j ¼ Bj[fi0g; 1� j�m. For any fixed Bj, Zi0 may be masked by other

influential points such that statistic jBði0Þ
j j2D

B
ði0Þ
j

is not large enough, if Bj contains other

influential observations. However, as m is large, we will have large probability to get a
subset Bj0 such that it contains no influential observations. Consequently, the statistic

jBði0Þ
j0 j2D

B
ði0Þ
j0

will be large than 1 – α quantile of v21 distribution and consequently Zi can

be detected, if the estimate has large power on the alternative. This motivates us to
consider the statistics

Fi0 ¼ max
1� j�m

jBði0Þ
j j2D

B
ði0Þ
j
; 1� i0 � n: ð5Þ

If Zi0 is influential, then Fi0 will be larger than χ21,1 − α in high probability.
However, if Zi0 is not an influential observation, Fi0 defined above may also be much
larger than χ1,1 − α

2 due to the swamping effect and consequently Zi0 is incorrectly
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identified as influential. Although estimate Fi may lead to some false positive, it gives a
good estimate of a subset of clean data fZi; i 2 Ŝg as m is sufficiently large where

Ŝ ¼ fi : Fi � v21;1�a; 1� i� ng ð6Þ

And the set Ŝc ¼ fi : Fi [ v21;1�ag consists of the estimated influential observations
and some non-influential ones due to swamping effect. Based on this estimated clean
data, we can remove some false positive observations in the set Ŝc.

For any Zi; i 2 Ŝc, we apply HIM to data with indices ŜðiÞ ¼ Ŝ[fig and compute
DŜðiÞ . If Ŝ is a good enough such that it consists of only clean data, then ŜðiÞ contains at
most one influential observation, and consequently leave-one-out method HIM will be
effective in testing whether Zi is an influential observation. Note that checking whether
Zi; i 2 Ŝc are influential observations is a multiple hypothesis testing problem. There-
fore instead simply comparing jŜðiÞj2DŜðiÞ and χ1,1 − α

2 , we can control the false dis-
covery rate (FDR) by the commonly used FDR control methods, such as, the B-H
procedure [18]. We summarize our algorithm into following two steps.

(1) For 1 ≤ i ≤ n, selectm subsets B1, ···, Bm� {j :1 ≤ j ≠ i ≤ n} with the same cardinality
|B1|: = n1 < n/2. For i = 1, ···, n, compute Fi ¼ max

1� j�m
ðn1 þ 1Þ2D

BðiÞ
j
, where

B ið Þ
j ¼ Bj[ if g. Then Ŝ ¼ fi : Fi � v21;1�a; 1� i� ng is the estimate of clean data.

(2) For each observation Zi with i 2 Ŝc ¼ fi : Fi [ v21;1�ag, consider the testing Hi,0 :

Zi is not influential among data with indices ŜðiÞ ¼ fig[Ŝ. Compute the p-value
Pðv21 [ jŜðiÞj2DŜðiÞ Þ and control the error using FDR method. The final estimate of
influential observations is defined as

Îinf ¼ fZi; i 2 Ŝc and Hi;0 is rejected by FDR procedureg ð7Þ

We study the power of MHIM method. We assume that the number the influential
observations ninf < n/2. To ensure the success of multiple influential observation detection,
HIM must be effective for the case of single influential. We make that following
assumption on the power of HIM method for the case of single influential observation.

Assumption 1. (Power for single influential observation). Let {Zi = (Xi, Yi),
i = 1, ···, n} be i.i.d. non-influential observation and Z0 = (X0, Y0) be the only influential
observation. Suppose that Z0 can be identified as influential observation by HIM
method with probability at least 1 − ɛ.

Theorem 1. Suppose that assumptions (C.1)–(C.3) of Zhao et al. (2013) and
Assumption 1 holds. For any β ∊ [0, 1] and ɛ defined in Assumption 1 such that
(1 − ninfɛ)β < ɛ0, where ɛ0 > 0 is sufficiently small. As m[ ½logð1�
bÞ�= log 1� n�ninf�n1

n�1

� �ninf	 

and min {n1, p} → ∞, it holds that

PðŜc � IinfÞ[ 1� e0 ð8Þ
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3 Simulation

In this section, we report the simulation results of the MHIM. In the simulations below,
we generate the non-influential observations of size n from the following true model,

Yi ¼ X>
i bþ ei; i ¼ 1; � � � ; n ð9Þ

where β = (1, 1, 1, ···, 1), ɛi ∼ N(0, 1), Xi = (Xi1, ···, Xip)
T ∼ N(0, Σ) and Σ = (σij) with

σij = 0.5|i−j|. Denote by i0 = arg max 1≤i≤nYi and X inf
i ; Y inf

i

� �
; i ¼ 1; � � � ; ninf (be the

influential observations, where X inf
i ¼ ðX inf

i1 ; � � � ;X inf
ip ÞT 2 Rp; ninf stand for the number

of influential observations.
Let TPR stands for the power of influential detection, or equivalently, the pro-

portion of the correctly identified influential observation over ninf. FPR stands for false
positive rate, which is the ratio of the number of the non-influential points that are
incorrectly identified as influential ones over the n − ninf. F1 stands for F1-score, whose
computational formula is

F1 ¼ 2TP
2TPþ FPþ FN

ð10Þ

where TP stands for true positive number, FP stands for the number of false positive
observations, and FN is the number of false negative observations. The larger the F1-
score is, the more efficiently the method does. In the following simulations, we set the
number of subsets m = 300 and repeat T = 100 times to report the mean of FPR, TPR
and F1-score.

3.1 Simulation for Masking Effect

As the deviation of influential observations from the non-influential ones is mall, some
influential observations in X inf

i ; Y inf
i

� �
; i ¼ 1; � � � ; ninf tends to be masked. Therefore,

we generate the influential observations from the following model 1–3, where ɛi is the
same as model (9). We set the sample size n = 300, ninf = 10, the number of predictors
p = 1000.

Example 1. For i ¼ 1; � � � ; ninf ; Y inf
i ¼ Yi0 þ ei þ k;X inf

i ¼ Xi0 :

Example 2. For i = 1, ···, ninf, j = 1, ···, p, X inf
ij ¼ Xi0j þ 0:5kXi0jIfj2Sg, with

S = {1, 2, ···, 10} and Y inf
i ¼ ðX inf

i Þ>bþ ei, where I{j∊S} is the indicator function.

Example 3. For i = 1, ···, ninf, j = 1, ···, p, X inf
ij ¼ Xi0j þ 0:5kXi0jIfj2Sg, with

S = {1, 2, ···, 10}, and Y inf
i ¼ ðX inf

i Þ>bþ ei þ 0:5k, where I{j∊S} is the indicator
function.

From the Table 1, we see that, in all cases, MHIM performs much better than HIM
in terms of TPR and F1-score. HIM has smaller values in terms of FPR, but the price is
that the power TPR is very low. As a result, the F1-score of MHIM is always higher
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than HIM. Therefore, the leave-one-out methods can’t detect the influential observa-
tions efficiently. With the increase of k, the TPR of MHIM increase much faster than
that of HIM. Therefore, MHIM is more effective than HIM.

3.2 Simulation for Swamping Effect

As the deviation of (Xinf, Yinf) is large, there is swamping effect such that some
observations in (Xi, Yi) will be false identified as influential observation. To compare
the performance of HIM and MHIM in the presence of swamping, we generate
influential observations from the following Examples 4–6. We set the sample size
n = 100, p = 1000 and ninf = 10.

Example 4. For i ¼ 1; � � � ; ninf ; Y inf
i ¼ 15kYi0 þ ei;X inf

i ¼ Xi0 :

Example 5. For i ¼ 1; � � � ; ninf ;X inf
i

¼ 3kXi0 ; Y
inf
i ¼ ðX inf

i ÞTbþ ei:

Example 6. For i ¼ 1; � � � ; ninf ;X inf
i

¼ 2kXi0 ; Y
inf
i ¼ 3kðX inf

i ÞTbþ ei:

For the simulation results in Table 2, it can be inferred that MHIM has better
performance than HIM. For Example 4–6, we see that both HIM and MHIM have good
performance in terms of TPR. However, the FPR of HIM is much larger than that of
MHIM, which shows that HIM is too aggressive. On the other hand, MHIM makes a
good balance between TPR and FPR. As a result, F1-score of MHIM is always higher
than HIM.

Table 1. Simulation results for Model 1–3

Example k HIM MHIM

1 TPR FPR F1 TPR FPR F1

0.8 0.01 0.0100 0.144 0.56 0.017 0.566
1.0 0.01 0.0007 0.179 0.60 0.015 0.590
1.2 0.12 0.0670 0.078 0.82 0.012 0.756
1.4 0.15 0.0032 0.241 0.88 0.014 0.770
1.6 0.23 0.0011 0.365 0.97 0.017 0.788

2 0.8 0.07 0.0004 0.130 0.72 0.015 0.668
1.0 0.12 0.0006 0.211 0.75 0.014 0.696
1.2 0.13 0.0005 0.227 0.79 0.015 0.710
1.4 0.14 0.0004 0.243 0.81 0.014 0.731
1.6 0.23 0.0010 0.365 0.85 0.016 0.735

3 0.8 0.05 0.0003 0.094 0.24 0.010 0.314
1.0 0.05 0.0130 0.070 0.57 0.015 0.569
1.2 0.05 0.0003 0.094 0.60 0.013 0.609
1.4 0.10 0.0008 0.150 0.64 0.014 0.626
1.6 0.11 0.0006 0.195 0.88 0.015 0.760
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3.3 Simulation on a Real Data

We consider the data set reported in Scheetz et al. (2006). In order to identify the
genetic variation relevant to a multisystem human disease known as Bardet-Biedl
syndrome (BBS), expression quantitative trait locus mapping was used in laboratory
rats to gain a broad perspective of gene regulation. This set contains 120
twelve-week-old male F2 rats that are the offspring of the F1 rats and selected from
eyes and microarray analysis for tissue harvesting. The RNA from the eyes of F2 rats
was analyzed via microarrays that contain over 31,000 different probes. One of the
probes that is for gene TRIM32 was found to cause BBS. The interest of this data set is
to find genes whose expressions are correlated with that of TRIM32. Excluding the
unexpressed and insufficiently variable one, there are only 18,976 probes as regressors.
Then we chose the top 1000 probes that are most correlated with TRIM32 as regres-
sors. As a result, the set contains 120 samples and the number of predictors is 1000.

Because of the existence of influential observations in this data, we identify them
by HIM and MIHM simultaneously. When using the MHIM, we set the number of
subsets m = 500 and repeat T = 100. The results of HIM and MIHM is the same. Both
of them find 6 influential observations with indices {28, 32, 59, 80, 95, 120}. After
removing the influential observations, we denote by Ymed and Xj

med, 1 ≤ j ≤ p the
median of response and j-th variable in remain sample. We artificially add 10 outliers
as followings to the remain sample as follows. Denote by 1ninf the vector of size ninf
with elements one.

Table 2. Simulation results for Model 4–6

Example k HIM MHIM

4 TPR FPR F1 TPR FPR F1

0.8 1 0.190 0.539 1 0.030 0.881
1.0 1 0.740 0.231 1 0.050 0.816
1.2 1 0.870 0.203 1 0.060 0.787
1.4 1 1 0.182 1 0.070 0.760
1.6 1 1 0.182 1 0.070 0.760

5 0.8 1 0.010 0.957 1 0.002 0.917
1.0 1 0.010 0.975 1 0.004 0.847
1.2 1 0.110 0.669 1 0.017 0.929
1.4 1 0.830 0.211 1 0.039 0.851
1.6 1 1 0.182 1 0.060 0.787

6 0.8 1 0.004 0.982 1 0.003 0.881
1.0 1 0.162 0.578 1 0.078 0.740
1.2 1 1 0.182 1 0.039 0.851
1.4 1 1 0.182 1 0.070 0.760
1.6 1 1 0.182 1 0.213 0.511
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Example 7. For i ¼ 1; � � � ; ninf ; Y inf
i ¼ Ymed þ 0:23k1ninf ;

Example 8. For i ¼ 1; � � � ; ninf ; j ¼ 1; � � � ; p; X inf
ij ¼ Xmed

j þ 0:65kIfj2Sg with S ¼
f1; 2; � � � ; pg and Ifj2Sg is the indicator function.

Example 9. For i ¼ 1; � � � ; ninf ; Y inf
ij ¼ Ymed þ 0:23k1ninf ;X

inf
ij ¼ Xmed

j þ
0:65kIfj2Sg with S ¼ f1; 2; � � � ; pg and Ifj2Sg is the indicator function.

Example 10. For i ¼ 1; � � � ; ninf ; Y inf
i ¼ Ymed þ 3:8k1ninf :

Example 11. For i ¼ 1; � � � ; ninf and j ¼ 1; � � � ; p; X inf
ij ¼ Xmed

j þ 200kIfj2Sg with S ¼
f1; 2; � � � ; pg and Ifj2Sg is the indicator function.

Example 12. For i ¼ 1; � � � ; ninf ; Y inf
ij ¼ Ymed þ 10k1ninf ; X

inf
ij ¼ Xmed

j þ 10kIfj2Sg;
with S ¼ f1; 2; � � � ; pg; and Ifj2Sg is the indicator function.

Simulations results are quite similar to those in Sects. 3.1 and 3.2, which shows the
advantages of MHIM over HIM in the presence of multiple influential observations
(Table 3).

Table 3. Simulation results for Model 7–12

Example k HIM MHIM

TPR FPR F1 TPR FPR F1

7 0.8 0 0 0 0.01 0 0.020
1.2 0.07 0 0.131 0.13 0 0.230
1.6 0.10 0 0.182 0.93 0 0.964

8 0.8 0 0 0 0 0 0
1.2 0 0 0 0.30 0 0.462
1.6 0.15 0 0.261 0.35 0 0.519

9 0.8 0 0 0 0.01 0 0.020
1.2 0 0 0 0.15 0 0.261
1.6 0.13 0 0.230 0.90 0 0.947

10 0.8 1 0 1 1 0 1
1.2 1 0.058 0.768 1 0.040 0.786
1.6 1 1 0.161 1 0.090 0.681

11 0.8 1 1 0.161 0.87 0.094 0.613
1.2 1 1 0.161 0.88 0.160 0.497
1.6 1 1 0.161 0.91 0.170 0.493

12 0.8 1 1 0.161 1 0.140 0.589
1.2 1 1 0.161 1 0.170 0.531
1.6 1 1 0.161 1 0.180 0.517
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4 Conclusion

In this paper, we consider the multiple influential observations detection in high
dimensional linear regression model. We propose a new algorithm based on the idea of
multiple deletion. Under some conditions, our method can detect a set containing all of
the multiple influential observations with probability tending to 1.

Acknowledgements. The research of Zhao was supposed by National Science Foundation of
China (No. 11471030, 11101022) and the Fundamental Research Funds for the Central Universities.

References

1. Cook, R.D.: Detection of influential observation in linear regression. Technometrics 19, 15–
18 (1977)

2. Behnken, D.W., Draper, N.R.: Residuals and their variance patterns. Technometrics 14,
101–111 (1972)

3. Belsley, D.A., Kuh, E., Welsch, R.E.: The Grid: Regression Diagnostics: Identifying
Influential Data and Sources of Collinearity. Wiley, New York (2005)

4. Chatterjee, S., Hadi, A.S.: The Grid: Sensitivity Analysis in Linear Regression. Wiley, New
York (1988)

5. Pena, D.: A new statistic for influence in linear regression. Technometrics 47(1), 1–12 (2005)
6. Pena, D.: Measures of Influence and Sensitivity in Linear Regression, pp. 523–536.

Springer, London (2006). Springer Handbook of Engineering Statistics
7. Nurunnabi, A.A.M., Imon, A.H.M.R., Nasser, M.: A diagnostic measure for influential

observations in linear regression. Commun. Stat. Theor. Methods 40, 1169–1183 (2011)
8. Nurunnabi, A.A.M., Hadi, A.S., Imon, A.H.M.R.: Procedures for the identification of

multiple influential observations in linear regression. J. Appl. Stat. 41, 1315–1331 (2014)
9. Imon, A.R., Hadi, A.S.: Identification of multiple outliers in logistic regression. Commun.

Stat. Theor. Methods 37, 1697–1709 (2008)
10. Imon, A.R., Hadi, A.S.: Identification of multiple high leverage points in logistic regression.

J. Appl. Stat. 40, 2601–2616 (2013)
11. Zakaria, A., Howard, N.K., Nkansah, B.K.: On the detection of influential outliers in linear

regression analysis. Am. J. Theor. Appl. Stat. 3, 100–106 (2014)
12. Tibshirani, R.: Regression shrinkage and selection via the Lasso. J. Roy. Stat. Soc. B 58,

267–288 (1996)
13. Fan, J., Lv, J.: Sure independence screening for ultrahigh dimensional feature space. J. Roy.

Stat. Soc. Ser. B (Stat. Methodol.) 70, 849–911 (2008)
14. Wang, H., Li, G., Jiang, G.: Robust regression shrinkage and consistent variable selection

through the LAD-Lasso. J. Bus. Econ. Stat. 25, 347–355 (2007)
15. She, Y., Owen, A.B.: Outlier detection using nonconvex penalized regression. J. Am. Stat.

Assoc. 106, 626–639 (2011)
16. Rahmatullah Imon, A.H.M.: Identifying multiple influential observations in linear

regression. J. Appl. Stat. 32, 929–946 (2005)
17. Pan, J.X., Fung, W.K., Fang, K.T.: Multiple outlier detection in multivariate data using

projection pursuit techniques. J. Stat. Plann. Infer. 83(1), 153–167 (2000)
18. Benjamini, Y., Hochberg, Y.: Controlling the false discovery rate: a practical and powerful

approach to multiple testing. J. Roy. Stat. Soc.: Ser. B (Methodol.) 57, 289–300 (1995)

64 J. Zhao et al.



Drift Operator for States of Matter Search Algorithm

Yuxiang Zhou, Yongquan Zhou(✉), Qifang Luo, Shilei Qiao, and Rui Wang

College of Information Science and Engineering,
Guangxi University for Nationalities,

Nanning Guangxi 530006, China
yongquanzhou@126.com

Abstract. States of matter search (SMS) algorithm is based on the simulation of the
states of matter phenomenon. In SMS, individuals emulate molecules which interact
to each other by using evolutionary operations which are based on the physical prin‐
ciple of the thermal-energy motion mechanism. Although the SMS algorithms have
been used to solve many optimization problems, there still slow convergence and
easy to fall into local optimum in some applications. In this paper, a novel drift
operator-based states of matter search algorithm (DSMS) is proposed. The main idea
involves using drift operator to keep the concept of location and abandon the concept
of velocity for accelerate the convergence speed while simplifying algorithm, mean‐
while a new variable differential evolution (DE) strategy is introduced to diversify
the individuals in the search space for escape from the local optima. The proposed
method is applied to several benchmark problems and is compared to four modern
meta-heuristic algorithms. The experimental results show that the proposed algo‐
rithm outperforms other peer algorithms.

Keywords: States of matter search algorithm · Drift operator · Thermal-energy
motion mechanism · Differential evolution strategy · Meta-heuristic algorithms

1 Introduction

Recently, global optimization problem in real-world is more and more complex and has
attracted a lot of researchers to search for efficient problem-solving methods. Evolu‐
tionary algorithm is the better solution to solve the global optimization problems and
widely applied in various areas of science, engineering, economics and others, where
mathematical modeling is used. In general, the goal is to find a goal optimum for an
objective function which is defined over a given search space. During the last few
decades, several evolutionary algorithms have been suggested that mimics some natural
phenomena. Such phenomena include animal-behavior phenomena such as the Particle
Swarm Optimization (PSO) algorithm [3], the Bat (BA) algorithm proposed by Yang
[4]. Some other methods which are based on physical processes, for example, the Elec‐
tromagnetism-like Algorithm [5], the Gravitational Search Algorithm (GSA) [6] and the
States of Matter Search (SMS) algorithm [1, 2].

The SMS algorithm is based on the simulation of the states of matter phenom‐
enon. In SMS, individuals emulate molecules which interact to each other by using
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evolutionary operations based on the physical principles of the thermal-energy
motion mechanism. Thus, the evolutionary process is divided into three stages which
emulate the three states of matter: gas, liquid and solid. At each state, molecules
(individuals) exhibit different behaviors. The differences among such states are based
on forces which are exerted among particles composing a material [7]. Even the
basic SMS has been shown powerful [1, 2], however it use many certain parameters
which complicated the algorithm, thus lead to slow down the convergence rate of the
algorithm and lost the randomness and diversity.

In order to solve these problems, we present, a novel, Drift operator-based States of
Matter Search algorithm (DSMS) in this paper. The main idea involves using drift oper‐
ator to keep the concept of location and abandon the concept of velocity for accelerate
the convergence speed while simplifying algorithm, meanwhile a new variable Differ‐
ential Evolution (DE) strategy is introduced to diversify the individuals in the search
space for escape from the local optima. The proposed approach has been compared with
some other well-known evolutionary algorithms. The obtained results confirm a high
performance of the proposed algorithm for solving various benchmark functions.

This paper is organized as follows. In the Sect. 2, the basic SMS algorithm is
described. Section 3 gives the DSMS algorithm. The simulation and comparison of this
proposed algorithm are presented in Sect. 4. Finally, some remarks and conclusions are
provided in Sect. 5.

2 Basic SMS Algorithm

Individuals are considered as molecules whose positions on a multidimensional space
are modified as the algorithm evolves. The movement of such molecules is motivated
by the analogy to the motion of thermal-energy. The velocity and direction of each
molecule’s movement are determined by considering the collision, the attraction forces
and the random phenomena experimented by the molecule set. Such behaviors have
been implemented by defining several operators such as the direction vector, the colli‐
sion and the random positions operators, all of which emulate the behavior of actual
physics laws.

2.1 Direction Vector

The direction vector operator mimics the way in which molecules change their positions
as the evolution process develops. For each n-dimensional molecule Pi from the popu‐
lation P, it is assigned an n-dimensional direction vector  which stores the vector stores
the vector that controls the particle movement. Initially, all the direction vectors

 are randomly chosen within the range of [–1, 1].
Therefore, the new direction vector for each molecule is iteratively computed

considering the following model:

(1)
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Where  represents the attraction unitary vector calculated as
, being Pbest the best individual seen so-far, while Pi is the

molecule i of population P. k represents the iteration number whereas gen involves the
total iteration number that constitutes the complete evolution process.

In order to calculate the new molecule position, it is necessary to compute the
velocity Vi of each molecule by using:

(2)

Being vinit the initial velocity magnitude which is calculated as follows:

(3)

Where  and  are the low j parameter bound and the upper j parameter bound
respectively, whereas β ∊ [0, 1]. Then, the new position for each molecule is updated by:

(4)

. (represent the maximum permissible displacement among particles)

2.2 Collision

The collision operator mimics the collision experimented by molecules while they
interact to each other. Collisions are calculated if the distance between two molecules
is shorter than a determined proximity value. Therefore, if ||Pi – Pq|| < r, a collision
between molecules i and q is assumed; otherwise, there is no collision, considering
i, q ∊ {1, …, N} such that i ≠ q. If a collision occurs, the direction vector for each particle
is modified by interchanging their respective direction vectors as follows:

(5)

(6)
The collision radius is calculated by:

(7)

α ∊ [0, 1].
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2.3 Random Positions

In order to simulate the random behavior of molecules, algorithm generates random
positions following a probabilistic criterion within a feasible search space. For this
operation, a uniform random number rm is smaller than a threshold H, a random mole‐
cules position is generated; otherwise, and the element remains with no change. There‐
fore such operation can be modeled as follows:

(8)

Where i ∊ {1, …N} and j ∊ {1, …D}.

3 Drift Operator-Based States of Matter Search Algorithm (DSMS)

Although in some functions the basic SMS algorithm shows good performance. But as
use many certain parameters which complicated the algorithm itself, hence lead to slow
down the convergence rate of the algorithm and lost the randomness and diversity. So
in this paper, on the basis of the original algorithm, we introduce the drift operator and
a new variable differential evolution strategy to solve the above problems. Thus makes
the algorithm can quickly converge to a good solution. Simplified algorithm at the same
time, strengthen the randomness of the algorithm, and more practical.

3.1 Drift Operator

Drift operator was proposed by Xing Xu in improved Particle Swarm Optimization based
on Brownian Motion (BMPSO). The principle is based on ITO process to define the
drift represent particles on macroscopic trend, it abandons the concept of velocity but
retain the concept of individual’s positions. This approach redefines the
update formula of molecule position as follows:

(9)

Through the analysis of (9), we can find that drift operator and the basic SMS have
much in common. Similarities: remain the core idea of basic SMS algorithm, which are
memory and social cognition. The first part of formula is memory part, represent the
past position is good or bad effect on the present. Second part shows that social cognition,
each molecule will be attracted by the best molecule and moving towards it. Differentia:
the third part of the formula is the molecule’s self cognition, expresses the molecule
moves a part from his own experience. And there is no concept of velocity in DSMS
algorithm, therefore, introduces the concept of drift instead of the velocity update,
molecules drift to the best one during the movement.
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3.2 Variable Differential Evolution Strategy

As a simple and efficient global optimization strategy, DE algorithm and some improved
version DE such as DE with a Modified Neighborhood-Based Mutation Operator
(MNDE) shows its powerful search and optimization ability. Whereas that still can not
avoid the problem that optimization speed is slow and premature convergence. In the
paper, we on the basis of MNDE introduce a new variable differential evolution strategy,
the model as follows:

(10)

The ,    are the four molecules which different from  at k generation. And
Pbest stores the best historical individual found so-far. Different with the MNDE, formula
(10) does not use the best neighborhood, but randomly select four different molecules,
and use the best individual to mutation. Diversify the individuals in the search space;
meanwhile retain the ability of individual memory. Furthermore help the algorithm
escape from the local optima and faster convergence to the global optimal.

3.3 The Implementation Steps of DSMS Algorithm

1. Initialize the basic parameters: population size N; population ; loca‐
tion update impact factor ρ, collision radius impact factor α and threshold H under
different states; the maximum number of iterations iterMax.

2. According to the current number of iterations setting the state of matter.
3. Evaluate the fitness value of each particle and find the best element of the population

P, compute the new molecules by using (1) and (9).
4. Solve collisions by using (5)−(7).
5. Judge whether random movement of molecules. If moving randomly, select four

molecules which different from the molecule itself to mutation by using (10) in
Sect. 3.2, otherwise, keep its original position.

6. Update the best population.
7. Determine if termination condition have been met (i.e., reach maximum number of

iterations or satisfy the search accuracy), go to step 8; otherwise, go to step 2 and
execute the next search.

8. Output the best fitness values and global optimal solution.

4 Simulation Experiments and Results Analysis

4.1 Benchmark Functions

In order to verify the effectiveness of the proposed algorithm, we have applied the DSMS
algorithm to four standard benchmark functions in Table 1 whose results have been
compared to those produced by the Gravitational Search Algorithm (GSA), The Particle
Swarm Optimization (PSO), the bat algorithm (BA) and the basic state of matter search
algorithm (SMS).
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Table 1. Benchmark functions

Id Name Functions Domain

f1 Schwefel 2.21 [–100,100]

f2 Zakharov [–10,10]

f3 Rastrigin [–5.12,5.12]

f4 Ackley [–32,32]

4.2 Parameter Setting

In the test, the maximum number of iterations of each algorithm is iterMax = 1000, the
population has been set to 50; the dimension of every problem has been set to 30. Other
parameters are set in Table 2

Table 2. Parameters of algorithms

Algorithm Parameters

GSA G0 = 100, α = 20

PSO c1 = c2 = 1.4962, w = 0.8

BA Qi ∊ [0, 2], A0 = 0.5, r0 = 0.5, α = 0.95, γ = 0.05

SMS ρ ∊ [0, 1], α ∊ [0, 0.8], β ∊ [0.1, 0.8], H ∊ [0, 0.9]

4.3 Comparison of Experiment Results

The test compares the DSMS to other algorithms such as PSO, GSA, BA and SMS. The
mean and standard deviation values are shown in Table 3. The best outcome for each
function is boldfaced.

Table 3. Simulation results for test functions f1 – f4

Functions PSO GSA BA SMS DSMS

f1 Mean 7.3709 0.0055 56.7759 0.0221 0

Std 2.4255 0.0301 6.8347 0.0058 0

f2 Mean 1.24E + 04 1.79E + 03 1.81E + 04 0.0296 0

Std 9.22E + 03 4.68E + 02 6.52E + 03 0.0231 0

f3 Mean 81.5201 14.3274 1.93E + 02 0.9284 0

Std 23.8657 3.9332 30.3516 0.88 0

f4 Mean 4.3324 3.59E-09 18.9884 0.004 8.88E-16

Std 1.1704 5.65E-10 0.2343 8.71E-04 0
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From Table 3, besides f4, other functions DSMS can find out the optimal solution
and all the standard deviation is 0. Other algorithms can not gain the accurate value in
actual and even traps into local optima. Even of f4, DSMS has a higher precision of
optimization. As a consequence, DSMS is a superb algorithm with outstanding robust‐
ness and wonderful accuracy for the functions above.

5 Conclusions

As use many certain parameters which complicated the basic SMS algorithm itself,
hence lead to slow down the convergence rate of the algorithm and lost the randomness
and diversity. So in this paper, a novel, Drift operator-based States of Matter Search
algorithm (DSMS) is proposed. The DSMS algorithm using drift operator to keep the
concept of location and abandon the concept of velocity for accelerate the convergence
speed while simplifying algorithm, meanwhile a new variable Differential Evolution
(DE) strategy is introduced to diversify the individuals in the search space for escape
from the local optima. The results of comparison with the PSO, CLSPSO, BA, GSA and
the basic SMS show that precision of optimization, convergence speed and robustness
of DSMS are all better than other algorithms. The results of simulation test show that
the proposed algorithm is effective and feasible.
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Abstract. Classification methods usually exhibit a poor performance when
they are applied on imbalanced data sets. In order to overcome this problem,
some algorithms have been proposed in the last decade. Most of them generate
synthetic instances in order to balance data sets, regardless the classification
algorithm. These methods work reasonably well in most cases; however, they
tend to cause over-fitting.
In this paper, we propose a method to face the imbalance problem. Our

approach, which is very simple to implement, works in two phases; the first one
detects instances that are difficult to predict correctly for classification methods.
These instances are then categorized into “noisy” and “secure”, where the for-
mer refers to those instances whose most of their nearest neighbors belong to the
opposite class. The second phase of our method, consists in generating a number
of synthetic instances for each one of those that are difficult to predict correctly.
After applying our method to data sets, the AUC area of classifiers is improved
dramatically. We compare our method with others of the state-of-the-art, using
more than 10 data sets.

Keywords: Imbalanced � Classification � Synthetic instances

1 Introduction

Achieving a good performance on imbalanced data sets is a challenging task for
classification methods [3]. They usually focus on majority class, almost ignoring the
opposite class [8]. Currently, there are many real-world applications that generate this
type of data sets, for example: software defect detection [6], medical diagnosis [1],
fraud detection in telecommunications [4], financial risks [7] and DNA sequencing [9],
among others. In this type of applications, there are two objectives in conflict, on the
one hand, for the classifier should be more important to predict the minority class
instances with the minimal errors, and on the other hand, the classification accuracy for
majority class instances should not be severely damaged. The AUC ROC measure is
one of the most widely used to capture this requirement.

The problem of classification on imbalanced data sets has attracted the attention of
the machine learning and data mining communities in the last past few years [2]. The
state-of-the-art methods to deal this problem can be categorized into:

© Springer International Publishing Switzerland 2015
D.-S. Huang and K. Han (Eds.): ICIC 2015, Part III, LNAI 9227, pp. 72–78, 2015.
DOI: 10.1007/978-3-319-22053-6_8



(1) external methods, which pre-processes the data sets to balance them before
applying a classification method;

(2) internal methods, which modify the algorithms to make them more suitable to this
problem;

(3) ensembles, that use two or more classifiers and then combine their outputs to
predict the class;

(4) cost-sensitive methods, which use cost matrices to penalize misclassification, or
(5) other methods, that include combinations of the strategies mentioned, and

application of genetic algorithms.

External methods work at the data level, regardless the classifier to be used. These
methods are based on two main techniques: under-sampling and over-sampling, both
of them balance the data sets, either by removing objects from the majority class or
inserting synthetic minority class objects, respectively. One of the most representative
methods is SMOTE. It balances data sets by creating synthetic instances between the
line that joins a minority class instance and their nearest neighbors. Variants of SMOTE
guide the creation of minority instances towards specific parts of the input space,
considering characteristics of the data such as density of minority class instances, the
decision boundaries or using ensembles of classifiers.

In this paper, we propose a method to pre-process imbalanced data sets for clas-
sification. It works in two phases: the first one identifies instances, which are difficult to
predict for a classification method. These instances are important because represent
regions in the input space where the classifier is unable to perform adequately, and
therefore, it is necessary to clarify the concepts or sub-concepts by generating synthetic
instances in such regions. The instances that are difficult to predict, are categorized into
“noisy” and “secure” instances, where the former refers to those which most of their
nearest neighbors belong to the opposite class. Noisy instances are usually near to
decision boundaries, or in overlapped class regions [5]. The second phase of our
method, consists in generating a number of synthetic instances considering the noisy
ones. Depending on the imbalance ratio, the number of generated instances is adapted.
We tested our method on 11 data sets, and compare the performance of C4.5 classifier
using other balancing algorithms. According to the results, AUC is improved signifi-
cantly in most cases.

The rest of this paper is organized as follows. Our proposal is shown in detail in
Sect. 2. The experiments, results and a discussion is shown in Sect. 3. The conclusions
and references are in the last part of this paper.

2 Method Based on Observations of Errors

The method presented in this paper is effective and very easy to implement. Different
from SMOTE and other similar algorithms that generate instances regardless the
classification method or class distributions, our approach takes advantage of
observations about the correctness of predictions. These are used to identify difficult
regions of the input space, and then the generation of synthetic instances focuses on
such regions.
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Given an imbalanced data set: X = {(xi, yi)i=1
N, yi ∊ { + 1, – 1}}, where N is the

number of instances, yi = + 1 is the minority class, and yi = – 1 the majority class. In our
method, we create some sets, in order to detect the regions of the input space are
difficult to predict for the classifier.

Minority = {(xi, yi), x ∊ X, yi = + 1}, this set contains all the instances of the
minority class in X. The following two subsets of X, contain only instances of the
majority class:

TrMj ¼ fðxi; yiÞ; xi 2 Xandxi 62 TeMj; yi ¼ �1g
TeMj ¼ fðxi; yiÞ; x 2 Xandxi 62 TrMj; yi ¼ �1g

such that TrMj [ TeMj = X – Minority, and TrMj \ TeMk is empty.
The elements of TrMj and TeMj are chosen randomly. The size of these sets is 60 %

of |X – Minority| and 40 % of |X – Minority|, respectively.

The sub-training set, Trj, is composed of all instances of the minority class and the
elements of TrMj: Trj = TrMk [ Minority. Also, we create the sub-testing set, Tek,
composed of all instances of the minority class, and those instances of the majority
class that are not in Trj: Tej = TeMj [ Minority. Having these sets created, a classifier is
trained and tested several times. The errors in predictions are stored in a vector ε to be
analyzed later. Algorithm 2 shows the pseudo code that implements this part of our
method

Once ε obtained, those instances which have been classified incorrectly a number of
times that exceeds a certain threshold, are categorized into two types:

(a) Noisy instances, difficult to predict instances and most of their k-nearest neighbors
have opposite class.

(b) Secure instances, difficult to predict instances and most of their k-nearest neigh-
bors have the same class.

During the experiments, we found that k = 5 produces good results for most data
sets. Different from other approaches that only take into account a number of nearest
neighbors, in our approach, the noisy instances play an important role in the generation
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of new synthetic ones. The latter are generated in the lines that joins a noisy instance
and its nearest L-neighbors.

2.1 Run-Time Complexity

In our method, the separation of majority and minority class instances is realized in
linear time, O(n). The creation of sub-training and sub-testing sets is also a linear time
task. Training time varies form a type of classifier to other, we represent it with
TðjTrjjÞ. The prediction of the class for each an instance depends on the classification
method, so we represent time with C, therefore, the time to predict all the instances in
the sub-testing set is jTejjC. Updating the vector ε is a constant time task, C0. In current
implementation of the algorithm, the generation of synthetic instances requires a linear
search of the L-nearest neighbors for each noisy instance, the worst case is O(n2). Our
method is slow for large data sets. The time-complexity of our method is therefore:

OðnÞ þ IOðnÞ þ ITðTrjÞ þ IjTejjCþ IC0 þ IOðn2Þ �
ITð0:6nÞ þ I0:4nCþ IOðn2Þ

3 Experiments and Results

In order to observe how the performance of classifiers is improved by pre-processing
the data with our method, we select the C4.5 classifier, which is one of the most
commonly algorithms chosen to test the performance of balancing methods. The data
sets used to test the experiments are publicly available on the Internet,1 their main
features are shown in Table 1.

In Table 1, D is the number of attributes, S is the number of instances, and IR is the
imbalance ratio. In these sets IR varies from 9, up to more than 120. We present the
comparative of our method against SMOTE, re-sampling with and without

Table 1. Data sets for experiments

Data set D S IR Data set D S IR

yeast-2_vs_4 8 514 9.08 glass-0-1-6_vs_2 99 192 10.29
glass2 9 214 11.59 ecoli4 77 336 15.80
page-blocks-1-3_vs_4 10 472 15.86 abalone9-18 88 731 16.4
glass-0-1-6_vs_5 9 184 19.44 glass5 99 214 22.78
car-good 6 1,728 24.04 yeast5 88 1,484 32.73
abalone19 8 4,174 129.44

1 http://sci2s.ugr.es/keel/datasets.php.
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replacement. SMOTE algorithm generates synthetic instances using the 5 nearest
neighbors, re-sampling makes copies of minority class instances.

All the experiments were conducted on a computer with the following character-
istics: 2.6 GHz Intel Core i5 processor, 8 GB RAM, Mavericks Operating System. The
size of RAM allocated to the JVM is 256 MB. In the experiments, each data set was
partitioned into two subsets, randomly: training and testing. The former contains 60 %
of instances of data set; the latter contains the rest. The training set is processed using
our method, SMOTE and re-sampling with and without replacement. Then, a classifier
C4.5 is trained with the processed data. The testing set is used to test performance of
classifier. This process was repeated 30 times and the average is reported in the results.

4 Results

The application of Algorithm 2 provides with the information presented in Table 2,
whose column have the following meaning. Data set: Name of data set analyzed; P:
Number of minority class instances in the sub-training set; N: Number of majority class
instances in the sub-training set; Dp: Number of minority class instances which are
difficult to predict for the classifier; Dn: Number of majority class instances which are
difficult to predict for the classifier; Np: Number of noisy minority class instances; Nn:
Number of noisy majority class instances. In order to achieve repeatable results for
other researchers, the C4.5 (J48 Weka implementation) classifier was used with default
parameter values. The threshold used in the experiments was set to one.

Based on the average results shown in Table 2, the following can be observed:

(1) Most of the instances that are difficult to predict, belong to majority class. This is
probably due to between-class imbalance, because of the large number of majority
class instances.

(2) In general, the minority class instances that are difficult to predict, are also noisy
instances. We attribute this to within-class imbalance.

(3) Most of majority class instances that are difficult to predict, are secure instances.
This result is different from the informed in the literature, further investigation is
necessary.

(4) All the minority class instances of data sets glass2, car-good and abalone19 are
noisy instances, i.e., these data sets do not contain secure instances of the minority
class.

Table 2. Identification of difficult instances for the C4.5 classifier

Data set P N Dp Dn Np Nn Data set P N Dp Dn Np N

yeast-2_vs_4 37 323 11 19 9 2 glass-0-1-6_vs_2 14 121 4 18 4 1
glass2 15 135 15 34 15 2 ecoli4 15 221 4 6 3 0
page-blocks-1-3_vs_4 23 308 0 2 0 0 abalone9-18 32 480 19 27 19 1
glass-0-1-6_vs_5 7 122 1 6 1 1 glass5 8 142 1 5 1 0
car-good 53 1,157 53 70 53 20 yeast5 37 1,002 2 22 2 8
abalone19 25 2,897 25 0 25 0
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(5) Data sets glass-0-1-6_vs_5, glass5 a yeast 5, contain just a few noisy instances of
minority class. This makes difficult for our method to generate many instances.

In our method, we use the noisy instances to generated a number of synthetic
instances, such that a balance of approximately 30 % is achieved. The underlying idea
is to warn the classifier on regions not considered important, but they are.

Table 3 shows the area under the ROC for classifier C4.5. None corresponds to the
performance of classifier without a pre-processing step of data. Proposal column is the
method presented in this paper. SMOTE is the classic method with K = 5 nearest
neighbors. R1 and R2 are re-sampling of minority class instances with and without
replacement, respectively. In general, our method outperforms SMOTE, R1 and R2 in
the cases where the number of difficult and noisy instances is not too small. In the other
cases, our method produces results that are acceptable. Due to space issues, we don’t
present more results with other classification methods.

5 Conclusions

The performance of classifiers on imbalanced data sets is generally unacceptable. This
problem is complex, since there are many factors involved, such as rare instances,
between-class imbalanced within-class imbalance and noisy instances.

In this paper, we introduce a method to tackle with the classification task on
imbalanced data sets. Different from other state-of-the-art proposals, our method is
based on the philosophy that classification algorithms need to be involved in the
generation of synthetic instances. We identify those instances that are difficult to
predict correctly for a classifier. These instances are considered to detect regions in the
input space that need to be reinforced with new synthetic instances. The method
proposed in this paper was tested with 11 data sets and compared with other
state-of-the-art methods. According to the results, our approach outperforms the current
methods in most cases.

Table 3. AUC for classifier C4.5

Data set None Proposal SMOTE R1 R2

yeast-2_vs_4 0.895 0.913 0.880 0.857 0.895
glass-0-1-6_vs_2 0.675 0.730 0.712 0.634 0.675
glass2 0.744 0.778 0.689 0.657 0.744
ecoli4 0.821 0.887 0.875 0.869 0.821
page-blocks-3vs4 0.969 0.987 0.978 0.978 0.969
abalone9-18 0.619 0.685 0.692 0.622 0.619
glass-0-1-6_vs_5 0.875 0.965 0.967 0.903 0.875
glass5 0.953 0.862 0.905 0.867 0.953
car-good 0.444 0.911 0.942 0.904 0.444
yeast5 0.882 0.921 0.907 0.873 0.882
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Abstract. Support Vector Machines (SVM) have shown excellent generaliza-
tion power in classification problems. However, on skewed data-sets, SVM
learns a biased model that affects the classifier performance, which is severely
damaged when the unbalanced ratio is very large. In this paper, a new external
balancing method for applying SVM on skewed data sets is developed. In the
first phase of the method, the separating hyperplane is computed. Support
vectors are then used to generate the initial population of PSO algorithm, which
is used to improve the population of artificial instances and to eliminate noise
instances. Experimental results demonstrate the ability of the proposed method
to improve the performance of SVM on imbalanced data-sets.

Keywords: Support vector machines � PSO � Imbalanced data sets

1 Introduction

In the past few years, Support Vector Machines (SVM) has shown excellent general-
ization power in classification problems. However, it has been shown that general-
ization ability of SVM drops dramatically on skewed data-sets [1, 2], because SVM
learns a biased model, which affects the classifier performance. Moreover, the per-
formance of SVM is more affected when the imbalanced ratio is large. Although there
are several external techniques to tackle the imbalance in data sets, SMOTE has been
one of the most-used approaches among several methods. SMOTE introduces artificial
instances in data sets by interpolating features values based on neighbors. In several
studies have been shown that SMOTE is better than under-sampling and over-sampling
techniques [3–7]. Moreover, SMOTE not cause any information loss and could
potentially find hidden minority regions, because SMOTE identify similar but more
specific regions in the feature space as the decision region for the minority class.
Despite its excellent features, SMOTE is limited to introduce instances with low
information because the new instances are obtained using a linear combination between
positive examples which increments the density of points. The best artificial examples
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(instances with more information of each class) are in the region between positive and
negative instances. Introduce instances in this region could increment the discrimina-
tive information of positive instances and improve the performance of a classifier
on imbalanced data sets. However, this external region is very sensible to artificial
instances. Inadequate instances lead to introduce noise and loss of performance in the
classifier. Different artificial instances can cause significant differences in performance.
Therefore, artificial instances must be generated carefully.

In this paper, we present a novel algorithm which improves the performance of
SVM classifiers on imbalanced data sets. The proposed algorithm uses a hybrid system
to generate new examples. Hybrid techniques have been widely used in recent years
[8, 9]. Some authors have proposed hybrid techniques to address this problem, but this
problem is still a challenge today. In contrast to SMOTE, the examples generated with
proposed method are derived from the most critical region for SVMs, called the
margin. The margin is the distance between the decision boundary and the closest
examples. Other techniques generate examples which are located randomly. The pro-
posed algorithm obtains artificial instances from the most important region. However,
although generating new instances in the minority class can improve the performance
in SVM classification, this process could introduce noise in the data-set. Moreover, it is
particularly difficult to introduce good instances in this region because this region is
extremely sensitive. Introducing artificial instances in the data-sets must be generated
carefully. To find optimal and synthetic instances is an important step in the proposed
algorithm. This is the main reason to combine PSO with SVM in this research. In the
proposed algorithm, PSO is used to guide the search process of artificial instances that
improve the SVM performance. Moreover, the synthetic instances are evolved and
improved by following the best particle pgi. Experimental results show that the pro-
posed algorithm can get better performance than traditional models.

The rest of the paper is organized as follows. In Sect. 2, a brief overview to the related
work on SVM with imbalanced data sets is presented. Section 3 presents the proposed
method. The results of experiments are shown in Sect. 4. Conclusions are in Sect. 5.

2 SVM Classification

Formally, the training of SVM begins with a training set Xtr given by

Xtr ¼ xi; yið Þf gni¼1 ð1Þ

with xi ∊ Rd and yi ∊ {–1, +1}. The classification function is determined by

yi ¼ sign
X

aiyjK xi � xj
� �þ b

 !
ð2Þ

where αi are the Lagrange multipliers, K xi � xj
� �

is the kernel matrix, and b is the bias.
The optimal separating hyperplane is computed by solving the following optimization
problem:
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min
1
2
wT
i wi þ C

Xl
t¼1

g2i

s:t: yi w
T
i K xi � xj
� �þ bi

� �� 1� gi

ð3Þ

where C is the margin parameter to weight the error penalties ηi. The margin is optimal
in the sense of Eq. (3). Formally, given a data-set xi; yið Þf gni¼1 and separating hyper-
plane f xð Þ ¼ wT

i xþ b the shortest distance from separating hyperplane to the closest
positive example in the non-separable case is

cþ ¼ minci; 8ci 2 classþ 1 ð4Þ

The shortest distance from separating hyperplane to the closest negative example is

c� ¼ minci; 8ci 2 class� 1 ð5Þ

where γi is given by

yi wT
i K xi � xj
� �þ bi

� �
wkk ð6Þ

3 Proposed Method

In this Section we describe the proposed Imbalanced SVM-PSO system. The proposed
Imbalanced SVM-PSO system can be divided into two parts, in the first part is trained a
SVM in order to obtain the most important data points from the skewed data set, the
second part describe the way of PSO try to optimize the artificial data points generated.
The initial population is obtained by generating artificial instances, each instance is
defined by xgi ¼ x1; x2; . . .; xdð Þ, where d is de dimensionality of each instance.

Each PSO particle is defined by pi ¼ xig1; x
i
g2; . . .; x

i
gm

� �
, where m is the number of

artificial instances generated which are obtained by

mk ¼ xisvþ � x jsv�; k ¼ 1; . . .; d ð7Þ

where xisvþ is the ith positive support vectors (sv) of Xþ
tr , and x jsv� represent the jth sv

nearest neighbors of xisvþ. Initial vector vi = 0, k = 1, …, d and the algorithm picks one
or more random entries out of an array. In the experiments only one is selected. The
artificial instance is obtained by

xg ¼ xisvþ þ e � mk ð8Þ

which modified only the ithdimension of xisvþ.
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Finally, we denote P = [p1, p2,…, pqm]
T as a (q × m)-dimensional vector, where q is

the size of initial population. The problem is determining the artificial instances that
improve the performance. The (q × m)-dimensional search space Γ is defined by

C ¼
Yp�m�d

i¼1

Ci;min;Ci;max
� 	 ð9Þ

The search space of each individual x = [x1, x2, …, xd]
T is defined by the minimal

distance between SV’s with different class, i.e.

xmin;i ¼ svisvþ � 1 ð10Þ

xmax;i ¼ min
1� k� n

D svþi ; sv
�
i

� � � e ð11Þ

When appliying a PSO to solve the optimization problem, a swarm of the candidate
particles Pl

i


 �s
i¼1 are moving in the search space Γ in order to find a solution x̂ where

s is the size of the swarm and l ∊ {0, 1, …, L} denotes the lth movement of the swarm.
Each particle p(i) has a (q × m × d)-dimensional velocity ν = [v1, v2, …, vqmd]

T to direct
its search, and ν ∊ V with the velocity space defined by

V ¼
Yp�m�d

i¼1

Vi;min;Vi;max
� 	 ð12Þ

where Vi;max ¼ 1
2 Ci;max � Ci;min
� �

. To start the PSO, the candidate particles X0
i


 �s
i¼1 are

initialized randomly within Γ and the velocity of each candidate particle is initialized to

zero, v0j ¼ 0
n os

i¼1
. The cognitive information pbli and the social information gbl record

the best position visited by the particle i and the best position visited by the entire
swarm, respectively, during l movements. The cognitive information pbli and the social
information gbl are used to update the velocities according to the velocity of particle Pi

wich is changed as follows:

Vi t þ 1ð Þ ¼ wVi tð Þ þ c1r1 tð Þ pb tð Þ � Pi tð Þð Þ þ c2r2 tð Þ gb tð Þ � Pi tð Þð Þ ð13Þ

Pi t þ 1ð Þ ¼ Pi tð Þ þ Vi tð Þ ð14Þ

The choice of parameters w, c1, r1(t), r2(t) and the search space are essential to the
performance of the PSO. The input space is expressed by the artificial instances
generated. Each particle pi contains m new artificial instances with dimensionality
d. The general process of the algorithm proposed is described in Algorithm 1 and
Algorithm 2.
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Once we have obtained the final hyperplane, it gives us a decision function
(Eq. (2)). From this decision function we obtain the performance by testing data set Xþ

te
and X�

te . In the proposed algorithm, the population size and number of iterations or stop
criterion serve like a mechanism to avoid over-learning in training data. Our empirical

PSO-Based Method for SVM Classification on Skewed Data-Sets 83



studies have determined that size of populations with 10 particles and iterations minor
to 100 works appropriately. The fitness function value φ associated with the ith particle
Pi is essentially the objective function for the problem. In our case we use the G-mean

measure as fitness function which is given by G� mean ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
S f
n � Stn

q
, where Stn and S f

n

represent the Sensitivity and Specificity respectively.

4 Experimental Results

In this section is showed the improvement achieved in SVM by the proposed algo-
rithm. The usefulness of the proposed methodology is checked by means of compar-
isons using classical implementations to imbalanced data sets. In this study, we have
selected a wide benchmark of 18 data-sets selected from the KEEL data-set repository.
Keel Data sets are imbalanced ones (Public available at http://sci2s.ugr.es/keel/datasets.
php). Table 1 shows the data sets used in the experiments. In the experiments all data
sets were normalized and the 10 fold cross validation method was applied for the
measurements.

The approach is implemented in Matlab. In all the experiments presented were used
k fold cross validation. The results of the experiments on skewed data sets are reported
in Table 1. In this table the first column indicates the data set, and the other columns
report the corresponding AUC, G-mean measure. In the Table, σ represents standard
deviations of the proposed method.

The experimental results show that the performance of the proposed method is
better than classical implementations when imbalance ratio is large. In all data-sets, the

Table 1. Detailed results table for the algorithm proposed

Under-sampling Over-sampling SMOTE PM

Dataset AUC G AUC G AUC G AUC G σ

Liver_disorders 0.786 0.737 0.754 0.691 0.837 0.792 0.871 0.856 0.005
glass1 0.765 0.624 0.741 0.673 0.746 0.636 0.802 0.779 0.047
Glass0 0.805 0.761 0.801 0.768 0.765 0.725 0.839 0.817 0.023
vehicle2 0.944 0.939 0.945 0.898 0.953 0.945 0.993 0.971 0.054
vehicle3 0.593 0.675 0.635 0.678 0.658 0.706 0.734 0.715 0.002
ecoli1 0.852 0.871 0.806 0.877 0.886 0.877 0.944 0.936 0.021
ecoli3 0.809 0.787 0.798 0.780 0.741 0.817 0.869 0.836 0.071
new-thyroid1 0.989 0.981 0.983 0.964 0.977 0.959 0.995 0.991 0.014
new-thyroid2 0.978 0.963 0.917 0.973 0.972 0.969 0.986 0.977 0.009
yeast4 0.793 0.781 0.786 0.729 0.791 0.761 0.847 0.824 0.062
yeast6 0.845 0.817 0.841 0.816 0.837 0.812 0.848 0.826 0.085
German 0.753 0.728 0.735 0.641 0.785 0.710 0.806 0.74 0.004
Haberman 0.683 0.632 0.652 0.600 0.689 0.634 0.742 0.683 0.089
Abalone 0.835 0.776 0.821 0.781 0.845 0.783 0.872 0.814 0.001
Letter 0.996 0.952 0.954 0.842 0.998 0.993 0.997 0.954 0.017
pima 0.696 0.725 0.647 0.718 0.714 0.735 0.742 0.785 0.042
glass2 0.607 0.639 0.624 0.652 0.674 0.725 0.738 0.742 0.020
shuttle 0.950 0.871 0.921 0.853 0.950 0.877 0.961 0.891 0.082
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proposed method achieves better measures performance than classical competent
methods. These results allow us to highlight the goodness of the proposed model to
evolve synthetic instances. The improvement provided by proposed methodology,
proves that a right management of the PSO algorithm associated with SVM has a
positive synergy with the tuning of artificial instances, leading to an improvement in
the global behavior of the system.

5 Conclusions

In this paper a novel method that enhances the performance of SVM for skewed data
sets was presented. The method reduces the effect of imbalance ratio by exciting and
evolving SV and moving separating hyper plane toward majority class. The method is
different from other state of the art methods for two reasons, the new instances are
added close to optimal separating hyperplane, and they are evolved to improve the
classifier’s performance. According to the experiments, the proposed method produces
the most noticeable results when the imbalance ratio is big. The principal advantage of
the proposed method is the performance improvement on imbalanced data-sets by
adding artificial examples. However, the first disadvantage is the computational cost.
The proposed method can be used only on small data sets. The computational com-
plexity of the proposed method on medium and large data-sets is prohibitive. In
comparison with under-sampling, over-sampling and SMOTE the proposed algorithm
is computationally very expensive.
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Abstract. Set-based evolutionary optimization based on the performance
indicators is one of the effective methods to solve many-objective optimization
problems; however, previous researches didn’t make full use of the preference
information of a high-dimensional objective space to guide the evolution of a
population. In this study, we propose a set-based many-objective evolutionary
optimization algorithm guided by preferred regions. In the mode of set-based
evolution, the proposed method dynamically determines a preferred region of
the high-dimensional objective space, designs a selection strategy on sets by
combining Pareto dominance relation on sets with the above preferred region,
and develops a crossover operator on sets guided by the above preferred region
to produce a Pareto front with superior performance. The proposed method is
applied to four benchmark many-objective optimization problems, and the
experimental results empirically demonstrate its effectiveness.

Keywords: Many-objective optimization � Set-based evolution � Achievement
scalarizing function � Preferred region � Pareto dominance on sets

1 Introduction

In the real world applications, many optimization problems can be formulated as
many-objective optimization problems (MaOPs), such as automobile cabin and flight
control system design [1]. Without loss of generality, we consider the following
minimization problems in this study:

min f ðxÞ ¼ ðf1ðxÞ; f2ðxÞ; . . .; fmðxÞÞ
s:t: x 2 S � Rn ð1Þ

For MOPs with two or three objectives, a mass of Pareto dominance based
multi-objective evolutionary algorithms (MOEAs) have been proposed, such asNSGA-II
[2] and MOPSO [3]. The main difficulties faced by these methods in solving MaOPs are
as follows: (1) almost all solutions are non-dominated by each other with the increasing of
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the objectives; (2) the required number of the Pareto optimal solutions increases expo-
nentially; (3) the optimal solutions are difficult to display in the Cartesian coordinate,
which makes it hard to choose from these solutions for decision makers (DMs).

To overcome the first and the second difficulties, four types of evolutionary
methods for MaOPs have been proposed at present: (1) modifying the dominance
relation to enhance the selection pressure [4]; (2) omitting the redundant objectives
according to the correlations among the objectives to reduce the hardness of dominant
comparison [5, 6]; (3) transforming MaOPs into single-objective optimization prob-
lems by decomposing or weighting the objectives [7]; (4) taking the performance
indicators of a Pareto solution set as the optimized objectives [8–10].

In the last few years, there have been a lot of researches about multi-objective
evolutionary optimization integrating preferences [11–13]. The preferences can effec-
tively contract the search area and increase the selection pressure, and it is thus helpful
to improve the efficiency of many-objective evolutionary optimization. In view of this,
it is very necessary to study many-objective evolutionary optimization integrating
preferences. Although the mode of set-based evolution based on performance indica-
tors has certain practicability, it didn’t fully consider the guidance of the preferences in
the objective space for the evolutionary process of a population. Consequently, in this
study, we consider many-objective evolutionary optimization algorithm guided by
preferred regions in the mode of set-based evolution.

The remainder of this paper is organized as follows. Section 2 provides a brief
introduction for the proposed method. The proposed method is applied to four
benchmark MaOPs and compared with two classical methods in Sect. 3. Section 4
summarizes the main results of our work and suggests some new research directions.

2 Set-Based Many-Objective Optimization Guided
by Preferred Regions

We chooses the first two performance indicators in [8], namely hypervolume and
distribution, to convert problem (1) into bi-objective optimization problem. This
method is based on NSGA – II, and the population formed by several set-based
evolutionary individuals is evolved under the guidance of the preferred region. It
mainly contains the following three core techniques: (1) determining the preferred
region; (2) comparing set-based evolutionary individuals based on the preferred region;
(3) developing a crossover operator on sets based on the preferred region.

2.1 Determining the Preferred Region in the Mode of Set-Based
Evolution

Achievement scalarizing function is a special function based on a reference point, and
can reflect preferences [14]. Lόpez et al. defined preferred region using the achievement
function [15]:
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Nðzref ; dÞ ¼ fzjs1ðzjzrefÞ� smin
1 þ dg ð2Þ

where s1ðzjzrefÞ ¼ max
i¼1;2;...;m

ki zi � zrefi

� �� �þ q
Xm
i¼1

ki zi � zrefi

� �
, d ¼ s � ðsmax

1 ðPðtÞÞ�
smin
1 ðPðtÞÞÞ is a threshold that impacts the size of the preferred region. s 2 ½0; 1� is a
pre-specified value, reflecting the coverage rate of the preferred region on the current
Pareto front.

On account of the big differences between the set-based evolution employed by this
study and the traditional evolution employed by Lόpez et al., two problems should be
addressed to determine the preferred region in this study; one is determining the
parameters of achievement function in mode of set-based evolution, and the other is
assigning the value of k.

The values of three parameters involved in achievement function are determined.
The first parameter k, its value of each component is 1=ðzmax

i � zmin
i Þ, where zmax

i and
zmin
i are the maximum and minimum values of the ith objective function in the current
population, the second parameter q equals to 10�6, and the last is zref , an evolutionary
individual is a set containing multiple solutions in the mode of set-based evolution;
therefore, each evolutionary individual must have a minimum value for each objective,
implying that each objective has multiple minimum values for the whole population.
We can select the best one among these minimum values as the optimal value for each
objective of the whole population, in this way, the vector formed by the optimal values
of the population on all objectives can be taken as a reference point.

The value of s changes dynamically along with the generation is proposed in this
study. We use the mean of the achievement scalarizing function of a population,
denoted as savg1 ðPðtÞÞ, to measure the distance of the population to reference point, and
adopt the variance of the achievement function of the population, denoted as sstd1 ðPðtÞÞ,
to reflect the distribution of the evolutionary individuals. The value of s changes along
with the generation can be defined as follows.

s ¼ e�savg1 ðPðtÞÞ � sstd1 ðPðtÞÞ ð3Þ

It can be seen from formula (3) that when the mean and the variance of the
achievement function of an evolutionary population are large, the population is far
away from the reference point or is dispersed, which leads to the decrease of the value
of s; on the contrary, the value of s increases. It thus can reasonably adjust the size of
the preferred region. Therefore the preferred region can dynamically change according
to the evolutionary characteristic of the population, and full use of the preference
information is realized.

2.2 Comparing Set-Based Evolutionary Individuals Based
on the Preferred Region

As we all know, once the preferred region is determined, for each set-based evolu-
tionary individual, the number of its solutions located in the preferred region can be
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calculated. It is easily to understand that the larger the number, the better the perfor-
mance of the individual. A mean of the achievement function of each evolutionary
individual can be used to further compare their qualities when the numbers of the
different set-based individuals are equal It is obvious that the smaller the mean of the
achievement function, the nearer the most of the solutions in the set-based individual
trend to the reference point, suggesting that the quality of the set-based individual is
better.

Based on the above analysis, this subsection proposes the following strategy for
comparing the set-based evolutionary individuals based on the preferred region. For
two set-based individuals,Xi and Xj, Pareto dominance on sets proposed by Gong et al.
[8] is first adopted to compare them. If Xi �spar Xj, Xi is better than Xj. If Xj �spar Xi,
Xj is better than Xi. If Xi sparXj

�� , the numbers of the solutions in the preferred region for
Xi and Xj are compared; the larger the number, the better the performance of the
individual. If the two numbers Xi and Xj are equal, the individual with a smaller mean
of the achievement function will win.

2.3 Crossover Operator on Sets Guided by Preferred Regions

We still adopt the traditional crossover mechanism with two steps, crossover between
sets and crossover within a set. The modification is that the crossover objectives are no
longer paired randomly.

The crossover between sets is suggested as follows. First, for each set-based
evolutionary individual, the number of its solutions inside the preferred region is
calculated; second, all set-based evolutionary individuals, X1;X2;X3; � � � ;XN , in the
population PðtÞ is reordered according to the numbers, and the reordered population is
denoted as P0ðtÞ ¼ X 0

1;X
0
2;X

0
3; � � � ;X 0

N

� �
; finally, the first individual in P0ðtÞ is paired

with the last one, and the second one is paired with the penultimate one, and so on; the
solutions in the paired individuals are migrated randomly. Exchanging information
between two individuals can share the resource of the population, can avoid loss in the
diversity of a single set-based evolutionary individual, and also can ensure the popu-
lation search in a larger scope so as to maintain the diversity of the population. The
crossover within a set is developed. First, the solutions in the individual are grouped
into two classes, i.e., one is located inside the preferred region and the other is located
outside the preferred region. Second, two solutions are randomly chosen from class 1
and class 2, respectively, and are paired to cross over. Finally, the rest solutions in the
individual are randomly paired to cross over. In this way, the newly generated set-based
evolutionary individuals after crossover approach the preferred region.

3 Experiments

The proposed method was applied to solve benchmark optimization problems, to
evaluate its performance. The performance of the proposed method, called P-SEA, was
evaluated by comparing it with other two methods. The first one, called SetEA, was
employing simulated binary crossover and polynomial mutation operators to solutions
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belonging to an individual, and adopting Pareto dominance on sets to compare
set-based individuals. The second one was proposed in [10], called STD, whose unique
objective is hypervolume and in which no preference was incorporated into the opti-
mization. The hypervolume (H indicator, for short), distribution (D indicator, for short)
and the mean of the achievement scalarizing function which measures the distance of
the final Pareto front to the reference point(A indicator, for short) were used for
comparing the above methods.

Table 1 reports the values of H, D and A indicators of different methods, where the
boldface data are the best among all the data, and the underlined data indicate that
P-SEA is superior to SetEA. Table 2 lists their non-parametric test results on H, D and
A indicators, where ‘+’ and ‘−’ represent the proposed method is significantly superior
and inferior to the other two methods, respectively, and ‘0’ indicates no significant
difference between them.

Tables 1 and 2 show that (1) except for 5- and 10-objective DTLZ1, the value of H
indicator has no significant difference between P-SEA and STD; for the other opti-
mization problems, P-SEA is significantly inferior to STD on H indicator. The reason is

Table 1. Performance of final Pareto front obtained by different methods

STD Set-EA P-SEA
H D A H D A H D A

DTLZ1 5 0.9966 0.0692 0.7105 0.9689 0.0608 0.6878 0.9883 0.0553 0.6251
10 0.9957 0.0798 0.7263 0.9553 0.0777 0.7262 0.9899 0.0652 0.6861
20 0.9971 0.0790 0.7005 0.9652 0.0586 0.7452 0.9855 0.0580 0.6999

DTLZ2 5 0.9671 0.0501 0.8573 0.8853 0.0521 0.8403 0.9035 0.0415 0.8445
10 0.9561 0.0639 0.8607 0.8648 0.0661 0.8498 0.8808 0.0482 0.8481
20 0.9539 0.0588 0.8795 0.8698 0.0580 0.8637 0.8862 0.0536 0.8499

DTLZ3 5 0.9829 0.1209 0.6584 0.8875 0.1206 0.7351 0.9478 0.0949 0.6293
10 0.9847 0.1434 0.6662 0.8815 0.1194 0.7498 0.9507 0.0910 0.6736
20 0.9815 0.1353 0.6783 0.8987 0.1021 0.7324 0.9569 0.0966 0.6805

DTLZ7 5 0.7141 0.0983 2.9115 0.4897 0.0998 3.1955 0.5597 0.0788 2.8747
10 0.6099 0.3840 2.5669 0.4553 0.2901 1.5898 0.5258 0.1585 1.5135
20 0.5847 0.2884 1.8330 0.4102 0.2746 1.6703 0.5326 0.2507 1.6370

Table 2. Non-parametric test results on H, D and A indicator

DTLZ1 DTLZ2 DTLZ3 DTLZ7
H D A H D A H D A H D A

STD 5 0 + + – + 0 – + + – + 0
10 0 + + – + + – + 0 – + +
20 – + 0 – 0 + – + 0 – 0 +

SetEA 5 + + + + + 0 + + + + + +
10 + 0 + 0 + 0 + + + + + 0
20 + 0 + 0 0 + + 0 + + 0 0
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that P-SEA considers both of the hypervolume and distribution indicators, and STD
only consider the hypervolume indicator when comparing individuals based on per-
formance indicators; (2) except for 10- and 20-objective, there is no significant dif-
ference between P-SEA and SetEA on H indicator; for the other optimization problems,
P-SEA is significantly superior to SetEA on H indicator, which indicates that both
P-SEA and SetEA consider the hypervolume and distribution indicators at the same
time, nevertheless, P-SEA can obtain optimal solution set with better convergence by
using the preference information to guide the evolution of the population; (3) except for
20-objective DTLZ2 and DTLZ7, there is no significant difference between P-SEA and
STD on D indicator; for the other optimization problems, P-SEA is significantly
superior to STD on D indicator, indicating that the proposed set-based many-objective
optimization guided by the preferred region can improve the distribution of the final
Pareto front; (4) except for 5-objective DTLZ2 and DTLZ7, 10-objective DTLZ3 and
20-objective DTLZ1and DTLZ3, there is no significant difference between P-SEA and
STD on A indicator; for the other optimization problems, P-SEA is significantly
superior to STD on A indicator; except for 5- and 10-objective DTLZ2 and 10- and
20-objective DTLZ7, there is no significant difference between P-SEA and SetEA on A
indicator; for the other optimization problems, P-SEA is significantly superior to SetEA
on A indicator, suggesting that the preferred region guided evolutionary strategy on
sets can get the optimal solutions that is closer to the reference point. In conclusion, the
proposed method can produce a Pareto front with more superior performance for many
optimization problems.

The above experimental results and analyses indicate that the proposed method can
efficiently guide the evolution of the population, eventually get a Pareto optimal set
with better convergence and distribution by the utilization of the preference
information.

4 Conclusions

In this method, the preferred region was first depicted based on the achievement
scalarizing function and its size could change dynamically; then the qualities of
set-based evolutionary individuals were compared based on Pareto dominance on sets
and the preferred region, furthermore, superior individuals were selected based on the
above comparison strategy; finally, the individuals used to perform the crossover
operators between sets and within a set were selected based on the preferred region so
as to balance the diversity and the convergence of the evolutionary population. The
experimental results show that the proposed method can improve the convergence and
the distribution of the final Pareto solution set. Integrating the preference information
into the mutation on sets to drive the evolution of the population and determining the
preferred region dynamically using different methods are our future research topics.
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Abstract. Error minimized extreme learning machine (EM-ELM) is a simple
and efficient approach to determine the number of hidden nodes. However,
EM-ELM lays much emphasis on the convergence accuracy, which may obtain
a single-hidden-layer feedforward neural network (SLFN) with good conver-
gence performance but bad condition. In this paper, an effective approach based
on error minimized ELM and particle swarm optimization (PSO) is proposed to
automatically determine the structure of SLFN for regression problem. In the
new method, the hidden node optimized by PSO is added to the SLFN one by
one. Experimental results verify that the proposed algorithm achieves better
generalization performance with better condition than other constructive ELM.

Keywords: Extreme learning machine � Particle swarm optimization � Gen-
eralization performance � Condition value

1 Introduction

Because of randomly choosing the input weights and the hidden biases, the traditional
ELM inevitably requires more hidden nodes and the network structure becomes more
complex. Thus, a class of constructive ELMs were proposed to design the network
architecture [1–4]. In incremental ELM (I-ELM) [1], the hidden nodes were added one
by one, while some nodes playing a very minor role in the network output were added.
In enhanced I-ELM (EI-ELM) [2] several hidden nodes were randomly generated. An
error minimized ELM (EM-ELM) [3], added random hidden nodes with varying size to
the existing network, and the output weights updated incrementally during the network
growth, which significantly reduced the computational complexity. In dynamic ELM
(D-ELM) [4], the hidden nodes can be recruited dynamically according to their sig-
nificance to network performance.

The above constructive ELMs laid more emphasis on the convergence accuracy of
the ELM, while numerical stability is generally ignored [5]. An ill-conditioned system
may have its solutions very sensitive to perturbation in data.
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Particle swarm optimization (PSO) [6], as an effective evolutionary computation
technique, is widely used as a global searching method, because it has good search
ability, fast convergence and no complicated evolutionary operators. In this paper, a
new method combining incremental EM-ELM and PSO called as IPSO-EM-ELM is
proposed. In the proposed algorithm, not only the root mean squared error (RMSE) of
training data but also the condition value of the hidden output matrix of the SLFN is
considered to select the optimal hidden nodes, which may establish more compact and
well-conditioned SLFN.

2 EM-ELM

Assume that an SLFN with d inputs, L hidden nodes, Gðai; bi; xÞ denotes the output of
the ith hidden node with the randomly generated input weights and hidden bias
ðai; biÞ 2 Rd � R. bi 2 R is the weight connecting the i-th hidden node and the output
node. Given a set of training data fðxi; tiÞgNi¼1 � Rd � R, the output of the network
equals to the target means

Hb ¼ T ð1Þ

where

H ¼
Gða1; b1; x1Þ
Gða1; b1; x2Þ

..

.

Gða1; b1; xNÞ

� � �
� � �
..
.

� � �

GðaL; bL; x1Þ
GðaL; bL; x2Þ

..

.

GðaL; bL; xNÞ

0BBB@
1CCCA

N�L

; b ¼
b1
b2
..
.

bL

0BBB@
1CCCA

L�1

;T ¼
t1
t2
..
.

tN

0BBB@
1CCCA

N�1

:

The output weights vector b, which can be calculated as follows:

b̂ ¼ HþT ð2Þ

where Hþ is the Moore-Penrose generalized inverse of H.
In EM-ELM, given target error e[ 0, an SLFN fn0ðxÞ ¼

Pn0
i¼1 biGðai; bi; xÞ with

n0 hidden nodes is first initialized. H1 denotes the hidden-layer output matrix of this
network. Then, the output weight matrix can be calculated by b1 ¼ H1

þT.
If the network output error EðH1Þ ¼ H1b1 � Tk k[ e, then new hidden nodes

dn0 ¼ n1 � n0 are added to the existing SLFN, and the new hidden-layer output matrix
become H2 ¼ ½H1; dH1�. EM-ELM proposes a fast output weights updating method to
calculate H2

þ as follows:

Hþ
2 ¼ U1

D1

� �
ð3Þ

where D1 ¼ ððI�H1H1
þÞdH1

þÞþ, U1 ¼ H1
þðI� dH1D1Þ.
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Similarly, the output weights are updated incrementally as follows:

bkþ1 ¼ Hkþ1
þT ¼ Uk

Dk

� �
T ð4Þ

where Dk ¼ ððI�HkHk
þÞdHk

þÞþ, Uk ¼ Hk
þðI� dHkDkÞ,

dHk ¼
GðaLk�1þ1; bLk�1þ1;X1Þ � � � GðaLk ; bLk ;X1Þ

..

. � � � ..
.

GðaLk�1þ1; bLk�1þ1;XNÞ � � � GðaLk ; bLk ;XNÞ

264
375
N�dLk�1

:

3 The Proposed Method

In this study, PSO is used to select the randomly generated nodes based on the
EM-ELM. In addition to the training RMSE of the system being chosen as the fitness
function to gain a high accuracy, the condition value of the hidden output matrix is also
considered in the optimization process to ensure that the constructed SLFN is
well-conditioned. The impoved method is named IPSO-EM-ELM, and the detailed
steps are listed as follows.

Given a set of training data ðxi; tiÞf gNi¼1 � Rd � R, the maximum number of the
hidden nodes Lmax, the expected training accuracy ɛ, and L = 0.

Step 1: Increase the number of hidden nodes L = L + 1.
Step 2: Use PSO to select the new hidden node.
Substep 2.1: Randomly generate the swarm within the range of [–1, 1]. Each

particle is composed of input weights from the new added hidden node to the input
nodes and the hidden bias for the new added hidden node: PLi ¼ ðaLi; bLiÞ.

Substep 2.2: According to Eq. (2), calculate the output weights bLi; ð1� i� n ; L ¼ 1Þ
as L = 1. According to Eq. (4), calculate the output weights bLi; ð1� i� n ; L[ 1Þ as
L > 1.

Substep 2.3: The fitness of each particle is calculated by Eq. (5). With the fitness of
all particles, the pib of each particle and the pg of the swarm are computed by Eqs. (6)
and (7), respectively.

f ðÞ ¼ HLibLi � Tk k ð5Þ

pib ¼
pi ðf ðpibÞ � f ðpiÞ[ gf ðpibÞÞ or ðf ðpibÞ � f ðpiÞ\gf ðpibÞ
and ðKi\KibÞÞ

pib else

8<: ð6Þ

pg ¼
pi ðf ðpgÞ � f ðpiÞ[ gf ðpgÞÞ or ðf ðpgÞ � f ðpiÞ\gf ðpgÞ
and ðKi\KgÞÞ

pg else

8<: ð7Þ
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where f ðpiÞ, f ðpibÞ and f ðpgÞ are the corresponding fitness values for the i-th particle,
the best position of the i-th particle and global best position of all particle, respectively;
ƞ > 0 is the tolerance rate; Ki, Kib and Kg are the condition values of the hidden output
matrix of the SLFNs related to the i-th particle, the best position of the i-th particle and
global best particle, respectively. According to the literature [5], the 2-norm condition
value of the matrix H can be computed as (8).

K2ðHÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kmaxðHTHÞ
kminðHTHÞ

s
ð8Þ

where kmaxðHTHÞ and kminðHTHÞ are the largest and the smaller eigenvalues of the
HTH.

Substep 2.4: Each particle updates its position according to PSO algorithm. All
components in the particle limited within the range of [–1, 1].

Substep 2.5: Repeat the above substeps until the goal is met or the maximum epoch
is completed. Then the optimal weights and hidden bias ðaL� ; bL� Þ are obtained from the
global best of the swarm.

Step 3: According to Eq. (2), calculate the output weight of the SLFN after adding
the new hidden node ðaL� ; bL� Þ as L = 1. According to Eq. (4), calculate the output
weight of the network after adding the new hidden node ðaL� ; bL� Þ as L > 1.

Step 4: Calculate the output error EðHLÞ ¼ HLHL
þT� Tk k.

Step 5: Go to Step 1 until L[ Lmax or EðHLÞ\e, and the constructed ELM is
obtained.

4 Experimental Results

To verify the effectiveness and efficiency of the proposed algorithm, IPSO-EM-ELM is
compared with other constructive ELMs including I-ELM [1], EI-ELM [2], EM-ELM
[3] and D-ELM [4] on five benchmark regression problems from UCI database [7]. The
specifications of the problems are shown in Table 1.

Table 1. Specification of five benchmark datasets

Datasets Attributes Case Training data Testing data

Abalone 8 4177 2000 2177
Boston housing 13 506 250 256
California housing 8 20640 8000 12640
Census (House8L) 8 22784 10000 12784
Delta ailerons 5 7129 3000 4129
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In the experiments, the inputs and outputs have been normalized in the range of [–1, 1]
and [0, 1], respectively. The sigmoid function Gða; b; xÞ ¼ 1=ð1þ expð�ða � xþ bÞÞÞ
is selected as the activation function of the hidden layer in all algorithms. The population
size and maximum iteration number are set as 30 and 10, respectively; the tolerance
rate is selected as 0.02. According to [8], the initial inertial weight wini and the final
inertial weightwend , are selected as 0.9 and 0.4 respectively; the acceleration constants c1
and c2 are both selected as 1.6. All the results shown in this paper are the mean values of
20 trials.

Table 2 shows the average test RMSE and train time of I-ELM, EI-ELM,
EM-ELM, D-ELM, IPSO-EM-ELM. The IPSO-EM-ELM obtains the least test RMSE
of all ELMs, which indicates the proposed method has the better generalization per-
formance than the other four ELMs. However, the proposed method requires most time
to train SLFN than other ELMs, since the IPSO-EM-ELM use PSO to select the
optimal hidden nodes.

Figure 1 shows the corresponding condition value of the hidden output matrix in
the five ELMs on the five datasets. From Fig. 1(a), the condition values in the
EM-ELM, D-ELM, IPSO-EM-ELM are much smaller than I-ELM and EI-ELM. From
Fig. 1(b), the condition value in IPSO-EM-ELM is smaller than that in EM-ELM and
D-ELM. Moreover, the condition curve for IPSO-EM-ELM is more stable than the
other four ELMs. Therefore, the SLFN established by the IPSO-EM-ELM is
better-conditioned than the ones constructed by the other four ELMs.

Figure 2 shows the convergence curves of three constructive ELMs including
EM-ELM, D-ELM, and IPSO-EM-ELM. Obviously, the IPSO-EM-ELM requires
much less hidden nodes with less train RMSE than the EM-ELM and D-ELM.

Table 2. Mean performance of the five ELMs on the five benchmark regression data

Algorithm Data Abalone Boston housing California
housing

Census
(House8L)

Deltaailerons

Stop RMSE (ɛ) 0.09 0.12 0.16 0.09 0.05

I-ELM Test
RMSE ± Dev

0.0988 ± 0.0020 0.1450 ± 0.0055 0.1680 ± 0.0055 0.0914 ± 0.0021 0.0538 ± 0.0056

Train times(s) 0.0546 0.0125 0.1538 0.716 0.0546

EI-ELM Test
RMSE ± Dev

0.0973 ± 0.0006 0.1451 ± 0.0049 0.1606 ± 0.0004 0.0875 ± 0.0002 0.0513 ± 0.0012

Train times(s) 0.0499 0.0125 0.3752 0.4664 0.1084

EM-ELM Test
RMSE ± Dev

0.0938 ± 0.0033 0.1502 ± 0.0119 0.1572 ± 0.0037 0.0859 ± 0.0020 0.0465 ± 0.0036

Train times(s) 0.0218 0.0016 0.0109 0.0086 0.0023

D-ELM Test
RMSE ± Dev

0.0940 ± 0.0031 0.1492 ± 0.0095 0.1556 ± 0.0032 0.0864 ± 0.0018 0.0468 ± 0.0023

Train times(s) 0.0156 0.0585 0.0507 0.0874 0.0133

IPSO-EM-ELM Test
RMSE ± Dev

0.0919 ± 0.0037 0.1444 ± 0.0099 .1549 ± 0.0025 .0857 ± 0.0022 0.0432 ± 0.0019

Train times(s) 0.6162 0.3549 1.4095 3.1465 0.4672
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Fig. 1. The condition values of the hidden output matrix in five ELMs with 20 trials
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Fig. 2. The convergence curves of three constructive ELMs on the five data
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5 Conclusions

In this paper, an incremental error minimization extreme learning machine based on
particle swarm optimization (IPSO-EM-ELM) was proposed. Different from traditional
incremental error minimization extreme learning machine, the proposed method not
only considers the training RMSE but also the condition performance of the SLFN, so
the SLFN established by the proposed method is well-conditioned. Because of using
PSO to select the weight parameters, IPSO-EM-ELM inevitably spends more time than
other ELMs. Future research work will include how to solve this problem and apply the
IPSO-EM-ELM to complex classification problems.
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Abstract. The massive growth of data volume within the healthcare sector
pushes the current classical systems that were adapted to the limit. Recent studies
have focused on the use of machine learning methods to develop healthcare
systems to extract knowledge from data by means of analysing, mining, pattern
recognition, classification and prediction. Our research study reviews and exam‐
ines different supervised machine learning classifiers using headache dataset.
Different statistical measures have been used to evaluate the performance of seven
well-known classifiers. The experimental study indicated that Decision Tree
classifier achieved a better overall performance, followed by Artificial Neural
Network, Support Vector Machine and k-Nearest Neighbor. This would deter‐
mine the most suitable classifier for developing a particular classification system
that is capable of identifying primary headache disorders.

Keywords: Machine learning · Performance analysis · Primary headache

1 Introduction

The launch of electronic health records (EHRs) has provided a robust platform for
consistent data collection. On the other hand, a massive quantity of data is accumulated
nowadays. The healthcare sector has never faced such a huge amount of electronic data
before [1]. Therefore, extracting information and knowledge from that huge amount of
data is considered to be a challenge. The healthcare sector can benefit from the appli‐
cations of machine learning and data mining techniques to improve the use of knowledge
for supporting decision making, and therefore improving the quality of healthcare
service being delivered to the patient [2, 3]. In recent years, there has been a dramatic
increase in the use of machine learning techniques to analyse, predict and classify
medical data and images.
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The classification is a machine learning approach, which aims to separate a given
dataset into two or more classes based on attributes measured in each instance of that
dataset. However, within the healthcare sector, the classification is used for medical data
analysis and detection or diagnosis a particular disease [2, 4]. Recently, several studies
[10–13] have employed machine learning classifiers within the healthcare systems with
the purpose of enhancing the accuracy and effectiveness of disease diagnosis and conse‐
quently preventing or at least minimising the medical errors. Many others [5–9] have
focused on evaluating the overall performance of different classifiers within a particular
classification domain. In this paper, we aimed to (a) review many related studies that
have focused on the comparison and performance evaluation of various classifiers, and
(b) examine seven well-known classifiers using headache dataset, with the aim of iden‐
tifying the most appropriate classifier for developing a particular classification system
that is capable of identifying primary headache disorders.

2 Related Works

This section reviews a range of recent studies that aims to analyse, compare and evaluate
the overall performance of supervised machine learning classifiers. These studies have
used a variety of data sets and proposed several classification enhancement methods.
However, they followed approximately the same evaluation methods by measuring the
sensitivity, specificity and classification accuracy.

The authors in [7] have evaluated the performance of different classifiers. The aim
was to identify the most appropriate classifier to be used in the classification of eye gaze
direction. K-Nearest Neighbor (kNN), Artificial Neural Network (ANN), Linear
Support Vector Machine (SVM) and Decision Tree (DT) classifiers have been examined.
Viola-Jones algorithm was used for face detection. Then Circular Hough Transform for
eye detection and features extraction. Finally, the extracted features were employed in
eye gaze direction classification by the mentioned classifiers. 92.1 % was the highest
classification accuracy and obtained by linear LSVM classifier.

Thepade and Kalbhor [8] examined twelve different classifiers for content based
image classification, which is the process of clustering images under a comparatively
similar group. To improve the classification accuracy, three common transformation
methods were applied for features extraction, which were Discrete Cosine Transform
(DCT), Discrete Sine Transform (DST) and Walsh Transform (WT). The experimental
outcomes have confirmed that the Simple Logistic classifier with WT can obtain better
classification accuracy for image classification [8]. However, the authors in [9], have
used a different method to improve the performance of content based image classification
and retrieval for biological image. They adopted two step approaches for features selec‐
tion. The first was partitioning the canonical feature set into four distinct feature sets,
while the second was using the Principal Component Analysis (PCA) and Fisher Score
for features selection. Finally, Bayesian, SVM and Wndchrm Classifiers were applied
for the classification of biological image dataset. Comparison results showed that SVM
classifier with Gaussian Kernel yielded better classification accuracy.
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3 Experimental Study and Results

3.1 The Used Dataset

A sample dataset was synthetically generated based on the international classification
of headache disorders (ICHD-2) [14]. This study is targeting headache dataset due to
the following fact; The diagnosis of headache considered to be a challenge, as it can be
caused by more than hundred diseases, with a variety of forms, frequency and severity
from mild that disappear easily to severe and repeated disabling headache that can be
debilitating in some individuals [15, 16]. Therefore, the aim is to evaluate different
machine learning classifiers using headache dataset, and find the most suitable classifier
that can predict or diagnose primary headache disorders correctly. Where primary head‐
ache disorders are the most common in the community, they are not related to any
underlying medical condition and the headache itself is the disorder [14].

The data set consists of 900 instances and 8 attributes 66.67 % of them are for patients
diagnosed with primary headache disorders (e.g. migraine with and without aura, tension
type headache and cluster headache), while the remaining 33.33 % for normal individ‐
uals suffering with common headaches. The dataset would be represented as a set
S = {<number of attacks1, pain location1, pain quality1, pain intensity1, headache
exacerbated by1, aura symptoms1, gender1>,…,<number of attacksn, pain locationn,
pain qualityn, pain intensityn, headache exacerbated byn, aura symptomsn, gendern>}.
The size of the set S is n, which is the total number of records.

Table 1. Attributes characteristics

No. Attributes

1 Number of attacks (per day)

2 Pain location (0: unilateral pain and 1: bilateral)

3 Pain quality (0: pulsing headache and 1: non-pulsing headache)

4 Pain intensity (1: mild, 2: moderate, 3: severe and 4: very severe)

5 Headache exacerbated by (1: non, 2: physical activity and 3: laying down)

6 Aura symptoms (1: non, 2: visual, 3: sensory and 4: speech)

7 Gender (0: female and 1: male)

8 Class (yes for patient with primary headache and no for normal individual)

As shown in Table 1, the dataset attributes (features) includes; the number of attacks,
pain location, quality and intensity, actions that exacerbate headaches, signs and
symptom that accompany the headache, gender and finally the class attribute. Predefined
class label is represented as K = {yes, no}, which indicate a patient with primary head‐
ache disorder and normal individual suffering from headache, respectively.
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3.2 Validation Methods

In order to examine the overall performance of classifiers, two validation methods were
used. The first method is the holdout method, in which, the data set was divided into
80 % for training and 20 % for testing. The training set consist of 720 instances with
approximately 47 % males and 53 % females, while the testing set comprises of roughly
48 % males and 52 % females with a total of 180 instances. Partitioning data into training
and testing sets is to validate the accuracy of different classifiers.

The 10-fold cross-validation technique was the second method used to measure the
classifiers’ performance. This method is usually utilised to maximise the use of the data
set. The data set is randomly partitioned into 10 equal subsets. Each contains approxi‐
mately the same proportion of healthy individuals and patients suffering with a headache.
Of the 10 subsets, a single subset is retained as a testing data, and the remaining 9 subsets
as the training data. The cross-validation process is then repeated 10 times, until each
one of the 10 subsets was used exactly once as a testing set. The results can then be
averaged to estimate the classifier’s performance. The advantage of this method is that
all subsets are used for both training and testing, and each subset is used for testing
exactly once [17, 18].

3.3 Classifiers Assessment

In this section, we investigate the performance of different classifiers, particularly to
find the sensitivity, specificity, mean absolute error and accuracy of various classifica‐
tion methods. Seven well-known classifiers were examined with the same data set. The
classifiers considered in this section include Naive-Bayes (NB), Artificial Neural
Network (ANN - MLP), Decision Tree (DT - J48), ZeroR (ZR), Support Vector Machine
Linear (SVML), k-Nearest Neighbor (kNN), and Logistic Regression (LOGR).

The performance of supervised machine learning classifiers with two possible classes
(binary classification) can be evaluated using the number of true positives, false posi‐
tives, true negatives and false negatives [18, 19]. Several different statistical methods
(e.g. Sensitivity, Specificity and Accuracy) are calculated to evaluate the performance
of classifiers. Sensitivity, also called the true positive rate (TPR), refers to the classifier’s
ability to identify a disease correctly, in our case (patients with primary headache disor‐
ders), while the specificity refers to the classifier’s ability to exclude the disease correctly
(identifies the negative cases), in our case (normal individuals suffering from headache).
The classification accuracy is the overall correctness of the model, it can be calculated
as the sum of true results (both true positives and true negatives) divided by the total
number of the examined test set. The Sensitivity, specificity and accuracy can be
expressed mathematically as follows [17, 18].
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3.4 Results and Discussion

Nine hundred instances were included in this study. Among the 900 individuals, 600
patients with primary headache disorders and 300 were healthy individuals suffering
from the usual headache. The major contribution of this study is to evaluate the perform‐
ance of seven different machine-learning classifiers. These classifiers have shown a
different range of sensitivity, specificity, classification accuracy and mean absolute error
(MAE) as illustrated in Table 3.

Table 2. Performance of different classifier with holdout method

Algorithms Sensitivity Specificity MAE Accuracy

Naive Bayes (NB) 90 % 100 % 0.068 93.33 %

Artificial Neural Network
(ANN)

100 % 90 % 0.039 96.67 %

Decision Tree (DT - J48) 100 % 90 % 0.050 96.67 %

Zero R Classifier (ZeroR) 100 % 0.0 % 0.444 66.67 %

Support Vector Machine (SVM) 96.67 % 96.67 % 0.033 96.67 %

k-Nearest Neighbor (kNN) 100 % 90 % 0.035 96.67 %

Logistic Regression (LOGR) 97.5 % 93.33 % 0.039 96.11 %

The ANN, DT, kNN, and SVM achieved the highest classification accuracy with the
holdout method (Table 2), which was 96.67 %. Followed by LOGR with 96.11 % and
then NB with 93.33 %. The lowest accuracy registered was 66.67 % by ZR. The first
three of the highest accuracy classifiers reached 100 % of sensitivity to predict and
classify the patients with primary headache. ZR classifier also obtained this rate, despite
the lowest level of specificity, used to predict healthy individuals. Although the NB

Table 3. Performance of different classifier with 10 folds cross-validation

Algorithms Sensitivity Specificity MAE Accuracy

Naive Bayes (NB) 89 % 100 % 0.076 92.67 %

Artificial Neural Network (ANN) 98.17 % 92 % 0.043 96.11 %

Decision Tree (DT - J48) 100 % 91 % 0.048 97 %

Zero R Classifier (ZeroR) 100 % 0.0 % 0.445 66.67 %

Support Vector Machine (SVM) 94.67 % 98.67 % 0.040 96 %

k-Nearest Neighbor (kNN) 98.83 % 91 % 0.038 96.22 %

Logistic Regression (LOGR) 97.17 % 91.67 % 0.041 95.33 %
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classifier achieved 100 % of specificity, it came at the end of the list with 90 % sensitivity.
In general, DT, ANN and kNN produced the same results with regard to sensitivity,
specificity and accuracy. However, the mean absolute errors were slightly different.
Finally, the SVM classifier produced 96.67 % sensitivity, specificity and accuracy.

In the 10 folds cross-validation (Table 3), the majority of the classifiers demonstrated
different classification accuracy and overall performance. The disparity rate among their
accuracies was roughly 2 %. The DT classifier reached the highest accuracy with 97 %,
followed by ANN, kNN and SVM with approximately 96 %. Logistic Regression
(LOGR) achieved 95.33 % and then NB with 92.67 %. The ZR classifier has also regis‐
tered the lowest accuracy rate with 66.67 %, which was the same result within the hold
out method. In spite of that, ZR showed 100 % for sensitivity, which was only produced
by the DT classifier. ANN and kNN showed around 98 % for sensitivity followed by
LOGR, SVM and finally NB with 89 %. NB predicted on the largest number of healthy
individuals with 100 % for specificity. Followed by the SVM, with 98.67 %, and the
ANN with 92 %. The DT, kNN along with LOGR obtained around 91 % of specificity,
while the ZR classifier obtaining the lowest level for specificity.

There were no significant changes regarding the accuracy using two validation
methods (hold out and 10 folds cross-validation). However, ANN, SVM and kNN clas‐
sification accuracy were decreased slightly using the 10 folds cross-validation method.
In contrast, the DT classifier showed some improvement in the classification accuracy
and specificity. It was stable regarding the prediction of the patients with primary head‐
ache as it showed 100 % of sensitivity using both methods. ANN, SVM and kNN sensi‐
tivities reduced slightly using 10 folds cross-validation at the expense of enhanced
specificities. The ZR classifier achieved the worst performance, with zero rates in
predicting a healthy individuals and 66.67 classification accuracy. Finally, there was no
noticeable change in the ZR classifier performance using both validation methods.

4 Conclusion

Using synthetically produced data set, we have presented a systematic comparison and
assessment of seven well-known supervised machine learning classifiers. Hold-out
method and 10-folds cross validation method have been applied to a performance eval‐
uation. Statistical measurements (i.e. sensitivity, specificity, accuracy) were used for
classifiers assessment. Overall, the experimental study showed promising results. Using
holdout method, ANN, DT, kNN, and SVM equally achieved 96.67 % of classification
accuracy with 100 % of sensitivity for the first three of them. However, ANN, SVM and
kNN classification accuracies were reduced slightly using the 10-folds cross validation
method. In contrast, the DT classifier showed some improvement in the classification
accuracy and specificity. It was stable regarding the prediction of the patients with
primary headache as it showed 100 % of sensitivity using both methods. Therefore, we
can claim that DT classifier would be the most appropriate classification method to
address such classification problem domain.
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Abstract. Topic modeling is a powerful tool for discovering the underlying or
hidden structure in documents and images. Typical algorithms for topic mod-
eling include probabilistic latent semantic analysis (PLSA) and latent Dirich-
let allocation (LDA). More recent topic model approach, multi-view learning via
probabilistic latent semantic analysis (MVPLSA), is designed for multi-view
learning. These approaches are instances of generative model, whereas the
manifold structure of the data is ignored, which is generally informative for
nonlinear dimensionality reduction mapping. In this paper, we propose a novel
generative model with ensemble manifold regularization for multi-view learning
which considers both generative and manifold structure of the data. Experi-
mental results on real-world multi-view data sets demonstrate the effectiveness
of our approach.

Keywords: Multi-view clustering � Generative model � Manifold learning

1 Introduction

Exploring the rich information among multiple views arouses vast amount of interest in
the past decades [1–3, 5, 6, 10]. Co-training introduced by Blum and Mitchell [1] is one
of the earliest schemes for multi-view learning. Many variants following the initial idea
of co-training have since been developed [2, 3]. However, the idea of co-training
requires the conditional independent assumption to work well, but conditional inde-
pendence assumption is usually too strong to be satisfied in practice, such that these
methods may not effectively work [4].

Unlike the most previous works following the idea of co-training, recently, Zhuang
et al. [5] proposed MVPLSA algorithm which is a multi-view learning algorithm via
Probabilistic Latent Semantic Analysis. However, this algorithm does not take into
account the manifold structure of the data, which is generally informative for nonlinear
dimensionality reduction mapping.

Cai et al. recently proposed two topic models, Laplacian pLSI (LapPLSI) [9] and
Locally-consistent TopicModeling (LTM) [8], which usemanifold structure information
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based on PLSA. However, both models are designed for solving single-view data
clustering problem.

In this paper, we propose a new multi-view clustering method via generative model
with ensemble manifold regularization (GMEMR) which takes into account the man-
ifold structure of the data. We construct a nearest neighbor graph to model the
underlying manifold structure for each view. Multiple manifold regularization terms are
separately constructed for each view. Then, the regularization terms is incorporated
with a generative model based on the Probabilistic Latent Semantic Analysis (PLSA)
method, resulting in a unified objective function.

The paper is organized as follows. Section 2 provides background and notation.
Section 3 presents our proposed GMEMR method. Experimental results are given in
Sect. 4. Finally, we conclude the paper in Sect. 5.

2 Background and Notation

Suppose that we have N data points, X ¼ x1; . . .; xNf g, let C ¼ c1; . . .; cKf g be the set
of data classes. There are T views f1; . . .; fTf g for the data, ft is the data view label.
Each data point xi 2 X has a feature vector \wt

1; . . .;w
t
Mt
[ in the t-th view ft. Each

view ft has Mt features. Our goal in multi-view clustering is to partition X ¼
x1; . . .; xNf g into K clusters by exploiting the information stored in all T different views
f1; . . .; fTf g of the input data.

Zhuang et al. [5] proposed MVPLSA algorithm which is a multi-view learning
algorithm via Probabilistic Latent Semantic Analysis. The MVPLSA algorithm is
motivated by the following observations. Different features in the context may be
grouped together to indicate a high-level topic (e.g., feature clusters), i.e., the words
“price”, “performance”, “announcement” from an enterprise news may present the

concept “produce announcement”. Let zt1; . . .; z
t
Qt

n o
be the latent variables for

high-level feature topic (e.g., feature clusters) for each view ft. In the model there are
two latent variables ztq for the high-level latent topic and ck for the data class, and three
visible variables xi for the data point, wt

j for the feature, and ft for the view label. In the

model, the parameters are P ck j xið Þ, P ztq j ck; ft
� �

and P wt
j j ztq; ft

� �
, they can be esti-

mated by maximizing the log-likelihood

L ¼
XN
i¼1

XT
t¼1

XMt

j¼1

n xi;w
t
j; ft

� �
logP xi;w

t
j; ft

� �

/
XN
i¼1

XT
t¼1

XMt

j¼1

n xi;w
t
j; ft

� �
log

XK
k¼1

XQt

q¼1

P wt
j j ztq; ft

� �
P ztq j ck; ft
� �

P ck j xið Þ
ð1Þ

where Mt is the number of features in the t-th view ft and n xi;wt
j; ft

� �
indicates the

frequency of feature wt
j occurring in instance xi. However, this model do not take into
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account the manifold structure of the data, which is generally informative for nonlinear
dimensionality reduction mapping.

3 Method

Based on the smoothness assumption that if two instances xi and xj are close on the
manifold, then P C j xið Þ and P C j xj

� �
are “similar” to each other, we set up an

ensemble manifold regularization term in the generative model to enforce the
smoothness. Let Pi Cð Þ ¼ P C j xið Þ and Ps Cð Þ ¼ P C j xsð Þ. By using the symmetric
KL-Divergence, conditional probability distribution P C j xið Þ un-smoothness on the
intrinsic manifold of the multi-view data can be written as

R ¼
XN
i¼1

XN
s¼1

D Pi Cð Þ;Ps Cð Þð ÞWis ð2Þ

where D Pi Cð Þ;Ps Cð Þð Þ is the symmetric KL-Divergence, W 2 RN � RN is the data
adjacency graph, W is the intrinsic manifold approximation of the multi-view data.
We’ll introduce how to obtain W in the following. The value of R ranges from 0 to 1.
The smaller R is, the smoother conditional probability distribution P C j xið Þ is. P ck j xið Þ
are estimated by the following maximization problem:

max
P

O ¼ L� k1R ð3Þ

where L and R are defined in Eqs. 1 and 2 respectively, k1 is the regularization
parameter. The value of k1 is in the range of 0 to 1. In the following, we’ll introduce
how to obtain the intrinsic manifold approximation W .

The local manifold structure can be effectively modeled through a nearest neighbor
graph [7]. We construct a nearest neighbor graph to model the underlying manifold
structure for each view. Define the edge weight matrix Ut of view ft as follows:
Ut

is ¼ 1, if xi 2 Np xsð Þ or xs 2 Np xið Þ in view ft, otherwise Ut
is ¼ 0, where Np xið Þ

denotes the set of p nearest neighbors of xi (with respect to the Euclidean distance).
Now we have T graphs Utf gTt¼1, we want to combine them to approximate the intrinsic
manifold. Inspired by [11, 12], the intrinsic manifold is approximated by the linear
combination of these candidate manifolds, i.e., W ¼ PT

t¼1 ltU
t, s.t.

PT
t¼1 lt ¼ 1,

lt � 0, for t ¼ 1; . . .;T . Let Ltf gTt¼1 be a set of the corresponding graph Laplacian
matrices [14], where Lt ¼ Dt � Ut, D and Dt is a diagonal matrix with the i-th diagonal
entry Dii ¼

PN
j¼1 Wij, Dt

ii ¼
PN

j¼1 Ut
ij. Based on the smoothness assumption, when P

is fixed, the optimal hyperparameters ltf gTt¼1 is the solution of the following mini-
mization problem:
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min
l

XT
t¼1

lt
Zt

Tr PTLtP
� �þ k2

2
lk k2

� �
s:t:

PT
t¼1

lt ¼ 1; lt � 0; for t ¼ 1; . . .; T :

ð4Þ

where Zt is a normalization constant that is defined by Zt ¼ Ltk kF , l ¼ l1; . . .; lTð ÞT .
The regularization term lk k2 is introduced to avoid l overfitting to one single mani-
fold, k2 are tradeoff parameters. The minimization problem (4) can be solved by the
quadric optimization solver in matlab toolbox. The optimal graph hyperparameter l is
obtained, and then we obtain the intrinsic manifold approximation

W ¼
XT
t¼1

ltU
t: ð5Þ

In the generative model, the re-estimation equations for parameters P ck j xið Þf g can
be obtained using EM algorithm:

Yk ¼ Xþ k1Lð Þ�1Vk ð6Þ
Yk ¼ P ck j x1ð Þ; . . .;P ck j xNð Þ½ �T , X denotes a N-by-N diagonal matrix with qi ¼PT

t¼1

PMt
j¼1 n xi;wt

j; ft
� �

as entries. Vk is a N-dimensional vector withPT
t¼1

PMt
j¼1

PQt

q¼1 n xi;wt
j; ft

� �
P ztq; ck j xi;wt

j; ft
� �

as entries. L is a N-by-N graph La-

placian matrix, L ¼ D�W , D denotes a N-by-N diagonal matrix whose entries are row
sums of W , Dii ¼

P
s Wis.

4 Experiments

4.1 Datasets and Comparison Methods

In this section, we experimentally evaluate the proposed multi-view learning frame-
work on two real-world multi-view data sets.

DBLP Dataset. The DBLP dataset is a bibliographic network. This dataset is an
adaptation of the original dataset of Ming Ji.1 It consists of 4057 authors classified into
one of four classes. There are two views for each author: the names of an author’s
papers and the terms of an author’s papers.

Reuters Multilingual Dataset.2 This collection contains feature characteristics of
documents originally written in five different languages, and their translations, over a

1 Ming Ji’s dataset is available at http://web.engr.illinois.edu/_mingji1/DBLP_four_area.zip.
2 http://membres-lig.imag.fr/grimal/data.html.
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common set of 6 categories. We use documents originally in English as the first view
and their French and German translations as the second and third view.

We compare the performance of the proposed GMEMR algorithm with several
baseline methods: Locally-consistent Topic Modeling (LTM) [8], ConcatLTM (Con-
catenating the features of all the views, and then run LTM directly on this concatenated
view representation), MVPLSA [5], Pairwise Co-regularized Spectral Clustering
(PRSC) [3] and Centroid Co-regularized Spectral Clustering (CRSC) [3]. As adopted in
[6, 13], we evaluate clustering performance using two standard measures: Clustering
accuracy (AC) and normalized mutual information (NMI) from 10 random runs. In the
experiments, we assign the initial value of P ck j xið Þ as the results of ConcatLTM
algorithm for the tasks from DBLP and Reuters datasets.

4.2 Results

Results of different models are presented in Table 1. In the table, GMEMR denotes the
accuracy of GMEMR when using composite manifold learned by (4) to construct the
regularization term Eq. (2). GMEMR_View t denotes the accuracy of GMEMR when
using Ut (5NN graph of view ft) to construct the regularization term Eq. (2).
LTM_View t denotes the accuracy of LTM on t-th view.

From this table, we have following observations: Our method GMEMR outperforms
all the compared approaches. The methods with manifold regularization outperform the
methods without manifold regularization, i.e., multi-view algorithm GMEMR are
superior toMVPLSA in terms ofAccuracy values andNMI values in all cases. A possible
reason is that the manifold regularization term causes the data space locality information
to be preserved on the low dimensional representations. Furthermore, it is demonstrated
that the data space geometry information is crucial for clustering performance. The
performance of GMEMR is better than the best performance of GMEMR_View t. This
suggests that the composite manifold learned by ensemble manifold regularization can

Table 1. Performance of the different model on two data sets. Bold performance correspond to
the best model.

Method Accuracy (%) NMI (%)
DBLP Reuters DBLP Reuters

GMEMR 81.65 56.28 52.50 32.47
GMEMR_View 1 77.99 50.82 48.43 31.67
GMEMR_View 2 77.71 49.18 47.41 31.42
GMEMR_View 3 47.56 28.52
MVPLSA 74.43 47.62 45.55 29.65
PRSC 70.79 48.08 37.08 28.06
CRSC 70.87 48.11 37.20 27.75
LTM_View 1 72.15 40.59 44.63 23.10
LTM_View 2 77.85 42.61 48.21 23.81
LTM_View 3 42.46 24.49
ConcatLTM 73.30 45.53 45.22 28.13
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select the most effective graphs and combine them to approximate the intrinsic manifold,
thus, the data space nonlinear structure is preserved effectively.

5 Conclusion

In this paper, we proposed a novel multi-view clustering method via generative model
with ensemble manifold regularization which considers both generative and manifold
structure of the data. Experiments on the real world datasets demonstrated the effec-
tiveness of our method. Experimental results show the proposed method (1) can jointly
model the co-occurrences from multiple views and obtain additional gains, (2) balances
the generative model and manifold regularization term, and (3) effectively discovers the
underlying structure of data space.
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Abstract. Diabetic retinopathies have to be detected early and treated to avoid
serious damages to patients’ retina. A severe progress of diabetes can deteriorate
human vision and the effects of a Proliferative Diabetic Retinopathy (PDR) could
appear in fundus images, showing a neovascularization that can rise abruptly.
Until now only some network models for classifying presence/absence of PDR
have been faced by means of PNNs or SVMs. In this paper a first approach to
follow diabetic patients affected by early PDR via a novel neural classifier based
on a Fundus Image Preprocessing Subsystem and a Radial Basis Probabilistic
Neural Network (RBPNN) is presented. The proposed classifier aims at classi-
fying a certain number of diabetic patients by means of their accurately pre-
processed digital fundus images and could support their follow-up paths in
alerting if variations in retinal vasculature of classified PDR should occur.

Keywords: Human retina � Pattern classification � Diabetic retinopathy �
Radial basis probabilistic neural networks

1 Introduction

In the last decades, improvements have been achieved in image processing for oph-
thalmology [1, 2]. Advances in automated diagnostic retinal tools actually allow
ophthalmologists to perform mass screening for the most common diseases, such as
diabetes or glaucoma [3–5]. In particular, vessel extraction is important in the analysis
of digital fundus images, since it helps in diagnosing retinal diseases. The medical
motivation towards the segmentation of blood vessels of retinal images is to suppress
the background and accentuate the small vessels so that features such as abnormal
neovascularization become more visually enhanced. These clinical markers help oph-
thalmologists in diagnosing diabetic retinopathy [3–6]. Moreover, an early diagnosis of
Proliferative Diabetic Retinopathy (PDR), that is a severe complication of diabetes that
damages human retina, is crucial for protecting diabetic patients’ vision. The onset of
PDR is indicated by the appearance of a neovascularization, which might be identified
using proper retinal vessel extraction techniques [6–8]. Furthermore, several innova-
tions in ophthalmic diagnostic tools for the detection of various anatomical or patho-
logical features have been recently developed on the basis of particular neural network
models, such as MultiLayer Perceptron (MLPs) and Probabilistic Neural Networks
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(PNNs), which are supervised neural networks widely used for pattern recognition [9–
13]. Moreover, in [14] an MLP classifier was used to obtain a segmentation of hard
exudates in a fundus image, whereas PNNs and MLPs were also considered for the
classification of EEG signals [15]. In so far as the authors are aware, only some neural
network models for classifying the presence/absence of PDR have been until now
approached by means of SVMs or PNNs [16] with interesting results. It has to be
considered that PNNs, as well as Radial Basis Function networks, are widely used in
various pattern classification tasks due to their robustness and their quicker learning
with respect to other neural network models, beside converging always to the Bayes
optimal solution if the training set increases [17]. But the increase of PDR in diabetic
patients should be specifically supported with adequate tools, due to the fact that this
severe eye complication can rise abruptly. Thus, in this paper, a first attempt to classify
more diabetic patients affected by early PDRs is presented, via the development of a
novel neural classifier based on a fundus image preprocessing subsystem and a Radial
Basis Probabilistic Neural Network (RBPNN) [18–21]. The RBPNN is preferred to
strengthen some capabilities of PNNs via ad hoc probability density functions given by
radial basis ones. In detail, an accurate preprocessing of diabetic patients’ retinas is
firstly performed to obtain corresponding thinned images; a dedicated RBPNN is
subsequently synthesized as a neural classifier. In detail, after enhancing vascular
patterns in input fundus images, adequate thresholding and thinning techniques [4, 8, 9]
are considered to derive thinned patterns for those patients’ classification. On the basis
of preprocessed images, the training set is subsequently derived for synthesizing a
dedicated RBPNN. It is herein assumed that a lack of matching for the designed neural
classifier means that an early PDR is worsening for the corresponding patient, thus an
Alert has to be produced for eye doctors, or rather that the patient’s identity is not
confirmed. A case study is developed and reported.

2 A Neural Classifier of Diabetic Patients Based on a RBPNN

The behavior of the proposed neural classifier is herein described. Each retinal image is
firstly preprocessed to enhance vessel vasculature. Then, every obtained image is
segmented and successively thinned [4, 5, 8] by means of morphological operators.
Finally, each thinned image is extracted and stored. The thinned images of diabetic
patients with proliferative retinopathy can be considered as inputs for synthesizing a
proper RBPNN able to classify them. If the proliferative disease progressively grows
up during time, also the corresponding thinned images will present changes. In the case
of a positive matching, the synthesized RBPNN will correctly classify the patient with
a proliferative retinopathy; if the matching reveals negative, the system should even-
tually provide alert signals.

A block diagram of the proposed classification procedure is reported in Fig. 1.
Retinal images of any patient with proliferative retinopathy are firstly captured by a

Retinal Scanning Subsystem. Then a Fundus Image Preprocessing Subsystem performs
the image processing tasks which are described in the following.
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Vessel Vasculature Enhancement and Image Segmentation. Detecting the retinal
vasculature means, substantially, generating a binary mask in which pixels are labeled
as vessel or background. The aim is to capture as much detail as possible, preserving
vessel connectivity and avoiding false positives. Thus, the retinal area containing the
vessel tree, is properly enhanced. Several methods to segment automatically blood
vessels have been until now developed [4, 5, 7, 11, 15]. In particular, the Threshold
Probing method in [4, 5] is herein considered, where individual pixel labels are decided
using both local and region-based properties. In detail, in [4] an algorithm is proposed
to approximate the intensity profile using a Gaussian Curve and gray level profiles are
calculated in the perpendicular direction to the length of each vessel. Image
enhancement is carried out before segmentation of vessels using a (5 × 5)-windowed
mean filter which reduces the effect of spurious noise. Twelve different orientations
were chosen between 0° to 180°, each differing by a step of 15°, keeping the length
segment L = 9, σ = 2 (σ denotes the spread of intensity profile) and T = 6 (where
T = 3σ). This structure is chosen to detect vessels however oriented in direction with
varying lengths. A kernel is created corresponding to each orientation. The highest
response in one of the directions is then selected for a particular pixel. The algorithm
detects vessels despite of the fact that the local contrast is very low but the problem
with this algorithm is that other brighter objects, which do not resemble any vessel
segment (such as lesions, optic disc, edges etc.), are contemporary obtained.

Image Thinning. This morphological operation progressively erodes away outer
pixels of thick stripes of the same gray level until they become one pixel wide. The
thinning algorithm performs the required task on each binary image of human retina in
two parallel sub-iterations [8] using a (3 × 3)-sized window with a rectangular tes-
sellation in sub-blocks, where x1, .., x8 are the values of close pixels in each window
numbered counterclockwise starting from the middle right pixel, being x9 the window
central one. In each sub-iteration the generic pixel x9 with its eight nearest neighbors is
subsequently examined on the basis of the following four pixel-deletion conditions

RBPNN for 

Patient’s 
classification

T

F
Alert

matching

Fundus image 
preprocessing 

subsystem

Retinal 
scanning 
subsystem

Fig. 1. Block diagram of the proposed neural classifier
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Condition G1:

xh ¼ 1 with xh ¼
X4
i¼1

bi and bi ¼ 1 if x2i�1 ¼ 0 ^ ðx2i ¼ 1 _ x2iþ1 ¼ 1Þ
0 otherwise

�
Condition G2:

2�min n1 x9ð Þ; n2 x9ð Þð Þ� 3

where

n1ðx9Þ
X4

i¼1
x2i�1 _ x2i n2 x9ð Þ ¼

X4

i¼1
x2i _ x2iþ1

ConditionG3 : ConditionG
0
3 :

ðx2 _ x3 _ �x8Þ ^ x1 ¼ 0 ðx6 _ x7 _ �x4Þ ^ x5 ¼ 0

The first Sub-iteration 1 can be expressed as follows

If G1;G2;G3 are satisfied; then x9 ¼ 0

The latter Sub-iteration 2 can be expressed as follows

If G1;G2;G
0
3 are satisfied; then x9 ¼ 0

Sub-iterations continue until no pixel can be deleted any more. The application of
this thinning procedure to a binary image of human retina provides a skeletal image,
that is a thinned image Ithin to be subsequently considered for training.

The next block in Fig. 1 is a Radial Basis Probabilistic Neural Network (RBPNN),
which is a neural network characterized both from features of Radial Basis Function
Neural Networks (RBFNNs) and from those of Probabilistic Neural Networks (PNNs)

Fig. 2. Network topology of a RBPNN
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[18–20] with lowered disadvantages. This network consists of four layers as shown in
Fig. 2.

Data are concurrently feed-forwarded from the input layer to the output layer
without any feedback connections within the three involved layers. The first hidden
layer is a nonlinear processing layer, generally consisting of the centers selected from
training samples. The second hidden layer selectively adds the outputs of the first
hidden layer, according to the classes to which the hidden centers belong. Connection
weights between the first hidden layer and the second hidden layer are equal to 1 or 0.
Outputs in the second hidden layer need to be normalized for pattern recognition
problems. The last layer for the RBPNN is generally the output layer [19]. If con-
sidering a generic input vector x, the actual output value of the i-th output neuron yai of
the RBPNN can be expressed as

yai ¼
XM
k¼1

wikhkðxÞ ð1Þ

hkðxÞ ¼
Xnk
i¼1

/ið x� ckik k2Þ; k ¼ 1; 2; 3; . . .. . .M ð2Þ

where hkðxÞ is the k-th output value of the second hidden layer of the RBPNN; wik is
the synaptic weight between the k-th neuron of the second hidden layer and the i-th
neuron of the output layer of the RBPNN; cki is the i-th hidden center vector for the k-th
pattern class of the first hidden layer; nk represents the number of hidden center vectors
for the k-th pattern class of the first hidden layer; the symbol �k k2 stays for the
Euclidean norm; M denotes the number of the neurons both of the output layer and of
the second hidden layer, or the pattern class number for the training set; the Gaussian
kernel function ui �ð Þ is expressed as

/ið x� ckik k2Þ ¼ exp � x� ckik k22
r2i

" #

where ri is the corresponding parameter for the Gaussian kernel function.
The Orthogonal Least Square Algorithm (OLSA) is herein preferred for training the

RBPNN. For N training samples, corresponding to M pattern classes, considering the
form of the matrix, Eq. (1) can be written in vector form as

Ya ¼ HW

where Ya and H are both (N × M)-dimension matrices, the synaptic weight matrix W
is an (M × M)-dimension matrix between the output layer and the second layer of the
RBPNN and can be determined as:

W ¼ R�1 Y
^
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where R is an (M × M) upper triangular matrix with the same rank as H, and Y
^
is an (M

× M) matrix. The output layer is typically trained using the Least Mean Squares
(LMS) algorithm [9, 18–20] and the weights w2;j are firstly initialized to small random
values for j = 1, 2, ….N2. Then, the errors ej ¼ yj�dj are computed for all j; finally, the
weights wj kþ 1ð Þ ¼ wj kð Þ � lejul are updated for all j, until the stop condition is
reached.

3 Case Study and Experimental Results

The proposed neural classifier has been synthesized by considering fundus images
selected from the publicly available database named DRIVE [3]. In this database there
are 40 color eye fundus images taken with a Canon CR5 which is a nonmydriatic
3CCD camera with 45° Field Of View (FOV). Each image has a resolution of
(565 × 584) pixels with 8 bits per color plane with a TIFF format. The database consists
of two sets, named test set and training set. The first one contains 20 images along with
20 GT images, manually derived by two ophthalmologists. The second set contains 20
images along with the GT images provided by only one eye doctor. Moreover, both
sets contain the corresponding FOV masks for the images. In this experiment fundus
images of 7 patients characterized by an early proliferative retinopathy have been
selected from DRIVE as listed in [6] and have been herein processed by the Fundus
Image Preprocessing Subsystem to obtain the patients’ thinned images. In Fig. 3 it can
be noticed that the vascularization is highlighted and skeletal in thinned images on the
right.

At first, the performance of the Fundus Preprocessing Subsystem in determining
thinned images, have been investigated by considering the Accuracy defined as

Accuracy ¼ TPþ TN
TPþ TN þ FPþ FN

with the True Positive rate estimated as

TP rate � Correctly classified Positives
Total Positives

and the False Positive rate

FP rate � Incorrectly classified Negatives
Total Negatives

The True Positive TP rate (the True Negative TN rate, respectively) has been
evaluated by determining the number of black pixels of vessels, which are correctly
classified as black pixels (the number of white pixels of background, which are cor-
rectly classified as white pixels, respectively) in thinned images by considering vari-
ations with respect to the their ground truth images provided by the database DRIVE.
A comparison of percentage Average Accuracy values (AA %) obtained by
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Image 2

Image 10

Image 14

Image 18

Image 19

Image 1

Image 20
(a) (b)

Fig. 3. Seven Fundus images with early proliferative retinopathy as in [6]: (a) Fundus images;
(b) Thinned images
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preprocessing retinal images with the herein proposed method and following the one
proposed in [6] is reported in Table 1.

It can be noticed that an Average value of 94.6446 % better than the one derived in
[6] has been obtained on thinned images by the Fundus Image Preprocessing Sub-
system. Then, for every (M × M)-size thinned image, a number L of (M/L) × (M/L)
submatrices has been considered to form the input set for training a RBPNN. Input
neurons are equal to ðM=LÞ2 , such as in the first hidden layer. In the second hidden
layer eleven neurons have been reported, whereas in the output layer there are seven
neurons to codify the seven classes, each providing a value 0 or 1. A radial basis
function has been used as the probability density function between the layers [9].
A gradient descent with momentum has been used to train the network. As it is known,
RBPNNs resemble to the family of PNNs with probability density functions chosen
equal to Radial Basis Functions (RBF). Thus, the training set must be collected through
several representatives of the actual population of the intended classification by con-
sidering a sufficiently sparse set. Taking into account that it is not easy to have an
amount of fundus images for the same patient and that erroneous samples and outliers
are acceptable for this kind of network, training has been performed via a training set of
100 binary images for each of the seven classes, collected by considering both the
already shown thinned images and distorted ones obtained with a percentage of
additional black pixels randomly distributed both in position and in quantity in the
range (0−5) % of the total amount. Thus the training set has been composed of a

Table 1. Comparison of (A %) on thinned images obtained using the method: (a) reported
in [6]; (b) herein proposed

.                                                                                                                                                                                 .

Patient     AA %       AA % 
.             (a)       (b)    .

1      93,7904    94,5400 
2      93,5918    94,5202 
3      93,6670    93,8801 
4      93,8912    94,0103 
5      93,6106    95,1410 
6      94,7460    95,4404 
7      93,9676    94,9805 

Average value    93,8949    94,6446 
.                                                                                                                                                                                 .

(a) (b) (c)

Fig. 4. Some distorted images of thinned image: (a) no. 1; (b) no. 2 (c) no. 18
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significant number of patterns. For a better comprehension, some distorted training
patterns with a 5 % of randomly distributed pixels are reported in Fig. 4.

After the synthesis, a cross validation phase has been performed by considering
another set of 700 noisy patterns, obtained by considering a randomly distributed noise
on original thinned images with percentage values in the range (0 %−8 %). Results are
encouraging as shown in Table 2. In this table the synthesized RBPNN reveals able to
correctly classify the seven patients until a percentage value equal to 5 % of random
noise affects their thinned images; there is a reduced capability of classification if noise

Table 2. Classification capability of the synthesized RBPNN: Y = Correctly classified;
N = Misclassified

.                                                                                                                                                                            ___     .

Noise   Patient Patient  Patient   Patient   Patient  Patient   Patient 
  %       1      2       3       4       5       6   7 
              _______________________  .

0           Y     Y     Y     Y     Y     Y  Y 
1           Y     Y     Y     Y     Y     Y  Y 
2           Y     Y     Y     Y     Y     Y  Y 
3           Y     Y     Y     Y     Y     Y  Y 
4           Y     Y     Y     Y     Y     Y  Y 
5           Y     Y     Y     Y     Y     Y  Y 
6           Y     Y     N     N     N     Y  N 
7           N     N     N     N     N     Y  N 
8           N     N     N     N     N     N  N 

.                                                                                                                                                                                 .

Fig. 5. Confusion matrix for the synthesized network
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increases more, as shown in the table. The RBPNN classifies each known patient’s
vasculature into one of seven classes, whereas unknown vessel trees are misclassified.

Several criteria may be used to evaluate the performance of a classification in
supervised learning. A confusion matrix is herein considered, which is a useful tool for
analyzing how well a classifier can identify test samples of different classes [22]. Each
entry Cij, in the confusion matrix denotes the number of skeletal images of class i predicted
to be of class j. In this test, 100 images/person for training and 100 images/person for cross
validation have been used. Training has been performed by considering images with a
random noise variable both spatially and in intensity in the range (0 %−5 %) of the total
amount of pixels. A plot of the corresponding confusion matrix, which highlights if each
pattern is correctly classified by the network, is shown in Fig. 5.

Finally, the synthesized neural classifier can provide its support to the diagnostic by
performing matching operations between subsequent classifications of patients’ thinned
images. If the matching is positive, the eye state is unchanged. If the matching is
negatively detected by the RBPNN, the retina vascularization is varied much and an
Alert is produced by the neural network for eye doctors.

4 Conclusions and Future Work

In this paper a first approach to follow diabetic patients affected by early PDR has been
dealt with via the synthesis of a novel neural classifier on the basis of a Fundus Image
Preprocessing Subsystem and a RBPNN, aiming at investigating the possibility of
supporting ophthalmologists in the follow up of patients’ with this severe retinal
pathology. In detail, human retina images of patients with early PDRs have been
pre-processed to derive the corresponding thinned images, which have been subse-
quently used to synthesize a RBPNN able to support patients’ classification and
follow-up. A case study has been developed to classify an amount of diabetic patients,
where simulations have been firstly performed to evaluate the performance of Fundus
Image Preprocessing Subsystem and later to cross validate the designed RBPNN.
Experimental results demonstrate that the presented system performs patients’ classi-
fication with a satisfying accuracy. Thus, the proposed neural classifier could support
ophthalmologists in alerting if variations in retinal vasculature of classified PDR should
occur. In future work the capabilities of the neural classifier could be improved in its
scale as a diagnostic support for mass screening, taking into account the drawback of a
large memory requirement and the need of a significant representative training set.
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Abstract. This paper is concerned with a delay-differential equation modeling
a bidirectional associative memory neural networks (BAM NNs) with mixed
time delays. By using the inequality techniques, a Lyapunov–Krasovskii func-
tional candidate is introduced to reach the novel sufficient conditions that
warrant the passivity of delayed BAM NNs. The novel passivity criterion is
proposed in terms of inequalities, which can be checked easily. A numerical
example is provided to demonstrate the effectiveness of the proposed results.

Keywords: BAM NNs � Delays � Passivity � Lyapunov functional

1 Introduction

In recent years, the problem of neural networks (NNs) has been widely investigated in
the last few decades due to their potential applications in many areas such as pattern
recognition, static image processing, associative memory and combinatorial optimi-
zation [1, 2]. It is known that stability is one of the most important properties for the
designed NNs. On the other hand, both in biological and artificial neural networks, the
interactions between neurons are generally asynchronous, which inevitably results in
time delays. In electronic implementation of analog neural networks, nevertheless, the
delays are usually time-varying due to the finite switching speed of amplifiers.
Meanwhile, time delays are inevitable encountered in many practical systems and
usually the main reason resulting in instability, therefore, much attention has been
focused on the problem of stability analysis for delayed NNs, and many related
delay-independent and delay-dependent criteria have been reported in recent literature,
see, e.g., [3–8]. Furthermore, as a powerful tool for analyzing the stability of systems,
passivity theory has also considerable backgrounds in many control fields, for instance,
fuzzy control [9] and signal processing [10].

Since NNs related to BAM have been proposed by Kosko [11], the BAM NNs have
been one of the most interesting research topics and extensively studied due to its
potential applications in pattern recognition, etc. This class of NNs have been suc-
cessfully applied to pattern recognition, signal and image processing, artificial intelli-
gence due to its generalization of the single-layer auto-associative Hebbian correlation
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to a two-layer pattern matched hetero-associative circuits. These applications are built
upon the stability of the equilibrium of neural networks. Thus, the stability analysis is a
necessary step for the design and applications of NNs. It is inspiring that the stability
analysis of BAM NNs has been widely investigated and various stability conditions for
BAM neural networks have been presented in the literature [12–14]. Some of these
applications require that the designed network has a unique stable equilibrium point
[15]. Recently, this two-layer hetero associative networks called BAM networks with
axonal signal transmission delays have been studied in [15], which have been used to
obtain important advances in many fields such as pattern recognition and automatic
control.

Stability problems are often linked to the theory of dissipative systems, which
postulate that the energy dissipated inside a dynamic system is less than that supplied
from external source. Passivity is part of a broader and a general theory of dissip-
ativeness [16]. The passivity theory originated from circuit theory plays an important
role in the analysis and design of linear and nonlinear systems. It should be pointed out
that the essence of the passivity theory is that the passive properties of a system can
keep the system internal stability. The passivity theory was firstly proposed in the
circuit analysis [17], and since then has found successful applications in diverse areas
such as stability [18], complexity [19] and so on. These are the main reasons why
passivity theory has become a very hot topic across many fields, and much investi-
gative attention has been focused on this topic. It is noted that research on passivity has
attracted so much attention, little of that had been devoted to the passivity properties of
delayed NNs until [20] derived the conditions for passivity of delayed NNs. The results
on passivity analysis of discrete-time NNs with time-varying delays can be found in
[21].

In fact, one remarkable feature of passivity is that the passive system utilizes the
product of input and output as the energy provision, and embodies the energy atten-
uation character. Passive system only burns energy, without energy production, i.e.,
passivity represents the property of energy consumption of the system. In addition, the
passivity analysis for NNs can help us understand the complex brain functionalities.
Few authors considered the passivity problem for delayed NNs. It is interesting and
important to discuss the passivity of NNs. Based on the above discussion, there are
many results about the passivity problem for delayed NNs. To the best of our
knowledge, passivity analysis is seldom reported for the class of delayed BAM NNs.
This paper will investigate the passivity problem for a class of BAM NNs with mixed
delays, which is very important in theories and applications and also is a very chal-
lenging problem. Sufficient general condition is derived for the passivity of delayed
BAM NNs which are very convenient to verify. Finally, a numerical example is
illustrated to show the usefulness of the proposed criteria.

2 Model Description and Preliminaries

In this paper, we consider the BAM NNs model described by the following differential
equations:
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¼ �piui tð Þ þ
Xn
j¼1

bjifj vj tð Þ
� �þ

Xn
j¼1

~bjifj vj t � hji tð Þ
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þ
Xn
j¼1

bji
R t
�1 kji t � sð Þfj vj sð Þ� �

dsþ ri tð Þ;

@vj
@t

¼ �qjvj tð Þ þ
Xm
i¼1

dijgi ui tð Þð Þ þ
Xm
i¼1

~dijgi ui t � sij tð Þ
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þ
Xm
i¼1

dij
R t
�1 kij t � sð Þgi ui sð Þð Þdsþ #j tð Þ;

yi tð Þ ¼ aiui tð Þ þ ciri tð Þ; zj tð Þ ¼ �ajvj tð Þ þ �cj#j tð Þ;

ð1Þ

where u ¼ u1; u2; . . .; umð ÞT2 Rm; v ¼ v1; v2; . . .; vnð ÞT2 Rn; ui tð Þ and vj tð Þ represent
the states of the ith neuron and the jth neuron, respectively. bji; ~bji; �bji; dij; �dij and ~dij are
known constants denoting the synaptic connection strengths between the neurons,
respectively; fj and gi denote the activation functions; ri tð Þ and #j tð Þ denote inputs of
the ith neuron and the jth neuron at time t, respectively; pi and qj represent the rate with
which the ith neuron and the jth neuron will reset its potential to the resting state when
disconnected from the networks and external inputs in space, respectively; sij tð Þ and
hji tð Þ represent continuous time-varying discrete delays, respectively; yi tð Þ and zj tð Þ
denote outputs of the ith neuron and the jth neuron at time t, respectively.
i ¼ 1; 2; . . .;m; k ¼ 1; 2; . . .; l and j ¼ 1; 2; . . .; n.

For system (1), the following assumptions are made for each subsystem in this paper:
(A1) The functions sij tð Þ; hji tð Þ are piecewise-continuous of class C1 on the closure of
each continuity subinterval and satisfy

0� sij tð Þ� sij; 0� hji tð Þ� hji; _sij tð Þ� ls\1; _hji tð Þ� lh\1;

s ¼ max
1� i�m;1� j� n

sij
� �

; h ¼ max
1� i�m;1� j� n

hji
� �

;

with some constants sij � 0; hji � 0; s[ 0; h[ 0; for all t� 0.
(A2) The activation functions are bounded and Lipschitz continuous, i.e., there exist
positive constants L f

j and Lgi such that for all g1; g2 2 R

fj g1ð Þ � fj g2ð Þ�� ��� L f
j g1 � g2j j;

gi g1ð Þ � gi g2ð Þj j � Lgi g1 � g2j j:

(A3) The delay kernels Kji sð Þ;Kij sð Þ : 0;1½ Þ ! 0;1½ Þ;ði ¼ 1; 2; . . .;m; j ¼ 1; 2; . . .; nÞ
are real-valued non-negative continuous functions that satisfy the following conditions

(i)
Rþ1
0 Kji sð Þds ¼ 1;

Rþ1
0 Kji sð Þds ¼ 1;

(ii)
Rþ1
0 sKji sð Þds\1;

Rþ1
0 sKij sð Þds\1;
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Definition 1. A system with inputs r tð Þ, # tð Þ and outputs y tð Þ; z tð Þ where r tð Þ 2 Rm;
# tð Þ 2 Rn; y tð Þ 2 Rm; z tð Þ 2 Rm is said to be passive if there are constants c� 0 and
b 2 R such that

2
Z tp

0
y tð ÞTr tð Þ þ z tð ÞT# tð Þ� �

dt

� � b2 � c
Z tp

0
r tð ÞTr tð Þ þ # tð ÞT# tð Þ� �

dt

for all tp � 0, where Omega is a bounded compact set.

3 Passive Analysis

Theorem 1. Under the assumption (A1)-(A3), system (1) is passive if there exist
constants wi;wmþj [ 0 and c[ 0 such that
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� �
� 0; ð2Þ
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n; L f
j and Lgi are Lipschitz constants.

Proof. Construct the following Lyapunov functional
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t�s
gi ui nð Þð Þj j2dnds

#
:
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Its upper Dini-derivative along the solution to system (1) can be calculated as

DþV tð Þ�
Xm
i¼1

wi

"
�2pi ui tð Þj j2 þ 2

Xn
j¼1

bji
�� �� ui tð Þj jL f

j vj tð Þ
�� ��þ 2

Xn
j¼1

~bji
�� �� ui tð Þj j fj vj t � hji tð Þ

� �� ��� ��

þ 2
Xn
j¼1

�bji
�� ��

Z t

�1
kji t � sð Þ ui tð Þj j fj vj sð Þ� ��� ��dsþ 2ui tð Þri tð Þ þ

Xn
j¼1

~bji
�� �� 1

1� lh
fj vj tð Þ
� ��� ��2

þ
Xn
j¼1

�bji
�� ��

Z þ1

0
kji sð Þ fj vj tð Þ

� ��� ��2ds�
Xn
j¼1

~bji
�� �� 1

1� lh
1� _hji tð Þ
	 


fj vj t � hji tð Þ
� �� ��� ��2

�
Xn
j¼1

�bji
�� ��

Z þ1

0
kji sð Þ fj vj t � sð Þ� ��� ��2ds

#
þ
Xn
j¼1

wmþj

"
�2qj vj tð Þ

�� ��2

þ 2
Xm
i¼1

dij
�� ��Lgi ui tð Þj j vj tð Þ

�� ��þ 2
Xm
i¼1

~dij
�� �� gi ui t � sij tð Þ

� �� ��� �� vj tð Þ
�� ��

þ 2
Xm
i¼1

�dij
�� ��

Z t

�1
�kij t � sð Þ gi ui sð Þð Þj j vj tð Þ

�� ��dsþ 2vj tð Þ#j tð Þ

þ
Xm
i¼1

~dij
�� �� 1

1� ls
gi ui tð Þð Þj j2�

Xm
i¼1

~dij
�� �� 1

1� ls
1� _sij tð Þ
� �

gi ui t � sij tð Þ
� �� ��� ��2

þ
Xm
i¼1

dij
�� ��

Z þ1

0
kij sð Þ gi ui tð Þð Þj j2ds�

Xm
i¼1

dij
�� ��

Z þ1

0
kij sð Þ gi ui t � sð Þð Þj j2ds

#
dx

ð4Þ

According to (4) and (A1)-(A3), we can drive

DþV tð Þ�
Xm
i¼1

wi

"
�2pi ui tð Þj j2 þ

Xn
j¼1

bji
�� ��L f

j ui tð Þj j2þ vj tð Þ
�� ��2	 


þ
Xn
j¼1

~bji
�� ��ð ui tð Þj j2þ fj vj t � hji tð Þ

� �� ��� ��2Þ

þ
Xn
j¼1

bji
�� ��

Z t

�1
kji t � sð Þð ui tð Þj j2þ fj vj sð Þ� ��� ��2Þdsþ 2ui tð Þri tð Þ

þ
Xn
j¼1

~bji
�� �� 1

1� lh
fj vj tð Þ
� ��� ��2þ

Xn
j¼1

bji
�� ��

Z þ1

0
kji sð Þ fj vj tð Þ

� ��� ��2ds

�
Xn
j¼1

~bji
�� �� fj vj t � hji tð Þ

� �� ��� ��2�
Xn
j¼1

bji
�� ��

Z þ1

0
kji sð Þ fj vj t � sð Þ� ��� ��2ds

#
dx

þ
Z

X

Xn
j¼1

wmþj

"
�2qj vj tð Þ

�� ��2 þ
Xm
i¼1

dij
�� ��Lgi ð ui tð Þj j2þ vj tð Þ

�� ��2Þ

þ
Xm
i¼1

~dij
�� ��ð gi ui t � sij tð Þ

� �� ��� ��2þ vj tð Þ
�� ��2Þ
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þ 2
Xm
i¼1

dij
�� ��

Z t

�1
kij t � sð Þð gi ui sð Þð Þj j2þ vj tð Þ

�� ��2Þdsþ 2vj tð Þ#j tð Þ

þ
Xm
i¼1

~dij
�� �� 1

1� ls
gi ui tð Þð Þj j2�

Xm
i¼1

~dij
�� �� gi ui t � sij tð Þ

� �� ��� ��2

þ
Xm
i¼1

dij
�� ��

Z þ1

0
kij sð Þ gi ui tð Þð Þj j2ds�

Xm
i¼1

dij
�� ��

Z þ1

0
kij sð Þ gi ui t � sð Þð Þj j2ds

#
dx

�
Xm
i¼1

wi �2pi þ
Xn
j¼1

bji
�� ��L f

j þ
Xn
j¼1

~bji
�� ��þ

Xn
j¼1

bji
�� ��

" #(

þ Lgi
Xn
j¼1

wmþj dij
�� ��þ 1

1� ls
Lgið Þ2

Xn
j¼1

wmþj
~dij
�� ��þ Lgið Þ2

Xn
j¼1

wmþj dij
�� ��

)
ui tð Þj j2

þ
Z

X

Xn
j¼1

wmþj �2qj þ
Xm
i¼1

dij
�� ��Lgi þ

Xm
i¼1

~dij
�� ��þ 2

Xm
i¼1

dij
�� ��

" #(

þ 1
1� lh

L f
j

	 
2Xm
i¼1

wi ~bji
�� ��þ L f

j

	 
2Xm
i¼1

wi bji
�� ��

Z þ1

0
kji sð ÞdsþL f

j

Xm
i¼1

wi bji
�� ��

)
vj tð Þ
�� ��2

þ 2
Z
X

Xm
i¼1

wiui tð Þri tð Þ þ
Xn
j¼1

wmþjvj tð Þ#j tð Þ
" #

�
Xm
i¼1

wi �2pi þ
Xn
j¼1

bji
�� ��L f

j þ
Xn
j¼1

~bji
�� ��þ

Xn
j¼1

bji
�� ��

 !"(

þLgi
Xn
j¼1

wmþj dij
�� ��þ 1

1� ls
Lgið Þ2

Xn
j¼1

wmþj ~dij
�� ��þ Lgið Þ2

Xn
j¼1

wmþj dij
�� ��

#
ui tð Þj j2

þ 2 wi � aið Þui tð Þri tð Þ þ �c� 2cið Þri tð Þ2
h i)

þ
Xn
j¼1

wmþj �2qj þ
Xm
i¼1

dij
�� ��Lgi þ

Xm
i¼1

~dij
�� ��þ 2

Xm
i¼1

dij
�� ��

 !"(

þ 1
1� lh

L f
j

	 
2Xm
i¼1

wi ~bji
�� ��þ L f

j

	 
2Xm
i¼1

wi bji
�� ��þL f

j

Xm
i¼1

wi bji
�� ��

#
vj tð Þ
�� ��2

þ 2 wmþj � ai
� �

vj tð Þ#j tð Þ þ �c� 2cið Þ#j tð Þ2
h io

¼
Xm
i¼1

ui tð Þ
ri tð Þ

� �T Ni wi � ai
wi � ai �c� 2ci

� �
ui tð Þ
ri tð Þ

� �

þ
Xn
j¼1

vj tð Þ
#j tð Þ

� �T Hj wmþj � aj
wmþj � aj �c� 2cj

� �
vj tð Þ
#j tð Þ

� �

ð5Þ
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From (2), (3), (5) V tp
� �� 0 and V 0ð Þ� 0, we can get

2
Z tp

0

Xm
i¼1

yi tð Þri tð Þ þ
Xn
j¼1

zj tð Þ#j tð Þ
" #

dt� � b2 � c
Z tp

0

Xm
i¼1

ri tð Þ2þ
Xn
j¼1

#j tð Þ2
" #

dt

ð6Þ

for all tp � 0; where b ¼ ffiffiffiffiffiffiffiffiffiffi
V 0ð Þp

: This completes the proof of Theorem 1.

4 Illustration Example

Example 1. Consider the following delayed BAM NNs:

@ui
@t

¼ �piui tð Þ þ
Xn
j¼1

bjifj vj tð Þ
� �þ

Xn
j¼1

~bjifj vj t � hji tð Þ
� �� �

þ
Xn
j¼1

bji

Z t

�1
kji t � sð Þfj vj sð Þ� �

dsþ ri tð Þ;

@vj
@t

¼ �qjvj tð Þ þ
Xm
i¼1

dijgi ui tð Þð Þ þ
Xm
i¼1

~dijgi ui t � sij tð Þ
� �� �

þ
Xm
i¼1

dij

Z t

�1
kij t � sð Þgi ui sð Þð Þdsþ #j tð Þ;

yi tð Þ ¼ aiui tð Þ þ ciri tð Þ; zj tð Þ ¼ ajvj tð Þ þ cj#j tð Þ;

in which n ¼ m ¼ r ¼ 2; kji tð Þ ¼ kij tð Þ ¼ te�t; fj gð Þ ¼ gi gð Þ ¼ 1
2 gþ 1j j þ g� 1j jð Þ;

L f
j ¼ Lfj ¼ Lgi ¼ Lgi ¼ 1; k1 ¼ 3; s ¼ h ¼ ln 2:ai ¼ aj ¼ 1; ci ¼ cj ¼ 0:5; pi ¼ 4; qj ¼

3; i; j ¼ 1; 2; ls ¼ lh ¼ 0:2; d11 ¼ 0:5; d12 ¼ 1; d21 ¼ 0:5; d22 ¼ 0:2; d11 ¼ 0:2; d12 ¼ 0:6;

d21 ¼ 0:5; ~d11 ¼ 0:3; ~d12 ¼ 0:8; ~d21 ¼ 0:1; ~d22 ¼ 0:2; d22 ¼ 0:8; b11 ¼ 0:5; b12 ¼ 0:6;
b21 ¼ 1; b22 ¼ �0:8; b11 ¼ �1; b12 ¼ 0:2; b21 ¼ 0:5; b22 ¼ 0:4; ~b11 ¼ �0:5; ~b12 ¼
0:1; ~b21 ¼ 0:3; ~b22 ¼ 0:5: By simple calculation with w1 ¼ w2 ¼ w3 ¼ w4 ¼ 1 and
c ¼ 1, we have

N1 w1 � a1
w1 � a1 �c� 2c1

� �
¼ �4:525 0

0 �2

� �
� 0;

N2 w2 � a2
w2 � a2 �c� 2c2

� �
¼ �7:225 0

0 �2

� �
� 0;
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and

H1 w3 � a1
w3 � a1 �c� 2c1

� �
¼ �3:15 0

0 �2

� �
� 0;

H2 w4 � a2
w4 � a2 �c� 2c2

� �
¼ �1:3 0

0 �2

� �
� 0:

That is (7) and (8) hold. Therefore, it follows from Theorem 1 that system (35) is
passive.

5 Conclusions

In this paper, we have investigated the passivity analysis problem for a class of BAM
NNs with mixed time delays. We have developed novel sufficient condition to ensure
the passivity of BAM NNs with mixed time delays. In particular, many techniques and
approaches such as Lyapunov functional and classical inequalities, have been suc-
cessfully applied. Hence, the results obtained in this paper are less conservative, and
generalize and improve many earlier results. Finally, a numerical example has been
presented to show the effectiveness of the derived results.
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Abstract. In this paper, an intelligent control method based on a fuzzy logic
controller (FLC) has been presented for an indirect matrix converter under
abnormal input voltage conditions. The proposed FLC method is a closed-loop
control of the output current, so the three-phase sinusoidal and balanced output
current are assured regardless of unbalanced or distorted input voltage. The
performance of the MC with the proposed FLC method becomes much better
than that with the traditional PI controller. Simulation results are given to verify
the effectiveness of the proposed FLC method.

Keywords: Fuzzy logic controller � Indirect matrix converter � Unbalanced
voltage � Distorted voltage

1 Introduction

A matrix converter (MC) is a single-stage power converter which can generate an ac
voltage with variable amplitude and frequency from constant ac voltage source.
The MC has been recently received more considerable attention due to its advantages,
such as sinusoidal input/output current waveforms, controllable input power factor, no
energy storage devices and bidirectional power flow [1]. The MC is usually classified
into two types: direct matrix converter (DMC) and indirect matrix converter (IMC) [2].
The DMC and IMC have similar performance in terms of input/output current wave-
forms and voltage transfer ratio. However, the IMC in Fig. 1 has recently become more
attractive compared to the DMC because of its additional advantages such as simpler
and safer commutation, simple clamping circuit, and reduced number of power
switches [3, 4].
However, since there is no energy storage devices inside the topology, the MCs are
directly connected from an input voltage source to a load. Hence, the input voltage
affects the output performance immediately, and the output voltage waveform can be
non-sinusoidal under abnormal input voltage, which makes the output current distorted
due to the output voltage harmonics. Several solutions have been reported in order to
reduce the influence of the abnormal operating conditions for the MCs. The
proportional-integral (PI) controllers based on the closed-loop control of input voltage
and output current have been proposed to improve the output performance of the MCs
[5, 6]. These PI control methods can attenuate the undesired harmonics components.

© Springer International Publishing Switzerland 2015
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However, the control performance significantly depends on PI parameters sensitively.
In practice, many non-ideal factors and disturbances may exist together and unavoid-
ably, so the turning of the PI parameters becomes difficult. Moreover, the PI controllers
with constant gains cannot guarantee high quality for all load conditions.
Therefore, the intelligent control methods based on fuzzy logic controller (FLC) have
recently been investigated for MC control to overcome the drawback of PI control
methods. The FLC methods have been adopted to compensate the influence of distorted
input voltage [7–9]. In [10], a fuzzy control adaptive method has been used to com-
pensate the undesired harmonics caused by nonlinear loads. On the other work, the
adaptive neural fuzzy inference system control method based on MC fed induction
motor drive has been employed as an intelligent tool to replace the conventional PI
controllers for high performance applications [11]. Furthermore, the comparisons have
also proved the superiority of the FLC methods than other methods in complex and
nonlinear systems [12, 13]. However, all aforementioned research studies are estab-
lished for DMC. The application of FLC method in IMC has not been presented in the
literature.
This paper presents a feedback compensation method based on the FLC method to
improve the output performance of an IMC under abnormal input voltage conditions.
The proposed FLC method has a closed-loop to control the output current in order to
adapt the voltage transfer ratio to the instantaneous value of input voltages. The pro-
posed FLC method can guarantee three-phase output currents to be sinusoidal and
balanced in spite of the abnormal input voltage. The feasibility of the proposed FLC
method is verified by simulated results.

2 Control Strategy for IMC Under Normal Condition

As shown in Fig. 1, IMC topology comprises of a rectifier stage and an inverter stage.
The rectifier stage is similar to the traditional current source rectifier with bidirectional
switches. The purpose of the rectifier stage is to supply a positive dc-link voltage and
maintain sinusoidal input currents. While the inverter stage is a conventional two-level
voltage source inverter (VSI). The output voltage with variable frequency and amplitude
is generated by controlling the inverter stage. The indirect space vector modulation
(SVM) method, which was introduced in [2–4], is generally used to control the IMC.

Input Filter

Rectifier Stage Inverter Stage

3-P
hase L

oad
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B
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ioB
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switch

Unidirectional
switch

D
C

-link voltage

isa

isb

isc

vsa

vsb

vsc

Cf

Lf

Sap Sbp Scp

San Sbn Scn

SAP

SAN

SBP

SBN SCN
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Fig. 1. Indirect matrix converter topology.
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The SVM method is based on the space vector analysis of the input current and output
voltage under the constraint of unity input power factor. It can also provide the possi-
bility to obtain the highest voltage transfer ratio and to optimize the switching patterns
by combining the switching states between the rectifier stage and the inverter stage.

2.1 Rectifier Stage Control

It is assumed that three-phase voltage source is sinusoidal and balanced as follows:

vs½ � ¼
vsa
vsb
vsc

24 35 ¼ Vs

cosðxstÞ
cosðxst � 2p=3Þ
cosðxst � 4p=3Þ

24 35 ð1Þ

where Vs is the input phase voltage magnitude and xs is the input angular frequency.
To explain the SVM method for the rectifier stage, the reference input current space
vector is defined as follows:

~ii ¼ 2
3

iia þ iibe
j2p=3 þ iice

j4p=3
� � ¼ Iie

jhi : ð2Þ

Figure 2(a) shows the space vector diagram of the rectifier stage which is composed of
six active vectors and three zero vectors. Each current vector represents the switching
state of the bidirectional switches. For example, the current vector Iab represents the
input phase “a” and “b” are connected to the positive pole and the negative pole of
dc-link bus voltage, respectively. So, the upper switch of phase “a” and the lower
switch of phase “b”, Sap and Sbn, are ON state and all other switches are OFF state
when the current vector Iab is applied.
Assume that the reference input current vector is located in sector 1 �p=6� hi � p=6ð Þ,
the duty cycles of two active vectors Iab and Iac are given by:

dc ¼ mi sinðp6 � hiÞ; dd ¼ mi sinðp6 þ hiÞ: ð3Þ

Ibc
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Fig. 2. Space vector diagram of the rectifier and inverter stage.
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where mi is the rectifier stage modulation index and hi is the angle of the reference
input current vector.
In the rectifier stage control, the zero vectors are not considered and the modulation
index is unity. Therefore, the duty cycles of two active vectors, Iab and Iac, are
recalculated to complete the sampling period:

dab ¼ dc
dc þ dd

¼ cosðp=3þ hiÞ
cos hi

; dac ¼ dd
dc þ dd

¼ cosðp=3� hiÞ
cos hi

ð4Þ

The average value of the dc-link voltage in this sector is:

�Vdc ¼ dabðvsa � vsbÞ þ dacðvsa � vscÞ ¼ 3Vs

2 cosðhiÞ : ð5Þ

The maximum and minimum values of the average dc-link voltage are:

VdcðmaxÞ ¼
ffiffiffi
3

p
Vs; VdcðminÞ ¼ 3

2
Vs: ð6Þ

Similarly, the duty cycles and the switching states for all sectors can be obtained.

2.2 Inverter Stage Control

In order to control the inverter stage, the conventional SVM for three-phase two-level
VSI can be applied. The output voltage vector is synthesized by using six active vectors
V1 * V6 and two zero vectors V0, V7 as shown in Fig. 2(b). Each voltage vector
represents the switching state of the set of three upper switches of three legs, e.g., the
voltage vector V1 (100) represents for switching state of the set of switching functions
(SAP, SBP, SCP).
The reference output voltage vector can be expressed as:

~vo ¼ 2
3

voA þ voBe
j2p=3 þ voCe

j4p=3
� � ¼ Voe

jho : ð7Þ

Assuming the reference output voltage vector is also located in sector 1, the duty cycles
of active vectors V1, V2 and zero vectors V0, V7 are calculated as follows:

d1 ¼
ffiffiffi
3

p Vo

�Vdc
sinðp=3� hoÞ

d2 ¼
ffiffiffi
3

p Vo

�Vdc
sinðhoÞ

d0 ¼ d7 ¼ 0:5ð1� d1 � d2Þ

ð8Þ

Where ho is the angle of reference output voltage vector.
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To obtain balanced output voltages and input currents in the same sampling period, the
switching events of the inverter stage should be synchronized with those of the rectifier
stage. Figure 3 demonstrates the switching pattern of the IMC when both input current
vector and output voltage vector lie in sector 1. So, the duty cycles of the IMC are
calculated as follows:

d1ac ¼ d1:dac ¼ 2qffiffiffi
3

p sinðp=3� hoÞ � cosðp=3� hiÞ
cosðhiÞ

d2ac ¼ d2:dac ¼ 2qffiffiffi
3

p sinðhoÞ � cosðp=3� hiÞ
cosðhiÞ

d0ac ¼ d7ac ¼ 0:5 1� 2q sinðp=6� hoÞ½ � � cosðp=3� hiÞ
cosðhiÞ

d1ab ¼ d1:dab ¼ 2qffiffiffi
3

p sinðp=3� hoÞ � cosðp=3þ hiÞ
cosðhiÞ

d2ab ¼ d2:dab ¼ 2qffiffiffi
3

p sinðhoÞ � cosðp=3þ hiÞ
cosðhiÞ

d0ab ¼ d7ab ¼ 0:5 1� 2q sinðp=6� hoÞ½ � � cosðp=3þ hiÞ
cosðhiÞ

ð9Þ

where q ¼ Vo=Vs is the voltage transfer ratio.
Equation (10) shows that the final duty cycles of the IMC depend on the voltage
transfer ratio q. In general, this modulation method is usually used under normal
condition, i.e., sinusoidal and balanced input voltages. In this case, the voltage transfer
ratio q is easily calculated according to the amplitude of the input phase voltage and the
desired output phase voltage, which are assumed to be constant values. Thus, the final
duty cycles of the IMC are fixed during one sampling period.

vab

abd

vac

V0

0acd 1acd 2acd 7acd 7abd 2abd 1abd 0abd

acd

Rectifier Stage

Inverter Stage

Ts

V1 V2 V7 V7 V2 V1 V0

Fig. 3. The switching pattern for input current and output voltage in sector 1 of the IMC.
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3 Proposed Control Method for IMC Under Abnormal
Conditions

The control method derived in the previous section is only suitable for the ideal voltage
source. When the input voltages are non-sinusoidal and unbalanced, the amplitude of
input voltage is not constant so that the voltage transfer ratio q becomes variable. In
that case, this control method cannot provide the good output performance. To over-
come this problem, a feedback compensation method is developed in this paper.

3.1 Feedback Compensation Method

The feedback control scheme of output currents is shown in Fig. 4. Three phase output
currents are used to control the magnitude of the desired output current space vector. In
general, when the input voltages are sinusoidal and balanced, the output currents of
IMC are also sinusoidal and balanced, i.e., the magnitude of output current space vector
are constant. However, if the input voltages are distorted, the magnitude of output
current space vector is not constant as shown in Fig. 5.

3-phase
load

Indirect MCLC filter

vsa,b,c

ioA,B,C

Io
Fuzzy Logic 

Control

orefI
+
−

q

PWM Modulation

Fig. 4. Feedback control scheme of output currents.

Fig. 5. The magnitude of output current space vector in: (a) healthy condition, (b) unbalanced
condition, (c) distorted condition.
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The magnitude of output current space vector is calculated as follows:

Io ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
3

ioAð Þ2þ ioBð Þ2þ ioCð Þ2
� �r

ð10Þ

The proposed control method tries to make the magnitude of output current space
vector constant regardless of any input voltage condition. This magnitude is controlled
to track the magnitude of reference output current space vector which is given by:

Ioref ¼ qref :Vsffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þ x0Lð Þ2

q ð11Þ

Where qref is the reference voltage transfer ratio, R and L are resistor and inductor of
the load, and x0 is output angular frequency.

3.2 Fuzzy Logic Controller Design

Block diagram of the proposed FLC method is shown in Fig. 6 [14]. The fuzzy logic
controller includes two input variables and one output variable. The two input variables
are the error (e) and the change in error (Δe), which are the difference between the
measured and reference magnitude of output current space vector. The output variable
is the desired voltage transfer ratio (q). As mentioned in previous section, under
abnormal conditions, the voltage transfer ratio should be controlled corresponding to
the amplitude of input phase voltage.
The error (e) and the change in error (Δe) are calculated as follows:

eðkÞ ¼ Ioref ðkÞ � IoðkÞ ð12Þ

DeðkÞ ¼ eðkÞ � eðk � 1Þ ð13Þ

where k and (k � 1) are present and previous values, respectively.

Fig. 6. Structure of the proposed FLC method.
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The design of the proposed FLC method is divided into three steps: fuzzyfication,
control rules design, and defuzzyfication. The asymmetrical triangular membership
functions (MFs) are selected in the design of fuzzyfication and defuzzyfication process
which can get more precision, as shown in Fig. 7. It should be noted that the complete
range of all the fuzzy variables e(pu), Δe(pu), and q(pu) spreads in the region from -1 to
+1, and the MFs are symmetrical on both positive and negative sides. The input
variables have seven MFs, whereas the output variable has nine MFs. The control rules
include 49 rules as shown in Table 1.

4 Simulation Results

In order to verify the effectiveness of the proposed FLC method, some numerical
simulations have been carried out by using MATLAB/SIMULINK. The simulation
parameters are given as follows:

– Three-phase voltage source: 100 V / 60 Hz (phase-to-neutral)
– Input filter: Lf = 1.4 mH, Cf = 25 µF

Fig. 7. Membership functions of proposed FLC method.

Table 1. Rule base for proposed FLC method

Δe\e NB NM NS Z PS PM PB

NB NB NB NB NM NS NVS Z
NM NB NB NM NS NVS Z PVS
NS NB NM NS NVS Z PVS PS
Z NM NS NVS Z PVS PS PM
PS NS NVS Z PVS PS PM PB
PM NVS Z PVS PS PM PB PB
PB Z PVS PS PM PB PB PB
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– Three-phase R-L load: R = 20 Ω, L = 15 mH
– Output frequency: fo = 50 Hz
– Reference voltage transfer ratio: qref = 0.7
– PWM frequency: 10 kHz (Ts = 100 µs)

Figure 8 shows the simulated results of three-phase input current, output line voltage,
and three-phase output current in case of the input voltage is sinusoidal and balanced.
Under the normal condition, the conventional SVM shows good performance with
sinusoidal input and output current waveforms.
In order to investigate the performance under abnormal condition, the following
unbalanced input voltages are applied:

vsa ¼ Vs cos xstð Þ
vsb ¼ 1:5Vs cos xst � 2p=3ð Þ
vsc ¼ 0:8Vs cos xst þ 2p=3ð Þ

8<: ð14Þ

The waveforms of three-phase input voltage and output line voltage are shown in
Figs. 9(a) and (b), respectively. Owing to the absence of energy storage devices, the
output voltage is simultaneously affected by the unbalanced input voltages. However,
the output currents are kept balanced and sinusoidal by using the proposed FLC
method, while they are distorted without the proposed FLC method as shown in Fig. 9
(c) and Fig. 9(d).

Fig. 8. Simulated results under normal condition: (a) three-phase input voltage, (b) output line
voltage, (c) three-phase input current, and (d) three-phase output current.

Fig. 9. Simulated results under unbalanced condition: (a) three-phase input voltage, (b) output
line voltage, (c) three-phase output current without proposed FLC method, and (d) three-phase
output current with proposed FLC method.
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vs½ � ¼
vsa
vsb
vsc

24 35 ¼
Vs cos xstð Þ

Vs cos xst � 2p=3ð Þ
Vs cos xst þ 2p=3ð Þ

24 35þ
0:2Vs cos 3 � ðxst þ p=20Þð Þ

0:2Vs cos 3 � ðxst � 2p=3þ p=20Þð Þ
0:2Vs cos 3 � ðxst þ 2p=3þ p=20Þð Þ

24 35
þ

0:1Vs cos 5 � ðxst þ p=10Þð Þ
0:1Vs cos 5 � ðxst � 2p=3þ p=10Þð Þ
0:1Vs cos 5 � ðxst þ 2p=3þ p=10Þð Þ

24 35
ð15Þ

Similarly, the distorted input voltages in (15) are applied and the simulated results are
shown in Fig. 10. In spite of the distorted input voltage with 22.4 % total harmonic
distortion (THD), the output currents are kept balanced and sinusoidal thanks to the
proposed FLC method.
In order to compare with the PI control method, the dynamic response of the output
current space vector magnitude is examined under variable load conditions. The dynamic
response of the output current space vector magnitude and three-phase output currents
are shown in Fig. 11 for the PI control method and the proposed FLC method. It is
obvious that the performance of the FLC method is better than that of PI control method.

Fig. 10. Simulated results under distorted condition: (a) three-phase input voltage, (b) output
line voltage, (c) three-phase output current without proposed FLC method, and (d) three-phase
output current with proposed FLC method.

Fig. 11. Dynamic response comparison: (a) & (b) PI controller method, and (c) &
(d) Proposed FLC method.
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5 Conclusion

This paper has presented an intelligent control method based on the FLC to improve the
output current performance of the IMC under the unbalanced and distorted input
voltage conditions. The proposed FLC method which uses a closed-loop control of
output current can reduce the harmonic components and also control the magnitude of
output current. The dynamic response of the proposed FLC method is better than that
of the PI control method under the variable load conditions. Simulated results are
provided to evaluate the effectiveness of the proposed FLC method.
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On Denjoy-McShane-Stieltjes Integral
of Fuzzy-Number-Valued Functions
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Abstract. In this paper, we introduce the concepts of the McShane-Stieltjes
integral and the Denjoy-McShane-Stieltjes integral for fuzzy-number-valued
functions and give a characterization of the McShane-Stieltjes integrability and
investigate some properties of the Denjoy-McShane-Stieltjes integral.

Keywords: Fuzzy number � Fuzzy-number-valued function � Fuzzy
McShane-Stieltjes integral � Fuzzy Denjoy-McShane-Stieltjes integral

1 Introduction

The integrals of fuzzy-valued functions have been discussed in recent papers. It is well
known that the notion of the Stieltjes integral of fuzzy-number-valued functions was
originally proposed by Nanda [3] in 1989. In 1998, Wu [4] proposed the concept of the
fuzzy Riemann-Stieltjes integral by means of the representation theorem of
fuzzy-number-valued functions, whose membership function could be obtained by
solving a nonlinear programming problem, but it is difficult to calculate and extend to
the higher dimensional space. In 2006, Ren et al. introduced the concept of two kinds
of fuzzy Riemann-Stieltjes integral for fuzzy-number-valued functions [5] and showed
that a continuous fuzzy-number-valued function was fuzzy fuzzy Riemann-Stieltjes
integrable with respect to a real-valued increasing function. However, we note that if a
fuzzy-number-valued function has some kind of discontinuity, the existing methods
have been restricted. In real analysis, The Henstock integral is designed to integrate
highly oscillatory functions which the Lebesgue integral fails to do. It is known as
nonabsolute integration and is a powerful tool. It is well-known that the Henstock
integral includes the Riemann, improper Riemann, Lebesgue and Newton integrals
[6–8]. Though such an integral was defined by Denjoy in 1912 and also by Perron in
1914, it was difficult to handle using their definitions. But with the Riemann-type
definition introduced more recently by Henstock in 1963 and also independently by
Kurzweil, the definition is now simple and furthermore the proof involving the integral
also turns out to be easy. Wu and Gong [9–11] have combined the fuzzy set theory and
nonabsolute theory and discussed the fuzzy Henstock integrals of fuzzy-number-valued
functions which is extended Kaleva integration.

In this paper, we introduce the concept of the fuzzy McShane-Stieltjes integral and
fuzzy Denjoy-McShane-Stieltjes integral. And we give a characterization of the
fuzzy McShane-Stieltjes integrability and investigate some properties of fuzzy
Denjoy-McShane-Stieltjes integral.
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2 Preliminaries

Let PkðRnÞ denote the family of all nonempty compact convex subset of Rn and
define the addition and scalar multiplication in PkðRnÞ as usual. Let A and B be two
nonempty bounded subset of Rn. The distance between A and B is defined by the
Hausdorff metric [2]:

dHðA;BÞ ¼ maxfsup
a2A

inf
b2B

ja� bj; sup
b2B

inf
a2A

jb� ajg:

Denote En ¼ fu : Rn ! ½0; 1�; u satisfies (1)−(4) below g is a fuzzy number space.
Where

(1) u is normal, i.e. there exists an x0 2 Rn such that uðx0Þ ¼ 1;
(2) u is fuzzy convex, i.e. uðkxþ ð1� kÞyÞ�minfuðxÞ; uðyÞg for any x; y 2 Rn and

0� k� 1;
(3) u is upper semi-continuous;
(4) ½u�0 ¼ clfx 2 RnjuðxÞ[ 0g is compact.

Define D : En � En ! ð0;þ1Þ

Dðu; vÞ ¼ supfdHð½u�a; ½v�aÞ : a 2 ½0; 1�g;

where dH is the Hausdorff metric defined in PkðRnÞ. Then it is easy see that D is a
metric in En. Using the results [3], we know that the metric space ðEn;DÞ has a linear
structure, it can imbedded isomorphically as a cone in a Banach space of function
u� : I � Sn�1, where Sn�1 is the unit sphere in En, which an imbedding function
u� ¼ jðuÞ defined by u�ðr; xÞ ¼ sup

a2½u�a
a; xh i.

Since Hausdorff metric is a kind of stronger metric, much problems could not be
characterized. It is well known, the supremum (infimum) is a main concept in analysis,
and how to characterized the supremum (infimum) of fuzzy number is an important
problem in fuzzy analysis. Refer to (see [2, 10]), if fung is a bounded fuzzy number
sequence, then it has supremum and infimum and if u is supremum (infimum) of fung,
Dðun; uÞ ! 0 is not correct generally. The integral metric between two fuzzy numbers
by using support functions of fuzzy numbers is defined by Gong (see [12]),

D�ðu; vÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
supx2Sn�1; xk k¼1

Z 1

0
ðu�ðr; xÞ � u�ðr; xÞÞ2dr

s

We easy see that ðEn;D�Þ is a metric space, and for each fuzzy number sequence
fung 	 En and fuzzy number u 2 En, if Dðun; uÞ ! 0, then D�ðun; uÞ ! 0. The con-
verse result does not hold.

Definition 2.1 [14]. A fuzzy number valued function f has H-difference property,
i.e., for any t1; t2 2 ½a; b� satisfying t1\t2 there exist a fuzzy number u 2 En such that
f ðt2Þ ¼ f ðt1Þ þ u, u is called H-difference of f ðt1Þ and f ðt2Þ, we denote
f ðt2Þ �H f ðt1Þ ¼ u.
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Definition 2.2 [12]. A McShane partition of a; b½ � is a finite collection
P ¼ fð½ci; di�; tiÞ : 1� i� ng such that f½ci; di� : 1� i� 2g is a non-overlapping family
of subintervals of a; b½ � covering a; b½ � and ti 2 a; b½ � for each i� n. A gauge on a; b½ �
is a positive real valued function d : a; b½ � ! 0;1ð Þ. A McShane partition
P ¼ fð½ci; di�; tiÞ : 1� i� ng is subordinate to a gauge d if ci; di½ � 	 ti � d tið Þ;ð ti þ
d tið ÞÞ for every i� n. If f : a; b½ � ! E and if P ¼ fð½ci; di�; tiÞ : 1� i� ng is a McShane
partition of a; b½ �, we will denote f Pð Þ for Pn

i¼1 f ðtiÞðdi � ciÞ.
Definition 2.3 [13]. A fuzzy number valued function f : a; b½ � ! E is McShane
integrable on a; b½ �, with a fuzzy number A, if for each e[ 0 there exists a gauge
d : a; b½ � ! 0;1ð Þ such that D f Pð Þ;Að Þ\e whenever P ¼ fð½ci; di�; tiÞ : 1� i� ng is a
McShane partition of a; b½ � subordinate to d.

Definition 2.4. Let F : a; b½ � ! E be a fuzzy-number-valued function and let
t 2 ða; bÞ. A fuzzy number A in E is the approximate derivative of F at t if there exists a

measurable set S 	 a; b½ � that has t as a point of density such that lim
s ! t
s 2 E

FðsÞ�FðtÞ
s�t ¼ z.

we will write F
0
ap tð Þ ¼ A

Definition 2.5. A fuzzy number valued function f : a; b½ � ! E is fuzzy Denjoy inte-
grable on a; b½ � if there exists an ACG function F : a; b½ � ! E such that F

0
ap ¼ f almost

everywhere on a; b½ �.
Definition 2.6. Let a fuzzy number valued function F : a; b½ � ! E and let a : a; b½ � !
< be a strictly increasing function and let E 	 a; b½ �.

(a) The fuzzy-number-valued function F is BV with respect to a on E if V F; a;Eð Þ ¼

sup
Pn
i¼1

DðFðdiÞ;F cið ÞÞ a dið Þ�a cið Þ
di�ci

� �
is finite where the supremum is taken over all

finite collections f½ci; di� : 1� i� ng of non-overlapping intervals that have end-
points in E.

(b) The fuzzy valued function F is AC with respect to a on X if for each e[ 0 there

exists d[ 0 such that
Pn
i¼1

DðF dið Þ;F cið ÞÞ\e whenever f½ci; di� : 1� i� ng is a

finite collection of non-overlapping intervals that have endpoints in E and satisfyPn
i¼1

a dið Þ � a cið Þ½ �\d.

(c) The fuzzy-number-valued function F is BVG with respect to a on E if E can be
expressed as a countable union of sets on each of which F is BVG with respect to
a.

(d) The fuzzy-number-valued function F is ACG with respect to α on E if F is
continuous on E and if E can be expressed as a countable union of sets on each of
which F is AC with respect to a.
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Definition 2.7. Let F : a; b½ � ! E; t 2 ða; bÞ and let a : a; b½ � ! < be a strictly
increasing function such that a 2 C1 a; b½ �ð Þ. A fuzzy number A 2 E is the approximate
derivative of F with respect to a at t if there exists a measurable set E 	 a; b½ � that has t
as a point of density such that lim

s ! t
s 2 E

F sð Þ�F tð Þ
a sð Þ�a tð Þ ¼ z: we will write F0

a;aq tð Þ ¼ z

Definition 2.8. A fuzzy-number-valued function f : a; b½ � ! E is Denjoy-Stieltjes
integrable with respect to a on a; b½ � if there exists an ACG function F : a; b½ � ! E with
respect to a such that F0

a;ap ¼ f almost everywhere on a; b½ �.

3 McShane-Stieltjes Integral of Fuzzy-Number-Valued
Functions

In this section we introduce the concept of the fuzzy McShane-Stieltjes integral and
give a characterization of the fuzzy McShane-Stieltjes integrability.

Let a : a; b½ � ! < be an increasing function. If a fuzzy number valued function
f : a; b½ � ! E and if P ¼ fð½ci; di�; tiÞ : 1� i� ng is a McShane partition of a; b½ �, we
will denote fa Pð Þ for Pn

i¼1
f ðtiÞ aðdiÞ � aðciÞ½ �.

Definition 3.1. Let a : a; b½ � ! < be an increasing function. A fuzzy-number -valued
function f : a; b½ � ! E is fuzzy McShane-Stieltjes integrable with respect to a on a; b½ �,
with fuzzy McShane-Stieltjes integral A, if for each e[ 0 there exists a gauge d :
a; b½ � ! 0;1ð Þ such that DðfaðpÞ;AÞ\e whenever P ¼ fð½ci; di�; tiÞ : 1� i� ng is a
McShane partition of a; b½ � subordinate to d.

Theorem 3.2. Let a : a; b½ � ! < be a strictly increasing function such that
a 2 C1 a; b½ �ð Þ and let f : a; b½ � ! E be a bounded function. Then f is fuzzy
McShane-Stieltjes integrable with respect to a on a; b½ � if and only if a0f is McShane
integrable on a; b½ �.
Proof. Since fuzzy number valued function f : a; b½ � ! E is a bounded function, there
exists M[ 0 such that Dðf ðxÞ; ~0Þ�M for all x 2 a; b½ �. Continuity of a0 on a; b½ �
implies uniform continuity on a; b½ �. Hence for each e[ 0 there exists g[ 0 such that
for all x; y 2 a; b½ � and x� yj j\g, we have a0 xð Þ � a0 yð Þj j\ e

3M b�að Þ.
Choose a gauge d1 on a; b½ � with d1ðxÞ\g for all x 2 a; b½ � Let P ¼ fð½ci; di�; tiÞ :

1� i� ng be a McShane partition of a; b½ � subordinate to d1. Then by the Mean Value
Theorem, there exists xi 2 ðci; diÞ such that a dið Þ � a cið Þ ¼a0ðxiÞðdi � ciÞ for 1� i� n
since j ti � xi j\ diðtiÞ\g for all 1� i� n,ja0ðtiÞ � a0ðxiÞj\ e

3M b�að Þ for 1� i� n. Hence

we have

Dðfa Pð Þ; a0fð Þ Pð ÞÞ ¼ Dð
Xn
i¼1

f tið Þ a dið Þ � a cið Þ½ �;
Xn
i¼1

a0 tið Þf tið Þ di � cið ÞÞ

¼ Dð
Xn
i¼1

f tið Þ a0 xið Þ � a0 tið Þ½ � di � cið Þ; ~0Þ ¼ e
3
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Whenever P ¼ fð½ci; di�; tiÞ : 1� i� ng is a McShane partition of a; b½ � subordinate
to d1.

If f is fuzzy McShane-Stieltjes integrable with respect to a on a; b½ �, then there
exists a gauge d2 on a; b½ � such that

Dðfa P1ð Þ; fa P2ð ÞÞ\e=3

Whenever P1 and P2 are McShane partitions of a; b½ � subordinate to d2. Define d on [a,
b] by dðxÞ ¼ min d1ðxÞ; d2ðxÞf g for x 2 a; b½ �. Then d is a gauge on a; b½ � and

Dð a0fð Þ P1ð Þ; a0fð Þ P2ð ÞÞ\Dð a0fð Þ P1ð Þ; fa P1ð ÞÞ
þ Dðfa P1ð Þ; fa P2ð ÞÞ
þ Dðfa P2ð Þ; a0fð Þ P2ð ÞÞ\e

Whenever P1 and P2 are McShane partitions of a; b½ � subordinate to d. Hence a0f is
fuzzy McShane integrable on a; b½ �.

Conversely, if a0f is fuzzy McShane integrable on a; b½ �, then for each e[ 0 there
exists a gauge d3 on a; b½ � such that Dðða0f ÞðP1Þ; ða0f ÞðP2ÞÞ \e=3 whenever P1 and P2

are McShane partitions of a; b½ � subordinate to d3. Define d on a; b½ � by dðxÞ ¼
minfd1ðxÞ; d3ðxÞg for x 2 a; b½ �. Then d is a gauge on a; b½ � and

Dðfa P1ð Þ; fa P2ð ÞÞ�Dðfa P1ð Þ; a0fð Þ P1ð ÞÞ
þ Dð a0fð Þ P1ð Þ; a0fð Þ P2ð ÞÞ
þ Dð a0fð Þ P2ð Þ; fa P2ð ÞÞ\e

Whenever P1 and P2 are McShane partitions of a; b½ � subordinate to d. Hence f is fuzzy
McShane-Stieltjes integrable with respect to a on a; b½ �.
Theorem 3.3. Let a : a; b½ � ! < be an increasing function. A fuzzy number valued
function f : a; b½ � ! E is fuzzy McShane-Stieltjes integrable with respect to a on a; b½ �,
if and only if for each e[ 0 there exists a gauge d : a; b½ � ! 0;1ð Þ such that
Dðfaðp1Þ; faðp2ÞÞ\e whenever P1 and P2 are McShane partitions of a; b½ � subordinate
to d.

4 Denjoy-McShane-Stieltjes Integral
of Fuzzy-Number-Valued Functions

In this section we introduce the concept of the fuzzy Denjoy-McShane-Stieltjes integral
and investigate some properties of this integral.

Definition 4.1. Let a : a; b½ � ! < be a strictly increasing function such that
a 2 C1 a; b½ �ð Þ. A fuzzy-number-valued function f : a; b½ � ! E is fuzzy Denjoy-
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McShane-Stieltjes integrable with respect to a on a; b½ � if there exists a continuous
function F : a; b½ � ! F such that F is ACG with respect to a on a; b½ � and is approx-

imately differentiable with respect to a almost everywhere on a; b½ � and ðFÞ0a;ap ¼ f
almost everywhere on a; b½ �.
Theorem 4.2. Let a : a; b½ � ! < be a strictly increasing function such that a 2 C1

a; b½ �ð Þ. Then a fuzzy-number-valued function f : a; b½ � ! E is Denjoy-McShane-
Stieltjes integrable with respect to a on a; b½ � if and only if a0f is Denjoy- McShane
integrable on a; b½ �.

The following three corollaries are obtained from Theorem 4.2.

Corollary 4.3. Let a : a; b½ � ! < be a strictly increasing function such that a 2
C1 a; b½ �ð Þ and let f : a; b½ � ! E be a fuzzy-number-valued function. If a0f is fuzzy
McShane integrable on a; b½ �, then f is fuzzy Denjoy-McShane-Stieltjes integrable with
respect to a on a; b½ �.
Corollary 4.4. Let a : a; b½ � ! < be a strictly increasing function such that a 2
C1 a; b½ �ð Þ and let f : a; b½ � ! E be a fuzzy-number-valued function. If a0f is Denjoy-
Bochner integrable on a; b½ �, then f is Denjoy-McShane-Stieltjes integrable with
respect to a on a; b½ �.
Corollary 4.5. Let a : a; b½ � ! < be a strictly increasing function such that a 2
C1 a; b½ �ð Þ and let f : a; b½ � ! E If f is fuzzy Denjoy-McShane-Stieltjes integrable with
respect to a on a; b½ � then a0f is fuzzy Denjoy-Pettis integrable on a; b½ �.
Theorem 4.6. Let a : a; b½ � ! < be a strictly increasing function such that
a 2 C1 a; b½ �ð Þ. If f : a; b½ � ! E is a bounded fuzzy McShane-Stieltjes integrable with
respect to a on a; b½ �, then f is fuzzy Denjoy-McShane-Stieltjes integrable with respect
to a on a; b½ �.
Proof. If f : a; b½ � ! E is a bounded fuzzy McShane-Stieltjes integrable with respect
to a on a; b½ �, then by Theorem 3.2 a0f is fuzzy McShane integrable on a; b½ �. Then we
have a0f is fuzzy Denjoy-McShane integrable on a; b½ �. By Theorem 4.2, f is fuzzy
Denjoy-McShane-Stieltjes integrable with respect to a on a; b½ �.
Definition 4.7. A fuzzy-number-valued function f : a; b½ � ! E is Denjoy-Stieltjes-
Bochner integrable with respect to a on a; b½ � if there exists an ACG function F :
a; b½ � ! E with respect to a such that F is approximately differentiable with respect to a
almost everywhere on a; b½ � and F0

a;ap ¼ f almost everywhere on a; b½ �.
Theorem 4.8. Let a : a; b½ � ! < be a strictly increasing function such that
a 2 C1 a; b½ �ð Þ. If f : a; b½ � ! E is fuzzy Denjoy-Stieltjes-Bochner integrable with
respect to a on a; b½ �, then f : a; b½ � ! E is fuzzy Denjoy-McShane-Stieltjes integrable
with respect to a on a; b½ �.
Proof. If f : a; b½ � ! E is Denjoy-Stieltes-Bocner integrable with respect to a on a; b½ �,
then there exists an ACG function F : a; b½ � ! E with respect to a such that F is
approximately differentiable with respect to a almost everywhere on a; b½ � and F0

a;ap ¼
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f almost everywhere on a; b½ �. It is easy to show that for each j 
 F is ACG with respect
to a on a; b½ � and j 
 F is approximately differentiable with respect to a almost

everywhere on a; b½ � and j 
 Fð Þ0ap¼ j 
 f almost everywhere on a; b½ �. Hence f is
Denjoy-McShane-Stieltjes integrable with respect to a on a; b½ �.
Theorem 4.9. Let a : a; b½ � ! < be a strictly increasing function such that
a 2 C1 a; b½ �ð Þ. If f : a; b½ � ! E is Denjoy-McShane-Stieltjes integrable with respect to
a on a; b½ �, then f : a; b½ � ! E is Denjoy-Stieltjes-Pettis integrable with respect to a on
a; b½ �.
Proof. Suppose that f : a; b½ � ! E is fuzzy Denjoy-McShane-Stieltjes integrable with
respect to a on a; b½ �. Let F tð Þ ¼ DMSð Þ R t

a fda Since j 
 F is ACG with respect to a on

a; b½ � and j 
 Fð Þ0ap¼ j 
 f almost everywhere on [a,b]. j 
 f is Denjoy-Stieltjes inte-
grable with respect to a on a; b½ �.

For every interval c; d½ � in a; b½ � we have

j 
 F dð Þ � F cð Þð Þ ¼ j 
 F dð Þ � j 
 F cð Þ

¼ DSð Þ
Z b

a
j
fda� DSð Þ

Z d

c
j
fda

¼ DSð Þ
Z d

c
j 
 fda

Since F dð Þ � F cð Þ 2 E, f is fuzzy Denjoy-Stieltjes-Pettis integrable with respect to
a on a; b½ �.
Theorem 4.10. Let a : a; b½ � ! < be a strictly increasing function such that a 2
C1 a; b½ �ð Þ If fuzzy number valued function f : a; b½ � ! E is fuzzy Denjoy-McShane-
Stieltjes integrable with respect to a on a; b½ � and T : E ! E is a fuzzy bounded linear
operator, then T 
 f : a; b½ � ! E is fuzzy Denjoy-McShane-Stieltjes integrable with
respect to a on a; b½ �.
Proof. If fuzzy-number-valued function f : a; b½ � ! E is fuzzy Denjoy-McShane-
Stieltjes integrable with respect to a on a; b½ �, then there exists a continuous fuzzy
valued function F : a; b½ � ! E such that

(i) for each j 
 F is with respect to a on a; b½ � and
(ii) for each j 
 F is approximately differentiable with respect to a almost everywhere

on a; b½ � and j 
 Fð Þ0ap¼ j 
 f almost everywhere on a; b½ �.

Let G ¼ T 
 F. Then G : a; b½ � ! Y is a continuous function such that

(i) for each j 
 G¼ j 
 T 
 Fð Þ¼ j 
 Tð ÞF is ACG with respect to a on a; b½ � and
(ii) for each j 
 G¼ j 
 T 
 Fð Þ¼ j 
 Tð ÞF is approximately differentiable which

respect to a almost everywhere on a; b½ � and
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j 
 Gð Þ0a;ap¼ j 
 Tð ÞFð Þ0a0ap¼ j 
 Tð Þf ¼ j 
 T 
 fð Þ:

Hence T 
 f : a; b½ � ! E is fuzzy Denjoy-McShane-Stieltjes integrable with respect to
a on a; b½ �.
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Abstract. The Fuzzy Cognitive Map (FCM) has emerged as a convenient and
powerful soft modeling tool since its proposal. During the last nearly 30 years,
Fuzzy Cognitive Maps have gained considerable research interests and have
been applied to many areas. The advantageous modeling characteristics of
FCMs encourage us to investigate the FCM structure, attempting to broaden the
FCM functionality and applicability in real world. In this paper, the main rep-
resentation and inference characteristics of conventional Fuzzy Cognitive Maps
are investigated, and also the current state of the extensions of FCMs, learning
algorithms for FCMs is introduced and summarized briefly.

Keywords: Fuzzy Cognitive Map � Learning algorithm � Intelligent comput-
ing � Fuzzy logic � Neural network

1 Introduction

Fuzzy Cognitive Maps (FCMs) are a soft computing methodology introduced by
Kosko in 1987 to represent the causal relationships between concepts and analyze
inference patterns [1, 2]. The attractiveness of the FCM lies in its natural knowledge
representation, relatively simple structure and operations, ease of implementation, and
its well adaptability. FCMs have gained considerable research interests and have been
applied to many areas [1, 2].

In a graphical form, the FCMs are typically signed fuzzy weighted digraphs,
usually involving feedbacks, consisting of nodes and directed edges between them. The
nodes represent descriptive behavioral concepts of the system, and the edges represent
cause–effect relations between the concepts. In the context of FCM theory, the
concept’s fuzzy value (state) denotes the degree to which the fixed concept is active in
the general system, usually bounded in a normalized range of [0, 1] or [−1, +1].
Furthermore, the weights of the edges show the degree of causal influence between the
presynaptic and postsynaptic concepts [3].

The FCM has emerged as a convenient and powerful soft modeling tool since its
proposal. However, certain problems restrict its applications, such as: monotonic or
symmetric causal relationships; synchronous inference, or lack of temporal concept;
unable to simulate AND/OR combinations between the cause nodes; poor stability, etc.
To solve these shortcomings and to improve the performance of FCMs, several
methodologies were explored. Extensions to the FCMs theory are more than anything
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needed because of the feeble mathematical structure of FCMs and, mostly, the desire to
assign advanced characteristics that are not met in other computational methodologies.

It is worth noting that another important methodology to improve the performance
of FCMs is learning algorithms. Learning methodologies for FCMs have been devel-
oped in order to update the initial knowledge of human experts and/or include any
knowledge from historical data to produce learned weight matrices. The adaptive
Hebbian-based learning algorithms, the evolutionary-based algorithms(such as genetic
algorithms), and the hybrid approaches composed of Hebbian-type and genetic algo-
rithms were established to handle the task of FCM training [5]. These algorithms are
the most efficient and widely used for training FCMs.

2 Conventional Fuzzy Cognitive Maps

Fuzzy Cognitive Maps are a modeling technique originated from the combination and
synergism of fuzzy logic and neural network. Particularly, a FCM is a fuzzy signed
oriented graph with feedback that models the worlds as a collection of concepts
(usually depicted as circles or nodes) and causal relations (depicted as directed arcs or
edges) between concepts.

Nodes represent system variables, whose values change over time, usually in the
unit interval 0; 1½ �. Edges represent causality from the cause nodes (or antecedent
nodes) to the effect nodes (or consequent nodes). Edges take on values, also called
weights, representing degrees of causality, usually in the interval �1; 1½ �, or also in the
unit interval 0; 1½ �.

The value cj tð Þ for each concept Cj at every time step is calculated by the following
equation [1–3]:

cj t þ 1ð Þ ¼ Tð
Xn
i¼1

eijci tð ÞÞ ð1Þ

Where eij i 6¼ jð Þ is the weight value of the edge from concept Ci to concept Cj.
eij [ 0 indicates positive causality between concepts Ci and Cj; eij\0 indicates neg-
ative or inverse causality between concepts Ci and Cj; eij ¼ 0 indicates no (direct)
relationship between concepts Ci and Cj. ejj indicates influence of the previous state of
Cj on Cj; that is, the Cj itself is also regarded as a cause if ejj 6¼ 0[5]. T is a threshold
function, which forces the unbounded inputs, or the weighted sum into a strict range.
An example of FCM is shown in Fig. 1.

FCMs have gained considerable research interest and accepted as useful technique
in many diverse scientific fields from knowledge modeling and decision making.

Anyway, conventional FCMs have several drawbacks, such as listed below [6].

(1) FCM models lack time delay in the interactions between nodes.
(2) The theoretical basis of threshold function selection is unclear.
(3) FCMs cannot represent logical operators (AND, OR, NOT, etc.) between ingoing

nodes.
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(4) FCMs cannot model multi-meaning (gray) environments.
(5) It does not include a possible multistate (quantum) of the concepts.
(6) It cannot handle more than one relationship between nodes.
(7) FCMs can represent only symmetric or monotonic causal relations.
(8) FCMs do not handle randomness associated with complex domains.

Several extensions have been proposed and more research is needed to overcome
the above limitations of conventional FCMs.

According to the FCM construction process, the number and kind of concepts are
determined by a group of experts, which comprise the FCM model. Then, each
interconnection is described by a domain expert with an IF – THEN rule that infers a
fuzzy linguistic variable from a determined set, which associates the relationship
between the two concepts and determines the grade of causality between the two
concepts. The information about these cause-result relations is generated and enriched
over time with either the experience of experts in the related field or the knowledge of
historical data. The construction of FCM requires a large amount of concepts and
connections that need to be established, which substantially add to the difficulty of
manual development process. Therefore, learning mechanisms for FCMs must be
investigated.

3 Extensions of Fuzzy Cognitive Maps

The FCM has emerged as a convenient and powerful soft modeling tool since its
proposal. However, certain problems restrict its applications, such as: monotonic or
symmetric causal relationships; synchronous inference, or lack of temporal concept;
unable to simulate AND/OR combinations between the cause nodes; poor stability, etc.

Due to its representation or inference defects, the conventional FCM needs further
enhancement and stronger mathematical justification. To improve the performance of
FCMs, many extensions have been proposed, such as Extended Fuzzy Cognitive Maps
(EFCM) [7], Contextual Fuzzy Cognitive Maps (CFCM) [8], Probabilistic Fuzzy

C1

C2

C3

C5

C4

e21 e15

e23

e34

e25

e53
e45

Fig. 1. A simple example of conventional fuzzy cognitive maps
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Cognitive Maps (PFCM) [9], Random Fuzzy Cognitive Maps (RFCM) [10], and so on.
Most of the extensions are numeric FCMs.

3.1 Dynamical Cognitive Networks

Dynamic cognitive network (DCN) proposed in [11], enables the definition of
dynamic causal relationships between the FCM concepts, and it is able to handle
complex dynamic causal systems. Theoretically, DCN can support a full set of
time-related features. It is the first paper in the literature studying the two aspects of
the causality separately, i.e., causes and effects. However, the DCN relies on the
Laplacian framework to describe the causal relationships. The transformation between
fuzzy knowledge and Laplacian functions imposes more modeling efforts to system
designers. It is not easy for domain experts to model their cognitive knowledge by
this way.

Each DCN concept can have its own value set, depending on how accurately it
needs to be described in the network. It allows that DCNs describe the strength of
causes and the degree of effects that are crucial to conducting relevant inferences. The
DCN’s edges establish dynamic causal relationships between concepts. Structurally,
DCNs are scalable and more flexible than FCMs.

A DCN can be as simple as a cognitive map, i.e., an FCM, or as complex as a
nonlinear dynamic system. DCNs take into account the three major causal inference
factors: the strength of the cause, the strength of the causal relationship, and the degrees
of the effect. It is also able to model dynamic cognitive processes. As a result, DCNs
improve FCMs by quantifying the concepts and introducing nonlinear dynamic func-
tions to the arcs. Recently, a simplified DCN extending the modeling capability of an
FCM has been proposed in [12], where the equivalence of the DCN and the FCM
models has also been addressed.

3.2 Rule-Based Fuzzy Cognitive Maps

Rule-based fuzzy cognitive maps (RBFCMs) as an evolution of FCMs including
relations other than monotonic causality are proposed in [13]. RBFCMs are iterative
fuzzy rule-based systems with fuzzy mechanisms to deal with feedback, including
timing and new methods with uncertainty propagation. RBFCMs provide a represen-
tation of the dynamics of complex real-world qualitative systems with feedback and
allow the simulation of the occurrence of events and their influence in the system. They
are fuzzy directed graphs with feedback, which are composed of fuzzy nodes (Con-
cepts), and fuzzy links (Relations). RBFCMs are a tool to predict the evolution through
time caused by those changes. RBFCMs provide two kinds of Concepts (Levels and
Variations), several kinds of Relations (Causal, Inference Common, similarity,
ill-defined, Crisp, Level-Variation, and other common relations), and mechanisms that
support invariant and time-variant probabilities, the possibility of subsystems including
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decision support systems to simulate the process of decision making by “actors” within
the system.

3.3 Fuzzy Cognitive Maps Based on WOWA Aggregation

A common drawback of the existing FCMs is that they can not handle the various
AND/OR relationships among the antecedent nodes. Besides, the conventional or
numeric Fuzzy Cognitive Maps can only represent monotonic or symmetric causal
relationships; the Rule Based or linguistic Fuzzy Cognitive Maps (RBFCMs) usually
suffer from the well known combinatorial rule explosion problem as
multiple-antecedent fuzzy rules are adopted.

The Weighted Ordered Weighted Averaging (Weighted OWA, WOWA) operator
is introduced into the Fuzzy Cognitive Maps in [14] to simulate the explicit, partially
explicit, or fuzzy combinations of the antecedent nodes. Under the framework of
WOWA aggregation based Fuzzy Cognitive Maps, furthermore, a hybrid fuzzy cog-
nitive model based on single-antecedent fuzzy rules is proposed, which combines the
advantages of numeric FCMs and linguistic FCMs.

Without loss of generality, assuming there are k ðk ¼ 1; 2; . . .; nÞ causes for an
effect node, the framework for Fuzzy Cognitive Maps is proposed as follows:

(1) For the case of cpðtÞ 2 ½0; 1� and epj 2 ½0; 1�, p ¼ 1; 2; . . .; k:

cjðt þ 1Þ ¼ FWOWAða1jðtÞ; a2jðtÞ; . . .; akjðtÞÞ

(2) For the case of cpðtÞ 2 ½0; 1� and epj 2 ½�1; 1�, p ¼ 1; 2; . . .; k:

cjðt þ 1Þ ¼ FWOWAða1jðtÞ; a2jðtÞ; . . .; akjðtÞÞ
0

�

if
FWOWAða1jðtÞ; a2jðtÞ; . . .; akjðtÞÞ� 0
FWOWAða1jðtÞ; a2jðtÞ; . . .; akjðtÞÞ\0

apjðtÞ ¼ epjapðtÞ is the individual effect on the consequent node Cj of each antecedent
Cp. FWOWA is the Weighted OWA Operator. The Weighted OWA operator is based on
the Ordered Weighted Averaging (OWA) operator [15, 16] and combines the
advantages of the OWA operator and the ones of the Weighted Mean (WM).

Basically, for the WOWA based FCMs, the threshold functions and the straight
sum of the conventional FCMs are replaced with the WOWA operators. By means of
WOWA or OWA operators, FCMs can go from conjunction (intersection) to dis-
junction (union) in a continuous way. Therefore, the use of the WOWA operators
allows the representations of sophisticated combinations between the arguments of
FCMs.
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4 Learning Algorithms for Fuzzy Cognitive Maps

The main incentive that leads to further research and development on FCMs is the wide
recognition of FCM as a promising modeling and simulation methodology with
remarkable characteristics such as abstraction, flexibility, adaptability, and fuzzy rea-
soning. FCM simulates its evolution over time when an initial state vector and initial
weight matrix are given. This way, it provides straightforward answers to causal
“what-if” questions. However, the robustness and accuracy of answers highly depend
on the weight matrix of a given FCM. Thus, the determination of the weight matrix,
i.e., strength of relationships among concepts in an FCM, is crucial [5].

Learning algorithms, by modifying the FCM weight matrix, have been proven to be
essential components for FCMs in order to improve their operation and accuracy in a
number of modeling and prediction tasks. The analysis and development of these
algorithms were concentrated mainly on weights, which update on the basis of experts’
knowledge and/or historical data. So far, there have been attempts to investigate and
propose learning techniques that are suitable for FCMs. Mainly, the strength connec-
tions among concepts in a given FCM can be modified/updated from three knowledge
sources: from historical data, from experts’ knowledge, and from a combination of
experts’ knowledge and historical data. Accordingly, there are generally three types of
learning approaches to handle the task of FCM training: Hebbian-based,
evolutionary-based, and hybrid that subsequently combine the main aspects of
Hebbian-based and evolutionary-type learning algorithms [19].

In the case of unsupervised learning algorithms, Hebbian-based methods use
available data and a learning formula, which is based on several modifications of
Hebbian law, to iteratively adjust FCM weights. During Hebbian-based learning, the
values of weights are iteratively updated until the desired structure is found. The
weights of outgoing edges for each concept in the connection matrix are modified only
when the corresponding concept value changes. The main drawback of this approach is
that the formula updates weights between each pair of concepts, thus taking into
account only these two concepts and ignoring the influence that comes from other
concepts. In the case of evolution -based algorithms, evolution-based learning uses
available input datasets and is oriented toward finding models that mimic the input
data. They are optimization techniques and for this reason, they are computationally
quite demanding. The evolution-based methods provide better quality of the learned
models in the context of similarity of their dynamic behavior, which is defined as the
simulation error. The main drawback of the evolution-based learning methods is that
they provide solutions that are hard or impossible to interpret and which may lead to
incorrect static analysis. Some experimental results that concern both static and
dynamic properties of the FCMs, learned with the RCGA-based methods, are prom-
ising [20]. However, further research toward a systematic approach to develop FCMs
from data could be still carried out.

The hybrid approach could be implemented by using a combination of the first two
mentioned learning types for FCMs: the Hebbian-based learning and the
evolution-based learning. A few hybrid learning methods were proposed till now for
training FCMs, which are mainly composed of a two-stage learning process [19, 21].
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Papageorgiou and Groumpos investigated a coupling of DE algorithm and NHL
algorithm by using both the global search capabilities of evolutionary strategies and the
effectiveness of the NHL rule [19]. This hybrid learning module was applied suc-
cessfully in real-world problems, and through the experimental analysis, the results
shown that this hybrid strategy was capable to train FCM effectively, thus leading the
system to desired states and determining an appropriate weight matrix for each specific
problem. Later on, Zhu and Zhang presented another hybrid scheme by using RCGA
and NHL algorithm, and implemented it in problem of partner selection [21]. Their
algorithm inherits the main features of each learning technique, RCGA evolution -basd
algorithm and NHL type, thus combining expert and data input. The first results were
encouraging for future research.

5 Conclusion

FCMs have some specific advantageous characteristics over traditional mapping
methods: they capture more information in the relationships between concepts, are
dynamic, combinable, and tunable, and express hidden relationships. The resulting
fuzzy model can be used to analyze, simulate, and test the influence of parameters and
predict the behavior of the system. Although the research on fuzzy cognitive maps
started late, in the nearly 30 years, scholars still spare no effort to expand and improve
it. The achievements are remarkable, both in the theoretical research and in the
application area. Many models are proposed, but on the other hand, only a few of these
models have been further in-depth studied, and much less analyzed mathematically and
comprehensively. However, due to the outstanding performance on describing and
reasoning of causality, the fuzzy cognitive map still has a lot of research and appli-
cation value.

Acknowledgment. This work is partially supported by the Scientific Research Project of
Education Department of Shanxi Province (No. 2013JK0578).

References

1. Kosko, B.: Fuzzy engineering. Prentice-Hall, New Jersey (1997)
2. Aguilar, J.: A survey about fuzzy cognitive Maps papers. Int. J. Comput. Cognit. 3(2), 27–33

(2005)
3. Glykas, G.: Fuzzy Cognitive Maps: Theory, Methodologies, Tools and Applications.

Springer, Heidelberg (2010)
4. Stach, W., Kurgan, L., Pedrycz, W.: Expert-based and computational methods for

developing fuzzy cognitive maps. In: Glykas, M. (ed.) Fuzzy Cognitive Maps.
STUDFUZZ, vol. 247, pp. 23–41. Springer, Heidelberg (2010)

5. Stach W., Kurgan L. A., Pedrycz W., A survey of fuzzy cognitive map learning methods. In:
Grzegorzewski, P., Krawczak, M., Zadrozny, S. (eds.) Issues in Soft Computing: Theory and
Applications. Akademicka Oficyna Wydawnicza (2005)

A Brief Survey on Fuzzy Cognitive Maps Research 165



6. Papageorgiou E.I.: A review study of FCMs applications during the last decade. In:
Proceedings of IEEE International Conference on Fuzzy System, pp. 828–835, 27–30 June
2011

7. Hagiwara M.: Extended fuzzy cognitive maps. In: Proceedings of the 1st IEEE International
Conference on Fuzzy Systems, pp. 795–801. IEEE, New York (1992)

8. Satur, R., Liu, Z.Q.: A contextual fuzzy cognitive map framework for geographic
information systems. IEEE Trans. Fuzzy Syst. 7(10), 481–494 (1999)

9. Luo, X.F., Gao, J.: Probabilistic fuzzy cognitive maps [J]. J. Univ. Sci. Technol. China
33(1), 26–33 (2003). (in Chinese)

10. Aguilar, J.: A dynamic fuzzy cognitive map approach based on random neural networks. Int.
J. Comput. Cognit. 1(4), 91–107 (2003)

11. Miao, Y., Liu, Z.Q., et al.: Dynamical cognitive network: An extension of fuzzy cognitive
map. IEEE Trans. Fuzzy Syst. 9(5), 760–770 (2001)

12. Miao, Y., Miao, C., et al.: Transformation of cognitive maps. IEEE Trans. Fuzzy Syst. 18(1),
114–124 (2010)

13. Carvalho J P, Tomé JAB., Rule based fuzzy cognitive maps and fuzzy cognitive maps - a
comparative study. In: Proceedings of the 18th International Conference of the North
American Fuzzy Information Processing Society. IEEE, New York, pp. 115–119 (1999)

14. Lv Z.B., Zhou L.H.,: Fuzzy cognitive maps based on WOWA aggregation. Journal of
Sichuan University (Natural Science Edition), pp. 43–47 (2008)

15. Torra, V.: The weighted OWA operator [J]. Int. J. Intell. Syst. 12(2), 153–166 (1997)
16. Calvo, T., Mesiar, R., Yager, R.R.: Quantitative weights and aggregation. IEEE Trans.

Fuzzy Syst. 12(1), 62–69 (2004)
17. Ruan D., Hardeman F., Mkrtchyan L.: Using belief degreedistributed fuzzy cognitive maps

in nuclear safety culture assessment. In: Proceedings of Annual Meeting North American
Fuzzy Information Processing Society, pp. 1–6 (2011)

18. Papageorgiou, E.I., Stylios, C.D., Groumpos, P.P.: Unsupervised learning techniques for
fine-tuning fuzzy cognitive map causal links. Int. J. Human-Comput. Stud. 64, 727–743
(2006)

19. Papageorgiou, E.I., Groumpos, P.P.: A new hybrid learning algorithm for fuzzy cognitive
maps learning. Appl. Soft Comput. 5, 409–431 (2005)

20. Stach, W., Kurgan, L., Pedrycz, W.: A divide and conquer method for learning large fuzzy
cognitive maps. Fuzzy Sets Syst. 161(19), 2515–2532 (2010)

21. Zhu Y., Zhang W.: An integrated framework for learning fuzzy cognitive map using RCGA
and NHL algorithm. In: The International Conference on Wireless Communication, Network
and Mobile Computing. Dalian (2008)

166 Y. Wang and W. Zhang



Sensor Data Driven Modeling and Control
of Personalized Thermal Comfort Using

Interval Type-2 Fuzzy Sets

Chengdong Li1(&), Weina Ren1, Huidong Wang2, and Jianqiang Yi3

1 School of Information and Electrical Engineering,
Shandong Jianzhu University, Jinan, China

chengdong.li@foxmail.com
2 School of Management Science and Engineering,

Shandong University of Finance and Economics, Jinan, China
3 Institute of Automation, Chinese Academy of Sciences, Beijing, China

Abstract. As people in different rooms usually have different thermal comfort
feelings or demands, it is valuable to study the modeling and control of thermal
comfort to meet the personalized requirements. This paper tries to solve this
issue using the data collected by the temperature and humidity sensors in the
working or living time periods in the room being studied. We firstly present a
statistic method based sensor data preprocessing strategy to discard noisy data
and obtain the reasonable intervals for the temperature and humidity of each
day. Then, we construct the Gaussian interval type-2 fuzzy set models to depict
the personalized temperature and humidity comfort through measuring the
uncertainty degrees of the obtained intervals. At last, we propose a control
scheme to realize the personalized thermal comfort regulation. Our results show
that the constructed thermal comfort models can recommend a reasonable
temperature and humidity range for the demand in a specific room.

Keywords: Type-2 fuzzy set � Uncertainty degree � Sensor data � Thermal
comfort � Data driven

1 Introduction

With the growth of economy and the improvement of living standard, our demands on
the indoor environmental comfort are also increasing. Comfortable environment can
not only bring living pleasures, but also improve working efficiency in some sense.
Hence, in the research domain of intelligent buildings and smart homes, the control of
the indoor environment is attracting more and more concerns and becomes one of the
most popular research directions.

The indoor comfort research mainly refers to the study on human thermal comfort. In
1970s, Fanger established the indices: Predicted Mean Vote (PMV), Predicted Percentage
of Dissatisfied (PPD) to evaluate the thermal comfort degree [1]. After that, lots of studies
[2–4] on the modeling and control of thermal comfort are based on such indices.
The PMV and PPD are proposed based on the experimental results in several specific
regions and used to describe the comfort degree in the stable environments. So the models
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and control strategies based on such indices have difficulties to adjust the changing
environment to dynamically satisfy the personalized demands on thermal comfort.

On the other aspect, with the development of intelligent buildings, different kinds of
sensors have been installed in the buildings and a large amount of data about the
environmental parameters such as temperature and humidity can be collected. Such
data can reflect the personal demands and/or preferences in different rooms. Hence, we
can utilize the hidden information from the collected data to realize the modeling and
control of the personalized thermal comfort. Recently, data driven modeling and
control methods [5–7] provide us powerful tools to accomplish our objective.

In this real-world application, a variety of physical factors, such as the sensor errors
and the outdoor environmental changes, will influence the accuracy of the sensor data
in the process of data collection. Fuzzy sets [8], including type-1 and type-2 fuzzy sets,
provide us useful tools to handle such kinds of uncertainties. On the other hand,
different people in the same room have different feelings even on the same temperature
and humidity. The crisp membership grades of type-1 fuzzy sets (T1FSs) limit their
capabilities to deal with such kinds of physiological uncertainties. In order to tackle
different kinds of uncertainties caused by both the physical factors and the physio-
logical factors, type-2 fuzzy sets (T2FSs), including interval type-2 fuzzy sets
(IT2FSs), are much more suitable to be adopted to model the thermal comfort words, as
the membership grades of T2FSs are fuzzy and have greater freedom than T1FSs
[9–12]. Thus, in this study, we adopt T2FSs to model such uncertainties. As general
T2FSs are much more complex than IT2FSs, in this paper, IT2FSs are adopted.

In brief, this study presents a sensor data driven type-2 fuzzy modeling and control
method to realize the modeling and control of the personalized thermal comfort. Firstly,
data will be collected every day by the sensors at particular time intervals in the room
being studied. Then, the proposed data preprocessing method will be utilized to tackle
the sensor data to discard noisy ones and generate reasonable intervals which can
reflect the thermal preferences in the room. Further, the thermal comfort models for the
temperature and humidity will be established using IT2FSs and their uncertainty
degrees calculated from the sensor data. The constructed thermal comfort model for
every specific room can recommend a reasonable temperature and humidity range to
satisfy the comfort requirement and preference in this room.

2 Backgrounds

In this section, we will firstly give a brief introduction of IT2FSs and Gaussian IT2FSs,
then, we will discuss how to construct an IT2FS model.

2.1 Interval Type-2 Fuzzy Sets

A type-1 fuzzy set A is denoted as [8]:

A ¼
Z
X

lAðxÞ
x

ð1Þ
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where lA xð Þ is a crisp value which indicates the membership function grade of the
element x, and

R
denotes union to all acceptable x.

A type-2 fuzzy set (T2FS) ~A on the domain X is described as [8]:

~A ¼
Z
x2X

l~AðxÞ
�
x ¼

Z
x2X

Z
u2Jx2½0;1�

fxðuÞ=u
,

x ð2Þ

where the membership grade l~AðxÞ of each element x is a T1FS. Jx is an interval in
[0,1] and is called the primary membership function of the primary variable x, while
fxðuÞ is the secondary membership function of the secondary variable u in Jx.

When the value of the secondary membership function of the T2FS equals to 1, i.e.
fxðuÞ ¼ 1, the T2FS ~A can be simplified as an interval type-2 fuzzy set (IT2FS) defined
as [8]:

~A ¼
Z
x2X

½
Z

u2J2½0;1�

1=u�
,

x ð3Þ

An IT2FS can be completely characterized by its upper membership function
(UMF) �l~AðxÞ and its lower membership (LMF) l~A

ðxÞ. The region between the LMF
and UMF is named as the footprint of uncertainty (FOU) which contains all the
uncertainties of an IT2FS and can also be used to model different kinds of uncertainties
in real-world applications.

Figure 1 shows us a pictorial description of the conception of the LMF, UMF and
FOU.

One of the most popular IT2FSs is the Gaussian IT2FS whose LMF and UMF can
be described as [8]:

l~A
ðxÞ ¼ exp � 1

2
x� m
r1

� �2
" #

ð4Þ

Fig. 1. The LMF, UMF and FOU of an IT2FS
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�l~AðxÞ ¼ exp � 1
2

x� m
r2

� �2
" #

ð5Þ

where m is the center of the Gaussian IT2 FS, and 0\r21 � r22 are the uncertain width
of the Gaussian IT2 FS.

2.2 Uncertainty Degree and Modeling of IT2FS

Obviously, to construct the Gaussian IT2FS model, three parameters need to be
determined. In recent years, several data driven methods have been proposed for the
IT2FS modeling, for example the interval approach [13, 14], the fuzzistics approach
[15–17] and the fuzzy information-theoretic kernels method [18]. In [19], through
combing the fuzzistics approach, we proposed an uncertainty degree based method for
the IT2FS modeling.

In this study, we will adopt the uncertainty degree based method to construct the
Gaussian IT2FS model. Similar to the moments estimation method in Statistics, the
uncertainty degree based method first computes the means, right centers and uncer-
tainty degrees of both the Gaussian IT2FS and the collected interval data. Then, it lets
the mean, right center and uncertainty degree of the Gaussian IT2FS be equal to the
ones of the collected interval data to obtain three equations for the three parameters of
the Gaussian IT2FS. At last, through solving the three equations, we can determine the
three parameters of the Gaussian IT2FS.

In this subsection, according to the results in [19], we will only review the formulas
for compute the mean, right center and uncertainty degree of the Gaussian IT2FS, while
computation of the mean, right center and uncertainty degree of the collected interval
data will be discussed in the next section.

According to the results in [19], the mean of the Gaussian IT2FS is obviously the
parameter m, and the right center and the uncertainty degree of the Gaussian IT2FS can
be determined as:

crð~AÞ � crð~AÞ þ �crð~AÞ
� ��

2 ¼ mþ r1 r2=r1ð Þ2þ2r2=r1 � 3
h i. ffiffiffiffiffiffi

2p
p

; ð6Þ

qð~AÞ ¼ 1� r1
r2

: ð7Þ

For more details on how to obtain these equations, please refer to [19].

3 IT2FS Modeling Method for Thermal Comfort

In this section, we will show how to establish a Gaussian IT2FS model based on the
sensor data. The proposed method is shown in Fig. 2. Following this figure, in this
section, we will first discuss the data collection by the sensing devices, then we will
show how to preliminarily preprocess the gathered data to generate daily interval data
which reflects the daily preference, further we will adopt the method proposed by Liu
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[13] and Wu [14] to preprocess such interval data, at last we will present how to
construct the Gaussian IT2FS models using the uncertainty degree method.

3.1 Data Collection and Preliminary Preprocessing

This section consists of two stages, data collection and Preliminary Preprocessing,
which are the foundation of the IT2FS modeling.

Data of day 1
(Specific room)

Data of  day 2
(Specific room)

...

Preliminary preprocessing :
• Compute two statistics: m and
• Preprocess the collected  data
• Obtain interval data  for each day

Discarded
Data

Interval n for
day n

...

Data of day n
(Specific room)

Interval 1 for
day 1

Interval Data Pre-processing:
• Outliers
• Tolerance limit
• Reasonable-interval

Data Interval 1 Data Interval 2 Data Interval n’...

Compute the statistics 
of the remaining 

interval data

Discarded
Data

...

Interval Data

Compute the mean, right
center and uncertainty 

degree of the  data

The Gaussian IT2FS model

Data collection

σ

Interval 2 for
day 2

The retaining intervals

Data
Collection

and
Preprocessing

Interval
Data

Preprecessing

IT2FS
Model

Construction

Fig. 2. The construction process of IT2 FS
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3.1.1 Data Collection
At present, questionnaire-based surveys are wildly utilized [13, 14, 19–21] to gather the
data for IT2FS modeling. However, with the development of intelligent buildings, lots
of sensors have been installed in the buildings. The collected sensor data can reflect the
personal demands and/or preferences in different rooms. Therefore, in this study, we
adopt the sensor data to construct the IT2FS models. There are three major superiorities
that support the utilization of the sensor data for modeling: (1) Data can be monitored
and collected in real-time; (2) A simple and low-cost solution can be offered to acquire
a high data density which enhances the accuracy of the constructed model; (3) the
sensor data driven model can reflect personal preference.

3.1.2 Preliminary Data Preprocessing
The proposed modeling approach is based on the statistics of the intervals for each day,
so we first need to convert these real-time monitoring data to corresponding intervals.
To realize this objective, we use the following five stages to preliminarily preprocess
the collected data for each day.

(1) Compute the statistics of the collected daily data: First, compute the sample mean
mi and the sample standard deviation ri for the i-th day as:

mi ¼
Xni

j¼1
datai;j

.
ni ð8Þ

ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXni

j¼1
datai;j � mi
� �2.

ni

r
ð9Þ

where datai;j is the j� th data collected in i-th day, ni is the total number of the
collected data in i-th day.

(2) Daily data preprocessing: Based on the above statistics, we first compute the
following formula for each datai;j:

datai;j � mi

�� ��� k � ri ð10Þ

if the data datai;j satisfies (10), it is accepted; otherwise, it is rejected. Generally, k
is chosen according to the situation of the problem. After this step, in the i-th day,
n0i ðn0i � niÞ data will be left.

(3) Compute the statistics of the remaining data in all the n days: compute the
sample mean m and the sample standard deviation r for the remaining data in all
the n days as:

m ¼
Xn

i¼1

Xn0i
j¼1

datai;j
.Xn

i¼1
n0i ð11Þ

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1

Xn0i
j¼1

datai;j � mi
� �2	Xn

i¼1
n0i

s
ð12Þ
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(4) n-days’ data preprocessing: Again, we compute the following formula for each
datai;j:

datai;j � m
�� ��� k � r ð13Þ

if the datai;j satisfies (13), it is accepted; otherwise, it is rejected.
(5) Obtain the daily interval: The maximum and minimum values of the daily col-

lected data can reflect the bounds of the personalized comfort feeling in that day,
so we use the interval between the minimum and maximum data to represent the
personalized comfort feeling in the specific day. In other words, the interval
representing the i-th day can be computed as:

½ci; di� ¼ ½min
j2I

datai;j;max
j2I

datai;j� ð14Þ

where i ¼ 1; . . .; n: I denotes the daily collected data left after preprocessing.

3.2 Interval Data Preprocessing

Once the intervals are obtained, the interval data preprocessing method proposed by
Liu [13] and Wu [14] will be adopted to dispose these intervals. This preprocessing
method mainly consists of three major stages: (1) Outlier Processing, (2) Tolerance
limit Processing, and (3) Reasonable-interval Processing.

(1) Outlier processing: We perform Box and Whisker tests on ci and di, and then
Li ¼ di � ci. Some data intervals that can satisfy Eq. (2) in [13] are kept. After this
process, m0 � n data intervals are remained, and we re-compute the sample mean
and standard deviation on ci, di and Li respectively, as ðmc; rcÞ;
ðmd ; rdÞ; ðmL; rLÞ.

(2) Tolerance limit processing: If the endpoint values of the retaining m0 data
intervals can satisfy the Eq. (3) in [13], then the data intervals are kept, otherwise,
the interval will be deleted. After this process, the m00 � n data intervals are kept,
we re-compute its sample mean and the standard deviation on ci, di and Li
respectively, as ðmc; rcÞ; ðmd; rdÞ; ðmL; rLÞ.

(3) Reasonable-interval processing: Only the interval that satisfies the Eq. (1) in [14]
will be kept, otherwise, it will be discarded.
After the reasonable-interval processing, the left n0 ð1� n0 � nÞ data intervals are
renumbered as 1; 2; . . .; n0, and denoted as tli; t

r
i


 �
; i ¼ 1; 2; . . .; n0ð Þ.

For more details on the interval data preprocessing, please refers to [13, 14].

3.3 Construction of the Gaussian IT2FS

In this subsection, computation of the mean, right center and uncertainty degree of the
interval data will be firstly given. Then, the equations for the IT2FS modeling will be
derived.
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First, we compute the four statistics of the remaining interval data as [19]:

xlm ¼
Xn0

i¼1
tli
�
n0; ð15Þ

sl ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn0

i¼1
tli � xlm
� �2.

n0;
r

ð16Þ

xrm ¼
Xn0

i¼1
tri
.
n0; ð17Þ

sr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn0

i¼1
tri � xrm
� �2.

n0
r

ð18Þ

where tli, t
r
i are the left endpoints and the right endpoints of the remaining i th data

interval; xlm, x
r
m are the sample mean of all the left endpoints and all right endpoints; sl,

sr are the standard deviation of the left endpoints and right endpoints.
From the results in [19], the uncertainty degree of the interval data can be computed as:

qX ¼ 2Dx
xrm � xlm þ 2Dx

ð19Þ

where Dx can be evaluated as Dx ¼ Dxða; cÞ ¼ ks. The results on how to choose k; a
and c can be found in [13, 21].

Then, through letting the mean, right center and uncertainty degree of the Gaussian
IT2FS be equal to the ones of the collected interval data, we can determine the three
parameters of the Gaussian IT2FS as [19]:

m ¼ 1
2
½xlm þ xrm�; ð20Þ

r1 ¼ 2
ffiffiffiffiffiffi
2p

p
ð1� qXÞ2ðxrm � mÞ

� .
4qX � 3q2X
� �

; ð21Þ

r2 ¼ 2
ffiffiffiffiffiffi
2p

p
ð1� qXÞðxrm � mÞ

� .
4qX � 3q2X
� �

: ð22Þ

4 Experimental Results in a Specific Room

In this section, we will demonstrate how to construct the thermal comfort IT2FS
models for a specific room.

4.1 Data Collection and Preprocessing

In our experiments, we use the temperature and humidity sensors to collect the tem-
perature and humidity data. In the working time of each day in summer, one air
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conditioner was opened to adjust the temperature and humidity to satisfy the thermal
comfort demand of the people in this room. And, simultaneously, the temperature and
humidity sensors worked to collect the environment data in this room. The experiment
continued for 16 days and 2438 data pairs were collected. Notice that the numbers of
the data in different days are not the same.

After the Preliminary Data Pre-procession, the left data intervals for the temper-
ature and humidity are shown in Tables 1 and 2 respectively. One thing that needs to be
mentioned is that, in this specific room, the humidity is a little high. The possible
reasons for this phenomenon may be that (1) the user in this room like a little high level
of humidity, (2) the data collection period was in the rainy season in summer.

Further, the Interval Data Preprocessing was taken to further clean the data
intervals. After this step, only 9 of the 16 intervals for the temperature are left, and 10
of the 16 intervals for the humidity are remained. The four statistics of the remaining
interval data, i.e. the sample mean of left endpoints xlm and right endpoints xrm, and the
sample standard deviation of left endpoints sl and right endpoints sr, are computed and

Table 1. Intervals for Temperature after the preliminary data pre-procession

Day Number of Data ci di Day Number of Data ci di
original After

pre-procession
original After

pre-procession

1 139 133 24.57 26.56 9 120 67 28.50 30.50
2 157 157 23.97 27.12 10 126 123 25.24 27.31
3 50 50 24.84 25.38 11 146 135 26.30 29.00
4 165 155 25.63 26.77 12 238 189 23.80 28.30
5 82 81 26.54 27.35 13 86 60 23.90 28.20
6 416 390 26.20 30.50 14 22 22 25.10 28.90
7 241 241 27.33 29.06 15 11 11 28.70 29.50
8 336 329 26.59 28.16 16 103 81 28.40 30.40

Table 2. Intervals for Humidity after the preliminary data pre-procession

Day Number of data ci di Day Number of data ci di
original After

pre-procession
original After

pre-procession

1 139 120 59.43 68.02 9 120 105 62.30 74.00
2 157 133 56.54 63.03 10 126 101 60.20 67.85
3 50 45 57.90 62.82 11 146 127 58.20 72.30
4 165 1137 56.80 63.31 12 238 44 62.40 75.50
5 82 75 63.31 71.07 13 86 58 57.20 75.20
6 416 198 48.10 52.40 14 22 20 51.90 69.40
7 241 209 59.97 66.24 15 11 9 59.70 61.80
8 336 285 62.79 67.54 16 103 84 48.10 52.70
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shown in Table 3. These statistics are utilized to establish the Gaussian IT2 FS thermal
comfort models.

4.2 Constructed IT2FS Models for Thermal Comfort

Using the proposed modeling method, the IT2FS models for the temperature and
humidity comfort are constructed. The parameters of the two IT2FSs are listed in
Table 4. From Table 4, we can observe that the constructed models can reasonably
reflect the comfortable temperature and humidity and can handle the uncertainties by
the FOUs between the LMFs and UMFs.

4.3 Control Strategy to Realize Personalized Thermal Comfort

The constructed IT2FS comfort models can be utilized to realize the indoor environ-
ment control to satisfy peoples’ demand or preference in the room being studied.
A control strategy as shown in Fig. 3 is proposed in this study to realize personalized
thermal comfort.

Table 3. Statistics of the remaining data intervals after interval data pre-procession

Statistics xm
l xm

l sl sr

Temperature 25.30 28.31 1.16 1.06
Humidity 59.77 70.71 3.44 3.40

Table 4. The parameters of the constructed IT2FS thermal comfort models

Parameters m r1 r2
Temperature 26.81 0.56 1.78
Humidity 65.24 2.68 7.43

Data Collection

IT2FS Models for 
Thermal Comfort

The controller 
in the air-

conditioner

Air-
conditioner

Indoor
Environment

-

+

Data Intervals

Preliminary data preprocessing

Interval data preprocessing

Recommended
temperature
and humidity

Fig. 3. Control strategy to realize personalized thermal comfort
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In the proposed strategy, the constructed IT2FS models are used to recommend
reasonable or best temperature and humidity. The recommended values are chosen as
the control objectives and input to the environment control system. For example, in the
specific room studied in our experiments, the recommended temperature and humidity
values are 27 °C and 65 %, which can be the control objective of the air-conditioner
system in this specific room. On the other hand, the IT2FS models can also provide a
reasonable temperature and humidity range for every room in a building. In order to
satisfy the personalized comfort or preference, the temperature and humidity should lie
in this range when the air-conditioner system is working. Of course, to obtain such
range, the Centroids of the constructed IT2FSs need to be computed first.

5 Conclusions

People in different rooms have different thermal comfort demands or preferences. To
satisfy such personalized comfort, in this study, we have proposed a data driven
modeling method which adopts IT2FS to model the uncertainties caused by the
physical factors and the physiological factors. Through the proposed method, we have
constructed the IT2FS models to measure the comfort degree on the temperature and
humidity. The models can provide a reasonable control objective and range for the
air-conditioner control system. However, in this paper, we have only considered the
comfort of the indoor environment. In fact, with the increasing demands for building
comfort, energy consumption of electrical equipments in the buildings becomes serious
and causes great pressure on the society, energy and environment, so energy-saving
control problems should also be considered. In the future, we will focus on such issues
to achieve high building comfort and low energy consumption.
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Abstract. Students often experience significant difficulties while studying
mathematical subjects. In this work we focus on a course in calculus given to
third year bachelor engineering students. The course is optional with respect to
completing a bachelor degree and compulsory for taking a master degree in
engineering. Our intention is to find out whether early identification of students
in danger to fail the subject is possible and if affirmative which factors can be
used to support the identification process. Methods from rough set theory are
applied for selection of important attributes and factors influencing learning.

Keywords: Rough Sets � Logic � Knowledge Evaluation

1 Introduction

A number of students have serious difficulties studying mathematics at all levels.
Researches from different fields have been working on this problem for over a century.
In [6] we find a nonexhaustive list including cognitive factors, metacognitive factors,
habits of learning and previous experiences related to studying mathematics. In [8] it is
pointed out that if a student is unable to understand a difficult mathematics class
because it is at a level above student’s ability to respond to the instruction, the student
may not progress to the affective level of valuing the instruction.

In this work we consider problems which third year bachelor engineering students
have while completing a course in mathematics that is optional with respect to obtaining
a bachelor degree and a prerequisite for taking a master degree in engineering. Our
intention is to find out whether early identification of students in danger to fail their final
exam is possible and which factors can be used in that identification process.

The volume of the course corresponds to one third of a study load per semester.
Students are offered fourteen weeks face to face classroom lectures and tutorials. The
former takes four hours a week and the latter is two hours a week. Students have to
deliver one course work, take a two hours midterm exam, and a five hours final exam.
Both the midterm exam and the final exam are written and taken in a controlled
location. The course work is to be completed at home. This means that they can
collaborate even though they are supposed to work individually. The course work is
marked as ‘pass’ or ‘fail’.

Methods from rough sets theory [10, 11] are employed in the course of our
investigations.
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The rest of the paper goes as follows. Theoretical supporting the study is presented
in Sect. 2, our approach can be found in Sect. 3 while the conclusion is placed in
Sect. 4.

2 Preliminaries

Rough Sets were originally introduced in [10]. The presented approach provides exact
mathematical formulation of the concept of approximative (rough) equality of sets in a
given approximation space.

An approximation space is a pair A = (U, R), where U is a set called universe, and
R � U � U is an indiscernibility relation [11].

Equivalence classes of R are called elementary sets (atoms) in A. The equivalence
class of R determined by an element x 2 U is denoted by R xð Þ. Equivalence classes of
R are called granules generated by R.

The following definitions are often used while describing a rough set X;X � U:
the R-upper approximation of X

R� xð Þ :¼ x 2 UR xð Þ : R xð Þ \X 6¼ ;g;

the R-lower approximation of X

R� xð Þ :¼ x 2 UR xð Þ : R xð Þ�Xg;

the R-boundary region of X

RNR Xð Þ :¼ R� Xð Þ � R� Xð Þ:

Elements in the index set A ¼ a1; a2; . . .; am are the importance degree of attribute
set where each index in the system is determined by:

SA aið Þ ¼ jPOSA Að Þj � jPOSA�ai Að Þj
jUj

where i ¼ 1; 2; 3; . . .;m and the weight of index ai is given by

wi ¼ SA aið Þ
Pm

i¼1 aið Þ:

The assessment model is defined by

Pj ¼
Xm

i¼1

fi

where Pj is the comprehensive assessment value of assessed jth object, fi is the
assessment value of i th index ai according to the comprehensive assessment value,
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[12]. Rough set theory software can be downloaded from [7]. Attributes degree of
importance is discussed in [15].

Let P be a non-empty ordered set. If supfx; yg and inf fx; yg exist for all x; y 2 P,
then P is called a lattice [5]. In a lattice illustrating partial ordering of knowledge
values, the logical conjunction is identified with the meet operation and the logical
disjunction with the join operation.

A context is a triple G;M; Ið Þ where G and M are sets and I � G�M. The
elements of G and M are called objects and attributes respectively, [16].

For A � G and B � M, define

A
0 ¼ fm 2 Mj 8g 2 Að ÞgImg;

B
0 ¼ fg 2 Gj 8m 2 Bð ÞgImg:

where A
0
is the set of attributes common to all the objects in A and B

0
is the set of

objects possessing the attributes in B.
A concept of the context G;M; Ið Þ is defined to be a pair A;Bð Þ where

A�G; B�M; A
0 ¼ B andB

0 ¼ A:

The extent of the concept A;Bð Þ is A while its intent is B. A subset A of G is the
extent of some concept if and only if A

00 ¼ A in which case the unique concept of the
which A is an extent is ðA;A0 Þ. The corresponding statement applies to those subsets
B 2 M which is the intent of some concepts. The set of all concepts of the context
G;M; Ið Þ is denoted by B G;M; Ið Þ. hB G;M; Ið Þ; �i is a complete lattice and it is
known as the concept lattice of the context G;M; Ið Þ.

Students’ prior mathematical knowledge are of utmost importance when it comes to
building of higher order mathematical understanding. Students mathematical compe-
tencies are discussed in [14]. Some problems related to building mathematical concepts
are listed in [3]. Various problems concerning development of higher level thinking are
presented in [1, 2, 9, 14]. The authors state that students’ higher level thinking occurs
when students are exposed to active learning. The latter can take place when “educators
must give up the belief that students will be unable to learn the subject at hand unless
the teacher “covers it””, [9]. In [4] higher-order thinking is divided in three categories -
higher-order thinking in terms of transfer, in terms of critical thinking, and in terms of
problem solving.

3 Data Evaluation

Data used in this study is taken from students results over a period of three years where
115 undergraduate engineering students have been enrolled in a mathematical course.
The amount of students taking the course is usually about 40 and varies slightly from
year to year.
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The course is based on the following chapters in [13]:

12. Vectors and the Geometry of Space,
13. Vector-Valued Functions and Motion in Space,
14. Partial Derivatives,
15. Multiple Integrals,
16. Integrals and Vector Fields.

To illustrate the approach we present data for about halve of the students being
subjects of this study, see Tables 1 and 2. Under ‘Gender’ notations are ‘f’ for female
and ‘m’ for male. Note that no other descriptions of gender are used in students register.

Table 1. Students results, part 1

Gender M 1 M 2 Test G 1 G 2 G 3

S1 f a a h h h h
S2 f a a a l h h
S3 f a a h h a h
S4 m h h h h h h
S5 m h h h h a h
S6 m l l a l l l
S7 m l a a a a l
S8 m a a a a a l
S9 m a l a a l a
S10 f a l h a a h
S11 m a l h h a h
S12 f a a a l l l
S13 f a l a l l l
S14 m l a a l l l
S15 m a h a a l a
S16 f l l h h l a
S17 m h a h l a a
S18 f h h h a a l
S19 f a a a h a a
S20 m l l a l l l
S21 m a a a l h a
S22 f a a h a h a
S23 f a a h h a l
S24 m l l h h a a
S25 m l l a a l l
S26 f a a h a a h
S27 m a l h h h a
S28 m a a a h a a
S29 f a l a l l l
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Final grades in two previously taken courses in mathematics at the same university
are placed under columns ‘M1’ and ‘M2’, where:

– ‘M1’ stands for Mathematics 1 and
– ‘M2’ stands for Mathematics 2.
– Group 1 denoted ‘G1’ refers to application of triple integrals, moments and centers

of mass, cylindrical and spherical coordinates;
– Group 2 denoted ‘G2’ refers to line integrals, surface integrals, Stokes’ theorem and

Gauss theorem, and
– Group 3 denoted ‘sssG3’ refers to studying correlations between curves, surfaces

and given functions.

Originally the data comes in both text and numerical form. The data in Tables 1 and 2
is converted to text form with scaling grades:

{A,B} - high (h),
{C,D} - average (a),

Table 2. Students results, part 2

Gender M 1 M 2 Test G 1 G 2 G 3

S30 f l a a l l l
S31 f h h h h h a
S32 m h a h h h a
S33 f l a h h h a
S34 f a l h a h h
S35 m a a h h h h
S36 f h h h h a h
S37 f a a h h a h
S38 m a h h h a h
S39 m l l a l l l
S40 f h h h h h h
S41 m h h h h h h
S42 m h h h h h a
S43 m h h h h h h
S44 f h h h h h a
S45 m h h h h h h
S46 f h h h h h h
S47 f h h h h h h
S48 m h a h a a h
S49 f h a a h a h
S50 m h h h h a h
S51 m h a h a h h
S52 f a a h h a h
S53 m a a h a h h
S54 f l l h l l l
S55 m h h h h h h
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{E,F} - low (l);
tests and written evaluations

[0 %, 40 %] - low (l),
[41 %, 70 %] - average (a), and
[71 %, 100 %] - high (h).
Suppose students in that course belong to a rough set X. When the data set

described as in Tables 1 and 2 is used we obtain the following distribution

R� Xð Þ ¼ fSt1; . . .; S5; S7; S10; S11; S18; S19; S22; S23; S24; S26; S27; S28; S31; . . .;
S38; S40; . . .; S53; S55g;

RNR Xð Þ ¼ fS8; S9; S12; S15; S16; S17; S21; S25; S39g;

X � R� Xð Þ ¼ fSt6; S13; S14; S20; S29; S30; S54g

where R�ðXÞ is the set of students who have obtained sufficient knowledge and skills,
RNRðXÞ is the set of students who have obtained somewhat insufficient knowledge and
skills, and the set of students who definitely have not obtained sufficient knowledge and
skills is X � R�ðXÞ.

Below we present findings from working with data where all 115 students are
included. Students who have not obtained sufficient knowledge and skills or have
obtained somewhat insufficient knowledge and skills have lower grades from previ-
ously taken mathematical courses and their scores from the first test is in the interval
[50 %, 60 %] nearly without exceptions. In the future such comparisons can be per-
formed after the results from the first test are available and students who are in danger
to fail the subject will be notified. This early warning will encourage them to spent
more efforts on studying this subject for the rest of the semester.

The two groups of students,

RNRðXÞ andX � R�ðXÞ;

have particular problems while working with line integrals, surface integrals,
Stokes’ theorem and Gauss theorem, as well as establishing correlations between
curves, surfaces and given functions. An indept study of weaker students’ performance
indicates not only a gap in their mathematical knowledge but even more importantly,
lack of higher order skills.

In general it seems that the majority of students have some problems with the above
listed topics. However, students who have obtained sufficient knowledge and skills
have scores on problem solving in the interval [60 %, 90 %] at average, while the group
of students with insufficient or somewhat insufficient knowledge have scores in the
interval [0 %, 30 %]. It turns out that very few students with pour grades from
previously taken mathematical courses have managed to pass this course. Therefore,
students, who for some reasons make slower progress than what previous experience
indicates, should be notified as soon as possible and some further actions will be
suggested to them.
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In future work we will consider the following question: what can be done in the first
two courses that will help students from potentially belonging to set RNRðXÞ to
complete the course belonging to set R�ðXÞ, Fig. 1.

A concept lattice can be depicted from data as presented in Tables 1 and 2 where
fifteen students belonging to the three groups ‘high’, ‘average’, and ‘low’ are involved.
The idea is to illustrate how formal concept analysis can be used in similar studies.
Note that a lattice representing formal concepts for 115 students would need much
larger space than the one we can use here. Concepts are presented in gray boxes where
the lower row lists concepts objects and the upper row lists concepts attributes. When
two concepts are connected with a straight line one can see that the lower concept
contains less objects and more attributes while the upper concepts has less objects and
more attributes.

Concepts in the lattice show which groups of students have the same results related
to particular topics and where they differ in their performance. We can see what ‘high
and average’ groups learn equally good and where exactly are the differences between
‘high’ and ‘average’ groups. This can support provision of tailored advise to students in
group ‘average’ that will help them to join the ‘high’ group.

Similarly, students from the ‘low’ group can receive personal advise on how to join
the ‘average’ group and possibly the ‘high’ group. Students with the same results

Fig. 1. Lower and upper approximations
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related to particular topics can be found in concepts placed on the third and fourth rows.
Their differences can be seen by following superconcepts placed in the fifth and sixth
rows.

4 Conclusion

In this work we study correlations between students’ knowledge obtained in pre-
liminary courses in mathematics on undergraduate level and their results from a
mathematical course on a lower graduate level. Their test results combined with pre-
vious history gives an indication on whether they are going to experience difficulties on
some particular parts of the curriculum. Such tendencies can also be used to provide
support to new students taking the same course.
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Abstract. In this paper we propose a method for solving Data Envelopment
Analysis (DEA) problems involving uncertainty generated by the opinion of
multiple experts. Experts opinions define the values of inputs and outputs, and
they are handled with interval Type-2 fuzzy sets. The proposed method is an
extension of the classic CCR model, solved using a centroid-based strategy to
reduce computations.

1 Introduction

DEA models are useful tools for solving productivity related decision-making problems;
the first DEA model, namely CCR was proposed by Charnes, Cooper and Rhones [1],
the CCR model requires deterministic input information in order to obtain a measure‐
ment of the efficiency of specific elements within any organization. When experts are
asked to determine the parameters of the model, then uncertainty comes from the opinion
of each expert.

To involve all those perceptions, fuzzy sets are used to represent linguistic uncer‐
tainty that exists in natural language (such as the language used by multiple experts).
This kind of models that include fuzzy uncertainty have been addressed by Sengupta
[2], Kahraman and Tolga [3], Triantis and Girod [4], Girod and Triantis [5].

Our proposal solves a DEA problem with fuzzy parameters using Interval Type-2
fuzzy sets to handle expert opinions through computing their centroids and later solving
the DEA problem to see its central behavior, which can be seen as the average behavior
of the system.

The paper is organized into 6 sections; Sect. 1 introduces the main problem; Sect. 2
presents the CCR classic model; Sect. 3 presents some basics on Interval Type-2 fuzzy
sets; Sect. 4 presents the proposed Interval Type-2 fuzzy CCR model; in Sect. 5, an
example is presented and solved, and finally Sect. 6 presents some concluding remarks
of the study.
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2 The Crisp Model CCR

The use of DMU (decision making units) is focused on nonprofit entities rather than
industries or physical ones (such as production costs vs. profit margin). They have been
designed to relate concepts of economic development such as engineering, social, life
standards, etc. where there is a great interest for measuring efficiency (see Charnes and
Cooper [1]). The optimal efficiency of any DMU is the maximum ratio between weighted
outputs and weighted inputs subject to each DMU should be less or equal to 1, in order
to be compared to other DMUs:

(1)

where ,  are known outputs and inputs known of the  DMU and ,  are the
weights of their associated variables which are decision making variables themselves
(DMUs used as reference). The efficiency of a member of the reference set 
DMUs is classified relatively to other members of the set, so a DMU is evaluated using
the subscript “o” using all original subscripts.

2.1 Reduction to a Linear Programming Model

The model (1) is a non-linear fractional problem, so it is necessary to do a simpler model
(computationally speaking) for many observations j(n), smaller amount of entries i(m),
and outputs r(s) as well. The Linear Programming (LP) version of this problem has been
proposed by Charnes and Cooper [1], as follows:
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The Evaluation of a DMU has been widely recognized as a problem of considerable
complexity. This evaluation is made more difficult when taking into account multiple
inputs and multiple outputs, where a set of weights must be decided to form a relationship
and determine the efficiency.

3 Basics on Interval Type-2 Fuzzy Sets

An Interval Type-2 Fuzzy Set (IT2FS) is denoted by emphasized capital letters  with
a membership function  defined over .  measures the uncertainty degree
of a value  regarding A, so  measures uncertainty around A. This way, an Interval
Type-2 fuzzy set is an ordered pair

where  represents uncertainty around the word A,  is the primary membership of x,
u is its domain of uncertainty, and  is the class of all Type-2 fuzzy sets (see Mendel
[6, 7]).  is composed by an infinite amount of embedded Type-1 fuzzy sets namely

. Every element x has associated a set of primary memberships  where u is the domain
of uncertainty of x, .

Uncertainty about the word A is conveyed by the union of all of  into the Footprint
Of Uncertainty of , namely FOU , which is bounded by two functions: A Upper
membership function UMF  and a Lower membership function LMF 

. FOU  is shown in Fig. 1.

Fig. 1. Interval type-2 fuzzy set 

3.1 Type Reduction of An IT2FS: Centroid

Given a set , its centroid  is composed by an interval set of centroids bounded by
two values  and . Every point enclosed into
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 is also a possible centroid of , so there is an infinite amount of
centroids enclosed into  (see Wu and Mendel [8, 9], Mendel and Liu [10], Karnik
and Mendel [11], and Melgarejo [12]).

The main equations of the Enhanced Karnik-Mendel (EKM) algorithm for
computing  (see Wu and Mendel [8]) are provided as follows:

(2)

(3)

where  and  are the UMF and LMF of , and the main interest is to find the point N
in which  and  are located. Improved routines for computing  are proposed
by Melgarejo and Bernal [13] through the IASCO (Iterative Algorithm With Stop
Condition) algorithm.

4 Centroid-Based CCR Model with Type-2 Fuzzy Parameters

Applications of fuzzy sets in DEA problems are classified by Lertworasirikul et al.
[14, 15], and Karsak [16] into four groups: 1- tolerance approaches, 2- α-level approach,
3- fuzzy classification, and 4- possibility approach. Girod and Triantis [17] proposed a
fuzzy BCC with free disposal hull (FDH) which converges to radial efficiency measures
(see Hatami, Emrouznejad and Tavana [18]).

The main idea is to incorporate the opinion of multiple experts to define the inputs
and outputs of each DMU using Type-2 fuzzy sets, so we modify the crisp CCR model
to include Interval Type-2 fuzzy sets. Based on the crisp CCR model, a model that
incorporates Interval Type-2 fuzzy inputs and outputs, is presented as follows:

(4)

where , , and u, v are weights of the DMUs.
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Now, model (4) is still a nonlinear problem that needs special treatment, so we
propose to reduce its complexity using the centroids of every input-output pair as a priori
information to solve it using a two-step LP method, as shown in next section.

4.1 A Centroid-Based Two-Step LP Proposal

1. Compute ,  of every Type-2 fuzzy inputs-outputs the problem.
2. Set  and  as the expected value of fuzzy inputs-outputs.
3. Solve the following interval-valued linear programming problem using 

and  of each DMU:

(5)

where , and u, v are weights of the DMUs.
4. This implies to solve a two-level LP model where  comes from next LP:

(6)

And  comes from next LP:

(7)

5. Return  as the set of expected solutions of each  output .

After computing  the most efficient and less efficient DMUs have to be
identified and further decisions can be performed over this information. Usually most
efficient DMUs are encouraged to be relative operation points while other DMUs are
encouraged to be improved in order to go up their performance.
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5 An Example

This case study is an example proposed by Cooper et al. [20] as an input-to-output
problem. Assuming that there are 8 shops (see the first column of Table 1), this problem
can be solved with the classical multiplier CCR-DEA model.

Table 1. Crisp data. Taken from Cooper et al. [19]

Shops

1 2 3 4 5 6 7 8

Staff 2 3 3 4 5 5 6 8

Sales 1 3 2 3 4 2 3 5

To include multiple expert opinions into this fuzzy problem, we used triangular
membership functions for their UMFs and LMFs as shown in Table 2.

Table 2. Parameters of the interval type- fuzzy inputs

Shop 1 2 3 4 5 6 7 8

1.2 2.2 2.2 3.2 4.2 4.2 5.2 7.2

0.2 2.2 1.2 2.2 3.2 1.2 2.2 4.2

2 3 3 4 5 5 6 8
1 3 2 3 4 2 3 5
2.8 3.8 3.8 4.8 5.8 5.8 6.8 8.8

1.8 3.8 2.8 3.8 4.8 2.8 3.8 5.8

1.6 2.6 2.6 3.6 4.6 4.6 5.6 7.6

0.6 2.6 1.6 2.6 3.6 1.6 2.6 4.6

2.4 3.4 3.4 4.4 5.4 5.4 6.4 8.4
1.4 3.4 2.4 3.4 4.4 2.4 3.4 5.4

where all parameters are defined as shown in Fig. 1. The results of computing the cent‐
roids of all inputs-outputs are shown in Table 3.

The computation of the centroids of the parameters can be an expensive task, but it
simplifies optimization process in the sense that it provides a priori information to see
the central behavior of the problem, which finally leads to solve only two LPs per output.
Now, we apply Algorithm 4.1 using the centroids shown in Table 3 to solve the two-
step LP procedure. Final results are shown in Table 4:
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Table 3. Centroids of the inputs X and outputs Y of the example

Shop 1 2 3 4 5 6 7 8

2.1 3.1 3.1 4.1 5.1 5.1 6.1 8.1

  1.9 2.9 2.9 3.9 4.9 4.9 5.9 7.9

1.1 3.1 2.1 3.1 4.1 2.1 3.1 5.1

  0.9 2.9 1.9 2.9 3.9 1.9 2.9 4.9

Table 4. Results of centroid-based optimization process (productivity)

Shop 1 2 3 4 5 6 7 8

0,4745 1 0,6555 0,7438 0,7960 0,3881 0,4918 0,6203

  0,5237 1 0,6774 0,7561 0,8039 0,4117 0,5082 0,6296

As seen in Table 4, the efficiency (via DMUs) of the store 2 is the largest among all
DMUs for both boundaries of the centroids, which means that store 2 is relatively the
most productive store among all stores. In this case, store 2 is (in average) the most
productive store when individually compared to all remaining stores.

On the other hand, shop 6 is the less efficient shop among all them (in average). This
leads us to think that the central behavior of the whole DEA problem puts shop 2 as the
most efficient and shop 6 as the less efficient among all shops. Although we cannot see
the whole behavior of the DMUs, we can see its central behavior which is an additional
information source for decision making.

Note that lower productivities  are always smaller than  except for shop 2
which is always the most productive. This gives us an idea about relative efficiency of
other shops regarding shop 2, which becomes a reference point in terms of productivity.
Finally, the set  for every shop shows us the set of expected productivities
which means that any productivity into  can be considered as normal.

6 Concluding Remarks

The uncertainty generated by the opinion of multiple experts can be managed through
Interval Type-2 fuzzy sets in order to represent linguistic information translated to the
inputs-outputs of a DEA problem.

The proposed two-step LP methodology (see Algorithm 4.1) provides a simpler way
to compute the central behavior of a DEA problem without computing the entire set of
possible choices of inputs-outputs. Although our proposal is a Type-reduced method, it
provides a good idea of the average value of the DEA problem in advance to help deci‐
sion making.

It is important to note that the proposed method predefuzzifies all fuzzy parameters
before finding an optimal solution in order to simplify computations. Other methods
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based on α-levels compute optimal solutions based on fuzzy sets and defuzzify its results
after optimization process which implies much more computations. Evidently, the
obtained solutions are not the same, so analysts have to do a good interpretation of the
obtained results.

Finally, our a priori method provides additional information for decision makers, so
its applicability in cases where no statistical information exists, is wide. Also we provide
a tool for handling information coming from experts which is plenty of linguistic uncer‐
tainty, so our proposal is useful in cases where multiple experts try to find a joint solution
of the problem.

Future Work
The use of constructive approaches (Figueroa-García [20]) for finding optimal solutions
are the next step in fuzzy optimization. This kind of procedures offer complementary
information that combined to the presented approach can enrich decision making.
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Abstract. Local feature extraction is one key step in infrared face recognition
system. In previous local features extraction (local binary pattern and its variants)
on infrared face recognition, a fixed threshold is binary encoded, which consider
limited structure information. An infrared face recognition method based on
adaptive quantization of local directional responses pattern (AQLDRP) is
proposed in this paper. Firstly, the normalized infrared face images are directional
filtered to generate local directional responses, which represent the local struc‐
tures distinctively and are robust to the impacts of imaging conditions. Then, each
local feature vector is quantized by adaptive quantization thresholds to preserve
distinct information. Finally, the partition histograms concatenation representa‐
tion is used for final recognition. The experimental results show the recognition
rates of proposed infrared face recognition method can reach 93.1 % under vari‐
able ambient temperatures, outperform the state-of-the-art methods based on LBP
variants.

Keywords: Adaptive quantization · Infrared face recognition · Local directional
patterns · Feature extraction · Adaptive threshold

1 Introduction

Compared with the visible spectrum imaging, infrared imaging can acquire the interior
subcutaneous anatomical information of a face, which is invariance to the changes in
illumination changes and disguises [1]. Therefore, infrared face recognition is an impor‐
tant branch of automatic face recognition [2]. The popular Eigenfaces feature extraction
(PCA, principal component analysis) is firstly applied to infrared face recognition and
get favorable recognition rate. Following these promising results, many appearance
based feature extractions methods are reported to get whole statistical information in
infrared face: LDA (Linear Discriminant Analysis) and ICA (Independent Component
Analysis) [7, 8]. The experiments based on those existing algorithms demonstrated that
the performance of infrared face recognition system greatly declines when the database
contains time-lapse data, i.e., the test samples are not collected at the same time with
the training samples (the challenges from the external environment temperature, low
resolution, and other imaging conditions) [1, 2]. Recently, local feature extraction
methods, which capture the useful local structure in a face, are appreciated for infrared
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face recognition research [2]. In a series of influential researches, Local Binary Pattern
(LBP) and its variants is introduced to local–matching of infrared face [3]. Other reported
infrared face recognition approaches are based on the use of multi-scale transform:
wavelet transform and curvelet transform. However, most of researches focused on near
infrared face imaging, which is unsuitable for uncooperative user applications.

This paper focuses on the far infrared face recognition. Local binary pattern was
applied to far infrared face feature extraction by Xie et al. in 2011 [9], which got a better
performance than appearance based methods such as PCA, LDA and ICA. In last decade
years LBP-based texture analysis has gotten more and more attentions for local feature
representation. LBP encodes the relative intensity magnitude between central pixel and
its neighboring pixels, which can capture the discriminative micro-structures in an image
such as flat areas, spots, lines and edges [5, 10]. Since the impact of external environment
temperature on infrared face image is almost a monotonic transform, the LBP can extract
robust features for infrared face recognition, which is little sensitive to the environment
temperatures.

Although LBP performs efficiently in the aspect of feature extraction, they still suffer
from the intensity change problem [6]. Abundant LBP-based modification methods were
proposed to increase the discriminative capability and remedy the intensity change
problem [11–13]. Recently, Jabid et al. [11] presented a Local Directional Pattern (LDP)
by taking the edge responding information in different directions into account for noise
alleviation. However, LDP operator used the number of maximum responses to generate
a decimal pattern, which is different from the LBP operation. Furthermore, the local
binary pattern (LBP) operator used a fixed threshold to generate a decimal number to
label each local structure, which considering limited infrared face statistical characters.

Motivated by LBP operation using binary coding for quantization and LDP noise
alleviation, in this paper we proposed an adaptive quantization method of local direc‐
tional responses for infrared face recognition. The local directional responses are used
to handle infrared imaging noises. The adaptive quantization measure of local directional
responses vector is employed to reduce the quantization loss and thus preserve more
local structure information in infrared face images. As will be shown in the experiments,
our feature representation method is robust to noise and discriminative for infrared face
recognition.

2 Related Works

Local binary patterns were introduced by Ojala [10] which has a low computational
complexity and a low sensitivity to monotonic photometric changes. It has been widely
used in biometrics such as face recognition, gender classification, iris recognition and
infrared face recognition [4]. In its simplest form, an LBP description of a pixel is created
by threshold the values of the 3 × 3 neighborhood of the pixel against the central pixel
and encoding the result by a binary number. The parameters of the original LBP operator
with one pixel radius and 8 neighborhood points are demonstrated in Fig. 1. LBP code
for center point  can be defined as:
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(1)

(2)

Where  is the coordinate of the central pixel,  is the gray value of the central
pixel,  is the value of its neighbors, P is the total number of sampling points and R is
the radius of the neighborhood. As shown in Fig. 1, the LBP patterns with different
radiuses characterize different size local structures. In other words, a radius R stands for
a scale. The parameters (P, R) can be (8,1), (8, 2), (16, 2) and (8, 3) etc.

Fig. 1. The parameters P and R of LBP

Local Directional Pattern (LDP) calculates the responses between the masks in 8
different directions and the center block to substitute the pixel values in the corre‐
sponding positions of the center block [11]. Kirsch masks with 8 directions (M0–M7)
are used for convolution in calculating the responses (m0– m7) (Fig. 2).

Fig. 2. Kirsch edge masks in all eight directions.

Then, the top k bits of 8 directional responses are set to 1. The remaining bits are set
to 0. Finally, similar to LBP coding pattern, the LDP code is derived using (3)

(3)

where  is the k-th biggest directional response.
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The LDP feature overcomes the limitations of LBP features since LDP is derived
from the edge responses which are less sensitive to illumination changes and noises
[6, 13]. In this paper, we make full use of the local directional responses. The vector
of local directional responses V can be expressed by

(4)

An important shortcoming in LDP is the empirical binary encoding of directional
response which has limited distinguishing ability. It is interesting to find a reasonable
way to quantize the directional response vector.

3 Adaptive Quantization of Local Directional Responses

In order to transform the local directional response vector to a code number, the elements
of each local directional response vector should be first quantized into N states. We need
some quantization thresholds to ensure the quantized local feature vectors are distinct
and preserve enough information [12]. The learning stage is to obtain some self-adaptive
thresholds. Inspired by the classic histogram specification in image processing [14], the
thresholds for N levels are set so that 1/N of the histogram area is within each bin
(between two adjacent thresholds). The adaptive quantization for infrared face data has
two steps:

3.1 Normalization of Directional Responses Vector

The normalization of local feature is one important step to reduce the effects of noise
and imaging conditions. In this paper, we propose a way of normalization and describe
as following. Let the local directional responses vector be .

The normalized local feature vector is illustrated as:

(5)

where  is the normalized local directional response defined as:

(6)

(7)

where  is the mean value of  for an infrared image, and it is easy to find out
that 0 ≤  < 1.

3.2 Quantization

In order to transform the local feature vector to a code number, the elements of each
local feature vector should be first quantized into N states. We need some quantization
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thresholds to ensure the quantized local feature vectors are distinct and preserve enough
information. The learning stage based on the distribution of  is applied to obtain some
self-adaptive thresholds. This process is similar to classic histogram equalization in
image processing. Let  denote the probability density function (PDF) of  in one
infrared image [15]. The monotonous transformation function f (v) can be gotten by:

(8)

Where  stands for the possible values of elements in the normalized local directional
responses vector V. The thresholds for  could be determined by . Accordingly,
the self-adaptive thresholds T are

(9)

As a result, the vector of local directional responses V can be quantized to  by the
adaptive thresholds T.

(10)

4 The Proposed Infrared Face Recognition

In this section, the detail realization of the proposed infrared face recognition is listed
as follow:

Stage one: Infrared face detection and normalization [1]. After normalization, the
resolution of infrared face images is the same.

Stage two: The normalized infrared face image is filtered to the local directional
responses vector V for each pixel.

Stage three: Adaptive quantization proposed in Sect. 3 is applied to describe the
adaptive quantization of local directional responses pattern (AQLDRP) by the following
formula

(11)

Stage four: The histogram representation  of  is used to get final features
by partitioning modes. Suppose the partition block face image is of size ( ). After
identifying the  code of each pixel , by computing the  patterns
histogram, our infrared face recognition method achieves the final features.

(12)
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(13)

where the value r ranges from 0 to .
Last stage: The nearest neighborhood classifier (NNC) is employed to perform the

recognition task. In our infrared face recognition method, NNC is based on dissimilarity
of final features between training datasets and test face. As traditional criterion based
on LBP histogram, the metric based on chi-square statistic is used [13, 14]. The dissim‐
ilarity of two histograms  can be gotten by:

(14)

Where n is the dimension of histogram representation of AQLDRP.

5 Results and Discussion

Our infrared dataset in this paper were captured by an infrared camera Thermo Vision
A40 supplied by FLIR Systems Inc [1, 9], which can be divided into same-time data and
time-lapse data. The training same-time data comprises 500 thermal images of 50 indi‐
viduals which were carefully collected under the similar conditions controlled by the air
conditioner. The time-lapse data consists of 165 thermal images of one individual which
were collected under ambient temperatures from 24.3 to 28.4 oC. The original size for
each image is 240 × 320. After preprocess and normalization, it becomes 80 × 60. Our
experiments take the nearest neighbor distance for final classifier (Fig. 3).

Fig. 3. Part of infrared face database

In our experiments, AQLDRP based on adaptive vector quantization is occupied for
infrared face feature extraction, the parameter N can be 2, 3 and 4. To consider the space
location information, the partitioning AQLDRP is applied to get final connect histogram
features. In this paper, we use the 4 × 2 partition mode. The dimension number of
histogram extracted by our proposed AQLDRP is . The recognition rates with
different parameters N are shown in Table 1.
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Table 1. The Recognition Rates with different N

Parameter N Recognition Rates

2 88.6 %

3 92.5 %

4 93.1 %

5 93.1 %

Table 1 shows that the classification accuracies increase with N. A larger N indeed
makes the feature more accurate but bring some redundancy as well, so the improvement
of performance is limited. However, the larger N would introduce more features. The
N can be too larger. According to Table 1, when N equals 3, satisfactory performance
without too high feature dimensionality can be achieved. Therefore, in this paper the
parameter N is 3.

Liking the local feature descriptors based on histogram, the partitioning modes of
AQLDRP is an important factor for discriminative information representation. Five
modes of partitioning are used to the effect on infrared face recognition: 1 is non-parti‐
tioning, 2 is 2 × 2, 3 is 4 × 2, 4 is 2 × 4, and 5 is 4 × 4. The recognition results based
on AQLDRP and LBP with different partitioning modes are demonstrated in Fig. 4.

1 2 3 4 5
40

50

60

70

80

90

100

LBP
AQLDRP

Fig. 4. Recognition results with different partitioning modes

It can be seen from Fig. 4 that feature extraction method based on AQLDRP can get
best recognition rate at partitioning mode 4 × 2. When the number of patches reaches a
threshold, the more patches not always contribute to the better recognition performance.

To verify the effectiveness of the proposed features extraction method for infrared
face recognition, we conducted experiments to compare different approaches by the
AQLDRP and three existing features extraction algorithms: traditional LBP [9], tradi‐
tional LDP [11] and PCA + LDA [8].
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The top recognition results are demonstrated in Table 2. It can be seen from the
Table 2 that adaptive quantization of local directional responses can improve the recog‐
nition performance of traditional LDP. It is also revealed from Table 2, compared with
traditional LBP, our proposed AQLDRP can preserve more local structure information
in infrared face representation, which contributes to better recognition performance.

Table 2. The Top Recognition Rates of Different Methods

Methods Recognition Rates

AQLDRP 93.1 %

LDP 88.0 %

LBP 87.4 %

PCA + LDA 33.6 %

6 Conclusions

The conventional LBP-based feature as represented by the empirical binary encoding
has limited distinguishing ability. To overcome this limitation, a novel feature extraction
based on AQLDRP is proposed for infrared face recognition. The proposed feature is
based on adaptive quantization of local directional responses vector could provide much
more information than traditional empirical encoding measure. Our experiments illus‐
trate that the proposed AQLDRP can extract accurate discriminative information and
decrease the influence of infrared imaging factors, the performance of the proposed
infrared face recognition method outperforms state-of-the-art methods based on LBP
and LDP.
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Abstract. Tongue diagnosis characterization is a key research issue in the
development of Traditional Chinese Medicine (TCM). Many kinds of infor-
mation, such as tongue body color, coat color and coat thickness, can be
reflected from a tongue image. That is, tongue images are multi-label data.
However, traditional supervised learning is used to model single-label data. In
this paper, multi-label learning is applied to the tongue image classification.
Color features and texture features are extracted after separation of tongue coat
and body, and multi-label learning algorithms are used for classification. Results
showed LEAD (Multi-Label Learning by Exploiting Label Dependency), a
multi-label learning algorithm demonstrating to exploit correlations among
labels, is superior to the other multi-label algorithms. At last, the iteration
algorithm is used to set an optimal threshold for each label to improve the results
of LEAD. In this paper, we have provided an effective way for computer aided
TCM diagnosis.

Keywords: Tongue diagnosis � Tongue image � Multi-label learning

1 Introduction

In recent years, automatic classification of tongue image in TCM gradually becomes a
hot research. Automatic classification of tongue coat based on neural network inte-
gration was used in [1]. Supervised FCM clustering algorithm was put forward in [2],
to classify the color tongue images. Weighted Support Vector Machine (WSVM) was
adopted in the classification of large number of tongue image samples in [3], thus
improving the recognition accuracy. An improved BP algorithm was applied to con-
struct neural network model of TCM tongue intelligent diagnosis in [4]. A series of
weak classifiers were promoted to strong classifiers, to carry on an in-depth study on
the classification of tongue color in [5]. Considerable progress in tongue image clas-
sification has been made and the development of tongue diagnosis characterization has
been promoted through these studies. But the above classification algorithms works
under the single-label scenario, i.e. each example is associated with one single label
characterizing its property. However a tongue image is associated with multiple labels
of tongue body color, coat color and coat thickness simultaneously. Aiming at this
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problem, multi-label learning is applied in this paper. In multi-label learning, each
example in the training set is represented by a feature vector and associated with a set
of labels. The task is then to predict the label sets of unseen examples through ana-
lyzing training examples with known label sets.

The paper is organized as followed. Section 2 introduces tongue image acquisition
and labeling. Section 3 shows the extraction of color features and texture features.
Section 4 represents the evaluation metrics and algorithms of multi-label learning.
Section 5 reports the experimental results of different algorithms. Section 6 concludes.

2 Related Works

2.1 Tongue Image Acquisition

The tongue images were collected by the tongue image instrument in Hospital of
Beijing University of Technology. The light environment is unified in the tongue image
instrument and the camera is CANON1100D with AF. The subjects were asked to sit
straight, open the mouth, and stretch out the tongue as naturally as possible.

2.2 Tongue Image Preprocessing

Segmentation is done on the original tongue images collected by tongue image
instrument, to get the tongue area only. The original image and the tongue area are
shown in Fig. 1.

2.3 Tongue Image Labeling

According to the suggestion given by TCM experts,we used the most common 7 labels
to build the label space, namely pink tongue, red tongue, dark red tongue, thin white
coat, thin yellow coat, thick white coat and thick yellow coat. TCM experts chose 702
typical tongue images as samples, and assigned proper labels for each tongue image
from the label space as the image’s label set. If the tongue body color is between two
kinds of color, the two kinds of color are both included in its label set. The schematic
diagram of tongue image labeling is shown in Fig. 2.

Fig. 1. The original image and the tongue area
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3 Feature Extractions

A series of sub-block images were selected and the RGB values of each pixel in the
sub-block image were taken as the characteristics of the tongue image in [3]. The
chromaticity coordinates mean of each sub-block image was calculated as the feature
vector of the network in [1]. Accumulative histogram based on HSV color space was
used for tongue retrieval in [6]. The selection of sub-block images in the above
methods has certain subjectivity. Besides, tongue body color and coat color are not
discussed separately, and tongue blocking is not taken into consideration either.
Therefore, separation of tongue coat and body was done first in this paper, and then the
main color characteristic of tongue coat and body was extracted separately. Finally, the
tongue image was divided into five regions, and four-dimensional texture feature was
extracted from each region with the method of GLCM [7].

3.1 Separation of Tongue Coat and Body

At present, the methods of the separation of tongue coat and body are K-means
clustering [8], fuzzy clustering [9], threshold value method [10] and so on. Clustering
methods has weak adaptively, and the traditional single threshold value method usually
has poor effect. Consequently, the algorithm of dynamic threshold combing multiple
channels in [11] was used for separation in this paper.

The results of experiments show that the algorithm can achieve good effects. One of
the separation results is as follows: the original image, tongue body and tongue coat are
shown in Figs. 3, 4 and 5 respectively.

(a) Pink tongue + thin yellow coat (b) Pink tongue+thin yellow coat+thick yellow coat

(c) Pink tongue+dark red tongue+          (d) Red tongue+thick white coat
thick yellow coat+thick white coat 

Fig. 2. The schematic diagram of tongue image labeling
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3.2 Color Feature Extraction

Often a few colors can cover most pixels of an image and the occurrence probability of
different colors is different, therefore, several frequent colors can be selected as the
main colors through the statistical probability of all colors in the image. For the above
reasons, main color histogram was adopted to extract color features in this article. Since
the HSV [12] color space is for visual perception and is closer to the way humans
perceive color, HSV color space was used in this paper.

We chose pink tongue images with thin white coat, red tongue images with thin
yellow coat, dark red tongue images with thick yellow coat and dark red tongue images
with thick white coat from the samples, and the number of each kind is 15. After
separation of tongue coat and body on those 60 images, tongue coat image and tongue
body images were converted from RGB into HSV space separately. Then we extracted
the H, S and V on each coat image and body image. Results show that about 88 % of
the 60 tongue images meet the corresponding relationship reflected in Tables 1 and 2.
From these two tables, we can see that tongue coat color and tongue body color can be
distinguished with the methods used in this paper.

Table 1. Correspondence between the coat color and H, S, V values

Fig. 3. The original image Fig. 4. Tongue body

Fig. 5. Tongue coat

a1      

2/5

a2

2/5

a4

the herringbone

groove midpoint

root

margin

center

tip

a5

Fig. 6. Tongue blocking
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On the basis of visual resolving power and different scope of color, we quantified
hue H, saturation S and luminance V into 16 parts, 4 parts and 4 parts respectively with
unequal interval. Then H, S and V were weighted into a one-dimensional histogram L
according to L = 16H + 4S + V. Statistics was made on L and then L was sorted in
descending order. We chose the sorted L’ first five values and their bins as the color
feature both on tongue coat and body images. There are 20 dimensions of color
features.

3.3 Texture Feature Extraction

As can be seen from Tables 1 and 2, the H, S value of thin yellow coat and thick yellow
coat has the same range. So it is difficult to identify coat thickness just by color
features. Through the observation and analysis on thick coat images and thin ones, we
can find a big difference on roughness between most of them: thin coat has a rough
texture and the thick is on the contrary. For this reason, the texture features were added
in this paper. Texture is formed owing to the recurring of gray distribution at spatial
position, so there is a certain gray relationship between two pixels at certain intervals,
i.e. the spatial correlation characteristics of gray in an image. Gray level co-occurrence
matrix (GLCM) is a common way to describe texture by studying the spatial correlation
characteristics of gray. GLCM were utilized to extract the texture features of tongue
images. In this paper, 4 scalars of energy, entropy, contrast and correlation are used to
characterize GLCM. The 4 scalars are expressed as follows [13]:

Energy: ASM =
X
i

X
j

P i; jð Þð Þ2 ð1Þ

Entropy : ENT ¼ �
X
i

X
j

P i; jð Þ logP i; jð Þ ð2Þ

Contrast : CON ¼
X
i

X
j

i� jð Þ2P i; jð Þ ð3Þ

Correlation : COR ¼

P
i

P
j
i� j� P i; jð Þ2�lxly

dxdy
ð4Þ

Table 2. Correspondence between the tongue body color and H, S, V values
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where P i; jð Þ is the normalized matrix of GLCM, lx and ly are the horizontal and
vertical mean of the image respectively. dx and dy are the horizontal and vertical
variances of the image respectively.

In order to compare the texture features of thin coat and thick coat, we selected 40
thin coat tongue images (20 thin yellow coat and 20 thin white coat) and 40 thick coat
tongue images (20 thick yellow coat and 20 thick white coat) from the samples. Then
we extracted energy, entropy, contrast and correlation on the tongue coat part of each
image after separation of tongue coat and body. The average results are shown in
Table 3. From these figures, we may see that the thin coat has smaller energy and
correlation, bigger entropy, while the thick coat is on the contrary. The results are
consistent with the actual situation.

In the light of the theory of TCM, tongue has a close relationship with internal organ
channels. According to [14], the diseases of internal organs are reflected on tongue
surface. There is a certain distribution: cardiopulmonary corresponds to the tip of tongue,
spleen and stomach to the center of tongue, kidney to the root, liver and gall to themargin.
Tongue surface is divided into five parts in this paper: the root of tongue, the center, the
tip, the left and right margin. According to [15], from the tip of tongue to the herringbone
groove midpoint are divided into 5 equal parts, first 1/5 is the tip of the tongue, the second
2/5 is the center of the tongue, and the third 2/5 is the root of the tongue. After drawing a
midline between the center line and the edge of the tongue image, the outside of the
midline is called tongue margin. The division result is shown in Fig. 6.

The 4 values of energy, entropy, contrast and correlation are extracted from the
above 5 regions respectively as texture features. There are 20 dimensions of texture
features.

The all 40 dimensions of color features and texture features are shown in Table 4.

Table 3. The texture features of four kinds of tongue images

Table 4. The composition of 40 features
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4 Multi-label Learning

What’s more, there is some correlation between the labels of tongue images. For
example, the probability of a tongue image be annotated with label “thin white coat”
would be high if we know it has label “pink tongue”, because the pink tongue with thin
white coat is regarded as the normal tongue in TCM [14]. Therefore, effectively
exploiting correlations between different labels can improve the classification accuracy.
There are already many multi-label learning algorithms aiming to exploiting label
correlations. In this paper, many different multi-label algorithms were used to classify
tongue images. When the multi-label learning is applied to tongue classification, there
are several key issues to be addressed:

4.1 Evaluation Metrics

Since each example is associated with multiple labels at the same time, namely the
prediction result of multi-label learning is a vector, the evaluation metrics in traditional
single-label learning, such as accuracy, precision, recall, etc., can’t be used in
multi-label learning directly. Currently there is no universal multi-label evaluation
metric that is applicable to all problems, and the choice of metrics depends on specific
learning tasks. Based on the particular case of tongue image classification, the fol-
lowing three evaluation metrics are adopted in this paper: hamming loss [16], average
precision [16] and @ � Evaluation [17]. Hamming loss is used to investigate the
misclassification on a single label. Average precision is used to investigate the average
accuracy of multi-label learning. @ � Evaluation is used to investigate the average ratio
of correct labels on a test sample. The smaller the value of hamming loss is, the better
the performance of the classifier, while the average precision and @ � Evaluation are
on the contrary.

4.2 Learning Algorithms

The multi-label learning algorithms are divided into two categories in [16]: problem
transformation method and algorithm adaptation method. The former category trans-
forms multi-label learning problems into multiple single-label classification problems by
processing the data set. The latter category tackles multi-label learning problem by
expanding a certain single-label classification algorithm to deal with multi-label data
directly. Both the size of tongue image samples and labels is big, so a lot of time would
be spent on the conversion of data sets if problem transformation method was employed.
Therefore, algorithm adaptation method is used to classify tongue images in this paper.

Six commonly used algorithms of algorithm adaptation method were chosen, and
they are ML-kNN [18], Rank-SVM [19], LEAD [20], BP-MLL [21], ML-RBF and
MLNB. The results of these algorithms were compared in this paper.

The parameter neighbor number k is set from 5 to 10 in ML-kNN. Linear kernel,
RBF kernel and polynomial kernel are adopted in the SVM kernel function of LEAD
respectively. We can get the best g 0.1 with PSO parameter optimization in the case of
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RBF kernel function, and then three different g are used. When the kernel is polyno-
mial, parameters gamma and coefficient are set to 1/k (k is the number of label, i.e. 7)
and 0 separately, parameter degree is assigned to three values 2, 3 and 4. In ML-RBF,
the parameter @ and l are given 5 pairs of different values. Six different values of
parameter ratio are set from 0.1 to 0.6 in MLNB. In BP_MLL, parameters c and epochs
are assigned to 5 pairs of different values. In RankSVM, SVM kernel function is
discussed in three cases of linear kernel, RBF kernel and polynomial kernel. Take
optimal parameter (g = 0.1, C = 0.8) after PSO parameter optimization and two pairs of
nearby values to compare in the case of RBF. Parameters gamma, coefficient and c are
set to 1/k (k is the number of label, i.e. 7), 0 and 1 separately, and parameter degree is
assigned to three values 2, 3 and 4 when the kernel is polynomial.

4.3 Threshold Value Selection

Given a multi-label training set D ¼ xi; Yið Þ j 1� i�mf g, hðxi; yÞ returns the confi-
dence of labeling xi with y.Given a threshold function t : X ! R, we have
rðxiÞ ¼ fy j hðxi; yÞ[ tðxiÞg. Here, tðxiÞ produces a bipartition of label space Y into
relevant label set and irrelevant label set. In some algorithms, tðxiÞ is set to 0.5. If
hðxi; yÞ, the probability of example xi belonging to a certain label y, is higher than 0.5,
then y is added to the label set of xi, and the label y is set to 1. Whether the threshold
value is appropriate or not, has a relationship with the algorithm accuracy. If the
threshold value is too small, the tongue image not belonging to the label may be
mislabeled 1. If the value is too big, the tongue image belonging to the label may be
mislabeled 0, which causing the omission of label set. What’s more, the distribution of
each label is different, so providing the same threshold value for all labels is not
appropriate. In this paper, we proposed to apply the iteration algorithm to determinate
the optimal threshold in multi-label learning. We compared the result of the iteration
algorithm with another threshold determination algorithm DTML in [22].

DTML threshold determination algorithm The classification model is used to train
training data set in DTML firstly. Then, the confidences of every sample belonging to
each label are obtained, and these confidences are stored in corresponding sets, as
shown in Eqs. 5 and 6. After that, these confidences are learned to determine a
threshold value for every label.

Kþ
l ¼ f ðxi; ylÞ j xi 2 Dþ

l

� �
; 1� l� Yj j ð5Þ

K�
l ¼ f ðxi; ylÞ j xi 2 D�

l

� �
; 1� l� Yj j ð6Þ

where Dþ
l (D

�
l ) represents set consisting of all the samples whose label sets contain (not

contain) label yl. All the samples that are predicted to belong to label yl are chosen, and
the confidence sets of these samples are represented by K�

l . Constitute two intervals by
the minimum and maximum values in K�

l . In fact, the confidence hðxi; ylÞ in K�
l is

concentrated on a certain section of interval. We suppose that hðxi; ylÞ both in Kþ
l and

K�
l approximately obeys the normal distribution.
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In order to determine the minimum threshold, unbiased estimation is used to
estimate parameter l and d in normal distribution, as shown in Eqs. 7 and 8.

l�l
^

¼ 1
D�

l

�� ��X
D�

lj j

i¼1

f ðxi; ylÞ; xi 2 D�
l ð7Þ

d�l
^

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

D�
l

�� ��� 1

XD�
lj j

i¼1

ðf ðxi; ylÞ � l�l
^
Þ2;

vuut
xi 2 D�

l ð8Þ

where lþl
^
(l�l
^
) is the mean value of all confidence in Kþ

l (K
�
l ), and dþl

^
(d�l
^
) is the

standard deviation of all fractions in Kþ
l (K

�
l ). According to the 3d standard of normal

distribution, the threshold values are set to the following three kinds:

Minl ¼ lþl � i � dþl ; 1� i� 3 ð9Þ

Maxl ¼ l�l þ i � d�l ; 1� i� 3 ð10Þ

Midl ¼ ðMinl þMaxlÞ=2; 1� i� 3 ð11Þ

The iteration algorithm of the optimal threshold The DTML threshold determina-
tion algorithm not only has complicated procedure, but also has 9 kinds of possible
threshold values (Eqs. 9, 10, 11) for each label, and it is quite troublesome to find the
optimal threshold. In this paper, for the first time we applied the iteration algorithm to
the determination of the optimal threshold in multi-label learning.

The iterative algorithm is based on the idea of approximation. It is a process about
how to get the optimal threshold value for multi-label learning algorithms with the
iterative algorithm.D ¼ xi; Yið Þ j 1� i�mf g is the multi-label data, m is the number of
data.Y ¼ y1; y2; � � �; yq

� �
is the finite set of q possible labels. The output is

Tl(1� l� q), representing the optimal threshold of each label.

5 Experimental Results and Discussion

First, the 702 tongue image samples were labeled according to the label space “pink
tongue, red tongue, dark red tongue, thin white coat, thin yellow coat, thick white coat
and thick yellow coat”, labeled 1 if meeting the corresponding category, otherwise
labeled 0. Then 20 dimensions color features and 20 dimensions texture features were
extracted. After that, hamming loss, average precision and @ � Evaluation were used to
compare the classification result of the six different algorithms. Parameters b and c in
@ � Evaluation are set to 1, thus @ � Evaluation becoming the simplest form.
Parameter @ reflects how much to forgive errors made in predicting labels, @ is set to
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0.5 in this paper. At last, DTML and the iteration algorithm were used to improve the
classification results.

5.1 Classification Results

Ten-fold cross-validation is performed and the mean metric value as well as the
standard deviation of each algorithm is recorded, and the detailed results in term of
different evaluation metrics with different parameters. By careful experiments, it is
shown that ML-kNN works best when k is 9. We can find that LEAD gets the best with
linear kernel function. The experiments indicate ML-RBF achieves the best perfor-
mance with @ = 0.01, l = 1.0. Results show that the best parameter ratio is 0.6.
BP_MLL gets the best result when c = 20 % and epochs = 100. Linear kernel out-
performs the other two for Rank-SVM. LEAD is significantly superior to the other five
algorithms. DTML and the iteration algorithm were used in LEAD to improve the
classification results further. Since average precision is not affected by the threshold
value, hamming loss and @ � Evaluation were chosen to assess the classification results
under different threshold values. Figure 7 is the result of DTML. Hamming loss is the
minimum and @ � Evaluation is the maximum when the value isMaxl and i is 1, which
is superior to the classification result of 0.5. Table 5 is the threshold values of the
iterative algorithm compared with the best result of DTML (the threshold value is Maxl
and i is 1) and the original threshold 0.5. We can see from this table that the iterative
algorithm and DTML can both provide a threshold for each of the labels. Figure 8 is the
comparison values of hamming loss and @ � Evaluation in DTML and iteration
algorithm. We can see that iteration algorithm achieves better result both on Hamming
loss and @ � Evaluation than DTML from Fig. 8.

5.2 Results Interpretation

LEAD is superior to the others in tongue image classification can reflect that exploiting
label correlation contribute to the improvement of the classification accuracy. The pink
tongue with thin white coat is regarded as the normal tongue and the dark red tongue
with thick yellow coat is related with blood stasis in TCM [14]. These underlying joint
label dependences could be well represented by a DAG with the feature vector as a
common parent in LEAD; the correlations between different labels are effectively
exploited with the Bayesian network. As a result, learning with LEAD in tongue image
classification would give excellent performance.

The iteration algorithm tries to find an optimal threshold for each label by learning
from the training data set. An optimal threshold will be set for each label, according to
different distributions for each label. One label will be predicted only if the value of real
valued function is bigger than the threshold which was set for this label. The iteration
algorithm has better result both than 0.5 and DTML.
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6 Conclusions

When multi-label learning is applied in tongue image classification, multiple labels of
tongue body color, coat color and coat thickness can be predicted simultaneously.
Moreover, multi-label learning takes full advantage of the correlation between the
various labels, more consistent with the actual situation. At present, there is almost no
literature on the multi-label learning of tongue images at home and abroad. In this
paper, we firstly extracted 20 d color features and 20 d texture features on the basis of
separation of tongue coat and body as well as tongue blocking. Then six kinds of
multi-label learning algorithms were adopted to classify tongue images. At last, the
iteration algorithm was applied in LEAD, which has a better performance than 0.5 and
DTML. Multiple colors are used to describe the tongue body color in an image can
better reflect the diversity of colors. But if the weight values of different colors are

Fig. 7. The values of Hamming loss and @ � Evaluation in DTML

Table 5. The threshold values under different algorithms
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Fig. 8. Comparison of Hamming loss and @ � Evaluation in DTML and iteration algorithm
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taken into account in the subsequent work, the description of tongue images can be
more objective.
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Abstract. A challenging problem of image retrieval is the similarity learning
between images. To improve similarity search in Content-Based Image Retrieval
(CBIR), many studies on distance metric learning have been published. Despite
their success, most existing methods are limited in two aspects: (i) they usually
attempt to learn a linear distance metric, which limits their capacity of measuring
similarity for complex applications; (ii) they are often designed for learning
metrics on unique-modal data, which could be suboptimal for similarity learning
on multimedia objects with multiple feature representations. To overcome these
limitations, in this paper, we investigate the online kernel-based multimodal
similarity learning, which aims to integrate multiple kernels for learning mul-
timodal similarity functions, and conduct experiments to evaluate the perfor-
mance of the proposed method for CBIR on several different image datasets.
The experiment results are encouraging and verify the effectiveness and the
superiority of the proposed method.

Keywords: Kernel function � Similarity learning � Online learning � Image
retrieval

1 Introduction

Similarity measuring is a basic issue in multimedia retrieval tasks [1, 3], which has
been actively studied in the fields of data analysis, signal processing, computer vision,
etc. [5, 11, 12]. The performance of similarity search crucially depends on both
effective feature representation and proper similarity measurement. On one hand,
feature descriptors vary from global features, such as color features [22], edge features
[22], texture features [13] and GIST [14, 23], to local feature representations, such as
bag-of-words models [24–26, 29] using local descriptors (e.g. SIFT [16] and SURF
[17] features). On the other hand, various similarity functions have been proposed for
similarity learning, such as Euclidean distance and cosine similarity, etc. In conven-
tional CBIR systems [4, 8], images are represented in a feature vector space, and the
typical choices of similarity functions are Euclidean distance and its variants, which
may not be always optimal to measure the similarity of multimedia objects with
multimodal representations.
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Recent years, to improve image similarity search in CBIR, researchers have con-
ducted a number of studies on distance metric learning (DML) [2, 5, 9], which usually
learn to optimize the distance metric of similarity. Although a variety of DML algo-
rithms have been proposed, most existing DML methods suffer from two critical
limitations. First, they usually try to learn a linear distance metric follows the forms of
Mahalanobis distances, which can be viewed as learning a linear function to map
feature vectors into another feature space; heir linearity assumption however may limit
their capacity of learning similarity for complex image patterns in real applications.
Second, even though there are a few existing works for learning nonlinear similarity
function with kernel, they usually do not measure the similarity with multiple kernels,
and they are often designed for learning metrics on unique-modal data, i.e., either a
single type of features or a combined feature space by a simple concatenation of
multiple types of features, which could be not optimal for measuring similarity of
multimedia objects with multimodal representations.

To overcome the above limitations of existing works, in this paper, we introduce a
Online Kernel-Based Multimodal Similarity (OKBMS) learning scheme, which is
inspired by [6]. OKBMS method uses multiple kernels to learn a flexible nonlinear
similarity function for images that are represented in multiple features via an efficient
and scalable online learning scheme. Unlike conventional methods, OKBMS learns
nonlinear similarity function with multiple kernels in an online learning fashion. Thus,
it is able to learn more optimal similarity measurement to improve image similarity
search in CBIR.

The rest of the paper is organized as follow. Section 2 briefly reviews the related
techniques. Section 3 gives problem setting. Section 4 describes our OKBMS algo-
rithm in detail. Section 5 shows experimental results. Finally, Sect. 6 gives a
conclusion.

2 Related Work

As previously analyzed, OKBMS method is mainly about kernel-based multimodal
image similarity learning. Therefore, in this section, we discuss the related works from
the following two aspects.

2.1 Kernel-Based Metric Learning

Kernel methods typically consist of two part. The first part maps the input feature space
into another space which is often much higher or even infinite dimensionality by
applying a nonlinear function; the second part usually applies a linear method in the
high dimension space. Kernel-based methods are not new for image retrieval, for
example, kernel SVM algorithms have been successfully introduced into the CBIR
tasks [20]. Our technique differs from the existing kernel-based methods proposed for
image retrieval which address different types of problems.
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In kernel-based distance metric learning literature, some algorithms were proposed
for similarity learning in CBIR. Also, some metric learning algorithms including (e.g.,
LMNN [15] and NCA) have proved to be able be kernelized by KPCA [18]. Con-
nections between metric and kernel learning, which can provide kernelization for a set
of metric learning methods, have been revealed in recent studies [10]. Our method is
different from these approaches in two aspects. First, our method learns with multiple
kernels while they are designed to learn with a single kernel. Second, they usually
apply a batch learning method, which is not scalable for large scale data, in contrast, we
present online learning algorithm for learning a similarity measurement with multiple
kernels.

2.2 Multiple Kernel Learning

Multiple kernel learning (MKL) [27, 28] allows the practitioner to optimize over linear
combinations of kernels, research in MKL has focused on both learning the MKL
formulations as well as their optimization. Different applications need different for-
mulations, the existing MKL methods use different learning functions for determining
the kernel combinations. According to different principles, existing MKL studies can
be group into different categories [7].

In terms of different combination functions, most MKL studies often work with
linear combinations which have two basic categories: unweighted sum and weighted
sum. In the unweighted sum case, we use sum or mean of the kernels as the combined
kernel; in the weighted case, we can linearly optimize weight for each kernel. There
also studies use the nonlinear combination which apply nonlinear functions of kernel
(e.g., multiplication, power and exponentiation).

In terms of different target functions, MKL algorithms are typically categorized into
three groups: the similarity-based functions; the structural risk functions and the
Bayesian functions. All MKL algorithms have the same goal of learning the optimum
combination of multiple kernels, but the differences between our methods with others
lie in that we aim to learn a kernel-based similarity function for image retrieval while
conventional MKL studies often handle classification tasks.

3 Problem Setting

To formulate the learning task, we define the similarity function Sðx1; x2Þ for any two
images x1; x2 2 R

n,and the training data is given sequentially in the forms of triplet
fðxt; xþt ; x�t Þ; t ¼ 1; . . .; Tg where each triple contains a similar pair (xt and xþt ) and a
dissimilar pair (xt and x�t ), and T is the number of total triples. The goal of this problem
is to learn a similarity function Sð�; �Þ that can always assign higher similarity scores to
pairs of more relevant images, i.e.,

Sðxt; xþt Þ[ Sðxt; x�t Þ ðxt; xþt ; x�t Þ; 8i; ð1Þ
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The above discussion assumes similarity is performed on unique-modal data. We
aim to extend it to multimodal data, where each image is represented by different types
of feature descriptors (e.g., color, edge, or GIST) and the similarity of two images is
computed by different kernel functions. Specially, we adopt m different feature
descriptors to extract feature for representing images and n kernel functions to build
kernels on each kind of feature, which thus result in a total m * n different modalities.

The general idea of extending it to multi-modal is to learn an optimal kernel-based
similarity function for each kernel in each modality, and determine an optimal com-
bination of multiple kernels in building the final similarity function with all modalities:

Sðx1; x2Þ ¼
Xm
i¼1

hiSiðx1; x2Þ ð2Þ

where m denotes the number of modalities, hi 2 ½0; 1�s:t:Pm
i¼1 hi ¼ 1 denotes the

optional combination of for i-th modality.

4 Online Kernel-Based Multimodal Similarity Learning

Figure 1 illustrates the flowchart of the proposed OKBMS method. We aim to learn a
similarity function in the learning phase which used to rank images in the retrieval
phase. During the learning phase, after training a set of OKBS models for each
modality, we apply online learning techniques to update the similarity function on each
modality, i.e., once receiving a triplet training data, we refine each model, and then find
the optimal combination weights of multiple kernels.

Fig. 1. Framework of OKBMS
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In this section, we first introduce online kernel-based similarity learning performed
on unique-modal data, and then extend it to multimodal similarity.

4.1 Online Kernel-Based Similarity

Similar to the W in the similarity function of OASIS algorithm in paper [19],
Swðpi; pjÞ ¼ pTi Wpj, we define a linear operator g that maps a function f 2 H to another
function g f½ � 2 H, in which the H is the corresponding Hilbert space of a given kernel
kð�; �Þ. Based on g, the similarity Sgðx1; x2Þ can be defined as:

Sg x1; x2ð Þ ¼ k x1; �ð Þ; g k x2; �ð Þ½ �h iH ð3Þ

The score computed by Eq. (3) states how strongly x1 is related to x2, and the linear
operator g acts the same way as matrix W .

The online kernel-based similarity aims to learn Sg that can always satisfy the
triplet-wise constrains as follows:

Sgðxt; xþt Þ[ Sgðxt; x�t Þ þ 1 ð4Þ

which puts a restrict in Eq. (1) by introducing a safety margin of 1. By adopting the
framework of OASIS, we can cast the similarity problem into finding the optimum
linear operator through minimizing the following loss function:

L ¼ argmin
g

gk k2HSþC
XT
t¼1

‘gðxt; xþt ; x�t Þ ð5Þ

where T is the total number of triplets, �k kHS is the Hilbert Schmidt norm, and
‘gðxt; xþt ; x�t Þ ¼ maxð0; Sgðxt; x�t Þ � Sgðxt; xþt Þ þ 1Þ.

Similar to the OASIS, we apply the online Passive-Aggressive (PA) algorithm
iteratively over each triplet to optimize g. First, we initialize go to be an identity
operator, then, at each training iteration, given the training triplet ðxt; xþt ; x�t Þ, we
update the operator by solving the follow optimization problem:

gt ¼ argmin
g

1
2

g� gt�1k k2HS þCn ð6Þ

s. t. 1� Sgðxt; xþt Þ þ Sgðxt; x�t Þ� n and n� 0
To solve the problem in Eq. (6), define the Lagrangian as:

L g; n; s; kð Þ ¼ 1
2

g� gt�1k k2HSþCnþ sð1� n� trðgV�
t ÞÞ � kn
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where s� 0 and k� 0 are Lagrangian multipliers, and Vt is a rank one linear operator
defined as:

Vt f½ � �ð Þ ¼ k xt; �ð Þ k xþt ; �
� �� k x�t ; �

� �
; f

� �
H

and V�
t is the adjoint of Vt. The optimal solution satisfies that the gradient vanishes

@L g;n;s;kð Þ
@g ¼ 0, thus

@L g; n; s; kð Þ
@g

¼ g� gt�1 � sVt ¼ 0

therefore, the optimal solution to the Eq. (6) is

gt ¼ gt�1 þ sVt ð7Þ

By setting @L g;n;s;kð Þ
@n ¼ 0:

C � s� k ¼ 0

which, since k� 0, means that s�C. Thus, we obtain

L sð Þ ¼ 1
2
s2 Vtk k2HSþs 1� tr gV�

t

� �� �
¼ � 1

2
s2 Vtk k2HSþs 1� tr gt�1V

�
t

� �� �
Differentiating the equation with respect to s and setting it to zero, we have:

@L sð Þ
@s

¼ �s Vtk k2HSþ‘gt�1 xt; x
þ
t ; x

�
t

� � ¼ 0

which yields

s ¼ ‘gt�1 xt; xþt ; x
�
t

� �
Vtk k2HS

since s�C,we obtain

s ¼ min C;
‘gt�1 xt; xþt ; x

�
t

� �
Vtk k2HS

( )
ð8Þ

Vtk k2HS¼ kðxt; xtÞðkðxþt ; xþt Þ þ kðx�t ; x�t Þ � 2kðxþt ; x�t ÞÞ: ð9Þ
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Finally, we can obtain the computational formula of

Sgt x1; x2ð Þ ¼ k x1; �ð Þ; gt k x2; �ð Þ½ �h iH
¼ k x1; x2ð Þ þ

Xt

j¼1

sjk x1; xj
� �

k xþj ; x2
� �

� k x�j ; x2
� �� � ð10Þ

4.2 Extension to Multimodal Similarity

The above discussion learns similarity function based on unique-modal data, now, we
extend it to multi-modal data.

Assume Ki; i ¼ 1; 2; � � �;m, are m kernel functions, each of them being associated
with Hilbert space Hi. OKBMS aims to learn the set of coefficients
h ¼ h1; h2; � � �; hmð Þ, and consequentially learn the final similarity function:

S x1; x2ð Þ ¼
Xm
i¼1

hiSi x1; x2ð Þ ¼
Xm
i¼1

hi ki x1; �ð Þ; gi ki x2; �ð Þ½ �h iHi
ð11Þ

where gi is the linear operator in Hi. Thus, the OKBMS has two sets of variables to
learn, i.e., the set of linear operator with respect to each different kernels and the set of
combination coefficients. To simultaneously learn both of them, the OBKMS can be
casted into a optimization problem:

min
h2D

min
gi

1
2

Xm
i¼1

hi gik k2HSþC
XT
t¼1

‘ Sðxt; xþt Þ � S xt; x
�
t

� �� � ð12Þ

where S x1; x2ð Þ is given in (11), and D ¼ hjPm
i¼1 hi ¼ 1; hi 2 ½0; 1�� 	

. Specially,
for each kernel, i.e., ki, for each triplet, we apply methods proposed previously in
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OKBS to find the optimal similarity function with respect to kernel ki, and then apply
Hedging algorithm to update the combination weights as follows:

hi tð Þ ¼ hiðt � 1Þbzi tð Þ ð13Þ

zi tð Þ ¼
Y

Sgt�1;i xt; x
þ
t

� �� Sgt�1;i xt; x
�
t

� �� 0
� �

where b 2 0; 1ð Þ is a discounting parameter, and
Q �ð Þ is an indicator function that

output 1 when statement holds and 0 otherwise. Algorithm 2 summarizes the details of
the OKBMS method.

5 Experiment

In this section, we conduct a set of experiments to evaluate the performance of the
proposed algorithm in CBIR. To measure the retrieval performance, we adopt the Mean
Average Precision (MAP) and top-k retrieval accuracy.

5.1 Image Datasets and Sampling Strategy

In the experiment, we adopt four publicly image datasets, which are widely used in some
previous works, including Caltech256,1 Corel5000 [9],2 Indoor3 and ImageCLEF.4

For each dataset, we randomly select a subset from each class to make sure that all

1 http://www.vision.caltech.edu/Image_Datasets/Caltech256/.
2 http://OMKS.stevenhoi.org/.
3 http://www.web.mit.edu/torralba/www/indoor.html.
4 http://imageclef.org/.
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classes have the same number of images, and then randomly split it into four disjoint
partitions: a training set of 50 % images from each classes, a validation set of 10 %
images from each classes, a query set of 10 % images from each classes, and the rest for
test. To sample a training triplet xt; xþt ; x

�
t

� �
, we first uniformly select xt from one class,

and then we uniformly select xþt from the same class, lastly, we select x�t from another
class.

5.2 Features and Kernel Functions

Before represent images, we resize all the images to the scale of 500 × 500 pixels.
Then, we adopt both global and local feature descriptors to extract feature for repre-
senting images. For global features, we extract five features which have been widely
used in previous CBIR studies, including (1) color histogram and color moments,
(2) edge histogram, (3) LBP, (4) Gabor wavelets transformation, (5) GIST. For local
features, we extract the bag-of-visual-words representation using two kinds of
descriptors: the SIFT feature and Hessian Affine interest region detector with threshold
500; SURF feature and SURF detector with threshold 500. By choosing different
vocabulary size and different descriptors, we obtain: SIFT200, SIFT1000, SURF200,
SURF 1000. Thus, pictures are represented into 9 different features [6].

For this features, we can build kernels on them, and we adopt 4 kernels on each
kind of feature, which thus results in a total 36 different kernels. The 4 kernels are:

(1) linear kernel function: k x1; x2ð Þ ¼ x1; x2h i,
(2) polynomial kernel function: k x1; x2ð Þ ¼ c x1; x2h i þ cð Þn,
(3) radial basis function: k x1; x2ð Þ ¼ exp �c x1 � x2k k2

� �
,

(4) sigmoid function: k x1; x2ð Þ ¼ tanh c x1; x2h i þ cð Þ and we select c ¼ 1;
c ¼ 0; n ¼ 2.

5.3 Comparison Results

To evaluate the efficacy of the proposed algorithm, we compare OKBMS for image
retrieval, against several distance metric learning algorithms, include Euclidean,
OASIS [19], LMNN [21], RCA. To adapt these existing distance metric learning
algorithms for multimodal image retrieval, we apply each of them for learning simi-
larity for each modality individually and select the best modality of the highest MAP.

Table 1 shows the Mean Average Precision (MAP) of each algorithm on different
image datasets. and Fig. 2 shows top-k retrieval accuracy of each algorithm on Indoor
dataset and Caltech256 dataset. From both Table 1 and Fig. 2 we can have the similar
observation that our proposed algorithm outperforms other algorithms. This is pri-
marily because a single type feature may fail to exploit the potential of all modalities,
meanwhile multiple types of feature for retrieval could better explore the potential of all
features, which validates the importance of the proposed method.
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Table 1. Evaluation of MAP performance

Algorithms Corel Caltech256 Indoor ImageCLEF

Euclidean 0.1901 0.1856 0.0486 0.5164
OASIS 0.2186 0.2437 0.0502 0.5903
LMNN 0.1936 0.1658 0.0428 0.4764
RCA 0.2037 0.1985 0.0447 0.5842
OKBMS 0.2385 0.3726 0.0962 0.7243

Fig. 2. Top-k precision on Indoor (left) and Caltech256 (right)

Fig. 3. Qualitative comparison of image ranking results
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5.4 Qualitative Comparison

Finally, to examine the qualitative retrieval performance, we sample several query
images from the query set and compare the top ranked images retrieved by different
methods, including Euclidean, OASIS, LMNN, RCA and OKBMS. Figure 3 shows the
results, for each row, the image on the left is the query, others are query results, and
each row represents a method. The result shows that OKBMS generally returns more
relevant results than others and verify the effectiveness of the proposed method.

6 Conclusions

In this paper, we introduced OKBMS, an algorithm of learning similarity functions for
image retrieval. OKBMS learns nonlinear similarity functions by integrating with
multiple kernels through a coherent and scalable online learning scheme which can
learn both the similarity function with each kernel and the combination of multiple
kernels, the nonlinear similarity function can effectively improve image similarity
search. And convincing experimental results demonstrate the effectiveness of the
proposed method. In the future, we will design more effective methods for image
retrieval through other new important breakthrough techniques, such as deep learning,
which has been successfully introduced to computer vision and other applications.
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Abstract. This paper presents a new approach for leaf image set classification,
where each training and testing set contains many image instances of a leaf. This
approach efficiently extends binary classifiers for the task of multi-class image
set classification. First, the training set is divided into two part using clustering
algorithms: one will train a classifier with the images of the query set; the rest of
the training set will evaluate the trained classifier and then predict the class of
the query image set. The PHOG feature and Gist feature of leaf image set are
merged into the whole feature of leaf image sets. Extensive experiments and
comparisons with existing methods show that the proposed approach achieves
state of the art performance for leaf image set recognition.

Keywords: Leaf classification � Reverse training � Multi-features � Image set
classification

1 Introduction

There are more than 300,000 plants species on the earth, and each leaf is special. The
leaves of rhizoma imperatae have sharp blade on the edge, coconut trees in the sea have
big and wide leaves with waves, and plantain leaves are spirally arranged, and so on.
Flower, leaf, fruit or peel can be a part of feature information to recognize a plant. To
handle such volumes of information, development of a quick and efficient classification
method has become an area of active research. Leaf classification is an important
component of plant recognition system [1–4, 21]. Leaf features contain significant
information that can improve the recognition rate. Leaf color is not recognized as an
important aspect to the identification, and the type of the vein is an important mor-
phological characteristic of the leaf, and the shape, size and texture of the leaves also
play an important role in leaf classification. Du et al. [21] used a new method of
describing the characteristics of plant leaves based on the outline fractal dimension and
venation fractal dimension. In this paper, we have carried out multi-feature fusion [2]
for plant leaf image set classification.

The training data and test data in traditional classification system have usually
single or a little number of objects image. With the emergence of big data, micro SD
with big memory and mobile phone with high quality camera, it is very easy to obtain
images in our daily life. Thus, the train set and test set become sets of instants image
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instead of single instant image, namely object recognition with image set. The images
may have various on view, illumination, non-rigid deformation, obscuration, etc. In
recent years, there are many methods to improve recognition rate of image set clas-
sification, and video classification is special case of image set classification with time
sequence [7]. This paper focus on usual image set classification problem without
temporal information.

There are numerous approaches [9–19] to solve image set recognition problem
which broadly fall into two categories: parametric model based methods and
non-parametric model free methods. Parametric modeling methods represent each
image set with some parametric distribution function, and then measure the similarity
between two distributions in terms of the Kullback-Leibler Divergence (KLD). How-
ever, parametric modeling methods need to solve parameter problem and require that
train set and test set have strong statistical correlations. In comparison, nonparametric
methods try to representing an image set as a linear/affine subspace, mixture of sub-
spaces, nonlinear manifolds, image set covariance, and dictionary. The between-set
distance is re-defined based on the representation of image set. Those nonparametric
modeling methods may lose some information contained in the images of the image set.
In this paper, the proposed approach is inspired by Hayat [17], and has not assumed
distribution of image set.

2 Proposed Framework

Problem Description:
Given k training set: X1;X2; . . .;Xk, and their corresponding class labels
yc 2 ½1; 2; . . .; k�. The class c training data Xc ¼ xt yt ¼ c : t ¼ 1; 2; . . .;Ncjf g has Nc

images. Given a query image set Y ¼ Ytf gNq

t¼1, and the output is the class label y of Y .

2.1 Image Set Classification Algorithm

The proposed algorithm trains only one binary classifier for the task of multi-class
image set classification. First, cluster analysis divides training set X into two set X1 and
X2, and X1 consist of some images from all class of training set, and the total number of
images in X1 approximates the number of images of the query image set. The rest
images compose of X2, and X2 contains image sets. Next, a binary classifier is trained
to optimally separate images of the query set from X1. Note that X1 has some images
which belong to the class of the query set, and the classifier regards them as the
outliers. Next, the classifier is evaluated on the images in X2, and the class that the
images of X2 are classified to belong to the query image set is the class of query image
set. An illustration of the image set classification algorithm is presented in Fig. 1.
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Problem Description:
Input: Training image set X1;X2; . . .;Xk , training data class labels yc 2 ½1; 2; . . .; k�;
query image set Y ¼ Ytf gNq

t¼1;
Output: Label y of Y

A detailed description of the algorithm is presented below.

1. Cluster analysis divides training set X into two set X1 and X2. The cluster algorithm
splits k images from each class training set, and then those images compose of the
set X1, and the rest is the set X2. The number of image set X1

c is NX1
c
, and the number

of images in set is NY¼
Pk

c¼1
NX1

c
.

X1 ¼
[

c

X1
c ; c ¼ 1; 2; . . .; k;X2 ¼ XnX1;

yX2 ¼ yðtÞ 2 ½1; 2; . . .; k�; t ¼ 1; 2; . . .;NX2

n o

2. Train a binary classifier C1. Training is done on the images of the query image set Y
and X1, and the classifier aims at separating images of Y from the images of other
classes. It is worth mentioning that some images of X1 from the same class as of Y
are treated as outliners.

3. The trained classifier C1 is tested on the images of X2, and then the images in X2 are
classified as +1, namely yþX2 , of which the label is same as the label of the query
image set. And yþX2 � yX2 .

4. Compute a normalized frequency histogram h of class labels in yþX2 . The cth value of
the histogram, hc, is given by the ratio of the number of images of X2 belonging to

Fig. 1. Structure of the proposed method
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class c and classified as +1 to the total number of images of X2 belonging to class c.
This is given by,

hc ¼

P

yðtÞ2yþX2
dcðyðtÞÞ

P

yðtÞ2yX2
dcðyðtÞÞ ;where

dcðyðtÞÞ ¼ 1; yðtÞ ¼ c

0; otherwise

(

5. Predict the class of Y , and output the label y. This is given by,

y ¼ arg max
c

hc

2.2 The Choice of Cluster Analysis

The proposed framework chooses K-means clustering algorithm [8] which is one of the
oldest and most widely used clustering algorithms. The K-means clustering technique
is simple, and it partitions the images in each training image set into k clusters.
K-means is formally described by follow (Table 1).

In this work, the only issue is how to choose k. For the total number of images in
X1 equaled to the total number of query images, the value of k is located by: k ¼ Nq=c.

2.3 The Choice of the Binary Classifiers

The binary classifier distinguish between images of the query set Y and X1. Thus the
classifier should treat some images in X1, which have the same class label as of query
image set, as outliners. The classifier should generalize well to unseen data. For these
reasons, Linear Support Vector Machine (SVM) classifier [9] is a good choice. It is

Table 1. Basic K-means algorithm

Algorithm: Basic K-means algorithm

1. Select K points as initial centroids.

2. Repeat

a) From K clusters by assigning each point to its closest centroid.

b) Recomputed the centroid of each cluster.

3. Until Centroids do not change.
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known to can effectively handle outliers and show excellent generalization to unknown
data. In this work, C1 is the linear SVM with L2 regularization and L2 loss function.

3 Leaf Feature Extraction Methods

First step for leaf image set classification is digital images acquisition. The second step
is to preprocess images to enhance the important features. In this work, we have chosen
an existing leaf image database, and the first two steps should be omitted. The next step
is to extract features. The leaf feature extraction includes color feature, texture feature,
shape feature, local feature etc. In this work, we apply multi-feature [2] to the leaf
image set classification, and the linear combination of multi-feature can be calculated
using

F ¼ aF1 þ bF2; St: 0\ ¼ a\ ¼ 1; 0\ ¼ b\ ¼ 1 and aþ b ¼ 1

Where F is equaled to the linear combination of F1 and F2, a and b are coefficient.

3.1 Pyramid of Histograms of Orientation Gradients (PHOG)

Bosch introduced pyramid of histograms of orientation gradients (PHOG) [6] that
represents an image by its local shape and the spatial layout of the shape with a spatial
pyramid kernel. The local shape is captured by distribution over edge orientations
within a region, and spatial layout is captured by tiling the image into regions at
multiple resolutions. The PHOG descriptor consists of a histogram of orientation
gradients over each image subregion at each resolution level. Furthermore, the distance
between two descriptors reflects the extent to which the images contain similar shapes
and correspond in their spatial layout. In this work, the descriptor first extracts canny
edges, and then we set L ¼ 3 and K ¼ 8 bins, and that’s it, the descriptor is a
680-vector. The diagrams shown in Fig. 2 depict the PHOG descriptor of a leaf image.

3.2 Gist Descriptor

The gist feature [5] is a low dimensional representation of an image region and has
been shown to achieve good performance for some recognition tack when applied to an
entire image. Given an input image, a GIST descriptor is computed by

a) Convolve the image with 32 Gabor filters at 4 scales, 8 orientations, producing 32
feature maps of the same size of the input image.

b) Divide each feature map into 16 regions (by a 4� 4 grid), and then average the
feature values within each region.

c) Concatenate the 16 averaged values of all 32 feature maps, resulting in a
16 × 32 = 512 GIST descriptor.
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Intuitively, GIST summarizes the gradient information (scales and orientations) for
different parts of an image, which provides a rough description of the image. And
Fig. 3 shows the Gist descriptor of a leaf image.

4 Experimental Results

In this section, we show qualitative and quantitative results for ourmodel.We use a subset
of the ICL dataset from intelligent computing laboratory of Chinese academy of sciences.
The dataset contains 17000 plant leaf images from 200 species, and the subset has 80

(a) Original image (b) edge image
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classes and at least 200 images in each class. In our experiment, the subset is randomly split
into training and test sets. Figure 4 shows some instances of leaf. Below, we first present a
performance comparison of proposed method with different features. We then compare
our method with the existing state of the art image set classification method.

4.1 Comparison with Different Feature Extraction

We present a comparison of the proposed method with different feature extraction, and
the compared features include HSV, LBP, GIST, PHOG and multi-feature fusion. In
this experiment, K-means cluster method has the same configuration-K ¼ 10. Exper-
imental results in terms of identification rates on the leaf dataset are Table 2.

Fig. 4. Some instances of subset

Table 2. Performance comparison with different features
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The results show that, amongst the compared features, the Gist and PHOG features
fusion performs slightly best than other features. Because the HSV feature dimension is
2700, it is too big to decrease run time, and the multi-feature fusion leaves out the HSV
feature. Thus, we choose Gist and PHOG features in the next experiment.

4.2 Comparison with Existing Image Set Classification Methods

In the section, we present a comparison of the proposed method with a number of
recently proposed state of art image set classification methods. The compared methods
include Mutual Subspace Method (MSM) [7], Manifold-to-Manifold Distance
(MMD) [15], the linear version of the Affine Hull-based Image Set Distance (AHISD)
[11], the Convex Hull-based Image Set Distance (CHISD) [11], Sparse Approximated
Nearest Points (SANP) [12], and Covariance Discriminative Learning (CDL) [13].

The experimental results in terms of the identification rates along with different
methods on the leaf dataset are presented in Table 3. The parameters for all methods are
optimized for the best performance.

With this table, we can see this proposed method achieves the best identification
rate. The AHISD also perform good, but its run-time is a 1000 % increase to our
method. Once the total number of images in the set is reduced, the identification rates
also decrease. This suggests the robustness of the methods in the relation to the number
of image in the set.

5 Conclusion

The proposed method, in the paper, extends the binary classifiers for multi-class leaf
image set classification and is so easy to understand. K-means clustering is popular for
cluster analysis, and it performs efficient in our work. The proposed approach uses very

Table 3. Performance on leaf ICL datasets
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few images for training and is very efficient as it trains only one binary classifier. The
proposed method has been evaluated for the task of leaf image set classification, and
the experimental results shows that the proposed method achieves the state of the art
performance compared with the existing methods. The weakness of the proposed
method is demand for plenty of query image set and training set.
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Abstract. This paper is concerned with color contrast and distribution for
detecting salient regions. First, in order to improve the computational efficiency
and reduce the disturbance of noise, the input image is pre-segmented into super‐
pixels. Next, color contrast features are considered in Lab color space and oppo‐
nency color space. The color distances between a superpixel and other superpixels
are calculated, but we do not choose all superpixels to participate the difference.
In the meanwhile, the distribution feature is shown by considering the rarity and
position of pixels. Finally, we select 2D entropy to measure the performance of
salient maps, and select the proper features to fuse. Experimental results show
that the proposed method outperforms the state-of-the-art methods on salient
region detection.

Keywords: Visual attention · Saliency region detection · Color contrast · Color
distribution

1 Introduction

When we look at the image, in generally, we just pay attention to one or several
objects, and aren’t interested in other regions. This is because our visual system is
an intelligent processing system, which can select the some parts referred to as the
important objects while ignoring others. The important object in an image is defined
as salient objects which are sufficiently distinct from their neighborhood in terms
of color, luminance, texture, and so on. Salient object detection can benefit several
computer vision tasks including object detection [1–5], object recognition [6–8],
image retrieval [9, 10], image segmentation [11], object tracking [12], and so on.

In 1980, Treisman and Gelade [13] proposed a feature integration theory, in which
they stated that visual features are important and how to combined, which is consid‐
ered to be the original theory about visual attention. Later, Koch and Ullman [14]
introduced the concept of a saliency map which is a topographic map that represents
conspicuousness of scene locations. In 1998, Itti et al. [16] proposed the first complete
model, which extracted multiscale low-level features including intensity, color and
orientation and used center-surround operation to calculate image saliency. Motivated
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by this work, Harel et al. [17] introduced several new features to characterize image
content which included subband pyramids based features, 3D color histogram, horizon
line detector, etc.

Studies on the human vision have shown that the human eye is very sensitive to
color, which is an important feature for detecting saliency. Therefore, most of the
existing algorithm for detecting the salient objects use color features. Itti et al. [16]
computed the contrast about the green/red opponency color features and yellow/blue
opponency color features. In Lab color space, Achanta et al. [18] proposed a
frequency-tuned approach, which defined the color difference between every pixel
and the mean value of whole image as saliency value. In 2012, Borji [15] showed a
saliency model by considering local and global image patch rarities in both the RGB
and Lab color spaces, and found that the results outperformed the results computed
in only one space.

Instead of processing an image in the spatial domain, some models derive sali‐
ency in the frequency domain. Hou and Zhang [20] developed the spectral residual
saliency model based on the idea that similarities imply redundancies. They
proposed a saliency detection method by using the spectral residual of the log spec‐
trum of an image. Guo et al. [21] incorporated the phase spectrum of the Fourier
transform to replace the amplitude transform and proposed a quaternion represen‐
tation of an image combining intensity, color, and motion features. In 2013, we
analyzed the contrast in the spectral and spatial domain simultaneously [22].

Motivated by aforementioned discussions, in this paper, we study the features of
color contrast and the color distribution, and propose a bottom-up model to detect the
salient regions. The contrast features contain color difference and space distance,
simultaneously. The color distribution features reflect the location and spatial spar‐
sity of pixels.

The rest of this paper is organized as follows. Preprocessing is introduced in
Sect. 2. Section 3 states the saliency detection model in detail, which includes
contrast model, distribution model and feature combination. Experiment results are
given in Sect. 4. Some concluding remarks are drawn in the last section.

2 Preprocessing

As discussed above, color is an important factor to attract our attention. We convert
the input image to Lab color space and opponency color space, firstly. Then, in each
color channel, we use superpixel algorithm to group pixels into perceptually mean‐
ingful atomic regions which have the advantages of replacement of the pixel, redun‐
dancy reduction, and decrease in complexity. In 2012, Achanta [19] propose a
simple superpixel model called SLIC superpixels, which adopts k-means clustering
to generate superpixels, and performs an empirical comparison of the existing super‐
pixel methods. So in this paper, we use this superpixel method to preprocess the
original images (Fig. 1).
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Fig. 1. Results of SLIC superpixel.

3 The Proposed Method

3.1 Color Contrast Feature

In general, an object can attract our attention, whose color features stand out rela‐
tive to their neighboring regions or the rest of the image. So, we define color
feature of a superpixel as

(1)

where F(i,n) denotes the contrast-based salient feature of the superpixel i in color
channel n .  means the color distance between the
pixels  and .   denotes the control parameter which is defined as following.

(2)

where  denotes the distance between superpixel  and , which usually
defined as the Euclidean distance of centers in two superpixels. As we known,
salient pixels usually get together. So we recalculate the color feature as
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(3)

where  is filter, which is obtained from the feature map of (1). In the existing
literatures, most of models emphasize the center of image on the assumption that
salient objects located at the center of the image. However, in some cases, salient
objects located near the edge of the image. The filter not emphasizes the central
area of the image, but emphasizes the regions where salient pixels gather.

3.2 Color Distribution Feature

As discusses above, salient pixels usually locate together, while unimportant pixels
scatter over the whole image. So we define the another salient feature as

(4)

where  denotes the 2 dimensional variance of .
With

(5)

(6)

 is the position of pixels where , whose mean position is  and the
number is N.

3.3 Feature Combination

How to compute salient features often receives attention, however, feature combi‐
nation also plays an important role in improving the performance of saliency detec‐
tion. In our existing research results have shown that a salient map contains useful
information but also contains noise which greatly affects the effect of detection.
Hence, we adopt the idea of [22], and choose two groups of maps with smaller
entropy, each of which are combined into the color contrast features   and color
distribution features , respectively. The final result is obtained by nonlinear
fusion algorithm, which is expressed as

(7)

The framework of our proposed method is shown in Fig. 2.
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Fig. 2. Architecture of the proposed saliency.

4 Experimental Results

In order to verify the effectiveness of the proposed algorithm, we take a test on Microsoft
Research Asia (MSRA) dataset [18], which is publically available dataset and contains
1000 color images with ground truth using binary masks to indicate salient regions. First,
we introduce the parameters setting in the experiment. In preprocessing, the given image
is segmented into N = 400 atomic regions by using SLIC superpixels.

We compare the proposed method with ten state-of-the-art saliency detection
methods, including spectral residual (SR) [20], frequency tuned (FT) [18], histogram-
based contrast (HC) [23], region contrast (RC) [23] and hypercomplex Fourier transform
(HFT) [24]. Some comparison results from our proposed model and the others are shown
in Fig. 3, from which we can see that the saliency maps from the proposed model are
better than those from other existing ones.
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Fig. 3. Examples of saliency maps on the MSRA dataset. (a)–(d) show four examples, including
original images, ground truth masks, and saliency maps achieved by the methods FT [17], HC
[23], RC [23], HFT [24], and the proposed method, respectively.

To evaluate the performance of the proposed model, we use the receiver operating
characteristics (ROC) curve [17] and precision-recall curve as the quantitative evalua‐
tion metric. In Figs. 4 and 5, we can see that the saliency maps obtained by the proposed
method have the best performance in highlighting salient regions in the MSRA dataset.
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5 Conclusion

In this paper, we present a novel bottom-up saliency detection model. The contrast,
distribution, sparsity of color is considered, simultaneously. In fusion, we choose the
2D entropy as an evaluation criterion to select the proper subsets of saliency maps to
fuse together. Finally, experimental results are provided to show that the proposed
method outperforms the state-of-the-art methods on salient region detection.

Acknowledgments. This research was supported by the National Science Foundation of China
(61401357), the Shaanxi Provincial Natural Science Foundation of China (2013JM1014,
2014JM1032), the Shaanxi Educational Committee Foundation of China (14JK1797), the
Specialized Research Fund of Xianyang Normal University (13XSYK009, 14XSYK005).

References

1. Frintrop, S.: VOCUS: A Visual Attention System for Object Detection and Goal-Directed
Search. Springer, Heidelberg (2006)

2. Navalpakkam, V., Itti, L.: An integrated model of top-down and bottom-up attention for
optimizing detection speed. In: 2006 IEEE Computer Society Conference on Computer
Vision and Pattern Recognition, vol. 2, pp. 2049–2056. IEEE (2006)

3. Fritz, G., Seifert, C., Paletta, L., Bischof, H.: Attentive object detection using an information
theoretic saliency measure. In: Paletta, L., Tsotsos, J.K., Rome, E., Humphreys, G.W. (eds.)
WAPCV 2004. LNCS, vol. 3368, pp. 29–41. Springer, Heidelberg (2005)

Visual Saliency Detection Based on Color 249



4. Butko, N.J., Movellan, J.R.: Optimal scanning for faster object detection. In: IEEE
Conference on Computer Vision and Pattern Recognition, CVPR 2009, pp. 2751–2758. IEEE
(2009)

5. Judd, T., Ehinger, K., Durand, F., et al.: Learning to predict where humans look. In: 2009
IEEE 12th International Conference on Computer Vision, pp. 2106–2113. IEEE (2009)

6. Salah, A.A., Alpaydin, E., Akarun, L.: A selective attention-based method for visual pattern
recognition with application to handwritten digit recognition and face recognition. IEEE
Trans. Pattern Anal. Mach. Intell. 24(3), 420–425 (2002)

7. Walther, D., Koch, C.: Modeling attention to salient proto-objects. Neural Netw. 19(9),
1395–1407 (2006)

8. Han, S., Vasconcelos, N.: Biologically plausible saliency mechanisms improve feedforward
object recognition. Vis. Res. 50(22), 2295–2307 (2010)

9. Tsai, Y.: Hierarchical salient point selection for image retrieval. Pattern Recognit. Lett.
33(12), 1587–1593 (2012)

10. Lin, L., Shan, J., Zheng, Z.: Partial-duplicate image retrieval via saliency-guided visually
matching. IEEE Trans. Multimedia 20(3), 13–23 (2013)

11. Bai, X., Wang, W.: Saliency-SVM: an automatic approach for image segmentation.
Neurocomputing 136, 243–255 (2014)

12. Guo, M., Zhao, Y., Zhang, C., Chen, Z.: Fast object detection based on selective visual
attention. Neurocomputing 144, 184–197 (2014)

13. Treisman, A., Gelade, G.: A feature-integration theory of attention. Cogn. Psychol. 12(1),
97–136 (1980)

14. Koch, C., Ullman, S.: Shifts in selective visual attention: towards the underlying neural
circuitry. In: Vaina, L.M. (ed.) Matters of Intelligence, pp. 115–141. Springer, Netherlands
(1987)

15. Borji, A.: Boosting bottom-up and top-down visual features for saliency estimation. In: IEEE
Conference on Computer Vision and Pattern Recognition, pp. 438–445 (2012)

16. Itti, L., Koch, C., Niebur, E.: A model of saliencybased visual attention for rapid scene
analysis. IEEE Trans. Pattern Anal. Mach. Intell. 20, 1254–1259 (1998)

17. Harel, J., Koch, C., Perona, P.: Graph-based visual saliency. In: Advances in Neural
Information Processing Systems, vol. 19, pp. 545–552 (2007)

18. Achanta, R., Hemami, S., Estrada, F., Susstrunk, S.: Frequency-tuned salient region detection.
In: IEEE Conference on Computer Vision and Pattern Recognition, pp. 1597–1604 (2009)

19. Achanta, R., Shaji, A., Smith, K., Lucchi, A., Fua, P., Susstrunk, S.: SLIC superpixels
compared to state-of-the-art superpixel methods. IEEE Trans. Pattern Anal. Mach. Intell.
34(11), 2274–2281 (2012)

20. Hou, X., Zhang, L.: Saliency detection: a spectral residual approach. In: IEEE Conference on
Computer Vision and Pattern Recognition, pp. 1–8 (2007)

21. Guo, C., Ma, Q., Zhang, L.: Spatio-temporal saliency detection using phase spectrum of
quaternion Fourier transform. In: IEEE Conference on Computer Vision and Pattern
Recognition, pp. 1–8 (2008)

22. Zhang, Y., Han, J., Guo, L.: Saliency detection by combining spatial and spectral information.
Opt. Lett. 38(11), 1987–1989 (2013)

23. Cheng, M., Zhang, G., Mitra, N., Huang, X., Hu, S.: Global contrast based salient region
detection. In: IEEE Conference on Computer Vision and Pattern Recognition, pp. 409–416
(2011)

24. Li, J., Levine, M., An, X., Xu, X., He, H.: Visual saliency based on scale-space analysis in
the frequency domain. IEEE Trans. Pattern Anal. Mach. Intell. 35(4), 996–1010 (2013)

250 Y. Zhang and G. Fan



Moving Vehicle Detection Based on Visual
Processing Mechanism with Multiple Pathways

YanFeng Chen, QingXiang Wu(&), HaiHui Xie, SanLiang Hong,
and Xue Li

Key Laboratory of OptoElectronic Science and Technology for Medicine of
Ministry of Education, College of Photonic and Electronic Engineering,

Fujian Normal University, Fuzhou 350007, Fujian, China
{474741702,568082212,913452977,1026044914}@qq.com,

qxwu@fjnu.edu.cn

Abstract. In this paper a moving vehicle detection algorithm based on visual
processing mechanism with multiple pathways is proposed, in which the mul-
tiple pathways visual processing mechanism is inspired by the biological visual
system. According to the different moving directions of front vehicles, orien-
tation selectivity of visual cortex cells is used to construct a visual processing
model with three pathways. In each pathway, an AdaBoost cascade classifier is
trained using a set of special samples for detection of moving vehicles. The
AdaBoost cascade classifier is response to multi-block local binary patterns
(MB-LBP) of vehicles. The experimental results show that the multiple path-
ways visual processing mechanism, compared with the single pathway Ada-
Boost cascade classifier and the conventional method, not only can reduce the
complexity of the classifier and training time, but also can improve the recog-
nition rate of moving vehicle.

Keywords: The multiple pathways visual processing mechanism �Multi-block
local binary pattern � Adaboost cascade classifier � Moving vehicle detection

1 Introduction

As increasing number of motor vehicles and influence of natural weather, the traffic
environment is becoming more and more complex. In order to improve the road traffic
safety, a set of vehicle detection system for complex traffic environment has attracted
attention of scientists in the world. In this paper a moving vehicle detection algorithm
based on multiple pathways visual processing mechanism is proposed, in which the
multiple pathways visual processing mechanism is inspired by the biological visual
system.

In early studies of biological visual information processing, Hubel and Wiesel found
that almost all of the visual cortex cells are able to distinguish the spatial orientation of a
line, i.e. has strong orientation selectivity [1]. Cells in 17 and 18 district of the visual
cortex can be divided into two categories: simple cells and complex cells. The visual
cortex cells are sensitive to the orientation of the space geometric elements [2]. For each
simple cell, there is an optimal orientation and there has the strongest cell responses on
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this orientation. Inspiration comes from processing mechanism of spatial information of
biological vision. We collected a set of moving vehicle samples in the complex envi-
ronment, and the sample set of moving vehicles is divided into three data subsets in three
different orientations. The vehicles of three different orientations include the moving
vehicles on the left and right of the host vehicle and the vehicles in front of the host
vehicle. Then the multi-block local binary pattern features are extracted from each
sample subset. Finally, the AdaBoost algorithm [3] is used to train cascade classifier for
each sample subset. Experiments show that, in the complex traffic environment, the
moving vehicle detection system of multi-pathway can effectively detect moving
vehicles in different directions. Meanwhile, the system reduces the complexity of the
cascade classifier training process and improves the accuracy of vehicle detection.

The remainder of this paper is organized as follows: The algorithm of multi-block
local binary pattern is detailed in Sect. 2. The AdaBoost cascade classifier is used as
vehicle detector for each pathway. The model of AdaBoost cascade classifier is detailed
in Sect. 3. The multi-pathway visual processing mechanism and the multi-scale
scanning detection mechanism are proposed in Sect. 4. Experimental results for
multi-pathway vehicle detection and comparison with single pathway vehicle detection
are shown in Sect. 5. Conclusions about the multi-pathway vehicle detection system are
presented in Sect. 6.

2 The Extraction of MB-LBP

In 1996, Ojala et al. [4] proposed the local binary patterns (LBP) operator. This feature
has characters of rotational invariance, gray invariance and simple calculation. So LBP
features can effectively overcome the impact of vehicle movement, uneven illumination
and other complex environments. The basic LBP algorithm as follows:

1. Select a fixed rectangular block with size 3*3. Let gc is the gray value of center
pixel. The value of eight neighborhood pixels is gi, i = {0, 1, ···, 7};

2. Take the gray value of center pixel as the threshold, binaryzation of eight neigh-

borhood pixels are as follows: si ¼ 1 gi [ gc
0 gi\gc

�
; i ¼ f0; 1; � � � ; 7g;

3. The LBP value of this rectangular block is LBP ¼ P7
i¼0

si � 2i;

In [5] the local histogram of oriented gradients (HOG) feature is used to describe
the features of vehicles. The calculation of HOG feature is complex so that this feature
will reduce the real-time of vehicle detection. In [6] Haar-Like and HOG features are
used to detect vehicles. Jin et al. [7] proposed a vehicle detection method based on
Haar- like features and Adaboost algorithm. However, these Haar-like rectangle fea-
tures seem too simple, and the detector often contains thousands of rectangle features
for considerable performance. The large number of selected features leads to high
computation costs both in training and test phases [8].

In this paper MB-LBP features are used to describe the vehicle. The calculation of
traditional LBP texture features pixel is based on a single isolated pixel. With the
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limitations of the neighborhood, this algorithm can not accurately describe the global
characteristics of vehicles. In order to avoid the limitation of LBP features, Zhang [9]
proposed Multi-block local binary pattern. The calculation process of MB-LBP features
are as follows:

1. An arbitrary size of 3s*3t neighborhood window is selected in the image. And then
the window is divided into 9 sub-regions, the size of sub-region is s*t;

2. A 3*3 integer matrix is obtained following the calculation of the average gray value
for each sub-region;

3. Then the MB-LBP value of the window is calculated using the traditional LBP
algorithm;

4. Finally, the MB-LBP gray value is used to replace the value of central region, then
the MB-LBP features of image is gained.

Select different values (s, t), the MB-LBP feature images of different scales can be
calculated. When the Adaboost classifier is trained, the Adaboost algorithm will select
effective MB-LBP feature series as the feature description of vehicles. The MB-LBP
feature images of the vehicle in different directions are shown in the Fig. 1. Set the two
parameters s = 4, t = 4.

3 The Adaboost Cascade Classifier

The Adaboost algorithm, which using the ensemble learning method to solve the
problem, is a classical algorithm of machine learning. The ensemble learning is a
method that using multiple learning devices (usually homogeneous) to solve the same
problem. This method can significantly improve the generalization ability of learning
systems. The basic idea of ensemble learning algorithm is used in Adaboost algorithm.
And the Adaboost algorithm has been successfully applied in many fields, such as the
face detection, pedestrian detection and digital recognition and so on. In this paper, the
Adaboost cascade classifier is selected as vehicle detector for each pathway.

The Adaboost algorithm is an effective decision tree classification algorithm. The
main steps of the algorithm are described as follows. Firstly, set the initial weights of
training samples, and then extract the features of training samples, using the features to
train weak classifiers. Next, based on the performance of weak classifiers, update the
weights of training samples. Then keep on training weak classifier. Finally, a set of
weak classifiers is obtained. Then according to the weight of each weak classifier, a set

Fig. 1. The MB-LBP feature images of the vehicle
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of weak classifiers is integrated into a strong classifier. The function expression of weak
classifier is as follows:

hðx; f ; p; hÞ ¼ 1 pf ðxÞ\ph
0 otherwise

�
; ð1Þ

where x is a window area in the input image. f(x) denotes the feature of x. θ is the
threshold of weak classifier. p is a polarity.

The specific training steps of Adaboost algorithm is listed below:

1. Collect positive and negative training samples fðx1; y1Þ; � � � ; ðxn; ynÞg, where
yi 2 f0; 1g, 0 and 1 denote non-vehicle and vehicle samples respectively;

2. Initialize weights of all training samples w1;i ¼ 1=2m yi ¼ 0
1=2l yi ¼ 1

�
, where m and l are

the number of negatives and positives respectively;
3. For t = 1, ···, T
4. Normalize the sample weights wt;i ¼ wt;iPn

j¼1

wt;j

;

5. Train weak classifier hk for each MB-LBP feature k. The error of the weak classifier
hk is

ek ¼
X
i

wi hkðxi; fk; pk; hkÞ � yij j; ð2Þ

6. Select the weak classifier ht(x, ft, pt, θt) with respect to the minimum weighted error
ɛt = min ɛk and determine the value of parameters ft, pt, θt;

7. Update the weights of training samples: wtþ1;i ¼ wt;ib
1�ei
t , where

ei ¼ 0 example xi is classified correctly
1 otherwise

�
; bt ¼ et

1�et
;

8. End For;
9. The final strong classifier is:

HðxÞ ¼ 1
PT
t¼1

athtðxÞ� 1
2

PT
t¼1

at

0 otherwise

8<: ; where at ¼ log
1
bt
: ð3Þ

When just using a single Adaboost classifier to detect the targets, it is hard to ensure
the accuracy of the vehicle detection. With increase of the number of weak classifiers
and features, it will reduce the speed of target detection. Viloa and Jones [10] proposed
an algorithm for constructing a cascade of classifiers which achieves increased
detection performance while radically reducing computation time. Each stage of
Adaboost cascade classifier has a strong classifier. The strong classifiers are constructed
as a cascade classifier by cascade algorithm. In the detection process, the initial clas-
sifier eliminates a large number of non-vehicle areas with very little processing. Then
the amount of computation of target detection is reduced by reducing the number of
judgment of target area. Vehicle areas will trigger the evaluation of every classifier in
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the cascade so that the accuracy of vehicle detection is improved. The model of
Adaboost cascade classifier is shown in the Fig. 2.

4 Multiple Pathway System of Moving Vehicle Detection

Currently, the Adaboost cascade classifier is most suitable for the classification prob-
lems of binary-class. Although some multi-classification algorithms of the Adaboost
cascade classifier have been proposed, it is hard to be widely used because of the high
complexity of training process. In the complex traffic environment, due to the various
orientations of moving vehicles is different, this paper proposes a moving vehicle
detection system based on multi pathways visual processing mechanism.

4.1 Multi-pathway Visual Processing Mechanism

According to the different moving directions of front vehicles, orientation selectivity
[11] of visual cortex cells is used to construct a visual processing model with three
pathways. In each pathway, an AdaBoost cascade classifier is trained using a set of
special samples for detection of moving vehicles. We collected a sample set of moving
vehicles in complex environments, and the sample set of moving vehicles is divided
into three data subsets in three different orientations. The vehicles of three different
orientations include the moving vehicles on the left and right of the host vehicle and the
vehicles in front of the host vehicle. Then extract the effective features of each sample
subset. Next, train the different cascade classifiers for each sample subset. The different
cascade classifiers take attention to the different orientation vehicles [12]. This algo-
rithm not only reduces the requirements of training samples, but also reduces the
complexity training process of the cascade classifiers.

Fig. 2. The model of Adaboost cascade Classifier

Fig. 3. Multi-pathway moving vehicle detection system
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In order to improve the real-time and accuracy of multi-pathway vehicle detection
system, the vehicle candidates are extracted using a prior knowledge such as optical
flow feature, shadow, symmetry, color, edge and texture. And then the different cas-
cade sub-classifiers are used to detect moving vehicles in different directions. The
model of multi-pathway moving vehicle detection system is shown in the Fig. 3.

4.2 Multi-scale Scanning Detection Mechanism

When the cascade classifier detects the moving vehicles for the input images, there are
two traditional algorithms of target scanning detection. (1) Keep the size of scanning
window invariant while the size of input image is scaled down proportionally. (2) Keep
the size of the input image invariant while the size of scanning window is expanded
proportionally. The detection speed of these methods is slow for large scale input
image. Target scanning detection algorithm based on multi-scale has been improved in
this paper. The input image is scaled down proportionally. Meanwhile, the size of
scanning window is expanded proportionally. Then detector uses the magnified win-
dow to scan the reduced image. So the moving vehicles which have different scales will
be detected. And this multi-scale scanning detection mechanism improves the speed of
vehicle detection. The specific steps of multi-scale scanning detection mechanism are
as follows:

1. Let IW × IH be the size of the input images;
2. The size of the training window is winW × winH which is initial size of the scanning

window, let the scaling factor scale = 1.2;
3. Do
4. Use the window of which the size is winW � winH to scan the input image.
5. Extract the MB-LBP feature of the window in the image;
6. The MB-LBP feature as input of the cascade classifier, to determine the scanning

area whether is the moving vehicle;
7. Use bilinear interpolation to adjust the size of input image IW ¼ IW=scale;

IH ¼ IH=scale;
8. Adjust the scanning window size winW ¼ winW � scale; winH ¼ winH � scale;
9. while IW �winW and IH�winH goto step 3

5 Experimental Process and Results

PC and VS2010 software are used as the experimental platform in this paper. For
training a classifier, a set of training samples must be collected. There are two sample
types: negative samples and positive samples. Negative samples correspond to
non-object images. Positive samples correspond to object images.

In this paper, 1200 pieces of vehicle sample come from a vehicle traveling data
recorder video in AVI format. Among the vehicle samples, there are 400 pieces of front
vehicle samples, 400 samples of left moving vehicles and 400 pieces of right moving
vehicle samples. Meanwhile, 2000 pieces of negative samples is collected from the
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vehicle traveling data recorder video. And then the sample pictures are normalized
using cubic interpolation and converted to grayscale images. Try to keep the width to
height ratio of original image invariant when normalized image. Examples of the
training sample images are shown in the Fig. 4.

Fig. 4. Part of positive and negative samples
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5.1 Experiments

In the first set of experiments, a single pathway AdaBoost classifier is used to detect
moving vehicles. The training data includes 1200 pieces of moving vehicle samples
and 2000 negative samples. Firstly, the vehicle samples were normalized. The vehicle
samples are resized as gray scale images of which the size is 33*25. “opencv_cre-
atesamples” utility which is provided by opencv is used to create a vec-file for the
vehicle sample dataset. And then the description file is created for the negative samples.
Finally, “opencv_traincascade” is used to train a cascade classifier. The training
parameters of cascade classifier are shown in Table 1. The training results of single
cascade classifier are shown in Table 2.

In the second set of experiments, a conventional vehicle detection method [7] based
on Haar-like features and Adaboost algorithm is used to compare with the algorithm
proposed in this paper. The training data is the same as the training data used in the first
set of experiments. The training parameters of cascade classifier are shown in Table 3.
The training results of single cascade classifier are shown in Table 4.

In the third set of experiments, the multiple pathways processing mechanism is
used to detect moving vehicles. The training data is the same as the training data used
in the first set of experiments. 1200 pieces of moving vehicle samples are divided into
three kinds of sample subsets. These sample subsets include 400 pieces of front vehicle
samples, 400 samples of left moving vehicles and 400 pieces of right moving vehicle
samples. And then the sample subsets are resized to the size 22*20, 30*20 and 30*20

Table 1. The training parameters of single cascade classifier

NumStages Stage type Boost type Min hit rate Max false alarm rate

16 BOOST GAB 0.995 0.5

Table 2. The training results of single cascade classifier

NumStages Features quantity Training time Hit rate False alarm rate

15 89 78 min 0.942 1.30908e-005

Table 3. The training parameters of conventional method

NumStages Stage type Boost type Min hit rate Max false alarm rate

16 BOOST GAB 0.995 0.5

Table 4. The training results of conventional method

NumStages Features quantity Training time Hit rate False alarm rate

15 167 636 min 0.939 1.12121e-005
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respectively and converted to grayscale image. Finally, three kinds of cascade
sub-classifier are created by “opencv_traincascade” utility. The training parameters of
the cascade sub-classifiers are shown in Table 5 respectively. The training results of
multiple cascade classifiers are shown in Table 6. The experimental results show that
the characteristics of vehicles can be more accurately described by feature MB-LBP.
The method proposed in this paper not only enhances the hit rate, but also reduces the
false alarm rate. And compared with the conventional vehicle detection method in [7],
the method proposed in this paper reduces the training time of classifier.

5.2 Experimental Results

In order to test the performance of the multiple pathways detector and the single
pathway detector, we select a number of short driving record video in different envi-
ronments. The different environments include rainy day, cloudy, fine day and the strong
light. The test results are shown in Tables 7 and 8. The vehicle detection results of
single pathway cascade classifier and multiple pathways cascade classifier under dif-
ferent environments are shown in the Figs. 5, 6, 7 and 8.

Table 5. The training parameters of multiple cascade classifiers

Table 6. The training results of multiple cascade classifiers
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Table 7. The test results of multiple pathways cascade classifier

Table 8. The test results of single pathway cascade classifiers

Fig. 5. Cloudy day
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Fig. 6. Rainy day

Fig. 7. Sunny day
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In the figure, the different color circles are detected by different sub-classifiers. Due
to the size of training window is 22*20, it can’t detect the moving vehicle of which
scale is less than 22*20. So this situation does not belong to the missing vehicle.
Obviously the algorithm based on three pathways achieves the highest recognition rate
and lowest mistake rate. Furthermore, the algorithm proposed in this paper reduces the
requirements of the quantity of training samples and the training time.

6 Conclusion

The experimental data shows that the vehicle detection results based on multiple
pathways detection mechanism are better than the detection results of single pathway
detector and the conventional vehicle detection method. In the experiment, the false
detection and miss detection area are mainly related to the sample database. The
algorithm in this paper also has some shortcomings: (1) can not detect the overlapping
vehicles; (2) multi-pathway algorithm will affect the real-time of vehicle detection. In
order to improve the real time of vehicle detection, the vehicle candidates are extracted
using a prior knowledge, such as optical flow feature, shadow, symmetry, color, edge
and texture. In this paper, a single feature of MB-LBP is used to describe the features of
the vehicle. The future research is the vehicle detection based on multi-feature, so as to
improve the robustness of the vehicle detection system. Meanwhile, a useful vehicle
tracking algorithm will be researched and the algorithm will be implemented on a DSP
chip in the future. The algorithm in this paper can be applied in the safety systems of
vehicle driving.

Fig. 8. The strong light
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Abstract. Sign Language Recognition opens to a wide research field with the
aim of solving problems for the integration of deaf people in society. The goal of
this research is to reduce the communication gap between hearing impaired
users and other subjects, building an educational system for hearing impaired
children. This project uses computer vision and machine learning algorithms to
reach this objective. In this paper we analyze the image processing techniques
for detecting hand gestures in video and we compare two approaches based on
machine learning to achieve gesture recognition.

Keywords: Image processing � Computer vision � Machine learning � SVM �
MLP � Gaussian Mixture Model � Sign language � LIS

1 Introduction

Hearing-impaired people usually communicate using the visual-gestural channel which
is notably different from the vocal-acoustic one. To this end, sign language is a
complete language having its own grammar, syntax, vocabulary and morphological
rules. Furthermore, each community usually develops and employs its specific lan-
guage. As a result, there are many different languages based on signs, such as the
Italian Sign Language (LIS), the American Sign Language (ASL), or the British Sign
Language. Additionally, each language has its vernacular variants and, similarly to
spoken languages, a constantly evolving lexicon.

The Italian Sign Language - as other sign languages - is based on an alphabet,
commonly referred to as finger spelling. Despite being not largely used in conversations,
finger spelling is crucial, both for beginners and in communication. Indeed, it is employed
to represent names of people or places, and to replace signs which are harder to remember.
The LIS finger spelling represents all the 26 letters of the Italian alphabet, as shown in
Fig. 1: some letters are associated with a static gesture, others include hand movement.

The goal of this research is to realize a system for detecting LIS gestures and for
translating them into written or spoken language (e.g., with the help of text-to-speech
systems), as this could be employed in communication technology or educational tools
to provide hearing impaired people with enhanced interaction, simplified communi-
cation and, in general, with more opportunities of social inclusion.

© Springer International Publishing Switzerland 2015
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2 Related Work

In the last years, research showed that hardware/software solutions based on automatic
recognition systems can play a crucial role in helping sign language users communicate
more easily and efficiently. Also, several projects integrated them in multimedia
platforms to address applications accessibility and to increase social inclusion of users
having some degree of hearing deficiency.

Recently, promising results have been achieved with RGB-D sensors. However,
they require users to be constantly connected to power supply, which is an important
drawback especially when mobility is required. Moreover, they are not currently
available on commercial mobile devices.

Several experimental projects have been realized in this field; nevertheless, they
usually involve very complex equipment and sophisticated settings. For instance, a
large number of applications utilize Microsoft Kinect, which is not portable. Others are
exploring wearable solutions, such as sensor-equipped gloves [7], which require users
to have both their hands busy. Conversely, we adopt an alternative approach based on
cameras and low-cost devices with the aim of designing a portable solution especially
dedicated to enabling the deaf use sign language in mobility.

In this work, we introduce SignInterpreter, a Sign Language detection system based
on RGB sensors, as they are incorporated in the majority of nowadays available mobile
devices. Also, we detail an experimental study in which we compare the performance
of our solution using different image processing algorithms.

In [6, 9] two methods that provide sign recognition with image processing and machine
learning method have been proposed. In [6] a Random Forest Algorithm is trained with Hu
moments, in [9] a SVM is trained with Zernike moments and Hu moments too.

3 SignInterpreter

3.1 System Architecture

SignInterpreter is a Sign Language recognition system designed to work with standard
RGB cameras, such as webcams, and cameras mounted on mobile and embedded

Fig. 1. LIS finger spelling
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devices: users communicate by realizing gestures in front of the camera. The system
acquires the video stream and processes the captured frame in order to extract features
that are converted into digitized text. This, in turn, can be utilized to represent mes-
sages, or to control applications. The system architecture is shown in Fig. 2.

In addition to the recognition hardware, SignInterpreter comprises a client-server
architecture (Fig. 3) specifically designed to increase the performances of the system on
mobile devices: video streams and image features are acquired on the client; image
processing and machine learning tasks are executed on the server, in real-time. In
addition to enabling a larger dataset to be collected and used, this improves the overall
accuracy of the system, regardless of the computational power of the client.

3.2 Software Architecture

The software operates in three main phases: (1) background acquisition and modeling;
(2) calibration to get the user’s skin color; (3) hand detection and gesture recognition.
The first step removes the noise produced by background objects. During calibration,
the system collects several color samples of the hand and utilizes them to obtain a
precise model of the skin color of user’s hand. In the last phase, foreground is extracted
from a generic frame: this is realized using information from the background model
acquired in the first phase, and the hand model. Then, a segmentation process is exe-
cuted on the resulting image. Specifically, the algorithm discards all colors considered as
different from the color model of user’s skin. Subsequently, the Canny edge detection
algorithm is employed to extract the contour of the hands. This is the input to a classifier
that is trained to recognize gestures. The system workflow is shown in Fig. 4.

Fig. 2. System architecture

Fig. 3. Distributed architecture
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4 Hand Detection

This stage consists in extracting foreground objects from the scene, so that segmen-
tation can be realized [1]. Background subtraction is crucial in order to reduce the
number of false negatives in the segmentation phase.

4.1 Background Subtraction

In [4], several background subtraction algorithms are discussed. In our experimental
study, we employed the Gaussian Mixture Model (GMM) algorithm [3] to discriminate
background. The GMM algorithm models the value of each pixel with a mixture of
K Gaussian distributions and it detects the pixel intensity that most likely represents the
background, using a heuristic method. If a pixel does not match the intensity value, it is
recognized as a foreground pixel.

The likelihood to observe an intensity pixel value x ðxR; xG; xBÞ at the time t is
expressed by:

pðxtÞ ¼
X

wi;t gðxt; li;t; Ri;tÞ

Where w is the weight vector, ηi,t is the Gaussian distribution with an average µ and
a covariance matrix Σ.

In order to remove background, we define a threshold discriminates background
pixels from foreground pixels.

4.2 Skin Color Detection

In our system, skin color detection plays an essential role. The skin color model
proposed in [5] did not show significant results as the authors refer to
African-Americans, only. For the purpose of our study, two skin color detection
algorithms have been implemented using face color and hand color. The former

Fig. 4. Workflow
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extracts the color model from the color of user’s face. In particular, we define a region
of interest, which is located between the eyes and the nose. This region is calculated by
extracting the face, by Viola-Jones algorithm, and on it we select a rectangle situated
roughly in the middle of face. The choice of this region is due to the fact that we are
sure that will contain skin. Extracted color is represented in the HSV color space
(Fig. 5).

However, we experienced that this method is not accurate, because face color and
hand color can be very different in some individuals.

Therefore, we designed a second algorithm that detects skin color from several
points of the hand. In order to do so, we provide users with a window showing the
video being captured with overlay markers. By asking the user to place their hands over
the markers, the algorithm can evaluate the color model of the skin. This process is
shown in Fig. 6.

Once the skin color has been extracted, it is then used as a threshold to segment the
foreground image, and a second filter is used to delete the face and all regions with an
area bigger than the face area and the regions with a too small area. In this way, the
remaining regions are very likely to be the hands. The workflow is shown in Fig. 7.

5 Gesture Recognition

Gesture recognition has been implemented using a supervised learning algorithm.
Specifically, we employed Support Vector Machines.

With the hypothesis of having a linear binary classifier problem, the SVM algo-
rithm finds the separation level that maximizes the margin between two classes, and
maximizes the empty area included between them. The amplitude of this value is

Fig. 5. Skin color detection: approach 1 (Color figure online)

Fig. 6. Skin color detection: approach 2 (Color figure online)
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defined by the distance between the hyperplane that splits the two classes and the
samples around that area, i.e., the support vector (Fig. 8).

In order to train the algorithm, we acquired a training set of 2160 pictures repre-
senting all the 26 signs of LIS (80 pictures per sign) (Fig. 9).

We defined four main classes of signs based on their aspect ratio, in order to
improve the recognition performances on letters having similar sign representations.
Then, we trained one SVM classifier per group. Particularly, each classifier has been
trained using edges extracted from the pictures. All the pictures belonging to the same
class have the same dimensions.

Fig. 7. Hand detection

Fig. 8. SVM

Fig. 9. Dataset
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– First class: signs {B, R, U, V, Z}, height = 126 px, width = 104 px;
– Second class: signs {A, E, M, N, O, P, Q, T, X}, height = 106 px, width = 141 px;
– Third class: signs {C, D, F, I, L, Y}, height = 179 px, width = 141 px;
– Fourth class: signs {G, H, J, K, S}, height = 159 px, width = 70 px;

The entire image is given as an input to the classifier. As a result, the features vector
for each classifier has h x w components, where w and h represent image width and
height, respectively.

A different approach is described in [10]: it consists in training a classifier with a
pixel coordinate transformation; specifically, Cartesian coordinates are transformed
into polar coordinates, i.e. (ρ, ϑ).

Contour pixels are sampled, and only 50 pixels are taken. The coordinates of each
pixel are transformed into polar coordinates, where ρ is calculated from the mass center
of the picture.

A multilayer perceptron (MLP) was trained with polar coordinates of 50 pixels,
leading to a features vector consisting of 100 components.

6 Experimental Results

In this section the results obtained from both the classifiers are presented. The SVM
classifier uses a linear kernel, the maximum number of iterations is set to 100 and the
error threshold is set to ε = 0,000001.

The MLP topology has a single hidden layer. The learning rate is set to 0.3 and the
number of epochs is set to 500.

The test set consists of 20 pictures per sign. The following confusion matrices show
the results for each sign obtained from both classifiers.

Table 1 reports the confusion matrix relative to class 1. The entry “Neg” specifies
the negative samples, which don’t belong to this class (Tables 2, 3 and 4).

Table 1. Confusion matrix for class 1

classifier B R U V W Z Neg

B SVM 80 % 10 % 0 % 5 % 0 % 5 % 0 %
MLP 85 % 15 % 0 % 0 % 0 % 0 % 0 %

R SVM 5 % 80 % 5 % 0 % 0 % 10 % 0 %
MLP 0 % 80 % 15 % 5 % 0 % 0 % 0 %

U SVM 0 % 0 % 95 % 0 % 0 % 0 % 5 %
MLP 5 % 5 % 75 % 10 % 0 % 5 % 0 %

V SVM 0 % 0 % 0 % 95 % 5 % 0 % 0 %
MLP 0 % 0 % 5 % 85 % 0 % 0 % 10 %

W SVM 0 % 5 % 0 % 0 % 95 % 0 % 0 %
MLP 0 % 0 % 0 % 10 % 80 % 0 % 10 %

Z SVM 0 % 5 % 0 % 0 % 0 % 95 % 0 %
MLP 0 % 0 % 5 % 0 % 5 % 90 % 0 %

Neg SVM 0 % 0 % 0 % 0 % 0 % 0 % 100 %
MLP 0 % 0.8 % 0 % 0 % 1.7 % 0 % 97.5 %
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For the first class the accuracy of the SVM classifier is ca. 95 %, while the accuracy
of the MLP classifier is ca. 89 %. For the second class the accuracy of the SVM
classifier is ca. 95 %, while the accuracy of the MLP classifier is 87 %. For the third
class the accuracy of the SVM classifier is ca. 95 %, and the accuracy of the MLP

Table 2. Confusion matrix for class 2

classifier A E M N O P Q T X Neg
A SVM 95 % 0 % 0 % 0 % 0 % 0 % 0 % 0 % 0 % 5 %

MLP 90 % 0 % 0 % 5 % 0 % 0 % 0 % 0 % 0 % 0 %
E SVM 0 % 100 % 0 % 0 % 0 % 0 % 0 % 0 % 0 % 0 %

MLP 0 % 90 % 0 % 0 % 5 % 0 % 0 % 5 % 0 % 0 %
M SVM 0 % 0 % 100 % 0 % 0 % 0 % 0 % 0 % 0 % 0 %

MLP 0 % 0 % 70 % 5 % 0 % 15 % 10 % 0 % 0 % 0 %
N SVM 0 % 0 % 10 % 90 % 0 % 0 % 0 % 0 % 0 % 0 %

MLP 0 % 5 % 10 % 85 % 0 % 0 % 0 % 0 % 0 % 0 %
O SVM 0 % 0 % 0 % 0 % 100 % 0 % 0 % 0 % 0 % 0 %

MLP 0 % 5 % 0 % 0 % 70 % 0 % 0 % 5 % 0 % 20 %
P SVM 0 % 0 % 0 % 0 % 0 % 100 % 0 % 0 % 0 % 0 %

MLP 5 % 0 % 0 % 5 % 0 % 70 % 5 % 0 % 0 % 15 %
Q SVM 0 % 0 % 0 % 0 % 0 % 0 % 100 % 0 % 0 % 0 %

MLP 0 % 0 % 5 % 0 % 0 % 15 % 75 % 0 % 0 % 5 %
T SVM 0 % 0 % 0 % 0 % 0 % 0 % 0 % 75 % 0 % 25 %

MLP 0 % 0 % 0 % 0 % 15 % 0 % 0 % 85 % 0 % 0 %
X SVM 0 % 0 % 0 % 0 % 0 % 0 % 0 % 0 % 90 % 10 %

MLP 0 % 0 % 0 % 0 % 0 % 0 % 0 % 0 % 90 % 10 %
Neg SVM 0 % 0 % 0 % 0 % 0.5 % 0 % 0 % 0 % 0 % 99.5 %

MLP 0.5 % 0 % 0.5 % 0 % 1.7 % 0 % 0 % 1.7 % 1.1 % 94.5 %

Table 3. Confusion matrix for class 3

classifier C D F I L Y Neg

C SVM 90 % 0 % 5 % 0 % 5 % 0 % 0 %
MLP 80 % 0 % 0 % 0 % 5 % 0 % 15 %

D SVM 0 % 100 % 0 % 0 % 0 % 0 % 0 %
MLP 0 % 95 % 5 % 0 % 0 % 0 % 0 %

F SVM 0 % 20 % 80 % 0 % 0 % 0 % 0 %
MLP 0 % 0 % 85 % 0 % 0 % 0 % 15 %

I SVM 0 % 0 % 0 % 100 % 0 % 0 % 0 %
MLP 0 % 0 % 0 % 95 % 0 % 0 % 5 %

L SVM 0 % 5 % 10 % 0 % 85 % 0 % 0 %
MLP 0 % 0 % 0 % 0 % 100 % 0 % 0 %

Y SVM 0 % 0 % 0 % 0 % 0 % 100 % 0 %
MLP 0 % 0 % 0 % 15 % 0 % 85 % 0 %

Neg SVM 0 % 0 % 0 % 0 % 0 % 0 % 100 %
MLP 0.7 % 0 % 0.7 % 0.7 % 0.7 % 0 % 97.2 %
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classifier is ca. 93 %. For the fourth class, the accuracy of the SVM classifier accuracy
is ca. 97 %, while the accuracy of the MLP classifier is ca. 90 %.

The signs B, C, F, Q, R, S, and T show unreliable results, indeed their accuracy is
less than 80 %. Figure 10 shows a screenshot of the software implemented in the
experimental study; specifically, the L sign is being recognized by our system.

7 Conclusion and Future Works

We proposed two methods, the first one trains an SVM classifier with the hand con-
tours, and the second one uses the polar coordinates to train a NN. Even if both the
approaches offer good results, which are much higher than 50 % (random classifier), we
can conclude that the first approach performs better.

Table 4. Confusion matrix for class 4

classifier G H J K S Neg

G SVM 95 % 5 % 0 % 0 % 0 % 0 %
MLP 100 % 0 % 0 % 0 % 0 % 0 %

H SVM 0 % 100 % 0 % 0 % 0 % 0 %
MLP 10 % 70 % 0 % 0 % 10 % 10 %

J SVM 0 % 0 % 100 % 0 % 0 % 0 %
MLP 0 % 0 % 95 % 5 % 0 % 0 %

K SVM 0 % 0 % 0 % 100 % 0 % 0 %
MLP 0 % 5 % 0 % 85 % 0 % 10 %

S SVM 5 % 0 % 0 % 0 % 95 % 0 %
MLP 0 % 0 % 0 % 0 % 85 % 15 %

Neg SVM 0 % 0 % 0 % 0 % 0 % 100 %
MLP 2.1 % 1 % 1 % 0 % 1 % 94.9 %

Fig. 10. Test case
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This work is limited to the recognition of the Italian finger spelling only. The
segmentation based on the skin color is the hardest problem faced during this study,
because it is required that the system is able to work in uncontrolled environments
(users within any scene) but can be improved by using in future works the algorithm
developed from authors in [12]. SVM and MLP performance could be improved by
using several techniques shown in [13] for SVM performance evaluation, or in [14] for
MLP pre-processing or in [15] for MLP topology optimization.

A future work could see the system equipped with a most suitable sensor able to
recognize hands and fingers, as the Leap Motion, which is a technology equipped with
infrared sensor. With the combination of Leap Motion and a RGB sensor, the system
could be extended to identify more signs, without having to renounce to portability.
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Abstract. Based on spiking neural network and colour visual processing mech‐
anism, a hierarchical network is proposed to extract multi-features from a colour
image. The network is constructed with a conductance-based integrate-and-fire
neuron model and a set of receptive fields. Inspired by visual system, an image
can be decomposed into multiple visual image channels and processed in hier‐
archical structures. The firing rate map of each channel is computed and recorded.
Finally, multi-features are obtained from firing rate map. Simulation results show
that the proposed method is successfully applied to recognize the target with a
higher recognition rate compared with some other methods.

Keywords: Spiking neural network · Multi-features extraction · Visual
processing pathways · Integrate-and-fire neuron model

1 Introduction

Colour vision is an important ability of human to perceive and discriminate objects.
Quantitative psychophysical and physiological scientists have studied the colour vision
mechanism. The hierarchical pathways of colour information processing in visual system
are widely reported. They are from retina to LGN (lateral geniculate nucleus), then enter
into primary cortex V1 [1]. The landmark studies of De Valois suggested that colour
single-opponent neurons existed in the LGN. Many perceptual results indicate that colour
perception is dependent on colour contrast at the boundary of the region other than it is
on the spectral reflectance of the region [2, 3]. Single-opponent neurons confirm the
colour property of sensitivity to context. Furthermore, Livingstone and Hubel reported
that double-opponent neurons existed in primary cortex V1 [4]. The double-opponent
neurons strongly respond to colour bar, are invariant to illumination and have property of
orientation-selective [5]. Based on the above biological principle, many simulation
methods are proposed to extract colour features. For example, Yue Zhang established
colour histogram feature extraction model based on the hierarchy description of biolog‐
ical vision [6]. Silvio Borer and Sabine Susstrunk introduced an opponent colour space
motivated by retinal processing [7]. However, the hierarchical model and colour/spatial
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opponency proposed by most of them are conceptual tools rather than computational
means, and cannot be applied directly to pattern recognition. How to transform and
convert signals among neurons in the visual processing pathways still needs to be
discussed. So we combine hierarchical and logical model with spiking neurons.

Spiking neurons are regarded as a computing unit in neural networks. The first
biological model of a spiking neuron proposed by Hodgkin and Huxley, is based on
experimental recordings from the giant squid axon using a voltage clamp method [8].
The complexity in simulating the model is very high due to the number of differential
equations and the large number of parameters. Thus most computer simulations choose
to use a simplified neuron model such as integrate-and-fire model [9, 10]. Based on
integrate-and-fire model, QingXiang Wu proposed a spiking neural network to extract
colour features in different ON/OFF pathways which inspired by the roles of rods and
cones in retina [11]. Simei Gomes Wysoski also described and evaluated a spiking neural
network based on integrate-and-fire model [12]. But it did not simulate the information
processing of rods and cones in retina.

In this paper we simulate the hierarchical visual processing pathways and explore
the application of a spiking neuron model and spiking neural network to extract multi-
features for pattern recognition. The extracted multi-features contain more information.
The simulation results proved that the proposed network can be used complex pattern
recognition efficiently.

The remainder of this paper is organized as follows. In Sect. 2, the hierarchical
architecture of the neural network is proposed to extract multi-features. The spiking
neural network model is based on simplified conductance-based integrate-and-fire
neurons. The behaviours of the neural network are governed by a set of equations
discussed in Sect. 3. Experimental results and discussions are presented in Sect. 4.
Section 5 gives a conclusion and a topic for further study.

2 Hierarchical Architecture of Spiking Neural Network

As mentioned introductions, integrate-and-fire neurons are used as the implementa‐
tion units in visual processing pathways. Inspired by visual processing mechanism and
logical behavior of opponent neurons, a hierarchical architecture of spiking neural
network based on integrate-and-fire neuron model is proposed to extract multi-features.
For simplicity, only the architecture of the network for red/green opponent pathway is
shown in Fig. 1. The blue/yellow opponent pathway has similar architecture.

The spiking neural network as shown in Fig. 1 comprises three layers. Receptors
layer shows the mechanism of three type’s cones perceiving red, green, blue colours of
the input image and transforms a pixel into external current which is fed to neurons at
layer1. RF1 is simulated receptive field for single opponent neurons of Layer1 and can
be interpreted as two dimensional difference of Gaussians functions. Each neuron at
layer1 has excitatory and inhibitory synapses to transmit spike trains and is connected
to a receptive field RF1 through both of excitatory strength matrix wex and inhibitory
strength matrix wih. If the membrane potential of neuron reaches the threshold, the
neuron will fire. Otherwise, the neuron will be suppressed. Neurons at output layer are
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used to simulate double opponent neurons of cortex V1 with orientation selectivity.
Receptive field RFG is designed for double opponent neurons of output layer, which can
be implemented using Gabor functions. Similarly, each neuron at output layer is
connected to a receptive field RFG through both of excitatory strength matrix wGex and
inhibitory strength matrix wGih. The details of the neuron model and receptive fields are
presented in following sections.

receptors layer Output layerLayer1

wGex

wGex

wGih

wGih

wih

wex

RF1

RFG

wih

wex

 Excitatory synapse
 Inhibitory synapse

Fig. 1. The architecture of the network for red-green opponent (Color figure online)

3 Spiking Neuron Model and Implementation

A simplified conductance-based integrate-and-fire model is applied in the computation
of the network. Let rx,y(t), gx,y(t) represent the normalized strength at a pixel (x,y) of an
image. Receptors transfer the image pixel brightness to a synapse current Ir(x,y), Ig(x,y) by
following equations. Where α and β are constants for transformation.

(1)

In the integrate-and-fire model, the membrane potential v(t) is calculated as:

(2)

gl is the membrane conductance, El is the reverse potential, vr/g is the membrane
potential of r/g(x,y) in layer 1, r/g(x,y) represents a red/green single opponent neuron.
cm presents the capacitance of the membrane, wex and wih are governed by the following
expression.
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(3)

Where (xc,yc) is the center of receptive field RF1. w0 and w1 are used to determine
the maximal value of the weight distribution, δ and n are constants.

If the membrane potential reaches a threshold νth, then the neuron generates a spike.
Sr/g(x,y)(t) represent the spike train generated by the neuron such as that:

(4)

The firing rate Fr/g(x,y)(t) is calculated by following expression, where T is a time
interval for counting the spikes.

(5)

The neuron in output layer is governed by:

(6)

νrg is the membrane potential of the rg(x,y) in output layer, rg(x,y) represents a red/
green double opponent neuron. The distribution of the weights wGex and wGih are simu‐
lated by follows, where (xc1,yc1) is the center of receptive field RFG. λ is wavelength, θ
represents orientation selection, γ and σ are constants.

(7)

(8)
The spike train Srg(x,y)(t) generated by

(9)

The firing rate Frg(x,y)(t) of neuron in output layer is

(10)
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By analogy, we have the firing rate Fgr (x,y)(t), Fby(x,y)(t), Fyb(x,y)(t). The spiking neural
network is simulated in Matlab. Corresponding to biological neurons [13], the following
parameters for the network are used in the experiments. The dimension of receptive
field RF1 and RFG are set to 5 × 5. vth = −60 mv. El = −70 mv. gl = 1.0 μs/mm2. cm = 8 nF/
mm2. T = 1000 ms. α = 2. β = 1. δ = 1. n = 25. γ = 1/3. λ = 5. θ = pi/4, σ = 3. These
parameters can be adjusted to get a good quality output image.

We compute mean and variance colour moments for each fire map in output layer,

(11)

(12)

4 Experiments and Discussion

In this section, we illustrate the ability of multi-features extracted from the proposed
network to test the actual problems in pattern recognition. Flower category dataset
comprises 10 flowers categories with similar colour and shape [14]. Each species images
also include differences in pose and incomplete flowers owing to shade. Figure 2 shows
example of the flower category dataset.

Fig. 2. Typical objects of flower category dataset

Totalizing 804 images are used for experimental purpose. It was divided into two
training set and testing set, where 50 % for each group. Experiment is achieved by 5
fold cross-validation of libSVM. We also compare with some other methods, which
are from RGB, Retina [6], SNN1 [11], SNN+ colour-opponent respectively, as they
both extracted colour features. The RGB method computed colour moments of red,
green, blue channel for colour images. The method of Retina is applied in Yue Zhang’s
paper. It is a logical model based on visual processing mechanism. According to this
model, we compute colour moments of output images for each channel. The method
SNN1 is introduced by Qing Xiang Wu’s paper. A colour image is separated by several
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ON/OFF pathways, such as R_ON, R_OFF, B_ON, B_OFF, G_ON, G_OFF. We
calculate colour moment of each pathway. The features extracted by the method of
SNN+colour-opponent are based on the proposed neural network of this paper, but
they only show characteristic of colour contrast sensitive without orientation-selective.
SNN+colour-opponent+orientation-selective is the algorithm of multi-features extrac‐
tion. Obviously, the method of SNN+colour-opponent gets the highest recognition rate
based on our networks, SNN+colour-opponent+orientation-selective has a slightly
lower recognition rate because some image details are removed after orientation-selec‐
tive. However, SNN+colour-opponent+orientation-selective will give better perform‐
ance in terms of illuminant constancy. On the other hand, it shows the powerful func‐
tion of spiking neural work (Table 1).

Table 1. Comparison of recognition accuracy for flower category dataset

Methods Recognition
rate (%)

Retina 62.19

RGB 78.54

SNN1 89.24

SNN+colour-opponent 93.54

SNN+colour-opponent+orientation-selective 93.28

5 Conclusion

The hierarchical architecture of spiking neural network provides powerful functionali‐
ties to perform very complicated computation tasks and intelligent behaviours. This
paper has proposed a neural network model that can perform multi-features extraction
from a colour image. An integrate-and-fire neuron model and biological visual mecha‐
nism are used to construct the network. Simulations show that the proposed network
outperforms the alternative methods in recognizing objects. The reason for excellent
performance is that multi-feature fusion of colour and spatial information. It also
provides a better understanding of how human perceived colours in the visual pathways.
In this paper, only the behaviours of retina, LGN and cortex V1 have been discussed.
Actually, there are higher levels for colour processing in visual system, such as V2, PIT,
IT. This is a topic for further study.
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Abstract. This paper explores a synthetic method to create the unseen face
features in the database, thus achieving better performance of image set based
face recognition. Image set based classification highly depend on the consis-
tency and coverage of the poses and view point variations of a subject in gallery
and probe sets. By considering the high symmetry of human faces, multiple
synthetic instances are virtually generated to make up the missing parts, so as
to enrich the variety of the database. With respect to the classification frame-
work, we resort to reverse training due to its high efficiency and accuracy.
Experiments are performed on benchmark datasets containing facial image
sequences. Comparisons with state-of-the-art methods have corroborated the
superiority of our Synthetic Examples based Reverse Training (SERT)
approach.

Keywords: Face recognition � Image set classification

1 Introduction

Face recognition conducted on multiple images can be formulated as an image set
classification problem. The existing image set classification methods can be divided into
two categories, parametric model based methods and nonparametric model based
methods [1]. Parametric methods utilize a statistical distribution to represent an image
set and measure the similarity between two sets by KL-divergence. The main drawback
of such methods is that they need to tune the parameters of a distribution function and
rely on strong statistical correlation between training and test image sets [2, 3]. Unlike
parametric methods seeking for global characteristics of the sets, non-parametric
methods put more emphasis on local samples matching. They attempt to find the overlap
views between two sets and measure the similarity upon those parts of data. Nearest
Neighbor (NN) matching is used to find the common parts. They model the whole image
set as local exemplars [4], an affine hull or a convex hull [5], a regularized affine hull [6],
or use the sparsity constraint as a means to find the nearest pair of points between two
image sets [7]. Then the similarity of two sets can be reflected by the Euclidean distance
between their closest points. Since the NN based methods use only a small part of the
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data information, they are more vulnerable to outliers. Later, people find that in some
cases the structure of the whole image set might be a nonlinear complex manifold and a
linear subspace is not sufficient for representation. Thus, researchers start to model an
image set as a point on a certain manifold, e.g., a Grassmannian manifold [8, 9] or a
Riemannian manifold [10]. The corresponding distance metrics can be geodesic distance
[11], projection kernel metric [12] and Log-Euclidean distance (LED) [13].

In [14], Hayat et al. tried to keep each example independent and to remain the
image set in its original form rather than seeking a whole representation. They argued
that whatever form you use, once you model a set as a single entity, there must be loss
of information. Besides, they adopted the reverse training strategy.

The abovementioned methods mainly focus on devising an efficient classifier. They
tacitly make an assumption that the distribution of a person’s poses and view points in a
probe image set are similar to those in the gallery image set. However, it is sometimes
the case that there is pose or view point mismatch between the gallery and probe image
sets of the same subject. In such case, the probe image set is more easily classified as
the class whose gallery set contains the same head pose as the probe set but is indeed
from a different subject.

In this paper, to solve such a problem, we propose a simple yet effective approach
by synthesizing more samples for each image set. In this way, the variety of poses and
viewpoints within an image set can be apparently enriched. In terms of the classifi-
cation framework, we resort to Reverse Training [14]. The proposed method is named
as Synthetic Examples based Reverse Training, SERT for short.

2 Image Set Feature Extraction

We propose a face sample synthesizing method in which the symmetry property of the
human face is fully exploited. This approach is inspired by [14]. In [14], Hayat et al.
pointed out that based on the manual inspection of the most challenging YouTube
Celebrities dataset, a great amount of misclassified query image sets have a common
characteristic that their head poses are not covered in the training sets. To address this
issue, here we present our solution.

2.1 Horizontal Symmetry Synthetic Examples and LBP

We create synthetic examples to enrich the set variations, by operating directly in “data
space”. For each example in an image set, we flip the image horizontally and get
another symmetry version of the original face. To determine the necessity of this
flipping step, we use the Euclidean distance metric to measure the similarity between
the original face and the flipped one. A threshold is empirically set. If the distance is
less than the threshold, we neglect the flipped face since the original face itself has a
good symmetry. Otherwise, we add the new flipped face column to the image set and
therefore augment the number of instances in all the sets.

Next, we use Local Binary Patterns (LBP) [15] for face feature extraction. It has
three classical mapping table: (1) uniform LBP (‘u2’), (2) rotation-invariant LBP (‘ri’),
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and (3) uniform rotation-invariant LBP (‘riu2’). Here we adopt the uniform LBP (‘u2’),
whose binary pattern contains at most two bitwise transitions from 0 to 1 (or 1 to 0).
There are totally 2 conditions for 0 transition and 56 conditions for 2 transitions
(1 transition is impossible) in the case of (8, R) neighborhood. All the non-uniform
LBP that contains more than two transitions are labeled as the 59th bin. The details of
feature extraction are listed in Table 1.

Since we use grid division LBPu2
8;1 which is not rotation invariant, the flipped image

must have a different LBP value from its original one. An intuitive illustration can be
seen in Fig. 1. Imagine the case that a training set only composes of left profile faces,
while its corresponding upcoming test set only consists of right profile faces. It is
obviously that the original gallery and probe set is hard to match to each other.
However, after we create synthetic examples, both gallery and probe set contains left
and right profile features. It is much easier for the later classification.

2.2 SMOTE and PCA Whitening

The number of instances varies a lot from set to set. Such an uneven distribution will
lead to the bias in the classification stage especially for those methods who do not
represent the image set as a whole entity. To solve this problem, here we use the

Table 1. Feature extraction based on grid division LBPu2
8;1

Input: A face image
1. Divide the face image into k × k non-overlapping uniformly spaced grid cells
2. For each pixel in one cell, sample its 8 neighbors with radius 1 and map its pattern

into one of the 59 conditions
3. Build the histogram over each cell, which counts the frequency of each number

(1–59)
4. Normalize the histograms and concatenate them one after another (either

column-wise or row-wise)
Output: A feature vector whose dimension is 59 k2

1 2 3 4

5 6 7 8

9 10 11 12

13 14 15 16

4 3 2 1

8 7 6 5

12 11 10 9

16 15 14 13

Original face Flipped face

Fig. 1. A synthetic feature and its original feature.
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Synthetic Minority Over-sampling Technique (SMOTE) proposed by Chawla et al.
[16]. For the image sets whose sizes are smaller than 100, we generate synthetic
examples by taking each minority instance and introducing synthetic ones along the
line segments between itself and its k nearest neighbors in the same set.

At the training phase, the LBP features are redundant since adjacent pixel inten-
sities are highly correlated. Therefore, we use PCA whitening to make our input
features uncorrelated with each other and have unit variance.

3 SERT: Synthetic Examples Based Reverse Training

3.1 Problem Formulation

Denote X = {x1, x2, …, xn} as an image set containing n face examples from a person,
where xi is a feature vector of the i

th single image, and is in the form of LBP. A subject
can have multiple image sets. Given k training image sets X1, X2, …, Xk that belong to
c classes (k >= c) and their corresponding labels y = {1, 2, …, k}, when there comes in
a query image set Xq, our task is to find out which class it belongs to.

3.2 Reverse Training and the Proposed Framework

After the preparation for features, we use the Reverse Training algorithm proposed in
[14] to do the classification work.

Suppose a coming query set Xq has 200 images. The 20 training sets that belong to
20 classes (multiple sets per subject are combined as a whole) are marked as D = {X1,
X2, …, X20}. 10 images per set in D are randomly selected to form a set D1 containing
200 images and the rest of images in D form the set D2. As the name “Reverse training”
suggests, we treat the 200 images in Xq as training data while the images in D2 as test
data. Specifically, 200 features in Xq are labeled as +1 and 200 features in D1 are
labeled as −1. A binary classifier Liblinear [17] is trained on these 400 instances and
D2 is tested on the linear decision boundary. Those who are classified as +1 (same side
as Xq) are denoted as Dþ

2 . A normalized histogram h is computed on the yDþ
2
(labels of

Dþ
2 ) over the 20 class bins. Intuitively, hi (i = 1, 2, … 20) indicates the percentage of

the number of label i in yDþ
2
over the number of label i in yD2 .

hi ¼
X

y2yDþ
2

fi yð Þ=
X

y2yD2
fi yð Þ; where fiðyÞ ¼

1; y ¼ i

0; y 6¼ i

(

ð1Þ

Finally, the label of the query set Xq is assigned according to hi that has the largest
occurrence,

yq ¼ argmax
i

hi ð2Þ

The flowchart of the proposed SERT approach is presented in Fig. 2.
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4 Experimental Results

4.1 Datasets and Settings

Honda/UCSD Dataset. The Honda/UCSD dataset [18] contains 59 video sequences
involving 20 different persons. The face in each frame is first automatically extracted
using Viola and Jones face detection algorithm [19] and then resized to the size of
20 × 20. For our experiment, one video is considered as an image set. Specifically, each
person has one image set as the gallery and the remaining sets as the probes. We repeat
our experiment for 10 times with randomly selected training and testing combinations.

CMU Mobo Dataset. The CMU Mobo dataset [20] consists of 96 video sequences of
24 different subjects. The number of frames for each video is about 300. Similar to the
Honda, the faces are detected using [19] and resized to 40 × 40. As a convention, we

…

gallery image sets X1, X2, …, Xc

create synthetic 
examples for each set

…

training feat. D = {X1, X2, …, Xc}

gallery image sets X1, X2, …, Xc

, SMOTE and 
PCA whitening

divide into D1 and D2

data sets D1 and D2

a query image set Xq

create synthetic 
examples 

a query image set Xq

the class label of query set Xq

Offline Preparation Online Testing Phase

, SMOTE and 
PCA whitening

a query image set Xq

…

test D2

on C

normalized histogram h

train a linear classifier 
C on D1 and Xq

return the bin index of 
maximum ratio 

Fig. 2. Illustration for the computation process of SERT.
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consider one video as an image set and select one set per person for training and the rest
sets for testing (24 sets for training and 72 for testing). k = 5 for LBP grid division.

YouTube Celebrities Dataset. The YouTube Celebrities [21] has 1910 video clips of
47 celebrities. We utilized the method in [22] to track the face region across the entire
video, in which the face bounding boxes in initial frame is manually marked and
provided along with the dataset. The cropped face region is then resized to 30 × 30.
Specifically, we divided the whole dataset into five equal folds with minimal over-
lapping. From the aspect of fold division, for subjects who have more than 45 videos,
we randomly select 45 from them. As for subjects who don’t have 45 videos, some
videos are selected more than once. Then we divide 45 videos per person into 5 fold.

4.2 Comparisons with Existing Methods

We compare our proposed framework with several recently proposed state-of-the-art
methods which include DCC [1], MMD [4], MDA [8], AHISD [5], CHISD [5], SANP
[7], CDL [10] and RT [14]. Table 2 tabulates the recognition results for our approach
and all the other methods listed above on the three datasets.

5 Conclusions

In this paper, we examined the value of using synthetic examples combined with reverse
training, namely SERT, to increase the recognition rate of set based face recognition.
SERT is simple in concept and can be implemented easily. Experimental results indicate
that SERT could yield better performance than the other competitors.

References

1. Kim, T.K., Kittler, J., Cipolla, R.: Discriminative learning and recognition of image set
classes using canonical correlations. IEEE PAMI 29, 1005–1018 (2007)

Table 2. Average recognition rates (%) with standard deviation of different methods on the three
benchmark datasets

Method Honda/UCSD CMU Mobo YouTube

DCC [1] 92.6 ± 2.3 88.9 ± 2.5 64.8 ± 2.1
MMD [4] 92.1 ± 2.3 92.5 ± 2.9 62.9 ± 1.8
MDA [8] 94.4 ± 3.4 90.3 ± 2.6 66.5 ± 1.1
AHISD [5] 91.3 ± 1.8 88.5 ± 3.3 64.4 ± 2.4
CHISD [5] 93.6 ± 1.6 95.7 ± 1.0 63.4 ± 2.9
SANP [7] 95.1 ± 3.1 95.6 ± 0.9 65.6 ± 2.4
CDL [10] 98.9 ± 1.3 88.7 ± 2.2 68.5 ± 3.3
RT [14] 100 ± 0.0 97.3 ± 0.6 76.9 ± 2.0
SERT 100 ± 0.0 98.2 ± 1.1 80.5 ± 2.4

Image Set Classification Based on Synthetic Examples 287



2. Arandjelovic, O., Shakhnarovich, G., Fisher, J., Cipolla, R., Darrell, T.: Face recognition
with image sets using manifold density divergence. In: CVPR, pp. 581–588 (2005)

3. Shakhnarovich, G., Fisher III, J.W., Darrell, T.: Face recognition from long-term
observations. In: Heyden, A., Sparr, G., Nielsen, M., Johansen, P. (eds.) ECCV 2002,
Part III. LNCS, vol. 2352, pp. 851–865. Springer, Heidelberg (2002)

4. Wang, R., Shan, S., Chen, X., Gao, W.: Manifold-manifold distance with application to face
recognition based on image set. In: CVPR, pp. 1–8 (2008)

5. Cevikalp, H., Triggs, B.: Face recognition based on image sets. In: CVPR, pp. 2567–2573
(2010)

6. Yang, M., Zhu, P., Gool, L., Zhang, L.: Face recognition based on regularized nearest points
between image sets. In: IEEE FG, pp. 1–7 (2013)

7. Hu, Y., Mian, A.S., Owens, R.: Sparse approximated nearest points for image set
classification. In: CVPR, pp. 121–128 (2011)

8. Wang, R., Chen, X.: Manifold discriminant analysis. In: CVPR, pp. 429–436 (2009)
9. Harandi, M.T., Sanderson, C., Shirazi, S., Lovell, B.C.: Graph embedding discriminant

analysis on grassmannian manifolds for improved image set matching. In: CVPR, pp. 2705–
2712 (2011)

10. Wang, R., Guo, H., Davis, Larry S., Dai, Q.: Covariance discriminative learning: a natural
and efficient approach to image set classification. In: CVPR, pp. 2496–2503 (2012)

11. Turaga, P., Veeraraghavan, A., Srivastava, A., Chellappa, R.: Statistical computations on
grassmann and stiefel manifolds for image and video-based recognition. IEEE PAMI 33,
2273–2286 (2011)

12. Hamm, J., Lee, D.: Grassmann discriminant analysis: a unifying view on subspace-based
learning. In: ICML, pp. 376–383 (2008)

13. Harandi, M.T., Sanderson, C., Wiliem, A., Lovell, B.C.: Kernel analysis over riemannian
manifolds for visual recognition of actions, pedestrians and textures. In: WACV, pp. 433–
439 (2012)

14. Hayat, M., Bennamoun, M., An, S.: Reverse training: an efficient approach for image set
classification. In: Fleet, D., Pajdla, T., Schiele, B., Tuytelaars, T. (eds.) ECCV 2014, Part VI.
LNCS, vol. 8694, pp. 784–799. Springer, Heidelberg (2014)

15. Ojala, T., Pietikainen, M., Maenpaa, T.: Multiresolution gray-scale and rotation invariant
texture classification with local binary patterns. IEEE PAMI 24, 971–987 (2002)

16. Chawla, N.V., Bowyer, K.W., Hall, L.O., Kegelmeyer, W.P.: Reverse training: an efficient
approach for image set classification. J. Artif. Intell. Res. 16, 321–357 (2002)

17. Fan, R.E., Chang, K.W., Hsieh, C.J., Wang, X.R., Lin, C.J.: LIBLINEAR: a library for large
linear classification. J. Mach. Learn. Res. 9, 1871–1874 (2008)

18. Lee, K., Ho, J., Yang, M., Kriegman, D.: Video based face recognition using probabilistic
appearance manifolds. In: CVPR, pp. 313–320 (2003)

19. Viola, P., Jones, M.J.: Robust real-time face detection. IJCV 57, 137–154 (2004)
20. Gross, R., Shi, J.: The CMU motion of body (mobo) database. Technical report

CMU-RI-TR-01-18 (2001)
21. Kim, M., Kumar, S., Pavlovic, V., Rowley, H.: Face tracking and recognition with visual

constraints in real-world videos. In: CVPR, pp. 1–8 (2008)
22. Ross, D.A., Lim, J., Lin, R., Yang, M.: Incremental learning for robust visual tracking. IJCV

77, 125–141 (2008)

288 Q. Liang et al.



Carried Baggage Detection and Classification
Using Part-Based Model

Wahyono and Kang-Hyun Jo(&)

Intelligent Systems Laboratory, Graduate School of Electrical Engineering,
University of Ulsan, Ulsan 680-749, Korea

wahyono@islab.ulsan.ac.kr, acejo@ulsan.ac.kr

Abstract. This paper introduces a new approach for detecting carried baggage
by constructing human-baggage detector. It utilizes the spatial information of
baggage in relevance to the human body carrying it. Human-baggage detector is
modeled by body part of human, such as head, torso, leg and bag. The SVM is
then used for training each part model. The boosting approach is constructing a
strong classification by combining a set of weak classifier for each body
part. Specify for bag part, the mixture model is built for overcoming strong
variation of shape, color, and size. The proposed method has been extensively
tested using public dataset. The experimental results suggest that the proposed
method can be alternative method for state-of-the art baggage detection and
classification algorithm.

Keywords: Carried baggage detection and classification � Part-based model �
Video surveillance � HOG � Boosting SVM � Mixture model

1 Introduction

In the last decade, automatic video surveillance (AVS) system has more attention from
the computer vision research community. Detecting of carried object is one of
important parts of AVS. This task is potentially important objective for security and
monitoring in public space. However, the task is inherently difficult due to the wide
range of baggage that can be carried by a person and the different ways in which they
can be carried. In the literature, there have been several approaches proposed for
detecting baggage that abandoned by the owners [1, 2] or still being carried [3–5] by
them. Tian et al. [1] proposed a method to detect abandoned and removed object using
background subtraction and foreground analysis. In their approach, the background is
modeled by three Gaussian mixture that combining with texture information in order to
handle lighting change conditions. The static region obtained by background sub-
traction is then analyze using region growing and is classified as abandoned or removed
object by some rules. However, in some cases this method produces many false alarm
due to imperfect background subtraction. To overcome this problem, Fan et al. [2]
proposed relative attributes schema to prioritize alerts by ranking candidate region.
However, in real implementation to know who is the owner of abandoned baggage is
very important. Therefore, as prior process, the system should capable to detect the
person who carried baggage. The authors from [3, 4] proposed same concept to detect
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carried object by people. They utilized the sequence of human moving to make spatial
temporal template. It was then aligned against view-specific exemplar generated offline
to obtain the best match. Carried object was detected from the temporal protrusion. The
author in [4] extend the framework such that the system can also classify the baggage
type based on the position in relevance to the human body carrying it. However, the
method assumes that parts of the carried objects are protruding from the body sil-
houettes. Due to its dependence on protrusion, the method cannot detect non protruding
carried object. The protruding problem can be solved by method from [5]. This method
utilized ratio color histogram. Using assumption of the color of carried object is dif-
ferent with clothes, it will achieve good result in accuracy. However, this method is
dependence on event where the bag being transferred or left. The assumption of
observing the person before and after the change in carrying status is application
specific and cannot be used as a general carried object detector.

This paper proposes a novel approach for detecting people carrying baggage. Our
approach utilizes the strong connection between baggage and body parts. Instead of
constructing model for entire of object, our method build model for each part [8] of
body including the bag part according to possible placement. Overall, this paper offers
the following major contributions; (1) Part-based model schema and the relationship
among them specific for detecting person carrying baggage and classifying the baggage
based on our spatial model. (2) Bag part mixture model for solving strong variation
problem of baggage (e.g., location, size, shape, and color).

2 System Model

This section presents the detail of our model for detecting human-baggage object on the
image. Our model based on spatial information of bag on the human body.

2.1 Human Body Parameter and Baggage Spatial Model

Using human body proportional model, as shown Fig. 1(a), it can be deducted that in
average the height and weight of a person are H = 8h, W = 2h, respectively, where h is
the length of head. Therefore h = H/8. Bend line B is defined as the center of the body
in vertical axis, vertical line C is denoted as center of body in horizontal axis that
traverse the centroid of body. Let define T be the position of the top of the head in the
image, and L be the most left location of body in the image, then B = T + 4h and
C = L + h. These all parameters are used for making our spatial model of
human-baggage that is described in detail in the next subsection.

The general idea of spatial model is adopted from [4], by placing the bag in certain
location according of the body proportion and the viewing direction of the person. Our
spatial model is divided in into three major categories of bag, (1) backpack or hand bag,
(2) tote bag or duffle bag and (3) rolling luggage. As shown in Fig. 1(b)–(d), spatial
models of bag define the set of conditions for checking whether the bag exists or not in
front view direction. For instance, if our part model detect that location depicted in
Fig. 1(b) as bag with high probability value, then the bag is classified as a backpack; if
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not, then it is placed the bag in location of other categories. In addition, if there is no
bag identified in all spatial models, it is concluded the human is not carrying any bag.

2.2 Part-Based Model

Many object detection and recognition problems have been successfully implemented
using part based model, such as face [6], human [7], and general object detection [8]
with incredible result. In our work, the human-baggage is modeled based on obser-
vations of the part models and their relative position among them. In this paper, each
human-baggage model is divided into four part models; head part, torso part, leg part
and bag part, as shown in Fig. 2. Height of head, torso, and leg part are h, 3h and 4h,
respectively, while the height of bag part is varying according to our model. The
feature vector is then extracted from full body and part model. The framework
described here is independent of the specific choice of feature. In our implementation,
the histogram of oriented gradient (HOG) [9] feature is used for description the model.

The part detection is represented by m ¼ Uiðx; y; l; pÞ, where specifying an anchor
position ðx; yÞ relative to full body in the lth level of the pyramid scale image andpartp. The
score of part interpolation based on hybrid of boosting Support Vector Machine
(SVM) [10] is defined by the formulation as follows:

Fig. 1. Human-baggage spatial model of front view direction. The category of bag is divided
into three major categories according to body proportions (a); (b) backpack or hand bag, (c) tote
or duffle bag, and (d) rolling luggage.

(a)  Backpack (b) Duffle bag (c) Rolling Luggage

Fig. 2. Visualizations of HOG features from some models on i-Lids data [11]. For each
category, first image is input image, the second image is the initial root filter for a human-bag
model, and the last image is part filter model from the first image.
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JðmÞ ¼
Xn

i¼1

xiUiðx; y; l; pÞ ð1Þ

where xi is the weighting, xi [ 0 and Ui is the output probability of SVM classifi-
cation of the component p, n is the number of component.

2.3 Mixture Model

Detecting baggage is not easy due to variation of color, size and appearance. Conse-
quently, the bag in certain location may exhibit more intra-class variation for by a
single bag part model. Thus, specific for bag part, mixture model is used for handling
this problem. More formally, let define a distribution f is a mixture of K component
distribution f1; f2; . . .; fK if

f ðxÞ
XK

k¼1

kkfkðx; hkÞ ð2Þ

with the kk being the mixing weights, kk [ 0,
P

k kk ¼ 1, x is feature vector of
observations, and hk specify as parameter vector of the kth component. The overall
parameter vector of the mixture model is thus h ¼ k1; . . .; kK ; h1; . . .; hKð Þ. Our goal
now is to estimate these all parameters using Expectation-Maximization (EM).

2.4 Detection

Let M be the number of possible model (including human object that do not carry any
baggage) learned in our framework. The final score of object hypothesis being
human-baggage object is the maximum value among the score of each model that
formulated as Eq. (3). In addition, if the value of Jfinal is less than a fixed threshold, the
object hypothesis is classified as other objects.

Jfinal ¼ max
m1;...;mM

Jðm1Þ; Jðm2Þ; . . .; JðmMÞð Þ ð3Þ

2.5 Training

A hybrid technique of boosting SVM implemented by [10] is used for training our
human-baggage detection system. The boosting technique introduces its ability to
extract high discriminative features to construct strong classifier from set of weak
classifier. In our model, set of weak classifiers is built according to a set of part models.
The standard SVM technique is used to learning of partial part model. The details of the
standard SVM can be found in [12]. The SVM is applied to learn part model as a weak
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classifier. The boosting technique is then used for interpolating the full body detection.
In practical data, the weighting of weak classifiers are automatically decided by our
algorithm. The result training indicates that the head part has the largest weighting.
Also, the head part is used to distinguish the view direction of object. The output
probability of SVM classification is computed by

UðxÞ ¼ Pðy ¼ 1jxÞ ¼ 1
1þ expð�hðxÞÞ ð4Þ

where hðxÞ is the signed distance of feature vector x to the margin of the SVM model.

3 Experiments

Our model was tested on human-baggage dataset. It was collected from small subset of
INRIA [9], Caltech [13] and our own images. Since our work was focused on
human-baggage detection, only human carrying baggage images were selected. The
summary of our dataset is shown in Table 1. Our dataset is divided into two groups,
training and testing groups. Each group is classified into 3 categories manually for
creating ground truth. The training group contains 338 human-baggage object consisted
of 132, 111, and 95 data for category 1, 2, and 3, respectively. The testing group
contains 202 human-baggage object distributed as 78, 67, and 57 data for category 1, 2,
and 3, respectively. Data from category 1 and 2 is resized to be 128 × 64 pixels
resolution, while for category 3 is more wider becomes 128 × 72 pixels resolution.
Figure 3 shows several samples of our dataset used in our implementation.

(a) Category 1 (b) Category 2 (c) Category 3

Fig. 3. Some samples used for training. Category 1 includes backpack and handbag, category 2
consists of tote bag and duffle bag, and category 3 contains rolling luggage. First, second and
third row for each category are representing viewing direction from front, side and back viewing
direction. Thus, in total, nine models of human-baggage are built.
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Our model was evaluated for classified object into human with or without baggage.
The human carrying baggage is set to be positive samples. Human without baggage is
set to be negative samples. For first evaluation, 338 positives samples and 1,352
negative sample were used. Our method achieves detection rate of 77.02 %. Since, as
our knowledge, there is no method researching this specific task, we do not compare
our method with others yet. However, we have tried to just use original HOG and SVM
on full body [9], but the result is not promising around 45.62 %. Next, our method was
evaluated to classify image into three baggage categories. Table 2 summaries the
evaluation result on training dataset. Our method obtains classification rate as much as
76.51 %, 77.47 %, 80 % for each category, respectively. In average, it achieves true
classification rate of 77.21 %. Table 3 depicts the evaluation result on testing dataset.

Fig. 4. Some typical detection results. The human-baggage object is detected as red bounding
box. The baggage is then classified into category 1, 2 and 3 which are represented by blue,
yellow and green bounding boxes, respectively (Color figure online).

Table 1. Dataset specification

Baggage category #Training #Testing

1. Backpack/handbag 131 78
2. Tote bag/duffle bag 111 67
3. Rolling luggage 95 57
Total 338 202

Table 2. Evaluation on training data

Detection
C1 C2 C3

Ground truth C1 101 14 7
C2 9 86 16
C3 5 14 76

Table 3. Evaluation on testing data

Detection
C1 C2 C3

Ground truth C1 46 23 9
C2 12 39 16
C3 7 15 35
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Our method achieves 59.40 %, which for category 1, 2 and 3 are 58.97 %, 58.2 %,
61.40 %, respectively. Last, our method was evaluated on full image databases. Sliding
window mechanism in any position and scale are used to detect human-baggage region.
In practical, the same human-baggage region is usually detected with several times with
overlapped bounding boxes. Therefore, it is necessary to combine the overlapped
regions for unifying detection and rejecting misdetections. Some typical results of our
method are shown in Fig. 4.

4 Conclusion

In this paper, part-based model for detecting and classifying baggage carried by human
was introduced. First, the human region was modeled into four parts, head part, body
part, leg part and baggage part. The model utilized the location information of baggage
relative to human body. Histogram of oriented gradient (HOG) features were extracted on
each part. The features were then trained using boosting support vector machine (SVM).
Gaussian mixture model was also applied for modeling the baggage part for handling
variation of baggage size, shape and color. After conducting extensive experiment, our
method achieves 77.02 % and 59.40 % for detection and classification rate, respectively.
However, our method has some limitations for detecting and classifying baggage carried
by human. First, it may fail to detect multiple baggage carried by the same person. The
additional model should be considered in our future work for handling this problem.
Second, our method fail to detect overlapping human-baggage region. Increasing the
number of part body can be one of the solutions for solving this issue.
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Abstract. Image splicing is very common and fundamental in image tampering.
Therefore, image splicing detection has attracted more and more attention
recently in digital forensics. Gray images are used directly, or color images are
converted to gray images before processing in previous image splicing detection
algorithms. However, most natural images are color images. In order to make use
of the color information in images, a classification algorithm is put forward which
can use color images directly. In this paper, an algorithm based on Markov in
Quaternion discrete cosine transform (QDCT) domain is proposed for image
splicing detection. The support vector machine (SVM) is exploited to classify the
authentic and spliced images. The experiment results demonstrate that the
proposed algorithm not only make use of color information of images, but also
can achieve high classification accuracy.

Keywords: Markov model · QDCT · Image-splicing detection · Color image
forgery detection

1 Introduction

In recent years, image splicing forgery detection is a hot topic in image processing.
Splicing forgery detection need to depend on the concept of hypothesis, although any
trace on the vision may not be left in tampering images, the underlying statistics are
likely to be changed. It is these inconsistencies that detection techniques are used to
detect the tampering. Various passive image splicing detection approaches have been
proposed. Shi et al. [1] employed wavelet moment characteristics and Markov features
to identify splicing images on DVMM dataset [2]. Wang et al. used gray level co-
occurrence matrix (GLCM) of threshold edge image to classify splicing image [3] and
employed Markov chain for tampering detection [4] on CASIA V2.0 Dataset [5].
Sutthiwan et al. [6] had pointed out two problems of the data sets [5] and had shown
how to rectify the dataset and the experimental results showed the detection rate of the
causal Markov model-based features was reduced to 78 % on the rectified dataset.
Recently, Zha et al. used non-causal Markov model domain on DCT and DWT domains
to obtain a high accuracy [7]. He et al. [8] proposed a method based on Markov features
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in DCT and DWT domain. The detection accuracy was up to 93.42 % on DVMM dataset
[2], 89.76 % on CASIA V2.0 dataset [5]. Amerini et al. [9] used the DCT coefficients
first digit features to distinguish and then localize a single and a double JPEG compres‐
sion in portions of an image.

These algorithms mainly use the gray information of images or certain color
component information to detect whether the images have been spliced, whole color
information is not used effectively. In order to make use of the whole color infor‐
mation, QDCT is introduced into image splicing detection algorithm in this paper.
The superiority of QDCT in color image processing is fully reflected in these appli‐
cations [10, 11]. Therefore, an image tamper detection algorithm under QDCT
transform domain is proposed in this paper. A new idea for image tamper detection
is proposed, which has a certain theoretical and practical significance.

2 The Proposed Approach

In this section, the whole framework of the proposed algorithm is presented with detailed
description of each part. The framework of the proposed algorithm based on Markov
features is shown in Fig. 1. Compared with literature [8], we extract Markov features in
QDCT domain. Expanded Markov features in QDCT domain are obtained in this paper.
Besides, reference [1], we introduce main diagonal difference matrices, minor diagonal
difference matrices, main diagonal transition probability matrices and minor diagonal
transition probability matrices in QDCT. Different the literature [1, 8], We also consider
QDCT coefficients correlation between the intra-block correlation and the inter-block
in main diagonal and minor diagonal direction. Finally, the feature vector obtained is
used to distinguish authentic and spliced images with Primal SVM [12] as the classifier.

Original source 
color image

Expangded Markov
Features in QDCT domain

Block
QDCT

Primal  SVM
88×

Fig. 1. Illustration of the stages of our algorithm

2.1 Quaternion Discrete Cosine Transform

The research of QDCT is prompted by the precedents of the successful application of
real number and complex number domain, the basic principle of QDCT was proposed
by Feng and Hu [10], and the actual algorithm was given. hq(m, n) is a two-dimensional
M × N quaternion matrix, m and n is row and column of the matrix respectively, here,
m ∈ [0, M − 1], n ∈ [0, N − 1], the definition of L-QDCT as follows:

(1)
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In Eq. (1), uq is a unit pure quaternion, it represents the direction of axis of
transformation, and it satisfies uq

2 = −1, p and s are row and column of the trans‐
form matrix, respectively. It is similar to DCT in real number and complex number
domain, the definition of ,  and T(p, s, m, n) are shown as follows:

The spectral coefficient of  through transformation is still a quaternion matrix
of M × N, and its representation is by Eq. (2).

(2)

2.2 Block QDCT

The Expanded Markov features in DCT domain proposed in [8] are very remarkable in
capturing the differences between authentic and spliced images. They can be calculated
by seven steps. Unlike the first step, the original color images are blocked into  non-
repeatedly, and each block is still color image. Secondly, three color components R, G
and B of blocked images are used to construct quaternion matrix, and the quaternion
matrix is processed by QDCT transform to obtain QDCT coefficient matrix of each
block, then the square root of the real part (r) and three imaginary parts (i, j, k) are
calculated. Then all calculated matrices need to reassemble according to the site of
blocking, thus a 8 × 8 blocked QDCT matrix F of original color image can be acquired.
It is shown in Fig. 2.

The
input
image

Block

R component

Block image QDCT
coefficient matrix 

G component

B component

Construct a 
quaternion

QDCT
transform88× Sqrt(r+i+j+k)

Fig. 2. Illustration of the stages of 8 × 8 block QDCT.

2.3 Expanded Markov Features in QDCT Domain

Compared with the literature [8], Expanded Markov features in QDCT domains are
obtained in this paper. Besides, reference [1], we introduce main diagonal difference
matrices, minor diagonal difference matrices, main diagonal transition probability
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matrices and minor diagonal transition probability matrices in QDCT. Different the
literature [1, 8], we also consider QDCT coefficients correlation between intra-block
correlation and inter-block in main diagonal and minor diagonal direction. In addition
to these different other steps are roughly the same. The following steps are shown.

Firstly,  block QDCT is applied on the original image pixel array following Part
2.2, and the corresponding QDCT coefficient array G is obtained. Then, the round QDCT
coefficients G to integer and take absolute value (denote as arrays F).

Secondly, calculate the horizontal, vertical, main diagonal and minor diagonal intra-
block difference 2-D arrays Fh, Fv by applying Eqs. (1) and (2), respectively in [8], Fd

and F−d by applying Eqs. (3)–(4) as follow:

(3)

(4)
and calculate the horizontal, vertical, main diagonal and minor diagonal inter-block
difference 2-D arrays Gh, Gv, by applying Eqs. (7) and (8), respectively in [8], Gd and
G−d by applying Eqs. (5)–(6) as follow:

(5)

(6)
Thirdly, introduce a threshold T(T ∈ N+), if the value of an element in Fh (or Fv, Gh

and Gv) is either greater than T or smaller than −T, replace it with T or −T.
Fourthly, calculate the horizontal, vertical, main diagonal and minor diagonal tran‐

sition probability matrices of Fh, Fv, Gh, Gv, Fd, F−d, Gd and G−d. That , ,
, , , , ,  by applying Eqs. (3)–(6), (9), (10),

(11), (12), respectively in [8]. , , ,  by applying
Eqs. (7)–(10) as follow:

(7)

(8)

(9)

(10)

where i, j ∈ {−T, −T + 1, …, 0, … T − 1, T}, thus (2T + 1) × (2T + 1) × 12 dimensionality
Markov features in QDCT domain are obtained.
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3 Experiments and Results

In this section, we introduce image datasets for experiment, and present a set of experiments
to demonstrate high performance and effectiveness of proposed algorithm.

3.1 Image Dataset

Two public image datasets for tampering and splicing detection are provided by DVMM,
Columbia University [2]. However, the color information is not provided by their data
of gray images. The number of color images is too small. In addition, it doesn’t closer
to reality tamper image. In order to provide more challenging evaluation database for
evaluation, two color image data sets CASIA V1.0 and CASIA V2.0 are chosen, which
are shown in Fig. 3.

Fig. 3. Some example images of CASIA dataset (the left from V1.0, and the right from V2.0,
authentic images in the top row, their forgery counter parts in the bottom row).

Two problems of the dataset CASAI V1.0 and CASAI V2.0 have been pointed out
by Patchara et al. [6]. First one is the JPEG compression applied to authentic images is
one-time less than that applied to tampered images; the second one is for JPEG images,
the size of chrominance components of 7140 authentic images is only one quarter of
that of 2061 tampered images. For fairness purpose, we accord to the processing method
to modify the database in the article [6]. Because we can’t use YCbCr color space, we
just only need solve the first problem of CASAI TIDE V2.0. We used Matlab for standard
JPEG compression to alleviate the influence of the difference in the number of JPEG
compression by the following procedure: (1) Re-compressing 7437 JPEG authentic
images with quality factor of 84; (2) Compressing 3059 TIFF tampered images by
Matlab with quality factor of 84; (3) Leaving 2064 JPEG tampered images untouched.
The data set CASAI V1.0 is also processed by same method.

3.2 Classification

In our experiment, Primal SVM [12] is used for classification. The Primal SVM has
more kernel functions, such as RBF, linear, histogram intersection and so on. After the
comparison with several experiments, the histogram intersection kernel has the highest
classification accuracy. Therefore, histogram intersection is chosen as kernel function.
The threshold T is fixed in all of the experiments. For   CASIA V1.0, CASIA V2.0 dataset,
we choose T = 4, which will produce 972-dimensional feature vector. To be fair, all the
experiments and comparisons are tested on the dataset mentioned above with the same
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classifier. The testing platform is Matlab R2012b, and the hardware platform is a PC
with a 2G, 32 bit operating system, and Intel i3 processor. In each experiment, the
average rate of 30 repeating independent tests is recorded. In each of the 30 runs, 5/6 of
authentic images and 5/6 of spliced images in the dataset are randomly selected to train
SVM classifier. Then the remaining is used to test.

3.3 The Detection Performance of the Proposed Approach

Some common experiments are conducted first to assess the detection ability of the
proposed algorithm. The detailed results are shown in Tables 1 and 2. TP (true positive)
rate is the ratio of correct classification of authentic images. TN (true negative) rate is
the ratio of correct classification of spliced images. Accuracy of detection is the weighted
average value of TP rate and TN rate.

3.3.1 Comparison with Other Algorithms
To evaluate the proposed algorithm comprehensively, a comparison between the
proposed algorithm and some state-of-the-art image splicing detection methods were
performed. The gray image algorithms of NIM [1] and He [8] were chosen to compare.
Our color image algorithm obtained a higher accuracy than their algorithms. Fv, Dn, Ac,
FT, FS and TT represent features vector, dimensionality, accuracy, feature extraction
time, feature selection time and total time respectively.

Table 1. Experiment results obtained on CASIA V2.0 dataset

Fv Dn Ac (%) FT (s) FS (s) TT (s)

NIM [1] 266 84.86 4.479 0 4.479

He [8] 100 89.76 2.218 2.158 4.376

Our method 972 92.38 3.61 0 3.61

Table 2. Results of the proposed algorithm with different threshold T on CASIA dataset

Threshold T C1-3 C1-4 C1-5 C2-3 C2-4 C2-5

Dimensionality n 588 972 1452 588 972 1452

TP (%) 95.881 95.440 95.735 88.371 89.185 89.426

TN (%) 95.073 96.470 97.131 95.637 95.567 95.914

Accuracy (%) 95.478 95.958 96.435 92.003 92.377 92.668

3.3.2 Choice of Threshold T
Another issue is the choice of the threshold T, which is used to reduce the dimension of
Markov features. Based on past experience of Markov threshold selection [1, 8], we choose
T = 3, 4, 5. In Table 2, we provide the performance of Markov features with three different T.
Ci-T (i = 1, 2 represent CASIA V1.0 dataset, CASIA V2.0 dataset respectively, T = 1, 2, 3).
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4 Conclusion

In the most of current image tamper detection algorithms, color image is converted to
gray image before detection. Therefore, the whole color information is not taken into
account. Images can be processed by quaternion in a whole manner to improve the
accuracy of the image tamper detection algorithm. The experiment results demonstrate
that the proposed algorithm not only make use of color information of images, but also
can achieve high classification accuracy. Because the tamper images are mostly color
in real life, this new idea for image tamper detection research has a certain theoretical
and more practical significance.
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Abstract. This paper proposes an automatic system for facial expression rec-
ognition using a hybrid approach in the feature extraction phase (appearance and
geometric). Appearance features are extracted as Local Directional Number
(LDN) descriptors while facial landmark points and their displacements are
considered as geometric features. Expression recognition is performed using
multiple SVMs and decision level fusion. The proposed method was tested on
the Extended Cohn-Kanade (CK+) database and obtained an overall 96.36 %
recognition rate which outperformed the other state-of-the-art methods for facial
expression recognition.

Keywords: Facial expression recognition � Directional number pattern �
Feature � Image descriptor � Local pattern

1 Introduction

Automatic facial expression analysis plays a vital role in a wide range of applications
such as human computer interaction, data-driven animation, and so on. Due to its wide
range of applications, it has drawn much attention and interest in recent years. Though
much effort has been made, automatic recognition of facial expression remains difficult.

The facial expressions under examination were defined by psychologists as a set of
six basic facial expressions (anger, disgust, fear, happiness, sadness, and surprise) [1].
A survey about recently proposed approaches can be found in [2]. The features
employed by most of the existing methods are of two types: geometric features (e.g.
[3, 4]) and appearance features (e.g. [5–7]). In addition, there are also hybrid feature
based approaches, that use both geometric and appearance features together. As sug-
gested in several studies (e.g. [8]), the best choice for facial expression recognition
might be combining the geometric and appearance features. The benefits of combining
the two types of features was also demonstrated in [9–11] where the combined features
provided superior accuracy over using either feature type alone. We also adopt a hybrid
approach. What is unique about our work is that we integrate in the best reported
approaches for feature extraction, machine learning, fusion of modalities, into
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a coherent system. Through this, we show state-of-the-art performance on a public,
challenging dataset.

This paper proposes an automatic system for facial expression recognition. We first
address the issue of how to detect the human face and it’s salient regions in static
images. We then consider how to represent and recognize facial expressions presented
in those faces using our hybrid appearance-geometric approach. To extract appearance
features, we use the most efficient and robust descriptor in the literature, the Local
Directional Number Pattern (LDN) [17], which encodes the structural information and
the intensity variation of the face’s texture. Specifically, we automatically extract
multi-scale LDN features only from the visually salient regions (e.g. eyes, nose,
mouth). Thus ensuring we obtain the most informative parts in terms of macro and
micro structural details of the human face. In the geometric approach we use auto-
matically detected facial landmark points and their relative distances to construct the
feature. Unlike other methods, to extract geometric features we do not use manually
annotated information from person specific neutral expressions. Thus our system is
fully automatic. After appearance and geometric feature extraction, we classify emo-
tions using independent SVMs for each feature type and perform decision level fusion
of the SVM outputs [13] rather than direct feature level fusion approaches such as
simple concatenation [17]. This is because the two types of features are of two com-
pletely different modalities, so direct concatenation of the two feature vectors makes
learning an accurate classifier difficult in practice. In addition, concatenation of two
feature vectors leads to high dimensionality, which can cause the “curse of dimen-
sionality” where learning a good classifier is even harder [18]. The benefit of this
decision level fusion is that we can jointly consider the effects of appearance features
and geometric characteristics, which influence the change of expression greatly without
the drawbacks of feature level fusion.

2 Proposed System

Feature selection along with the regions from which the features are to be extracted is
one of the most important steps to recognizing expressions. The proposed framework
extracts appearance features only from the salient regions while the geometric features
are extracted from some feature points on face. A schematic overview of the framework
is presented in Fig. 1. The system first takes as input, an image that contains the face.
Face detection and segmentation of the salient regions then occurs. Then we extract the
feature vectors (geometric and appearance) from the face image and it’s salient parts.
After feature extraction, independent classification of facial expressions using the
geometric and appearance features is performed. The last phase of this system is the
decision level fusion method, which will be detailed later.

3 Facial Expression Features

In this paper the appearance and geometric features are obtained from face images
independently. The appearance features are extracted from four visually salient regions
by applying the LDN descriptor algorithm. These four visually salient regions (eyes,
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nose, mouth) are selected and extracted from the position of face landmarks [12]. At the
same time, the facial landmarks are also used to encode a geometry based feature,
which is independent of the LDN appearance features.

3.1 Appearance Features

Appearance-based approaches usually use image filters, holistically on the whole face
or locally on specific face regions. Local descriptors have gained attention because of
their robustness to illumination and pose variations. In particular, the LDN coding
method is highly robust and effective for facial expression recognition [17]. Thus we
use LDN in this paper but other local descriptors could also be used.

Appearance Feature Extraction. To reduce the effects of illumination in facial
expression recognition, energy normalization is used to process the face image after the
segmentation of facial salient regions (eyes, nose, mouth). The process of energy
normalization is shown in Eq. (1).

I 0ðx; yÞ ¼ Iðx; yÞ
Iðx; yÞk k ð1Þ

where Iðx; yÞk k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPM

x¼1

PN
y¼1 I

2ðx; yÞ
� �r

and the size of image is M × N.

Fig. 1. Block diagram of proposed facial expression recognition system.
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To capture textural micro-structure as well as macro-structure we apply LDN
coding on the salient regions at several scales s. Given an original image, a set of
cell-based average images are first obtained by calculating the mean values of
non-overlapping s × s cells. At scale s the cell size is s × s. Note that the original image
can be considered as the average image at scale 1 because the cell size is 1 × 1, and the
size of the average image at scale s is 1/s of the original image. Next, these multi-scale
average images are transformed to LDN label images.

We then represent the appearance of a facial expression as a vector of concatenated
histograms of the multi-scaled LDN features. Histograms discard spatial coherence so to
preserve it, we divide the image into several regions, {R0, … RN}, and compute a
histogram, Hi, from each region, Ri, then combine them into single feature vector. Dif-
ferent regions of the mouth and the histogram concatenation process are shown in Fig. 2.

3.2 Geometric Features

It is argued that robust computer vision algorithms for face analysis and recognition are
based on con-figural and shape features [14]. These features are defined as distances
between facial components (mouth, eye, eyebrow, nose, and jaw line) and we make use
of them here. We also note that unlike past work, our extracted geometrical feature
does not require prior knowledge of a person’s specific neutral expression.

The structure of the proposed facial expression recognition approach is illustrated
in Fig. 3. We use a parts mixture and cascaded deformable shape model [12] to
automatically locate both the face and 46 facial points. These landmark points are then
used to build our geometric feature vector that will be used in later stages of our
system.

Feature Extraction. We use 46 facial points. The location of the 46 points relative to
the face position and size results in a 92 dimensional feature vector, generated from
both the x- and y- coordinates of each point. To encode the relative positions of the
facial points to each other. We extracted 45 Euclidean distances D between the
46 points as shown in Fig. 3.

To ensure the features is scale invariant, the distances are normalized to the
detected face width and height. Then, the two feature sets (coordinates and distances)
are concatenated to produce a vector of length 137.

Fig. 2. Fusion procedure of multi-scaled LDN features.
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4 Feature Dimensionality Reduction and Classifier

After feature extraction, the appearance feature’s dimensionality was found to be much
larger than the geometric feature vector. Thus for the appearance feature, we utilize
PCA to reduce dimensionality.

We perform facial expression recognition using Support Vector Machines (SVMs)
[15] and decision-level fusion. That is, we use appearance features and geometric
features to train separate SVM models and determine class probabilities independently.
The probabilities are then combined using the product rule. As shown in [13], the

combined score S for a class d using the product rule is given by SðdÞ ¼
Q

m
pmðdÞ
z

where, pm(d) is the probability of the test example belonging to class d for mode m and
Z is normalizing factor to make S(d) a probability.

5 Experiments and Results

Like in related work, we use the CK+ database [16] to allow for a fair comparison. The
CK+ database is composed of 123 subjects with each session, an image sequence that
starts from a neutral emotion and gradually ends at a peak prototypical emotion. Unlike
most other papers, we do not split multiple images of the same subject with the same
emotion label between training and testing sets. Instead, we randomly select 52 of the
first neutral frames and the last peak frames were picked from the 309 labeled
sequences, resulting in 361 images, including 83 surprise, 28 sadness, 69 happy,
25 fear, 59 disgust, 45 anger and 52 neutral. In this way, the dataset is more challenging
and makes the recognition identity independent.

From each emotion label, we randomly select 90 % of the data for training and 10 %
for testing. We repeat this protocol for our experiments 1,000 times and calculate the
average accuracy. Our framework obtained an average emotion recognition percentage
of 96.36 % using an SVM linear kernel. Table 1 shows the confusion matrix of one
instance. The performance of state-of-the-art methods are reported in Table 2, including
the performance of our method.

Fig. 3. Geometric features (feature points and the distance among them).
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6 Conclusion

This paper presented a newmethod for fully automatic facial expression recognition using
a hybrid combination of geometric and appearance features that achieved state-of-the-art
performance on the challenging CK+ database. The next step in our research is to gen-
eralize facial expression recognition to non-frontal face poses. Real time facial expression
recognition from video data will also require a higher level of robustness.
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ging Exploratory Research) Grant Number 26540131 and Saitama Prefecture Leading-edge
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Abstract. A local feature descriptor based on energy information is presented
which combines kinetic energy, potential energy and the position information of
3D skeleton joints etc. These features conform to not only kinematics and
biology of human action, but also the natural visual saliency for action recog-
nition. The semantic features is obtained by the bag of word (BOW) based on
k-means clustering. Finally, SVM based on kernel function is used to carry out
human activity recognition. The experimental results show that the accuracy of
human activity recognition based on low dimensional features is higher than
several state-of-the-art algorithms.

Keywords: Activity recognition � 3D skeleton � Local feature descriptor � Bag
of word � Energy information

1 Introduction

Human activity recognition plays an extremely important role in many applications,
such as in intelligent furniture, service robot, and intelligent surveillance [1–3].
Because of the affordable depth image devices, image segmentation and object rec-
ognition become more simple, and has strong robustness, therefore many researchers
have pay more attention to it in recent years. We can conveniently and easily acquire
color image and depth information (RGB-D) from a 3D sensor device. And human
skeleton can be precisely extracted from this RGB-D data [4].

Feature description or feature selection of human behavior is a key problem in the
human behavior recognition. Human actions, from a biological standpoint, could be
modeled by the motion of a set of skeleton joints. Most representative skeleton-based
methods of human actions describe the positions, velocities, or trajectory of a set of 3D
joints [5]. In [5], the motion trajectories of joints are obtained by pair-wise SIFT
features. Then they compute a velocity description based on Markov chain model. Gu
et al. [6] propose a feature description of 3D joints which includes global movement
feature and local configuration feature in the 4D spatial-temporal space. And the rec-
ognition rate in ref. [6] is obviously higher than that in ref. [5]. Yang et al. [7] apply 3D
position differences of skeleton joints to characterize action information by combining
static posture, consecutive motion feature, and overall dynamics feature in each frame.
To reduce dimensionality of feature they employ PCA to form the final features called
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D.-S. Huang and K. Han (Eds.): ICIC 2015, Part III, LNAI 9227, pp. 311–317, 2015.
DOI: 10.1007/978-3-319-22053-6_34



EigenJoints. And they firstly propose a concept of Accumulated Motion Energy
(AME) to select informative frame, which can remove noisy frames and reduce
computational cost. It is necessary to choose the more informative joints of skeleton for
the action description. In order to represent the most informative joints of actions
quantitatively, Ofli et al. [8] employ the entropy of its joint angle time series, i.e. the
mean or variance of joint angle trajectories, to express as the informativeness of joints.

From a biological standpoint, people always focus on the moving parts of human
body and gestures containing information. It is a natural response of human being. In
other words, it is the natural features of visual saliency for human action. In view of the
idea, we propose a new local feature descriptor for human action recognition. We
consider the kinetic energy and potential energy of human body as a new the important
features of human activity recognition. The kinetic energy of the human skeleton is
introduced as a representation of motion information of human actions. To represent
the position information of human skeleton, a new representation method of human
pose, the potential energy of human skeleton, are used to measure the spatial infor-
mation of human pose quantitatively.

2 Methodology of Feature Representation for Activity
Recognition

Human activity is often described by 3D skeleton obtained from depth information or
RGB image. The human skeleton model consists of 15 joints and the depth image and
the corresponding color image combined with the position of joint based on the Cornell
Activity Dataset: CAD-60 [9] can be extracted by Kinect.

2.1 Feature Representation

We first extract four types of features as candidate features, and then we use clustering
method to construct the local feature descriptors which are a low-dimension feature and
are advantageous to achieve activity recognition.

When performing different actions or different phases within an action, the par-
ticipative parts of each human body part are often various. Considering human action
characteristics and the human anatomy, we firstly select the feature of local kinetic
energy of all 15 skeleton joints. In this paper we define the feature of local kinetic
energy as follows:

Eki;t ¼ kv2i;t ¼
1
Dt2

k Pi;t � Pi;t�1

�� ��2
¼ k

Dt2
½ðxi;t � xi;t�1Þ2 þ ðyi;t � yi;t�1Þ2 þ ðzi;t � zi;t�1Þ2�

ð2:1Þ

where the subscript i represents ith joint (i = 1, 2, …, 15). Eki,t is the overall kinetic
energy of each joint of human skeleton at frame Ft, and vi,t is the velocity of ith joint at
frame Ft, Pi,t(xi,t,yi,t,zi,t) is the position of ith joint at the frame Ft, k is a necessary
coefficient of kinetic energy.
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Considering the gesture of human is related to the relative position between two
different joints of human body, we choose the feature of local potential energy to
represent the gesture of human. According to the characteristics of human biology, the
head or the joint of trunk can be chosen as a reference point of zero potential energy.
Through experimental contrast, we find that choosing the head point as the reference
point of zero potential energy shows good performance. The potential energy is defined
as follows:

Ei;t ¼ L Pi;t � P1;t
�� ��� �

¼ L
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi;t � xi;t�1Þ2 þ ðyi;t � yi;t�1Þ2 þ ðzi;t � zi;t�1Þ2

q� � ð2:2Þ

where Ei,t is potential energy of each joint (i = 1, 2, …, 15), P1,t is the zero potential
energy joint of human skeleton.

The speed and direction are usually considered to describe the moving state of
vehicles which are also important parameters for human activity recognition. Thus
direction vector is calculated according to the change of the joint position in the before
and after frame. The feature of direction vector is defined as follows:

ui;t ¼ ðxi;t � xi;t�1; yi;t � yi;t�1 ; zi;t � zi;t�1Þ ð2:3Þ

where ui;t represents the direction vector in Ft frame, xi,t, yi,t, zi,t indicate the spatial
coordinate in Ft frame respectively.

According to the rule of the human body movement we define six most repre-
sentative body joint angles. h1 and h2 are the left and right elbow angles respectively,
h3 and h4 are the left and right knee angles respectively, h5 and h6 are the variant of left
and right shoulders angles or armpit angles, respectively. The number of joint angle is
only six, so we combine the joint angle feature with BOW feature to obtain the final
feature vectors. Joint angle is defined as follows:

hi;t ¼ cos�1 a � b
aj j bj j

� 	
ð2:4Þ

where hi;t represents the ith joint in the Ftth frame, the “�” indicates the vector inner
product. “jj” is the vector norm. α and β represent two vectors of the skeleton.

2.2 Construction of BOW

3D human body skeleton contains 15 joint points, so more than one hundred feature
data are extracted from each frame. In order to effectively combine multiple feature
data, reduce the dimension of feature vector, the k-means clustering algorithm is used
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to build BOW of feature. The local feature matrix Yt comprises above four features, as
defined as follows:

Yt ¼

Ek1;t /1;t P1;t E1;t

Ek2;t /2;t P2;t E2;t

..

. ..
. ..

. ..
.

Ek15;t /15;t P15;t E15;t

26664
37775 ð2:5Þ

The columns of local feature matrix are four types of features, and the rows of
matrix are numbers of joints. Then we obtain the k-dimension feature vectors by
mapping them to cluster center. To ensure the scale consistency of feature vectors, the
local feature matrix should be normalized before clustering based on following
equations.

X�
i ¼ X �M

S
ð2:6Þ

M ¼
Xn
i¼1

Xi

n
; S ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn
i¼1

Xi �Mð Þ2
s

; n ¼ 15 ð2:7Þ

where n represents the number of joints. M represents the average value of the features.
Xi is the feature data of the ith joint. S is the standard deviation of the features. Xi

� is the
standard feature and the standard feature matrix Yt� is:

Y�
t ¼

Ek�1;t /�
1;t P�

1;t E�
1;t

Ek�2;t /�
2;t P�

2;t E�
2;t

..

. ..
. ..

. ..
.

Ek�15;t /�
15;t P�

15;t E�
15;t

26664
37775 ¼

v1
v2
..
.

v15

26664
37775 ð2:8Þ

The number of clustering k is acquired by experience. In this paper we do the
experiment many times based on different value of k, finally we find that 5 is the best
value of k. Local feature matrix contains 15 lines, each row represents a feature vector
vi. Five clustering centers C1, C2, C3, C4, C5 are obtained after clustering, Then all the
feature vectors are mapped to the five clustering. The BOWt vector is defined as
Eq. (2.9):

BOWt ¼ bin1 bin2 bin3 bin4 bin5½ � ð2:9Þ

The pseudo code of BOWt vector shows as follows:

314 Y. Shi and Y. Wang



3 Experiment and Results

The activity recognition process is divided into three steps: firstly, we extract the
features, such as kinetic energy, direction changing vector, joint angle and so on from
3D coordinate information of the human skeleton, and establish the features matrix of
the key features; the secondly, a semantic dictionary is established by clustering, then
the final feature vector consists of limb joint angles and BOW, and the dimension of the
final feature is k + 6. The thirdly, training multi-class SVM is modeled to test the result
of classification.

3.1 Database

In this paper we adopt CAD-60 as the experimental data. This dataset contains 12 daily
actions data of four human. These 12 actions include: still, talking on the phone,
writing on whiteboard, and so on. These actions are carried out by four people (one
left-handed man, and one left-handed woman). Each participant in five different sce-
narios (office, kitchen, bedroom, bathroom, living room) takes these 12 behaviors.

3.2 Experimental Results and Analysis

Experiments will adapt 70 % frames of each action in the database data as SVM
training set, the remaining 30 % of the data as a test set. Confusion matrix of the
classification results of each person are shown in Fig. 1.
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It can be found from Fig. 1 that the recognition accuracy of “talking on couch” and
“relaxing on couch” is better than other nine actions, and the accuracy of “rinsing
mouth with water” and “opening pill container” is the lowest among these 12 actions.
By analyzing the experiment, when the people are doing this two actions (regardless of
the objects in the hands), in some ways their postures are very similar. As shown in
Fig. 2(a) and (b) which are “rinsing mouth with water” and “wear contact lenses” and
in Fig. 2(c) and (d) which are “opening pill container” and “cooking”, it can be found
that the postures at the some point are roughly similar, thus it will lead to error
classification. The total recognition rates of four dataset are 93.67 %, 94.49 %, 95.49 %,
85.27 % respectively. The average accuracy of all action is 92.23 %.
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Fig. 1. Confusion matrix of the classification results based on four dataset.
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Fig. 2. Comparison of similar postures belong to different actions
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4 Conclusion

This paper proposes a local feature descriptor from the human skeleton joint infor-
mation for human action recognition. Firstly, these features like pose potential energy,
kinetic energy, direction variation characteristics and spatial location information
characteristic are extracted based on human biology and kinematics. And local char-
acteristic matrix is established. Secondly, k-means method is used to convert the local
feature matrix to the BOW feature. The feature vector for final recognition is con-
structed by combining BOW feature and joint Angle feature. Finally we use the RBF
kernel based SVM classifier to recognize human actions. The direction of future work
is learning person–object interaction to improve the behavior recognition accuracy and
applicability.
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Abstract. So far, most existing non-rigid structure from motion (NRSFM) prob‐
lems are solved by the batch algorithm. In this paper, a more accurate online
NRSFM is proposed based on the differential evolution (DE) algorithm. Experi‐
ment results on several widely used image sequences demonstrate the effective‐
ness and feasibility of the proposed algorithm.

Keywords: Non-rigid structure from motion · Differential evolution algorithm ·
3D reconstruction

1 Introduction

The task of structure from motion (SFM) is to jointly reconstruct 3D shapes, and estimate
the corresponding camera external parameters from a set of 2D images. In terms of the
assumption on shape deformation, SFM is generally studied under two models, i.e. rigid
SFM and non-rigid SFM (NRSFM). Compared to rigid SFM, NRSFM is a more intract‐
able problem due to the deformation [1, 2].

No matter rigid SFM or NRSFM, the solutions are mostly obtained via the off-line
model in the past decade [3–5]. In some real situation, e.g. surveillance video, the 3D
model should be established in real time as the video is captured. Therefore, it is neces‐
sary to develop some effective online SFM algorithms.

As a relative early online SFM algorithm, a sequential factorization method is
proposed in [6] by regarding the feature positions as a vector time series. Compared to
the existed factorization methods, the sequential factorization method is able to handle
infinite sequences because the singular value decomposition is replaced with an updating
computation of only three dominant eigenvectors. Instead of global bundle adjustment,
a local bundle adjustment is proposed to estimate the motion of a calibrated camera and
the three-dimensional geometry of the filmed environment [7].

The work was supported by grants from National Natural Science Foundation of China
(Nos. 61370109, 61272025), a grant from Natural Science Foundation of Anhui Province
(No. 1308085MF85), and 2013 Zhan-Li Sun’s Technology Foundation for Selected
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Anhui Province (Project name: Research on structure from motion and its application on 3D
face reconstruction).
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Except for non-rigid SFM, the online algorithms have been gradually developed for
NRSFM in recent years. In [8], a sequential Bayesian estimate is computed via Navier’s
equations, which model linear elastic solid deformations and are embedded within an
extended Kalman filter. In [9], the shape deformation is represented as a 3D-implicit
low-rank model. An incremental approach is proposed to estimate the deformable
models. The superior performance is verified via the experiments on motion capture
sequences with ground truth 3D data. Nevertheless, we found that the rank value selected
via the rank-growing strategy does not always correspond to the optimal parameter
value.

In this paper, a more accurate online NRSFM is proposed based on the sequential
NRSFM (OL-NRSFM) algorithm [9]. Experiment results on several widely used image
sequences demonstrate the effectiveness and feasibility of our proposed algorithm.

The remainder of the paper is organized as follows. In Sect. 2, we present the
proposed DE-based OL-NRSFM approach. Experimental results are given in Sect. 3,
and our concluding remarks are presented in Sect. 4.

2 Methodology

The proposed algorithm (denoted as DE-OL-NRSFM) is composed of two main parts:
construct the OL-NRSFM-based weaker estimators; compute the weighting coefficients
with the differential evolution algorithm. A detailed description of these two parts is
presented in the following subsections.

2.1 The OL-NRSFM Based Weaker Estimator

The first step of our proposed algorithm is to construct the OL-NRSFM-based weaker
estimators by varying the rank values. For the fth frame, the observation matrix wf can
be represented as a 2 × p matrix, i.e.,

(1)

where p is the number of feature points. In order to compute the mean shape , the
observations from the (f − m)th frame to (f − 1)th frame are put together to form a sub-
sequence matrix Ws,

(2)

Given Ws, the initial motion matrix Rf−1 and the mean shape  are computed via an
optimal factorization algorithm.

According to the orthographic projection model, wf is factorized as follows [9]:

(3)
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where Uf and V denote the mixing coefficient matrix and shape basis matrix. Given
Rf−1 and , Uf and V can be computed via the linear estimation method [9].

In terms of the following projection error,

(4)

the rank is increased gradually until the projection error is lower than a given threshold,
or the rank reaches the pre-setting maximum value rm [9]. When rm is set as 0, 1, ···, l in
sequence, we can get a set of mixing coefficient matrix Ufi and shape basis matrix Vi.

For a given rm, the weaker estimator can be constructed by inputting the observations
to the OL-NRSFM algorithm. For the ith weaker estimator, the estimated 3D shape of
the fth frame can be given as follows:

(5)

2.2 Compute Weighting Coefficients with the DE Algorithm

By varying the maximum rank rm(∊[0,l]), l weaker estimators are constructed via the
OL-NRSFM algorithm. Further, the final estimated 3D shape  of the fth frame is
computed as a linear weighted sum of the outputs  of the weaker esti‐
mators, i.e.,

(6)

where the weighted coefficients x0, x1, ···, xl are obtained via the DE algorithm.
The strategy of the evolutionary algorithm is to search for the minimization 

of a real value objective function f(x), such that

(7)

where X is the feasible region. A common constraint is , and f(x*) ≠ −∞.
As the task of the DE algorithm is to search for the optimal weighted coefficients,

the individual x is defined as:

(8)

Correspondingly, the object function is defined as the 2D error:

(9)
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where wf is the observation matrix of the test frame f,  are the esti‐
mated 2D coordinates when the maximum rank rm is set as 0, ···, l, respectively.

Assume that the size of the population is N, the individuals of the Gth generation
can be represented as:

(10)

where each weighted coefficient satisfies the bound constraints:

(11)

The initial parameter values are randomly drawn from the interval [xj
L, xj

U]. Each
individual undergoes the mutation, recombination and selection from generation to
generation until some stopping criterion is reached.

After the optimal weighting coefficients [x0, x1, ··· xl]T are obtained, the final estimated
3D shape  of the fth frame can be computed via (6). Correspondingly, we can extract
the estimated z-coordinate  and the shape .

3 Experimental Results

We evaluate the performance of our proposed method on two widely used motion data‐
sets: matrix and dinosaur. The performance of the reconstruction accuracy is measured by
the estimation error ɛ between the estimated z-coordinate  and the true z-coordinate zf,

(12)

Table 1 shows the mean and standard deviation of the z-coordinate errors of the online
NRSFM algorithm [9] (denoted as OL-NRSFM) and our proposed method (denoted as DE-
OLNRSFM). It can be seen that the z-coordinate errors of DE-OL-NRSFM are less than
those of OL-NRSFM. Therefore, the proposed DE-based OL-NRSFM approach can effec‐
tively decrease the estimation errors of the original OL-NRSFM algorithm.

Table 1. The mean and standard deviation of the z-coordinate errors of OL-NRSFM and DE-OL-
NRSFM.

OL-NRSFM DE-OL-NRSFM

Matrix 0.5161 ± 0.1750 0.3501 ± 0.1149

Dinosaur 0.2585 ± 0.0603 0.2301 ± 0.0959
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Moreover, Table 2 shows the computation times of OL-NRSFM and DE-OL-
NRSFM. We can see that the training times of DE-OL-NRSFM are less than those of
OL-NRSFM. Thus, the proposed method is more efficient than OL-NRSFM.

Table 2. The computation times (seconds) of OL-NRSFM and DE-OL-NRSFM

OL-NRSFM DE-OL-NRSFM

Matrix 524.00 19.64

Dinosaur 3690.20 93.70

4 Conclusion

In this paper, a DE-based OL-NRSFM is proposed to estimate the 3D shape of 2D
images. Experimental results on several widely used sequences demonstrated that,
compared to the existing method, the proposed method not only has higher estimation
accuracy, but has a less training time.
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Abstract. In order to reduce the semantics gap and improve the consistency
between structural difference among images and similarity of semantics from the
corner of cognitive, many approaches on automatic image annotation have been
developed vigorously. In addition to making use of both the features of n-order
color moment and texture information, a multi-feature fusion method for auto‐
matic image annotation was proposed by using weighted histogram integral and
closure regions counting in this paper. Based on Corel image data set, it showed
in our experiments that the proposed approach can achieve better performance
than that of traditional one using multi-label learning k-nearest neighbor algo‐
rithm, i.e., it can improve average precision measure index from 0.222 to 0.352
in automatic image annotation.

Keywords: Weighted histogram integral · Closure regions counting · Multi-label
learning · Automatic image annotation · Multi-feature fusion

1 Introduction

When image is expressed briefly as a refined set of image features, it is practical to
retrieve desired image from a big collection [1]. Statistical features of image from
information of color, texture, shape have been used as important parameters in image
retrieving [2]. However, it showed that single image feature was far from retrieving
the satisfied results [3]. Multi-feature fusion methodology therefore based on content
itself gets the place of single feature gradually in image retrieving. For the sake
of reducing the semantics gap brought by the incompliance between the machine
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understanding of structural image difference via machine learning mechanism and that
of human being’s perception of difference and similarity in semantic cognitions, accu‐
rate image annotation marked by semantic labels can work out the semantic gap puzzle
somewhat via whether professional labors or with the help of automatic image seman‐
tics annotation in which most of the time can be saved. Many valid methods for multi-
instance and multi-label automatic image annotation have been studied and developed
in recent years [4–9].

M.R.B and J.L etc. presented a framework to handle classes overlapping in features
space for learning multi-label scene classification [5]. ML-KNN, a lazy learning method
of multi-label learning was proposed by Zhang and Zhou [8], and, it was performed for
automatic image annotation in natural image classification. Of course, the class label’s
number is only 1.24 for each image on average. However, the semantics gap and the
relation between image feature structure and semantic content itself remain still a big
challenging problem for us.

In order to make a further clear the relation between image structural components
difference and semantic similarity cognition, we proposed in this paper a method for
multiple features fusion embodying weighted histogram integral and closure regions
counting for automatic image annotation method based on multi-label k-nearest
neighbor algorithms for achieving better predicting performance.

2 Method

2.1 Multi-label Learning Used for Image Annotation

Each instance in traditional supervised learning was just treated as belonging only to
one class. But, the instance is closely related to two or multi-class actually in real life.
In the classification of images, each image has different regional objects representing
multiple semantics.

Function ‘f’ was derived from learning process, f: x → 2Y. In mapping of s: {(x1, y1),
(x2, y2), …, (xm, ym)}, xi is one of the elements in X set which was used to represent one
image in data set. yi is the label set of i-th image and at the same time yi is one sub set
of the full label set Y.

The method of multi-label k-nearest neighbor [8] is adopted in this paper in which
principle of maximum a posteriori was used to determine the label set for the image
instance tested. Hamming loss, one-error, coverage, ranking loss and average precision
[9] are used as main algorithm performance measurement index.

2.2 Transformation of Color Space and Histogram Vector

In HSL (Hue, Saturation, Lightness) space, hue, saturation, and lightness, and at the
same time correspondingly, hue, saturation, value in HSV (Hue, Saturation, Value)
space are essential variants to characterize the image. For the sake of focusing on and
grasping the main distribution information, transformation of color image from RGB
color space to gray level space can be implemented. And histogram vector was often
used to illustrate the distribution of basic color (Fig. 1).
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Fig. 1. Histogram of gray level

2.3 Weighted Histogram Integral

In order to reduce the dimensions of features vector, the discrete histogram distributions
information of each gray level were replaced by weighted histogram integral area in
which gray level is the weight of corresponding frequency.

(1)

The original vector composed of each sub gray level from 0 to 255 is now replaced
by weighted histogram integral area SHist.

2.4 Image Semantics and Regions of Interest

Implicit relation between semantics and image regions of interest is assumed to be mined
by counting the region numbers and the total area of ROI (Region of Interest) in this
paper. One label is clearly correspondent to one specific semantic accordingly. Free
version of part of Corel5K image data set was used for the experiments in this paper.
The Canny edge detection operator was utilized in the experiments. NROI and Sclosure are
the representative symbols of numbers of ROI and total area of closed outline in image
respectively. And the vector (NROI, Sclosure) was the comprehensive features of inset
targets in one image.

Taking the coarse edge detection as input at low level implemented by differential
operator, i.e. Canny edge detection operator, the computing of closure characteristics
was conducted among potential target region contour edges on the basis of different and
typical relations existed in closure topology [10] in order to judge the relations among
various edges.

Counting the number of closure contours or outlines closed and calculating the total
closure area, both of them were taken into account being treated as the new features. The
number of closure and connected regions in one image represents the discrete distribution
that contains the configuration information in the perspective of composition.

Total area of closure and connected regions in one image in this paper is calculated
by counting the whole pixel number of these closure and connected regions in one image
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after the operation of edge detection and binarization. Different labels in Fig. 2 represent
different closure and connected regions in one image. The symbol ‘1’ means the first
closure and connected region while symbol ‘2’ and ‘3’ represent the second and the third
one in the same image.

Fig. 2. Marking closure and connected regions

2.5 Color Moment and Texture

In one image, n-order color moment of all the sub-color variants can be used as important
feature vectors. μR, μG, μB are 1-order color moment which stand for the mean value of all
pixel. And σR,σG,σB,SR,SG,SB are accordingly the 2-order and 3-order color moment [3].

(2)

(3)

(4)

Tamura texture features, different kinds of sub parameters including roughness,
contrast, direction, resolution lines, regulation and coarseness are used to illustrate the
texture of image. Texture parameters derived from gray symbiosis matrix, including
energy, inertia moment, entropy and coherence were adopted in this paper to illustrate
the image texture distribution characteristics.

2.6 Features Vector

The number of closure and connected regions after edge detection, total area of multiple
closure and connected regions, mean value, standard deviation, 1, 2, 3-order color
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moments, texture information, contrast, correlation, energy, homogeneity, total gray
common matrix energy (HSV color space) and gray histogram of image are five main
components of features vector.

3 Result

The original images in data set were transformed from color image to gray one and HSV
color space separately. The texture information characterized by contrast, correlation,
energy, homogeneity and total gray common matrix energy in HSV color space was
listed in Table 1.

Table 1. Image texture features

Image no. Contrast Correlation Energy Homogeneity Total gray
common
matrix
energy

101005 242.37 2.31 0.02 1.74 10.65

Color moment information characterized by the following n-order variants including
mean value, standard deviation and 3-order color moment were given in Tables 2 and
3 separately. Both 3 columns of result data came accordingly from un-normalized image
(in Table 2) and normalized one (in Table 3).

Table 2. Un-normalized image’s color moment features (Image No.: 101005)

Sub color Mean Standard
deviation

3-order color moment

R 74.40 58.65 55.07

G 88.79 54.98 40.20

B 75.13 53.94 32.67

Table 3. Normalized image’s color moment features (Image No.: 101005)

Sub color Mean Standard
deviation

3-order color moment

R 0.29 0.23 0.22

G 0.35 0.22 0.16

B 0.36 0.26 0.16
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In the process of image multi-label semantics prediction testing, the changing of
average precision of prediction on test data set with the adjustment and modification of
parameter K which was used to represent the numbers of nearest neighbor were recorded
in line chart of Fig. 3.

Fig. 3. Average precision with the change of K

Final experimental result of prediction was given in Table 4 with the help of measure
index of hamming loss, one-error, coverage, ranking loss and average precision. The
total dimensions of features vectors are correspondingly 273, 273 and 17 in three experi‐
ments under different conditions. The image pixel data had not been normalized in the
first experiment. In both experiments of the second and the third one, all the images pixel
data in train set and test set were normalized to 0–1. In the third experiment, the compo‐
nents of image features vector with 17 dimensional features were finally in sequence
listed as the following: numbers of ROI, total closure area, weighted histogram area,
HSV space’s contrast, correlation, energy, homogeneity, total gray common matrix
energy and the remaining 9 dimensional features are RGB color space’s mean value,
standard deviation, 3-order color moment.

Table 4. Comparison of automatic image annotation and performance measure (mean value)

One-error Coverage Ranking
loss

Average precision

0.789 111.152 0.204 0.159

0.753 110.413 0.192 0.222

0.607 84.645 0.138 0.352

It showed that the prediction performance of image annotation under the condition
of image normalized outperforms that of non-normalization in Table 4. And, at the same
time, after removing the 256 separate and concrete gray levels histogram distribution
information replaced by one single weighted histogram area, hence, the total dimen‐
sional degree of features vector was reduced from 273 to 17, the multi-label image
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annotation performance obtained a notable improving from 0.222 to 0.352 as far as the
average precision measure index was concerned. At the same time, one-error decreased
from 0.753 to 0.607, coverage form 110.413 to 84.645 and ranking loss from 0.192 to
0.138.

4 Conclusion

To improve the predicting performance, multi-feature fusion embodying weighted
histogram integral and closure region counting method for automatic image annotation
using multi-label learning k-nearest neighbor method was proposed in this paper. Firstly,
the n-order color moment and texture distribution information including contrast, corre‐
lation, energy, homogeneity, common gray matrix etc. were calculated. And then, the
weighted histogram integral took the place of individual gray level histogram in which
the features vector dimensions was cut down in a great deal. Afterwards, counting
numbers of closure regions embedded in image worked out in order that the new features
vector was appended deliberately. Lastly, the multi-label learning k-nearest neighbor
was utilized to test the multi-label predicting performance. It demonstrated that the
method with new features vectors fusion embodying weighted histogram integral and
closure regions counting for automatic image annotation using ML-KNN has achieved
59 % performance improving from 0.222 to 0.352 in average precision.
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Abstract. To capture the weak boundary in complex image, we proposed a new
level set method. Different from the exiting methods, our method is performed
on diffusion space rather than intensity space. The total energy functional is a
linear combination of local part, global part and regularization part. Firstly, the
nonlinear diffusion is performed on intensity image to acquire diffused image.
Then, the local energy term is formed by implementing a local piecewise constant
search on diffused image. To further avoid local minimum, the global energy term
is constructed by approximating diffused image in a global piecewise constant
way. Besides, the regularization energy term is included to naturally force level
set function to be signed distance function. Finally, image segmentation can be
performed by minimizing the overall energy functional. The experiments on
several complex images with distinct characteristics have shown the powerful
boundary approaching ability of our method.

Keywords: Complex image · Global energy · Level set · Local energy · Nonlinear
diffusion

1 Introduction

Over the past decades, level set methods (LSMs) have attracted tremendous attentions. Due
to the incorporation of different image features into contour evolution, LSMs have been
successfully used in various image segmentation applications. Among them, region-based
methods [1–3] utilize global image information to drive the level set evolution. These
methods are efficient for weak boundaries and are less sensitive to noise. However, they
still have some intrinsic limitations, i.e. wrong movement of the evolving contour in
complex image and the sensitivity to the placement of initial contour and setting of initial
parameters. To improve the performance of region-based methods, local region-based
methods were proposed which utilize local image features to guide the contour evolution
[4–6]. By statistically examining local region centered in each pixel, they can efficiently
segment inhomogeneous objects. Recently, some hybrid methods [7–9] combined global
and local information to stabilize and speed up evolution. However, all the above methods
are usually performed in intensity space. In complex image, the evolving contours of these
methods tend to surround the cluttered background and scattered disturbances, whereas the
target object can not be solely separated.
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To overcome the aforementioned problems, we proposed performing level set evolu‐
tion on diffusion space and taking both local and global information into account. Firstly,
nonlinear diffusion is performed on intensity image so as to obtain diffused image. Then,
the local energy term is constructed by implementing a local piecewise constant search
on diffused image. To avoid trapping into local minimum, the global energy term is
introduced by approximating diffused image in a global piecewise constant way. The
local energy term and global energy term are then combined in a linear form. Further,
the regularization energy term is included to naturally force level set function to be a
signed distance function.

The remaining of paper is organized as follows: In Sect. 2, we shall discuss the
technical details of our method. Then, the experiments of our method on complex images
are provided in Sect. 3. Finally, Sect. 4 gives some conclusive remarks.

2 Method

2.1 Local Energy Term

Image diffusion aims to evolve the image as a dynamic system to reduce the random
variation and restore the image [10]. Generally, nonlinear diffusion has an impressive
effect on image where edges remain well localized and can even be enhanced. Starting
with the intensity image , the diffused image  is obtained as the solution of
the following partial differential equation:

(1)

where  and  denote time and diffusivity function, respectively.  is the gradient of
. By decomposing image into piecewise local regions according to their sizes, nonlinear

diffusion can efficiently reveal underlying image structures. In other words, cluttered
background and scattered disturbances can be smoothed out while object boundary is
preserved or even enhanced simultaneously. Hence, the diffused image can be used to
strength the description ability of evolving contour.

Firstly, we should select an appropriate diffusivity function. Actually, the choice of
the diffusivity function has a rather large influence on the diffusion output. In our appli‐
cation, the TV flow is considered since it can offer a good compromise between the
smoothing property and the edge preserving quality.

(2)

where  is a small positive constant to maintain the stability of diffusion equation. Here,
we use additive operator splitting (AOS) scheme [10] to solve (1) as follows:

(3)
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where  is iteration number and  is time-step.  and  denote the diffusion matrices
in horizontal and vertical directions. The most appreciated advantage of AOS scheme
is that it is unconditionally stable even a large time-step  is used.

Next, we shall statistically analyze the local regions in diffusion image. In our imple‐
mentation, the homomorphic unsharp masking (HUM) method [11] is adopted. At each
pixel in the diffused image, the local mean is calculated, and the value of the pixel is
multiplied by the ratio of the global mean to this local value.

(4)

where  denotes the mean of  in a local circular window with radius .  is the
global mean of  which acts as a normalized constant.

By performing HUM operation, the remaining low-frequency components in 
are reduced while high-frequency boundary can be strengthened. In other words, the
sharpness and contrast of  is greatly enhanced. Further, we can construct the
local energy term by implementing a local piecewise constant search as follows:

(5)

where  and  are the averages of  inside and outside , respectively.

2.2 Global Energy Term

Using only local energy term may trap into local minimum since local statistics is not
enough to provide accurate information or even provides incorrect information to
misguide the evolution. Besides, the radius  of HUM operation is generally defined
with a larger scale (e.g. ) to increase the local search ability. Thus, too much
detailed information may be introduced and in turn influence contour evolution. To avoid
local minimum and increase the segmentation accuracy and speed, we construct the
global energy term by approximating  in a global piecewise constant way:

(6)

where  and  are the averages of  inside and outside , respectively. It should be
noted that local energy term is responsible for accurately detecting object boundaries
with low contrast while global energy term aims to segment region with relatively
homogeneous feature. To making two energy terms work complementarily, they are
combined with a balancing parameter  in a linear way as follows:

(7)
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2.3 Regularization Energy Term

During the contour evolution, level set function (LSF) should be firstly formatted to a
signed distance function (SDF) and then maintain an SDF to keep the numerical stability
and accuracy of contour evolution. Different from the traditional time-consuming re-
initialization solution scheme, the following energy term proposed in our recent work
[9] is adopted to naturally keep LSF as a SDF.

(8)

where  is a double-well potential function based on polynomial. By utilizing this
energy term, LSF can be preserved as an SDF near the position of zero level set and
become a constant far away from the zero level set. Furthermore, to avoid the emergence
of small and isolated curves, the frequently used energy term  is also included. Thus,
the final regularization energy term  is described as follows:

(9)

where  and  is positive constants to separately control the length penalization effect
and SDF penalization effect.

2.4 Level Set Formulation

Finally, the evolving contour  is implicitly represented as the zero level set of LSF .
The total energy functional can be reformulated in terms of :

(10)

where  and  are defined as follows:

(11)

Fixing , we can minimize the energy functional in (10) with respect to two pairs of
constant functions:  and ,  and . By calculus of variations, the four
constant functions are given in (12) and (13).
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(12)

(13)

Keeping , ,  and  fixed and minimizing  in
terms of , the following gradient flow equation can be obtained:

(14)

where . In our implementation, the finite difference scheme is used to solve
the above equation.

3 Experiments

In this section, we shall validate our method on different types of complex images. The
proposed method was coded and tested by Matlab R2010a. Here, the same parameters,
i.e. , , , , , , ,  and

 is used for all experiments.
Firstly, we shall test the performance of our method on three distinct images. The

first image is a normal image. The second image is a noisy image. The third image
displays a piece of leaf where the slant stripes in background are disturbances. For
convince, the initial contours of experiments in this paper were all placed in the center
of each image. The final evolving contours of our method are presented in the lower row
of Fig. 1. All three images were well segmented despite the existence of strong noise or
slant stripes. The success of segmentations should owe to the usage of image diffusion
which removes the disturbances existed in original intensity image.

Fig. 1. The segmentation of our method on three distinct images. The upper row: Initial contours.
The lower row: Final segmentation results after 8, 10 and 60 iterations.
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Next, the efficiency of our method for segmenting images with texture structure was
demonstrated in Fig. 2. The first image shows a manhole cover with regular radiated
texture structure. The second image contains a starfish with regular natural texture and
an inhomogeneous rock background. The third image shows a hawk with irregular
natural texture and a cloudy sky background. The final segmentation results are illus‐
trated in the lower row of Fig. 2 where the manhole cover, starfish and hawk were all
wholly separated from background. In our method, the powerful boundary approaching
ability is due to the usage of local energy term and the robustness for texture structure
attributes to the global energy term in diffusion space.

Fig. 2. The segmentation of our method on texture images. The upper row: Initial contours. The
lower row: Final segmentation results after 7, 15 and 20 iterations.

Finally, we provide more experiments to demonstrate the segmentation performance
of our method on real images with complex background (as shown in Fig. 3). The first
image shows a lotus to be separated from the stem and leaf in background. The second
image displays a flower surrounded by a mass of disturbed leaves. The third image
contains a fire hydrant where the wall, gate and grass are all disturbances. The final
segmentation results are presented in the lower row of Fig. 3. Due to the usage of image
diffusion, three targets were highlighted in diffused images so that they can be easily
separated from respective complex background.

   

   

Fig. 3. The segmentation of our method on real images with complex background. The upper
row: Initial contours. The lower row: Final segmentation results after 25, 35 and 80 iterations.
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4 Conclusion

This paper presented a diffusion-based hybrid level set method to segment complex
image. The total energy functional is a linear combination of local, global and regula‐
rization energies. Firstly, the nonlinear diffusion is performed to obtain the diffused
image. Then, the local energy term is formed by implementing a local piecewise constant
search on diffused image. To avoid the local minimum, the global energy term is
constructed by approximating diffused image in a global piecewise constant way. The
experiments on several complex images can demonstrate that our method has a powerful
approaching ability for weak boundary.
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Abstract. The effectiveness of resource allocation directly affects process
performance. In order to optimize resource allocation, this paper proposes a
resource allocation model in view of the relationship between resource allocation
and process performance, which minimizes process execution time in terms of
resource preference, cost constraints and resource availability criteria. Resource
coordination is paid less attention in previous resource allocation studies. There‐
fore, this paper presents the corresponding resource allocation method in consid‐
eration of resource coordination, the interval between adjacent activities and
distinguishing turnaround time between different resources from event logs. The
experiments show that the proposed method can effectively optimize the resource
allocation.

Keywords: Resource allocation · Process performance · Process mining ·
Optimization models · Resource coordination

1 Introduction

Resource allocation, as the key issue of process management, focuses on how to allocate
resources efficiently to optimize process performance. Hence, its quality directly affects
process performance. Process mining, which can discover useful patterns of resource
allocation from process event logs, can optimize the process by eliminating existing
bottlenecks in time and is significant in improving both resource execution efficiency
and process performance. We only focus on staff (participants) here in view of their
special importance [1].

Resource allocation models describe the relationship between process activities and
resources. Analysis of resource models can optimize resource allocation. Kumar and
Aalst proposed two basic resource allocation modes: push mode and pull mode [2]. The
former pushes process tasks to the resources that meet the requirements, while the latter
allows resources to request task initiatively from the task pool. The two modes are too
simple to deal with complex situations like resource shortage or overload. The purpose
of resource allocation models is to allocate the most appropriate resources for process
activities [3, 4]. Event logs record the real execution of resource allocation, so mining
resource allocation models from event logs is more consistent with actual situations of the
process, and more suitable for the optimization of resource allocation. Using the decision
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tree algorithm, Ly et al. discovered the task allocation rules from historical data and
organizational structure [5]. They treated process actors and the type of activities as input,
and whether participants are involved in activities as classification results, to learn the
resource allocation model inductively. Task allocation rules reflect information on
resources such as their preferences, skills, etc. These rules can be used to adjust resource
allocation. Huang et al. used association analysis to mine the dependencies among
resources [6]. Utilizing the sequence correlation constraint of process activities, they
improved the Apriori algorithm and produced two types of resource allocation rules: the
resource dependency rule and activity allocation rule. The resource dependency reflected
the relationship between resources, which connected the process activities orderly. For
example, the resource r1 performs the activity a1, then the follow-up activity a2 will be
performed by r2; activity allocation rules show that some resources frequently participate
in a specific task. Resource dependencies reflect the deep interaction between resources,
which helps understand the mode of resource cooperation. On the basis of these models,
some researchers tried to use certain resource allocation models to achieve automatic
resource allocation, thus improving process efficiency. In addition, by mining event logs
to analyze resource allocation rules, we also got preliminary exploration in recom‐
mending resources to managers [7]. For example, Yang et al. used the hidden Markov
model to build resource allocation models, by mining initialization parameters from event
logs, to recommend suitable process resources to activities according to the probability
of employees involved in these activities and the transaction between staffs [8].

The researches above seldom concerned about the influence that resource allocation
has on process performance. Some studies on performance optimization based on
resource allocation have been done. Process execution time and cost are two commonly
used metrics for process performance. But it is hard to achieve the metrics best simul‐
taneously. As a result, lowering process cost can increase execution time consumption
and speeding up process execution might increase cost. To compromise process cost
and time, appropriate balance has to be achieved. Kumar et al. proposed a dynamic
resource allocation method that balanced process performance and resource access
control [9]. Xu et al. presented a resource allocation method, which minimized process
cost under limited time constraint [10].

When allocating resources to activities, most methods only consider the applica‐
bility, consistency and availability of resources, etc. [11]. However, in real business
processes, employees’ productivity usually changes due to variations of some external
factors such as work stress, business environments and so on. Resources are the key
elements of process performance. Process activities and their logical relations are just
external form of resource roles and their coordination [12]. Some scholars highlighted
the coordination among resources, ensuring the effective coordination among them. For
example, Aalst et al. calculated parameters relevant to resource coordination level
according to causality between activities [13]. Huang et al. calculated prior probabilities
of activities between resources and made judgments of the correlation between resources
on the basis of Aalst’s researches [14]. Those studies did not pay enough attention to
the effect of resource allocation on process performance. What’s more, most of them
determined resource correlation subjectively or only considered connections between
activities, without analyzing the correlation between staff from process event logs. But
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rich information on resources is hidden in process event logs, which deserves further
researches [15].

In order to solve low process performance and the relationship between resources in
existing resource allocation models, this paper proposes a new resource allocation model
that can minimize the execution time while meeting the requirements of cost and
resource availability constraints for higher process performance. On this basis, it fully
describes a real execution situation of the process, considering the effect of correlation
between resources on resource allocation.

The remainder of the paper is organized as follows: Sect. 2 generally introduces the
goal and constraints of the proposed resource allocation model. Sections 3 and 4 describe
the way to judge the resource availability, which is the key constraint in resource allo‐
cation. Process cost is discussed in Sect. 5. Section 6 touches on resource coordination,
and elaborates the resource allocation method aiming at minimal flow time. Experiments
are discussed in Sect. 7, and Sect. 8 concludes this paper.

2 Resource Allocation Model to Minimize Total Process Time

The resource allocation table is used to store the status after a resource is allocated. A
record is inserted into the table when certain resource is assigned for an activity. Infor‐
mation contained in this record includes the activity v, the assigned resource s, the
corresponding role r, the start time of the activity start time, the end time of the activity
end time. The resource allocation table includes the following subjects:

(1) For a business process P, we define the activity set SA = { | i = 1,2, …, k, k is the
total number of activities}, resource set SP = { | i = 1,2, …, n, n is the total number
of resources} and role set SR = { | i = 1,2, …, m, m is the total number of roles}.

(2) The precursor and sub-sequence relationships between activities and resources: in
sequentially connected activities, precursor activity occurs, and then the successor
activity occurs after the precursor activity directly. Resources that execute precursor
activities are called precursor resources, and while resources that execute subse‐
quence activities are called sub-sequence ones. For example, i is the precursor
activity of j, which means j is the subsequence activity of i; If si is the precursor
resource of sj, then sj is the subsequence resource of si. Specifically, the process of
initiation (termination) activity (resource) does not have precursor (subsequence)
activity (resource); there is no precursor or subsequence relationship for parallel
activities. In P, RA represents the relationship set among activities, and RP repre‐
sents the relationship set among resources.

The aim of resource allocation model is to minimize the total execution time under
three constrains: resource preference, resource availability and total cost.

(1) Resource Preference. With regard to a particular resource, resource preference is
a set of activities that have been executed more often and have higher execution
efficiency. Although resources have the ability to perform various tasks, they do
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prefer to do some of them. A resource’s willingness and efficiency will be much
improved if some activities are allocated to them.

(2) Resource availability. The availability of resources for activities is limited by
simultaneity and workload. Simultaneity indicates that there is no free time to
receive new tasks when a resource is executing certain activity.

(3) Process Total Cost. Process cost must be limited within a certain range. Time and
cost are two of the most important metrics to measure process performance, yet
they cannot be optimized at the same time. Minimizing process time blindly is likely
to cause the increase of cost, so we need to develop a method that can control cost
within a certain range while minimizing process time.

The resource allocation model is defined as follows:

(1)

(2)

In Eq. (1), D(P) is the object function which means to minimize the total time of P,
and Time(v) denotes time spent by each activity v. Equation (2) includes three constrains.
preference(s,v) denotes the preference value of s to v, and  is the threshold for elimi‐
nating activities that resources are not interested in; availability(tm,s) denotes whether
a resource s is available at tm; cost(s,v) denotes the cost generated when s is executing
v, and costmax is the cost constraint.

3 Resource Preference Constraints

This section shows the measurement for resource preference constraints. Resource pref‐
erence preference(s,t) indicates the priority of v for s. Higher preference value means
that resources are more likely to execute this activity efficiently.

Resource preference support represents the probability that v may be executed by s in
a period, as defined in Eq. (3).

(3)

where count(s,v,tim1) denotes times that s has executed v until the time tim1,
count(s,v,tim2) denotes times that s has executed v until tim2 which is less than tim1.
count(v,tim1)  denotes times that v has been executed up to , count(v,tim2)
represents times that v has been executed until .
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Resource preference confidence represents the probability that s will execute t in a
period of time, as defined in Eq. (4).

(4)

count(s,tim1) denotes times of activities that s has executed until , while
count(s,tim2) represents times of activities that s has executed until tim2.

Resource Preference is related to preference confidence and preference support, as
defined in Eq. (5).

(5)

In Eq. (5), α is a parameter (0 < α < 1), which represents the weight of resource
preference support on resource preference. In order to meet the conditions, prefer‐
ence(s,v) has to be greater than the threshold β.

4 Resource Availability Constraints

This section discusses the algorithm of the resource availability constraint function
availability(tm,s).

(1) Resource load
Resource load represents work pressure of resources. The factors that cause
resource overload include the number of activities that has been executed in a
certain period (we choose the time window as 1 week) and work time. The Yerkes-
Dodson Law shows that work efficiency is relevant to work load. With reasonable
pressure, resources can work more efficiently, and overload may decrease work
efficiency. The curve of the Yerkes-Dodson Law is an inverted U-shape. Inspired
by the Yerkes-Dodson Law, resource load can be measured by work efficiency.
Since time consumption of v is changing with resources, work efficiency can be
calculated by the average time of v divided by time consumption by s. Time
consumption start when a resource begins work and end until the start of its subse‐
quence activity. Therefore, through mining event logs, time can be used as the
horizontal axis and resource efficiency can be used as the vertical axis to form the
curve of resource load. The highest point on the inverted U curve stands for the
saturation value of resource load; otherwise, it means that resource efficiency can
be improved.

(2) Resource potential
Resource potential signifies the potential of improving work load when the load of
resource has already saturated. Higher potential for a resource indicates the larger
space to increase the resource capacity, which also means that the resource has the
ability to execute more activities. We assume the situation that all the resources are
at their saturation value when a new activity arrives. Now we have a young, highly
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educated man and an old lady with poor education, whom would you give the task
to? It is commonly considered that the young man has more potential, so we allocate
the activity to him. The larger the potential is, the higher the probability that a
resource can improve its work load.
Clustering analysis, which is a classical data mining method, is used herein to
determine the resource potential. Four properties are used to determine the resource
potential including age, gender, family status and educational status. Each property
has different weights. According to these properties, similarity can be calculated
between two resources.
We adopt the K-means algorithm to produce resource groups, which turn out to be
three clusters: the high potential set (hCluster), the middle potential set (mCluster)
and the low potential set (lCluster) respectively.

(3) Resource availability
Resource availability is used to judge whether the resource can execute a new
activity. Three steps are needed to estimate resource availability: (1) Examining
whether the resource is busy. If the resource is executing the activity, then the
resource is unavailable. (2) Check the workload of unoccupied resources. The
resource is also unavailable provided that its load has reached the limit value. (3)
If all of the unoccupied resources are overloaded, we’ll choose resources from the
high potential set (hCluster).

5 Total Cost Constraints

In this section, we will illustrate cost constraints function costValue.

(1) Transmission probability
 represents the probability that v is transmitted to its subsequence v’.

Transmission probability can be calculated by the equation A/B, where A is times
that v passes to v’ after being executed by s, and B is times that v is executed by s.

(2) Total cost prediction
There may be a risk that the total cost will be beyond the constraint if we keep
reducing execution time. So we have to predict the total cost of this process after
allocating resources. The prediction of total cost contains two parts: the first is the
certain cost, which is the cost from the activities that have been assigned for
resources; the second is uncertain costs resulting from activities that have not yet
been assigned. We can calculate the certain cost by summing them up, but we have
to predict the uncertain one. The prediction of uncertain costs is defined as Eq. (6).

(6)

forecastc(v),a recursive equation, denotes the total cost prediction for activities
which have not yet been allocated resources. s is the resource that take a minimum
time consumption of v. Because forecastc(v) is the predicted value, so it allows a
deviation compared with the actual value. Meanwhile, resource availability
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constraints test will spend a lot of time, in order to assure efficiency of the cost
constraint test, so we do not take the resource availability constraints test for s. 
is the subsequence activity selected after v. After predicting the uncertain cost, we
can get prediction of the total cost using Eq. (7).

(7)

where overall c(s,v) represents prediction of the total cost after v has been allocated
to resources [16]; cost(vp)denotes the cost of activities which has been assigned for
certain resources;  denotes the overall cost of all activities from the
initiation activity to the precursor of v.

(3) Resource replacement ratio
If the prediction value of overall cost exceeds the cost constraint, we need to real‐
locate resources to reduce the cost. To decide which activity should be reallocated
to the resource, we need to consider whether the activity is included in the longest
path. The longest path is the one that takes the longest execution time [10]. The
longest path decides execution time of the whole process. In order to avoid exten‐
sion of execution time during adjustment, it is necessary to find the most suitable
replacement activity from both the longest path and other paths, and then compare
their influence on execution time after replacement. The activity that has less influ‐
ence will be chosen.
Before getting the most suitable replacement activity, we need to find out the most
suitable replacement resource for each activity in the process. During adjustment,
replacing resources will cause modifications of execution time and processing cost.
Let  represent the time difference when resources change from  to ,

.  measures the relative change of cost and
time due to resource replacement, which is called the resource replacement ratio,
denoted as . Lower because , the resource which
has the lowest resource replacement ratio is the best replacement resource. Resource
replacement ratio means more reduction of cost with less increase of execution
time.

6 Resource Allocation Algorithm

After analyzing resource preference constraints, resource availability constraints and
total cost constraints, this section will determine the target of the resource allocation
model: the total processing time. Most of researchers only focus on process execution
time, ignoring the turnaround time during process execution. Turnaround time is the
time from the end of the precursor activity to the start of its subsequence activity. In
general, the turnaround time of neighboring activities varies mainly due to the different
collaboration relationship between resources. Resources with higher collaboration level
usually have shorter turnaround time. To simplify the problem, this paper considers that
the collaboration between resources is the main reason for turnaround time difference.
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For the reason that we have considered the turnaround time caused by resource
collaboration level, we achieve the allocation goal D(P). We need ensure that the execu‐
tion time operatetime(v) for each activity v in the process is as little as possible, while
the turnaround time with precursor activities turntime(v) also needs to be controlled.
Now D(P) has become a multi-objective programming problem. One way to solve the
multi-objective programming problem is using linear weighted method to transform the
multi-objective programming problem into a single objective programming problem.

In run-time, turnaround time between different resources may vary greatly. From
events logs, we find that turnaround time always has larger impact on the total time than
process execution time. In some instances, the difference between turn-around time and
execution time may reach an order of magnitude, considering the sum of turnaround
time in a process may be 30 h while execution time may only be 3 h. A greater order of
magnitude that turnaround time is compared to execution time will enhance the impact
of turnaround time on process performance. Here is a measurement method using
magnitude level k.

(8)

where k represents difference order of magnitude between turnaround time and execution
time in process instances.  denotes the average value of turnaround time of
completed instances, and  denotes average value of execution time of process
instances. Larger value of k indicates that the turnaround time has greater effect on the
total time. For example, turnaround time with magnitude level of 3 has a greater impact
on the total time than magnitude level of 1. So in order to embody the impacts of turn‐
around time on process performance caused by different magnitude level, the weight of
execution time is set to  and the weight of turnaround time is set to . Meanwhile,
in order to achieve the same order of magnitude as that of , we let the
turnaround time multiply . The time spent on each activity v of the resource allo‐
cation model’s target  is:

(9)

In Eq. (9), operatetime(v) is time consumption of each activity, and turntime(v) is
turnaround time between activities and their predecessors.

Collaboration among resources is regarded as mutual adjustments and learning
processes between resources. Researches on human learning have shown that the
learning curve is a power function curve. The learning curve indicates that more times
you study, less time you consume. At first the study rate is relatively fast, but it will
gradually diminish to be flat [16]. From this point of view, we can conclude that resources
will have relatively low level of correlation and high level of turnaround time at the early
stage of cooperation. With the enhancement of correlation, turnaround time decreases
and tends towards stability.

On the basis of the learning curve, a regression equation for turnaround time predic‐
tion is proposed.
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(10)

The startime in Eq. (10) is turnaround time at the first collaboration stage between
resources; r represents collaboration coefficient between resources; tms represents times
that two resources collaborate; turntime is turnaround time provided that collaboration
times of these resources are tms. Firstly, evaluating the logarithm of both sides, and then
nonlinear regression analysis will be converted into linear regression analysis. We can
get a linear regression equation in which lg(turntime) is the dependent variable and
lg(tms) is the independent variable. By using the sum of squared error and taking the
derivative of r, the model will attain the best fitting state that the sum of n deviation is
minimum.

(11)

We can get the collaboration coefficient r by inputting the corresponding data of
event logs into Eq. (11), and then predict turnaround time of next collaboration. Not
only resources’ learning abilities are the determinants of collaboration coefficient r, but
also resources’ cooperation, operation capacities and even information systems. The
collaboration coefficient r will turn out to be larger if the resources have strong coop‐
eration abilities or are familiar with business operations. A good management system
and highly efficient staff will lead to larger r as well. Hence, the collaboration coefficient
r represents resources’ comprehensive abilities.

The resource allocation algorithm of minimum execution cost was put forward by
Xu et al., which was to find all the resources that have the lowest execution cost for
activities in the process at first, then detect the availability of these resources, and finally
check whether the total time of the process exceeds the constraint value after ensuring
availability [10]. This method may make the whole process repeatedly. A new method
that can detect the availability and cost constraints while allocating resources to each
activity is proposed in this section. The steps to allocate resources for each activity are
shown as follows:

(1) Find the resource that has the least execution time when performing the target
activity v.

(2) Detect whether the resource satisfies the constraints of resource preference.
Looking for candidate resources, which have less execution time and satisfy the
resource preference constraint.

(3) Detect the availability constraint of the resource given by step (2). If the resource
is unavailable, then it will be replaced by other suitable resources, which meet the
availability constraint.

(4) Predict the total cost after the target activity has taken this resource, and test whether
it exceeds the cost constraint to find the most suitable activity.

(5) If the resource has been replaced in step (4), then repeat step (3) and step (4) until
we find out the resource that satisfies both the availability constraint and total cost
constraint.
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7 Experiments

Some experiments are conducted to show effectiveness of the method proposed above.
In the first place, we check whether it is effective to treat resource collaboration as a
learning procedure. We have collected some airline compensation process logs and
observe variance of average flow time as Table 1.

Table 1. Flow time variance as the number of instances increases

Number of
instances

30 40 50 60 70 80 90 100

Average flow
time (h)

121 103 90 82 77 75 80 75

It is showed that flow time decreases very fast when the number of process instances
increases from 30 to 100, and after that flow time slightly fluctuates in Table 1. The
reason is that resource collaboration level improves with increase of cooperation times.
Thus, turnover time and flow time will be reduced. However, collaboration capability
would remain stable after the number of instances reaches 70. Note that flow time rises
a little after the number of instances is 100, which may be explained by the fact that
some activities cannot be executed by suitable resources due to the availability issue.

We also check improvement in terms of flow time considering resource collabora‐
tion. We choose 8 process log sets of the airline company randomly. The number of
process instances of each set is 30. After extracting the original logs, data pre-processing
is conducted to filter out resources in which interaction frequencies are less than 3. The
remained process instances are used for analysis. A small number of cooperation activ‐
ities are insufficient to measure resource collaboration. Then, we use the algorithm that
only concern operatetime(v) in time(v) without touching on collaboration. In compar‐
ison, we use the resource allocation algorithm proposed in this paper taking account of
collaboration as allocation guide. To compare the effect of collaboration, the measure
time(v) and operatetime(v) are used respectively. The average flow time is used as
performance metric. Figure 1 depicts the results.

It can be seen that process execution time reduces significantly by taking resource
collaboration into account. In addition, we can see more satisfactory results as the
number of process instances increases. The underlying reason is that more event logs
can generate more accurate collaboration measurement, which in turn provides more
effective allocation guideline. It can be noted that improvements can still be made for
process data with fewer event records through deleting some process logs. Even a small
number of event records can provide sufficient evidence for resource collaboration.

We use the same process log sets as Fig. 1 and compare the resource allocation
algorithm proposed in this paper considering resource coordination capacity with the
algorithm (named rb) by Kumar [17]. The clearest difference between these two algo‐
rithms is that the former predicts collaboration capacity between resources using regres‐
sion analysis, and considering collaboration to be dynamic as time goes. But the latter
calculated the average value as collaboration capacity. It did not pay attention to
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changing patterns of collaboration between resources, thus lacking of considering
collaboration.

Huang also proposed a method (named mc) to compute the degree of collaboration
between resources. The main idea of this method was based on the premise of guaran‐
teeing the correlation between resources, and measuring the strength of collaboration
between resources by calculating the probabilities [15]. In Fig. 2, process log sets are
denoted as the horizontal axis, and the average process total time is denoted as the
vertical axis. We can see that dynamic collaboration capacity between resources have
more positive effects on performance than the static one.

Fig. 2. The influence of different methods in considering collaboration between resources

Fig. 1. Considering vs. ignoring collaboration between resources
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8 Conclusions

Resource allocation is an important issue in the field of process management. The quality
of resource allocation not only determines how the process is executed, but also affects
process performance. Process mining has provided new insights and methods for
resource allocation. This paper discusses the resource allocation method from the
perspective of their effects on process performance, ensuring the process takes less time
under the cost constraint. Moreover, this paper also analyzes the effects of collaboration
cohesion between resources on process performances. We will do further researches on
the coordination among resources, especially on the influence of deep collaboration
among resources, in which we will mine further insights from process event logs.

Acknowledgments. Shanghai Pujiang Program no. 14PJC017 and the National Nature and
Science Foundation of China under Grants no. 71071038 support this work.

References

1. Van Hee, K., Serebrenik, A., Sidorova, N., et al.: Scheduling-free resource management. Data
Knowl. Eng. 61(1), 59–75 (2007)

2. Wang, J., Kumar, A.: A framework for document-driven workflow systems. In: van der Aalst,
W.M., Benatallah, B., Casati, F., Curbera, F. (eds.) BPM 2005. LNCS, vol. 3649, pp.
285–301. Springer, Heidelberg (2005)

3. Russell, N., van der Aalst, W.M., ter Hofstede, A.H., Edmond, D.: Workflow resource
patterns: identification, representation and tool support. In: Pastor, Ó., Falcão e Cunha, J.
(eds.) CAiSE 2005. LNCS, vol. 3520, pp. 216–232. Springer, Heidelberg (2005)

4. ZurMuehlen, M.: Organizational management in workflow applications–issues and
perspectives. Inf. Technol. Manag. 5(3–4), 271–291 (2004)

5. Ly, L.T., Rinderle, S., Dadam, P., Reichert, M.: Mining staff assignment rules from event-
based data. In: Bussler, C.J., Haller, A. (eds.) BPM 2005. LNCS, vol. 3812, pp. 177–190.
Springer, Heidelberg (2006)

6. Huang, Z., Lu, X., Duan, H.: Mining association rules to support resource allocation in
business process management. Expert Syst. Appl. 38(8), 9483–9490 (2011)

7. Senkul, P., Toroslu, I.H.: An architecture for workflow scheduling under resource allocation
constraints. Inf. Syst. 30(5), 399–422 (2005)

8. Yang, H., Wang, C., Liu, Y., Wang, J.: An optimal approach for workflow staff assignment
based on hidden Markov models. In: Meersman, R., Tari, Z., Herrero, P. (eds.) OTM-WS
2008. LNCS, vol. 5333, pp. 24–26. Springer, Heidelberg (2008)

9. Kumar, A., Van Der Aalst, W.M.P., Verbeek, E.M.W.: Dynamic work distribution in
workflow management systems: how to balance quality and performance. J. Manag. Inf. Syst.
18(3), 157–194 (2002)

10. Xu, J., Liu, C., Zhao, X.: Resource allocation vs. business process improvement: how they
impact on each other. In: Dumas, M., Reichert, M., Shan, M.-C. (eds.) BPM 2008. LNCS,
vol. 5240, pp. 228–243. Springer, Heidelberg (2008)

11. Reijers, H.A., Jansen-Vullers, M.H., ZurMuehlen, M., Appl, W.: Workflow management
systems+swarm intelligence=dynamic task assignment for emergency management
applications. In: Alonso, G., Dadam, P., Rosemann, M. (eds.) BPM 2007. LNCS, vol. 4714,
pp. 125–140. Springer, Heidelberg (2007)

352 W. Zhao et al.



12. Bozkaya, M., Gabriels, J., Werf, J.: Process diagnostics: a method based on process mining.
In: Information, Process, and Knowledge Management, pp. 22–27. IEEE (2009)

13. Van Der Aalst, W.M.P., Reijers, H.A., Song, M.: Discovering social networks from event
logs. Comput. Support. Coop. Work (CSCW) 14(6), 549–593 (2005)

14. Huang, Z., Lu, X., Duan, H.: Resource behavior measure and application in business process
management. Expert Syst. Appl. 39(7), 6458–6468 (2012)

15. Van der Aalst, W.M.P.: Discovery Conformance and Enhancement of Business Processes.
Springer, Heidelberg (2011)

16. Bellman, R.E.: Dynamic Programming. Princeton University Press, Princeton (1957)
17. Kumar, A., Dijkman, R., Song, M.: Optimal resource assignment in workflows for

maximizing cooperation. Bus. Process Manag. 8094, 235–250 (2013)

The Optimization of Resource Allocation Based on Process Mining 353



Research on Optimum Weighted Combination
GM(1,1) Model with Different Initial Value

Qiumei Chen(&) and Jin Li

College of Information Science and Technology, Zhejiang Sci-Tech University,
Hangzhou 310018, China

Chenqm909@sohu.com, lj_hsw05@163.com

Abstract. In this paper, a new method of GM(1,1) model based on optimum
weighted combination with different initial value is put forward. The new
proposed model is comprised of weighted combination models with different
initial value of raw data. Weighted coefficients of every model in the combi-
nation are derived from a method of minimizing error summation of square. The
optimum weighted combination can express the principle of new information
priority emphasized on in grey systems theory fully. The result of a numerical
example indicates that optimum weighted combination GM (1,1) model pre-
sented in this paper can obtain a better prediction performance than that from the
original GM(1,1) model.

Keywords: GM(1,1) model � Optimum weighted combination � Initial value �
Prediction accuracy

1 Introduction

Since the grey system theory was put forward in 1982, it has been extensively used in
many areas of economic management and so on [1, 2]. Extensive studies for grey
system including grey correlation analysis, grey decision making and grey prediction
have been carried out by scholars [3]. Grey systems theory focuses mainly on such
systems as partial information known and partial information unknown. With the rapid
development of science and technology more and more systems have the same char-
acteristic as grey systems. Solutions to these uncertain systems have become a great
challenge for further development in associated fields. However, one of possible means
can be provided by some approaches in grey system.

GM (1,1) is playing an important role in grey prediction. From the procedure of
construction of GM(1,1) model we can find that the model is neither a differential
equation nor a difference equation. In fact, it is an approximate model which has the
characteristic both differential equation and difference equation. It is inevitable for the
approximate model to result in some errors in practical applications. To increase pre-
diction accuracy using GM(1,1) model a large number of researchers concentrate upon
improvements of GM(1,1) model mainly in three aspects. On the one hand, a number
of researchers focus mainly on improvements of grey derivative. Wang proposes a GM
(1,1) direct modeling method with a step by step optimizing grey derivative’s whitened
values to unequal time interval sequence modeling. He has also proves that the new
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method still has the same characteristic of linear transformation consistency as the old
method [4]. Mu presents a method to optimize the whitened values of grey derivative
and constructs an unbiased GM(1,1) model. He also proves that the new model has the
characteristic of law of whitened exponent [5, 6].

On the other hand, a number of researchers focus mainly on improvements of
background value. Li presented the improvement method of background values to
improve the prediction precision of GM(1,1)model with unequal time interval. The
author takes advantages of the actual values of generated sequence in point ti+1/2 as a
background value for GM(1,1) model with unequal time interval [7]. Wang has proved
that the generated sequence of applying a first order accumulated generation operator
on X (0) is a non -homogeneous exponential function. Then the author utilizes a
non-homogeneous exponential function to fit the generated sequence and develops the
improvement method of background value [8].

Finally, improvements of the initial condition in the time response function are
focused on by some researchers gradually. Xie proposes discretely grey prediction
models and corresponding parameter optimization methods. And he also illustrates
three classes of grey prediction models such as the starting-point fixed discrete grey
model, the middle-point fixed discrete grey model and the ending-point fixed discrete
grey model [9]. Liu also presents a method to improve the prediction precision by
optimization of the coefficient of exponential function [10]. Wang proposed a novel
approach to improve prediction accuracy of GM(1,1) model through optimization of
the initial condition. The new initial condition is comprised of the first item and the last
item of a sequence generated from applying the first-order accumulative generation
operator on the sequence of raw data [11].

Traditional GM (1,1) model and the model in paper [12] come to form their own
forecasting formulae by considering xð1Þð1Þ and xð1ÞðnÞ as their original condition
respectively. But in fact, the fitted curve does not pass any data point according to the
least square principles. There is lack of theoretical basis in traditional GM (1,1) model
and the model in paper [13].

For view of information theory, optimum weighted combination forecasting
method is extracting the useful information of single forecasting method. There is a
weighted vector M, the squared forecasting error of combination forecasting method
has been the minimum value. Then M is defined as optimum weighted coefficient
vectors, and the corresponding combination forecasting method is defined as optimum
weighted combination forecasting method [14–17].

As we all know, because of choosing different initial value, we can get different
forecasting models and different forecasting precision. In this paper, the new method of
GM (1,1) model based on optimum weighted combination with different initial value is
put forward. At last, the method is applied into building model of per capita living area
of city in China, and the results show the effectiveness and superiority of the method.

2 The Modeling Mechanism of Grey GM (1,1) Model

GM (1,1) is the most frequently used grey forecasting model. It is formed by a first
order differential equation with a single variable. Its modeling course is as follows:
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1. Let the non-negative original data series be denoted by

Xð0Þ ¼ fxð0Þð1Þ; xð0Þð2Þ; . . .; xð0ÞðnÞg ð1Þ

xð0ÞðiÞ[ 0; i ¼ 1; 2; . . .; n

2. The AGO (accumulated generation operation) of original data series is defined as:

Xð1Þ ¼ fxð1Þð1Þ; xð1Þð2Þ; . . .; xð1ÞðnÞg ð2Þ

xð1ÞðkÞ ¼
Xk
i¼1

xð0ÞðiÞ; k ¼ 1; 2; . . .; n

3. The grey model can be constructed by establishing a first order differential equation
for Xð1Þ as:

dxð1ÞðtÞ
dt

þ axð1ÞðtÞ ¼ u ð3Þ

The difference equation of GM (1,1) model:

xð0ÞðkÞ þ azð1ÞðkÞ ¼ u; k ¼ 2; 3; . . .; n ð4Þ

Unfolding Eq. (4), we can obtain:

xð0Þð2Þ
xð0Þð3Þ

..

.

xð0ÞðnÞ

26664
37775 ¼

�zð1Þð2Þ
�zð1Þð3Þ

..

.

�zð1ÞðnÞ

1
1
..
.

1

26664
37775� a

u

� �
ð5Þ

Let Y ¼ xð0Þð2Þ; xð0Þð3Þ; . . .; xð0ÞðnÞ� �T
;U ¼ a u½ �T ,

B ¼
�zð1Þð2Þ
�zð1Þð3Þ

..

.

�zð1ÞðnÞ

1
1
..
.

1

26664
37775 ð6Þ

The background zð1ÞðkÞ in Eq. (5) is defined as:

zð1Þðk þ 1Þ ¼ 1
2
½xð1Þðk þ 1Þ þ xð1ÞðkÞ�; k ¼ 1; 2; . . .; n� 1
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4. The least squares solution of identification variable:

Û ¼ ðBTBÞ�1BTY

5. We can get the discrete solution of Eq. (3) with the original condition
x̂ð1Þð1Þ ¼ xð1Þð1Þ ¼ xð0Þð1Þ:

x̂ð1Þðk þ 1Þ ¼ ½xð1Þð1Þ � u
a
�e�ak þ u

a
ð7Þ

6. Revert into initial data:

x̂ð0Þðk þ 1Þ ¼ x̂ð1Þðk þ 1Þ � x̂ð1ÞðkÞ
¼ ð1� eaÞ½xð1Þð1Þ � u

a
�e�ak ð8Þ

3 Defect of Traditional Grey Forecasting Formulae
and Its Improvement

Grey GM (1,1) is an extrapolating method virtually by using exponential curve X̂ð1Þ to
fit with the data series Xð1Þ. Traditional GM (1,1) model and the model of paper [12]
come to form their own forecasting formulae by considering xð1Þð1Þ and xð1ÞðnÞ as their
original condition respectively. But in fact, the fitted curve does not pass any data point
according to the least square principles. Therefore, there is lack of theoretical basis in
traditional forecasting formulae. Now make a brief analysis as follows.

By solving Eq. (3), we can obtain:

xð1ÞðtÞ ¼ u
a
� C

a
e�at

We can get by dispersing the equation above:

x̂ð1Þðk þ 1Þ ¼ �C
a
e�ak þ u

a

In order to solve out constant C, it is essential to have a definite condition to
confirm the solution. Let x̂ð1Þð1Þ ¼ xð1Þð1Þ ¼ xð0Þð1Þ be the condition, we can obtain:

x̂ð1Þð1Þ ¼ �C
a
þ u
a
¼ xð1Þð1Þ

�C
a
¼ xð1Þð1Þ � u

a

x̂ð1Þðk þ 1Þ ¼ ðxð1Þð1Þ � u
a
e�akÞ þ u

a
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This is the expression of the forecasting value of grey GM (1,1) model.
So the fitted curve X̂ð1Þ should pass the data point ð0; xð1Þð1ÞÞ on the coordinate

plane ðk; x̂ð1Þðk þ 1ÞÞ. However, according to the least square principles, the fitted
curve might not pass the first data point. Therefore, the theoretical basis of considering
x̂ð1Þð1Þ ¼ xð1Þð1Þ as the known condition does not exist. In addition, xð1Þð1Þ is the oldest
datum in terms of time and in far relations with the future. So the traditional method
considering x̂ð1Þð1Þ ¼ xð1Þð1Þ as the known condition should be generalized.

Let the forecasting value of xð1Þðk þ 1Þ be denoted by x̂ð1Þm ðk þ 1Þ under the con-
dition of x̂ð1Þð1Þ ¼ xð1ÞðmÞðm ¼ 1; 2; . . .nÞ, it is easy to prove that:

x̂ð1Þm ðk þ 1Þ ¼ ½xð1ÞðmÞ � u
a
�e�aðk�mþ1Þ þ u

a

From above, we can get different forecasting models with different values m. A new
model based on optimum weighted combination with n kinds of forecasting results will
be put forward, and its fitted precision and forecasting precision will be higher than any
model with the single value m.

Let the observed value be denoted by xð1Þðk þ 1Þ and the weight of x̂ð1Þ1 ðk þ
1Þ; x̂ð1Þ2 ðk þ 1Þ; . . .; x̂ð1Þm ðk þ 1Þ in combination prediction model be denoted by vector
W ¼ W1;W2; . . .;Wmð ÞT , we can obtain the combination model:

x̂ð1Þðk þ 1Þ ¼
Xm
j¼1

Wjx̂
ð1Þ
j ðk þ 1Þ ð9Þ

Let the error be denoted by:

eðk þ 1Þ ¼ xð1Þðk þ 1Þ � x̂ð1Þðk þ 1Þ ð10Þ

To work out optimum weight of combination prediction model is to solve out the
following mathematics programming of sum of square error with the least square
principles:

minQ ¼
Xn
k¼1

e2ðkÞ

s:t
Xm
j¼1

Wj ¼ 1

8>>>><>>>>:
The non-negative weight of the optimum weighted combination can be worked out

by using the Qordpro in Matlab.
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4 Example

In this section we illustrate the application of optimum weighted combination GM(1,1)
model with different initial value. Weighted coefficients of every model in the com-
bination are derived from a method of minimizing error summation of square. The
optimum weighted combination can express the principle of new information priority
emphasized on in grey systems theory fully. To compare with prediction performances
among the original GM(1,1) model, optimum weighted combination GM(1,1) model
proposed in this paper and the model in document [2], we utilize the first thirteen data
in the sequence of simulation data to construct the three models, respectively.

The city per-capita living area of a country is an important index of the living
standard. Of course, it is an important factor to reflect economic strength of this
country. Setting up the model of city per capita living area and predicting its devel-
opment in the future have great realistic significance to country for the arrangement and
economic plan in the city. Now build the model of the city per-capita living area of
China from 1986 to 1998 (《Statistic almanac of China-2002》) by means of the
method proposed by this paper and forecast that of 1999, 2000, and 2001.

Let xð1Þð1Þ be the initial value, the grey GM (1,1) model of city per-capita living
area of China is as followings:

x̂ð0Þðk þ 1Þ ¼ 8:2553e0:0370k; k[ 1

x̂ð0Þð1Þ ¼ 8:8

With the different initial value, we can obtain the solution of Eq. (7):

x̂ð1Þm ðk þ 1Þ ¼ ½xð1ÞðmÞ � u
a
�e�aðk�mþ1Þ þ u

a
; m ¼ 1; 2; . . .; 13

Let the thirteen kinds of different forecasting results be denoted by

x̂ð1Þ1 ðk þ 1Þ; x̂ð1Þ2 ðk þ 1Þ; . . .; x̂ð1Þm ðk þ 1Þ

And let the value of GM (1,1) model based on optimum weighted combination be
denoted by

x̂ð1Þðk þ 1Þ ¼
Xm
j¼1

Wjx̂
ð1Þ
j ðk þ 1Þ

Then we can obtain the non-negative weight of the optimum weighted combination
by using the Qordpro in Matlab:

W5 ¼ 0:4584;W8 ¼ 0:5416;

W1 ¼ W2 ¼ W3 ¼ W4 ¼ W6 ¼ W7 ¼ W9 ¼ W10 ¼ W11 ¼ W12 ¼ W13 ¼ 0
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Therefore, the new forecasting results are worked out:

x̂ð1Þðk þ 1Þ ¼ 0:4584x̂ð1Þ5 ðk þ 1Þ þ 0:5416x̂ð1Þ8 ðk þ 1Þ

x̂ð0Þðk þ 1Þ ¼ 0:4584x̂ð0Þ5 ðk þ 1Þ þ 0:5416x̂ð0Þ8 ðk þ 1Þ

The new model of city per-capita living area of China is as follows:

x̂ð0Þðk þ 1Þ ¼ 0:4584� 9:9522e0:0370ðk�4Þ þ 0:5416� 11:1150e0:0370ðk�7Þ

It is to say,

x̂ð0Þðk þ 1Þ ¼ 4:4521e0:0370ðk�4Þ þ 6:0199e0:0370ðk�7Þ; k[ 1

x̂ð0Þð1Þ ¼ 8:8

Tables 1 and 2 is the model values and forecasting values of there methods.

Table 1. Comparison of method of this paper and traditional GM (1,1) model (Unit: Square
Meter)

Year No. City per-capita
living area

Method of this paper Traditional GM
(1,1) model

Model
values

Relative
error (%)

Model
values

Relative
error (%)

1981 1 35.82 35.82 0 8.8 0
1982 2 36.84 38.1463 −3.5458 8.8984 1.1291
1983 3 39.11 40.3691 −3.2195 9.2339 0.7105
1984 4 41.93 42.7216 −1.8878 9.5821 1.2153
1985 5 44.52 45.211 −1.5522 9.9434 −0.4388
1986 6 48.93 47.8456 2.2162 10.3184 −0.1785
1987 7 51.92 50.6337 2.4775 10.7075 −0.0698
1988 8 53.95 53.5842 0.678 11.1112 −1.0112
1989 9 55.5 56.7067 −3.0094 11.5302 −1.1422
1990 10 58.54 60.0111 −2.6709 11.965 −1.3983
1991 11 61.7 63.5081 −2.9305 12.4162 −0.9445
1992 12 69.74 67.2089 3.2548 12.8844 0.8895
1993 13 76 71.1253 6.4141 13.3702 1.6896
1994* 14 77.7 75.27 3.1275 13.8743 2.2937
1995* 15 79.15 79.6561 −0.6394 14.3975 3.3725
1996* 16 83.15 84.2979 −1.3805 14.9404 3.6103

(forecasting value with*)
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It is easy to see from Tables 1 and 2, the relative errors of model proposed by this
paper are almost lower than 3 %. The error inspection of post-sample method can be
used to inspect a quantified approach. The post-sample error of the model
c1 ¼ S1=S0 ¼ 0:0748 (where S1 is variation value of the error and S0 is variation value
of the original series), the post-sample error of traditional GM (1,1) model c2 = 0.0771,
and the post-sample error of the model of paper [2] c3 = 0.0761. The probability of the
small error p ¼ fjeð0ÞðiÞ � e�ð0Þjg\0:6745S0 ¼ 1. It is obvious that the method of this
paper has the higher fitted precision and forecasting precision than the traditional GM
(1,1) model and the model in paper [12].

5 Conclusions

The accuracy of model is key factor of the gray mode. Scholars have made considerable
achievements in the aspect of improving the precision of grey model. In this paper, the
defect of the traditional grey GM (1, 1) model is analyzed theoretically and the irratio-
nality of choosing initial value is pointed out. The newmethod of GM (1, 1) model based
on optimum weighted combination with different initial value is also put forward. The
result of a numerical example indicates that optimum weighted combination GM (1, 1)
model presented in this paper can obtain a better prediction performance than that from
the original GM(1, 1) model.

Table 2. Comparison of method of this paper and method of document [12] (Unit: Square
Meter)

Year No. City per-capita
living area

Method of this paper Method of document [2]

Model
values

Relative
error (%)

Model
values

Relative
error (%)

1981 1 35.82 35.82 0 8.8 0
1982 2 36.84 38.1463 −3.5458 8.9244 0.84
1983 3 39.11 40.3691 −3.2195 9.2349 0.7
1984 4 41.93 42.7216 −1.8878 9.5831 1.2048
1985 5 44.52 45.211 −1.5522 9.9445 −0.4494
1986 6 48.93 47.8456 2.2162 10.3195 −0.1891
1987 7 51.92 50.6337 2.4775 10.7086 −0.0805
1988 8 53.95 53.5842 0.678 11.1124 −1.0219
1989 9 55.5 56.7067 −3.0094 11.5314 −1.153
1990 10 58.54 60.0111 −2.6709 11.9663 −1.4091
1991 11 61.7 63.5081 −2.9305 12.4175 −0.9552
1992 12 69.74 67.2089 3.2548 12.8857 0.879
1993 13 76 71.1253 6.4141 13.3716 1.6792
1994* 14 77.7 75.27 3.1275 13.8758 2.2831
1995* 15 79.15 79.6561 −0.6394 14.399 3.3624
1996* 16 83.15 84.2979 −1.3805 14.942 3.6

(forecasting value with*)
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Abstract. Recently, subspace clustering has achieved promising clustering
quality by performing spectral clustering over an affinity graph. It is a key to
construct a robust affinity matrix in graph-oriented subspace clustering. Sparse
representation can represent each object as a sparse linear combination of other
objects and has been used to cluster high-dimensional data. However, all the
coefficients are trusted blindly to construct the affinity matrix which may suffer
from noise and decrease the clustering performance. We propose to construct the
affinity matrix via k-nearest neighbor (KNN) based sparse representation coef-
ficient vectors for clustering high-dimensional data. For each data object, the
sparse representation coefficient vector is computed by sparse representation
theory and KNN algorithm is used to find the k nearest neighbors. Instead of
using all the coefficients to construct the affinity matrix directly, we update each
coefficient vector by remaining the k coefficients of the k neighbors unchanged
and set the other coefficients to zero. Experiments on six gene expression pro-
filing (GEP) datasets prove that the proposed algorithm can construct better
affinity matrices and result in higher performance for clustering
high-dimensional data.

Keywords: Spectral clustering � Affinity matrix � k-nearest neighbor � Sparse
representation � Cosine similarity � Gene expression profiling

1 Introduction

Clustering aims at grouping the data objects into several subsets, so that data objects in
the same subsets are similar as much as possible and the data objects in the dissimilar
subsets are dissimilar as much as possible. The datasets in real-world are getting bigger
and bigger with more data objects and attributes, such as multimedia data, document
data, and GEP data. It has been a challenging task to cluster high-dimensional data for
traditional clustering algorithms such as k-means.

Spectral clustering has attracted increasing attention and been widely used in image
segmentation [1], speech separation [2]. It is based on the spectral graph theory and its
main tools are graph Laplacian matrices including un-normalized graph Laplacian and
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normalized graph Laplacian. Spectral clustering firstly constructs an affinity matrix
from data, then derives the graph Laplacian matrix from the affinity matrix and com-
putes the first k eigenvectors corresponding to the k largest eigenvalues of the graph
Laplacian matrix, finally uses k-means algorithm to cluster the k dimensional row
vectors of the matrix which is formed by the first k eigenvectors of the Laplacian as
columns [3]. The performance of spectral clustering heavily depends on the goodness
of the affinity graph. Therefore, it is a key to construct an affinity matrix that can
faithfully reflects the similarity information between each pair of objects.

Sparse representation (SR) [4] is based on the compressed sensing theory and has
been widely applied in various tasks such as classification, subspace learning and
spectral clustering. It compresses high-dimensional data by representing each object
approximately as a sparse linear combination of other objects. Recently, it has been a
useful technique in clustering high-dimensional data. For example, Wright et al. [5]
used individual sparse coefficient directly to build the affinity matrix for spectral
clustering. However, Wu et al. [6] proved that exploiting complete sparse represen-
tation vectors can reflect more truthful similarity among data objects, since more
contextual information is taken into consideration. They assumed that the sparse rep-
resentation vectors corresponding to two similar objects should be similar, since they
can be reconstructed in a similar fashion using other data objects. These algorithms
trust all the coefficients in coefficient vectors blindly to measure pairwise similarity
which may make the affinity matrix sensitive to the noises and outliers, and result in a
degraded performance.

To improve the performance of sparse representation based spectral clustering
(SRSC) [6], we propose a novel clustering algorithm for high-dimensional data, which
constructs affinity matrix via KNN based sparse representation coefficient vectors. We
name our proposed algorithm as KNNSRSC. Firstly, each high-dimensional data object
is projected onto a lower dimensional vector of sparse coefficients by using sparse rep-
resentation theory. Then, we find the k nearest neighbors for each object, and remain the
k coefficients of the k nearest neighbors unchanged and set others to zero in the coefficient
vector. Then these coefficient vectors are used to construct affinitymatrix according to the
cosine similarity between each pair of coefficient vectors. Finally, spectral clustering is
run on the affinity matrix. Extensive experiments on public gene expression profiling
(GEP) datasets show that KNNSRSC outperforms SRSC [6], k-means and normalized
spectral clustering (NSC) [1] with considerable performance margin.

2 Brief View of Spectral Clustering and Sparse
Representation

2.1 Spectral Clustering

Spectral clustering is a widely used graph-based approach for data clustering. For
dataset X ¼ x1; x2; . . .; xi; . . .; xnf g 2 Rm�n, where xi 2 Rm represents the i-th object. It
can be represented as an undirected graph G V ;E;Wð Þ, where V ;E;W denote the vertex
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set, the edge set, and the affinity matrix, respectively. Each vertex vi 2 V represents an
object xi, and each edgeði; jÞ 2 E is assigned an affinity weight wij which represents the
similarity between xi and xj. And the degree di of node i is di ¼

P
j wij, the degree

matrix D is a diagonal matrix D ¼ diagðd1; d2; . . .; dnÞ.
Spectral clustering algorithms are based on the graph Laplacian matrices. The

un-normalized graph Laplacian matrix is defined as L ¼ D�W . It is notable that L is
symmetric and semi-positive definite, and for any vector x 2 Rn

xTLx ¼ 1
2

Xn

i;j¼1
xi � xj
� �2

wij ð1Þ

The symmetric normalized graph Laplacian matrix Lsym is defined as

Lsym ¼ D�1=2LD�1=2 ¼ I � D�1=2WD�1=2 ð2Þ

where I is the identity matrix. Similarly,

xTLsymx ¼ 1
2

Xn

i;j

xiffiffiffiffi
di

p � xjffiffiffiffi
dj

p
 !2

wij ð3Þ

The most popular spectral clustering is NSC algorithm [1] which is described as
Algorithm 1.

We can also understand spectral clustering from the perspective of graph cut. The
task of spectral clustering can be transformed to find the best cuts of the graph such that
edges between different groups have low weights and edges within each group have
high weights. The simplest and most direct way to construct a partition of the graph is
to solve the mincut problem. Denote FðA;BÞ ¼Pi2A;j2B wij and �A for the complement
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of A. For a given number C of subsets, the mincut approach simply consists in choosing
a partition A1;A2; . . .;AC which minimizes

cutðA1;A2; . . .;ACÞ ¼ 1
2

XC

i¼1
FðAi; �AiÞ ð4Þ

However, it often does not lead to satisfactory partitions and may simply separate
one individual vertex from the rest of the graph. RatioCut (Rcut) [7] and normalized cut
(Ncut) [1] are proposed to address this problem by introducing balancing conditions to
explicitly request that the sets A1;A2; . . .;AC should be “reasonably large”. In RatioCut,
the size of a subset A of a graph is measured by its number of vertices Ak k, while in
Ncut the size is measured by the weights of its edges volðAÞ. They are defined as
follows:

RatioCutðA1;A2; . . .;ACÞ ¼
XC

i¼1

cutðAi; �AiÞ
Aij j ð5Þ

NCutðA1;A2; . . .;ACÞ ¼
XC

i¼1

cutðAi; �AiÞ
volðAiÞ ð6Þ

However, the introduction of balancing conditions makes the previously simple mincut
problem an NP hard one. Spectral clustering has been a good way to solve the relaxed
versions of these problems, relaxing Ncut leads to NSC [1], while relaxing RatioCut
leads to un-normalized spectral clustering [3].

2.2 Sparse Representation

Let X 2 Rm�n denote n data objects and each object has m dimensional features, y 2 Rm

represents a test sample. Sparse representation is an effective algorithm based on ‘1-
norm minimization, it can represent a sample as a linear combination of others with
sparse coefficients. Originally, sparse representation aims to solve the following ‘0-
norm minimization problem:

a0 ¼ argmin
a

ak k0 subject to y ¼ Xa ð7Þ

where �k k0 is the ‘0-norm minimization and counts the number of nonzero entries in a
vector. As the ‘0-norm minimization is a NP-hard problem, it is equal to ‘1-norm
minimization problem if its solution is highly sparse [8]. Moreover, Y ¼ Xa cannot
hold exactly since y may include noise. Thus, the above ‘0-norm minimization problem
can be relaxed to the following ‘1-norm minimization problem:

a1 ¼ argmin
a

ak k1 subject to y� Xak k2 � e ð8Þ
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By exploiting Lagrangian method, (8) can be transformed to the following opti-
mization problem:

a� ¼ argmin
a

k ak k1þ y� Xak k2 ð9Þ

where k is a key parameter which balances the importance between the sparsity and the
reconstruction error.

3 The Proposed Method

3.1 KNN Based Sparse Representation Coefficient Vectors

Denote X ¼ x1; x2; . . .; xi; . . .; xnf g 2 Rm�n a high-dimensional dataset, where xi ¼
xi1; xi2; . . .; ximð Þ 2 Rm is the i-th data object. Let Xi ¼ xi; . . .; xi�1; xiþ1; . . .; xnð Þ rep-
resent all the data objects except for object xi. For each data object xi, we can use the
solution form (9) to represent it as a linear combination of other objects from Xi. The
coefficient vector is calculated by solving the following optimization problem:

a�i ¼ argmin
ai

k aik k1þ xi � Xiaik k2 ð10Þ

where a�i ¼ ðai;1; . . .; ai;i�1; ai;iþ1; . . .; ai;nÞ 2 Rn�1 is the optimal solution, which con-
sists of sparse coefficients corresponding to each data object in Xi; 8i ¼ 1; 2; . . .; n. We
add a zero coefficient between ai;i�1 and ai;iþ1 in vector a�i to obtain a new coefficient
vector ai ¼ ðai;1; . . .; ai;i�1; 0; ai;iþ1; . . .; ai;nÞ 2 Rn, which represents the sparse repre-
sentation coefficient vector of data object xi. Then, KNN algorithm is used to determine
the k nearest neighbors for xi from Xi. In coefficient vector ai, the coefficients corre-
sponding to the k nearest neighbours remain unchanged, but those coefficients corre-
sponding to other objects are set to zero. Thus, for each coefficient vector ai, there are
only k nonzero entries.

According to sparse representation theory, similar objects gives significant coeffi-
cients and dissimilar objects gives nearly zero coefficients in ai. However, some prior
works have revealed that sparse representation is not robust enough, some coefficients
of dissimilar objects will not be nearly zero when data are noisy or have many outliers.
Therefore, it will degrade the discrimination of affinity matrix. KNN based sparse
coefficient vector just has k nonzero coefficients, which is more robust to noises and
outliers, because the coefficients of the dissimilar objects are set to zero.

3.2 Algorithm Description

Algorithm 2 describes the general procedure for spectral clustering via the KNN based
sparse representation coefficient vectors. NSC algorithm [1] is used in line 8.
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3.3 Constructing Affinity Matrix Using Cosine Similarity

Assuming ai and aj are two KNN-based sparse coefficient vectors of data object xi and
xj, respectively. If xi and xj are two similar objects, we assume their coefficient vectors
ai and aj are also similar. Therefore, the similarity between xi and xj can be transformed
into the similarity between ai and aj. The affinity matrix can be constructed based on
the cosine similarity between each pair of coefficient vectors. The similarity between
object xi and xj is defined as follows:

wij ¼ max 0;
ai � aj

aik k2� aj
�� ��

2

( )
ð11Þ

It is notable that wij ¼ 1 when i ¼ j. Once the similarity between each pair of data
objects are computed, we obtain an affinity matrix W 2 Rn�n.

4 Experiments

Some experiments are carried out to illustrate the effectiveness and efficiency of
KNNSRSC algorithm. Throughout the experiments, all the codes are written in
MATLAB and run on a computer with 3.2 GHz CPU and 8 GB RAM. Six public GEP
datasets are used in our experiments which are described in Table 1.
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4.1 Baselines and Evaluation Metrics

We compare KNNSRSC with SRSC [6], NSC [1] and k-means. The last two methods
are run on the original data as two baselines. Clustering accuracy (CA), normalized
mutual information (NMI) [15], Rand index (RI) [16] and Entropy (E) [17] are used to
evaluate the clustering quality. All their value ranges are from 0 to 1. To achieve better
clustering, we would like to increase values of CA, NMI and RI, and decrease the value
of E. Let P ¼ ðp1; p2; . . .; pnÞ and T ¼ ðt1; t2; . . .; tnÞ represent the predicted labels and
ground truth labels, respectively. CA can be calculated as:

CAðP; TÞ ¼ 1
n

Xn

i¼1
f ðti;mapðpiÞÞ ð12Þ

where f ðx; yÞ equals 1 if x ¼ y and equals 0 otherwise, and mapðpiÞ is used to map each
cluster label pi to the equivalent label from the ground truth. The KM (Kuhn-Munkres)
algorithm [18] is used to compute the best mapping. NMI is defined as:

NMIðP; TÞ ¼ MIðP; TÞ
maxðHðPÞ;HðTÞÞ ð13Þ

where HðPÞ and HðTÞ represent the entropies of P and T , respectively. MIðP;TÞ
denotes the mutual information between P and T , which is defined as:

MIðP; TÞ ¼
X

pi2P
X

tj2T Sðpi; tjÞ log2ð
Sðpi; tjÞ
SðpiÞSðtjÞÞ ð14Þ

where SðpiÞ and SðtjÞ are the probabilities that an arbitrary sample belongs to the
clusters pi and tj, respectively. Sðpi; tjÞ denotes the joint probability that the arbitrary
ample belongs to the clusters pi and tj at the same time. RI can be computed with the
following formula:

RI ¼ TPþ TN
nðn� 1Þ=2 ð15Þ

where TP is the number of pairs of samples with the same true class labels and
belonging to the same clusters; TN denotes the number of pairs of samples having
different true class labels and belonging to different clusters. The total E for set of

Table 1. Datasets description.

Datasets Size of dataset Number of dimensions Number of clusters

DLBCL [9] 77 5469 2
Colon [10] 62 2000 2
Gliomas [11] 50 12625 2
Leukemia [12] 72 5327 3
SRBCT [13] 83 2308 4
Lung [14] 203 12600 4
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clusters is calculated as the sum of entropies for each cluster weighted by the size of
each cluster:

E ¼
X

j
ðnj
n
� EjÞ ð16Þ

Where nj is the number of samples of class j, Ej ¼ �Pi pij logðpijÞ is the E of each
cluster j; pij is the probability that a member of cluster j belongs to class i.

4.2 Experimental Setup

We repeat NSC [1] and k-means on the original GEP data 100 times and report the
average results. For SRSC and KNNSRSC, the process of computing coefficient
vectors are repeated 100 times, and for each time of the computation of coefficient
vectors, spectral clustering is repeated 100 times on the coefficient vectors. Then their
average results are computed.

To examine the influence of parameters combination of k and k over the clustering
result, we carried out some experiments using Colon dataset. Figure 1 illustrates the
clustering accuracy of KNNSRSC with varying k and k. In each case, we varied the
value of one parameter and fixed the value of the other.

In the following experiments, the best clustering results of all the methods under
different parameter configuration are reported as did in [19]. The values used to find the
optimal parameters for KNNSRSC are shown in Fig. 1. For SRSC, the values of k are
the same as those of KNNSRSC. In all of our experiments, the Euclidean distance is
used in KNN algorithm.

(a) (b)

Fig. 1. Clustering accuracy of KNNSRSC on the Colon dataset. (a) The accuracy versus the
variation of the sparsity parameter λ, where k = 10. (b) The accuracy versus the variation of the
neighborhood parameter k, where λ = 0.1.
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4.3 Experimental Results

The affinity matrices of the ground truth, KNNSRSC and SRSC on SRBCT dataset and
Leukemia dataset are shown in Figs. 2 and 3, respectively. Each subfigure is a sym-
metrical matrix with n-by-n elements, where n is the number of data objects of the
dataset. Theoretically, the clustering quality will be good if the affinity weights between
two objects form different clusters are small, while affinity weights form the same
cluster are large. The euclidean distance between Fig. 2(a) and (b) is 39.72, while the
distance between Fig. 2(a) and (c) is 40.54. In Fig. 3, the two distance are 41.6 and
42.96, respectively. Therefore, compared with SRSC, KNNSRSC may tend to increase
the similarity of data objects belonging to the same cluster and decrease the similarity
of objects belonging to different clusters so as to result in more robust affinity matrix.

(a) Ground truth                 (b) KNNSRSC                       (c) SRSC

Fig. 2. The comparison of affinity matrices of KNNSRSC and SRSC on the SRBCT dataset.

(a) Ground truth       (b) KNNSRSC                       (c) SRSC

Fig. 3. The comparison of affinity matrices of KNNSRSC and SRSC on the Leukemia dataset.

Table 2. The comparison of CA.

Dataset Colon Gliomas Leukemia SRBCT Lung DLBCL Average

k-means 0.7158 0.6100 0.5642 0.4819 0.5894 0.6883 0.6082
NSC 0.5000 0.6002 0.5556 0.3747 0.5030 0.6364 0.5283
SRSC 0.8621 0.7410 0.8490 0.6068 0.7826 0.7273 0.7614
KNNSRSC 0.8875 0.7800 0.9084 0.7240 0.7965 0.7403 0.8061
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The best clustering results obtained by all algorithms on the 6 GEP datasets with
optimal parameter settings are reported in Tables 2, 3, 4 and 5. For each dataset, the best
results are marked in bold. The last column in each table presents the average results of
each algorithm over all the 6 datasets. Table 2 shows that KNNSRSC achieves the
highest CA for all datasets. It is clear form Table 3 that the KNNSRSC obtains the
highest NMI value for four datasets, and SRSC achieves the highest NMI value on the
DLBCL and Lung dataset, respectively. Moreover, Table 4 shows that KNNSRSC
obtains the highest RI for five datasets. The last columns of Tables 2, 3 and 4 show
that KNNSRSC achieves the highest average results over all the 6 datasets, which
are 4.47 %, 2.12 % and 3.62 % higher than SRSC in terms of AC, NMI and RI,
respectively. In Table 5, KNNSRSC has the lowest E on five datasets and the average E
for the 6 datasets is 5.50 %, 24 % and 13.70 % better than SRSC, NSC and k-means,
respectively. In a word, KNNSRSC outperforms SRSC [6] significantly and has clear
advantage over other two compared methods in clustering high-dimensional data.

5 Conclusions

We have presented a novel spectral clustering via KNN based sparse representation
coefficient for clustering high-dimensional data. It projects the original high-dimensional
data onto a lower and more discriminative coefficient vectors space. The affinity matrix

Table 3. The comparison of NMI.

Dataset Colon Gliomas Leukemia SRBCT Lung DLBCL Average

k-means 0.1923 0.0590 0.3019 0.2262 0.5176 0.1238 0.2368
NSC 0.0012 0.0213 0.1756 0.1111 0.3702 0.0567 0.1226
SRSC 0.3982 0.2164 0.5594 0.3881 0.6080 0.2880 0.4096
KNNSRSC 0.4709 0.2849 0.6862 0.5392 0.5850 0.0188 0.4308

Table 4. The comparison of RI.

Dataset Colon Gliomas Leukemia SRBCT Lung DLBCL Average

k-means 0.6195 0.5275 0.6262 0.6461 0.6525 0.5653 0.6061
NSC 0.4918 0.5102 0.5822 0.6306 0.5679 0.5311 0.5523
SRSC 0.7585 0.6073 0.8036 0.7094 0.7970 0.5981 0.7123
KNNSRSC 0.7964 0.6498 0.8650 0.7900 0.7798 0.6104 0.7485

Table 5. The comparison of E.

Dataset Colon Gliomas Leukemia SRBCT Lung DLBCL Average

k-means 0.6698 0.8682 0.5009 0.6444 0.0094 0.5487 0.5402
NSC 0.8726 0.8915 0.6784 0.7893 0.0787 0.6087 0.6532
SRSC 0.5619 0.6821 0.3659 0.5395 0.1418 0.5185 0.4682
KNNSRSC 0.4926 0.6520 0.2779 0.4035 0.1822 0.4710 0.4132
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constructed based on the KNN based sparse coefficient vectors is more robust to noise
and can boost the clustering quality significantly. The extensive experiments demonstrate
the superiority of our proposed algorithm.
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Abstract. Social tagging system has become a hot research topic due to the
prevalence of Web2.0 during the past few years. These systems can provide users
effective ways to collaboratively annotate and organize items with their own tags.
However, the flexibility of annotation brings with large numbers of redundant
tags. It is a very difficult task to find users’ interest exactly and recommend proper
friends to users in social tagging systems. In this paper, we propose a Friend
Recommendation algorithm by User similarity Graph (FRUG) to find potential
friends with the same interest in social tagging systems. To alleviate the problem
of tag redundancy, we utilize Latent Dirichlet Allocation (LDA) to obtain users’
interest topics. Moreover, we propose a novel multiview users’ similarity measure
method to calculate similarity from users’ interest topics, co-collected items and
co-annotated tags. Then, based on the users’ similarities, we build user similarity
graph and make interest-based user recommendation by mining the graph. The
experimental results on tagging dataset of Delicious validate the good perform‐
ance of FRUG in terms of precision and recall.

Keywords: Friend recommendation · Social tagging system · Topic modeling ·
User similarity graph · User interest

1 Introduction

With the development of Web2.0, social tagging system (STS) is growing rapidly. There
are many famous social tagging systems, such as Delicious, Last.fm and Flickr. STS
allows users to annotate, collect and share items by assigning tags. Moreover, users can
use free-form tags to annotate items and need no specific skills. Since tags are associated
to both items and users, tagging can represent users’ preferences on items and be used
for making personalized recommendations.

In social network-based recommendation system, friend recommendation is the
essential part. When a user wants to add a new friend, the user would like to choose
people whom they may know or have similar interest with. Friend recommendation can
be classified into two categories: suggesting friends based on social graphs, like friends
of friends; or based on the interest of users which is constructed with the text information
in recommendation systems. Following friends of friends on social graphs can mostly
recommend people you may already know. Thus it is practical significance to friend
recommendation based on interest which can suggest the users with high similarities of
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interest as potential friends. On the other hand, users’ tagging behavior can represent
their hobbies and interest. For example, a user often use “comedy” to annotate the video,
it may explain that the user’s favorite video genre is comedy. Moreover, if both of two
users tag the same items, they could probably have the same interest.

However, social tagging applications may have some disadvantages. Unsupervised
annotation brings with a wide variety of tag redundancy, which means that tags may
have very similar meanings [1]. Redundant tags can hinder the performance of the friend
recommendation algorithms in social tagging systems. In addition, it is very hard to
grasp interest of the user who tags a little or gives a little ratings, in other words, it is
the problem of cold start in recommender systems.

In order to alleviate the tag redundancy and cold start problems on friend recom‐
mendation, we propose a Friend Recommendation algorithm by User similarity Graph
(FRUG) in social tagging systems. FRUG recommends potential friends for users with
similar interest by the similarity graph based on interest.

Generally speaking, our work is summarized as follows:

• We regard the tags of a user as a document and use LDA to classify tags to users’
interest topics. LDA is an efficient way to overcome the problem of tag redundancy.

• To alleviate the cold start problem due to sparse data, we calculate the interest-based
user similarity from multiple different views of the interest topics, co-collected items
and co-annotated tags. All these information is useful to identify users’ interest.

• To recommend potential friends precisely, the user similarity graph is constructed
based on users’ similarities. And make interest-based user recommendation by
mining the graph.

The rest of this paper is organized as follows. Friend recommendation algorithms
and social tagging system models are introduced in Sect. 2. The method of building the
user similarity graph based on interest is introduced in Sect. 3. The new user similarity
by mining the interest-based user similarity graph is introduced in Sect. 4. Experimental
results and analysis are described in Sect. 5. We conclude the paper and discuss the
future work in Sect. 6.

2 Related Work

With the development of social networks, social networking sites (SNS) provide novel
ways for users to communicate and share interests. Users can resort to their friends in
SNS to share personal opinions and utilize recommendations of friends before
purchasing a product. Thus, friend recommendation has become an integral part of social
life and a hot research topic in recent years.

Social graphs-based Friend Recommendation System (FRS) is as same as the
predicting new links in social networks [2]. Nowell and Kleinberg [2] made recom‐
mendation of friends by considering only the local features of graph on social network
sites. Scellato et al. [3] proposed a supervised learning framework which exploits these
prediction features to predict new links among friends-of-friends and place-friends.
Symeonidis et al. [4] exploited global graph features introducing transitive node
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similarity that captures adequately the missing local graph characteristics. Interest-based
FRS is to find like-minded people. In [5], a friend recommendation algorithm for blogs
was proposed and it tried to analyze users’ behavior for capturing the users’ interest,
and recommended the potential friends with the same interest. Xie [6] designed a general
friend recommendation framework, which can characterize user interest in two dimen‐
sions: context (location, time) and content, as well as combining the domain knowledge
to improve recommending quality. The popularity of location acquisition technologies
such as GPS enabled people to expediently record the location histories they visited with
spatiotemporal data. In [7], a hierarchical graph based similarity measurement was
proposed for effectively measuring the similarity among users in geographic information
systems.

Tagging is becoming an increasingly important activity to help users to organize
various objects, such as bookmarks, music. There are two methods to use tags for
recommendation. First, it uses tags to compute user-user or item-item similarities for
improving the results. Second, recommendations are completely based on tags and
employ the co-occurrence of tags in the user-tag matrix [8]. Zhou et al. [9] attempted to
model users’ interest by building users’ tags graph by community detection. The algo‐
rithm utilized Kullback-Leibler divergence (KL-divergence) to measure users’ interest
similarity and recommended potential friends with low KL-divergence. Social tagging
systems contain rich information such as users’ tagging behaviors, friends and items.
All the heterogeneous information helps to alleviate the cold start problem caused by
sparse data. In [10], Feng and Wang modeled a social tagging system as a multi-type
graph.

Based on the fact that collaborative tags in social tagging systems contain rich infor‐
mation about personalized preferences and items attributes, we propose a FRUG algo‐
rithm to find potential friends with the same interest in social tagging systems. Our
method utilizes Latent Dirichlet Allocation (LDA) to obtain users’ interest topics. Then
we calculate users’ similarities by users’ interest topics, co-collected items and co-
annotated tags from multi different views. Finally, based on the users’ similarities, we
build user similarity graph and make interest-based friend recommendation by mining
the graph.

3 Building User Similarity Graph Based on Interest

3.1 User Similarity Based on Topic Modeling

LDA is proposed by Blei et al. [11], which is an unsupervised algorithm to find latent
topic information from document collection. The users’ interest can be identified by the
topics based on the tags they used in social tagging systems. For this purpose, we
consider the tags of a user as a document. Therefore, LDA model can be used to obtain
users’ interest topics.

Blei presumes LDA is a “bag of words” model, which regards a document as a vector
of word counts. Therefore, a document is described as a probability distribution over
some topics. In this paper, the topic is described as a probability distribution over a
number of tags. The generative process works as shown in Fig. 1. In this figure, given
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the parameter of Dirichlet prior α and β, the multinomial distribution θ and Φ are drawn
from α and β respectively. θ represents the document distribution over topics. Φ repre‐
sents the topic distribution over words. Topic Z is drawn from θ associated with the
document, and the word is drawn from β. D represents the number of documents. Nd is
the number of words in document d. w represents a word in documents.

T

Z

Nd
D

w

Fig. 1. Plate representation of LDA model

To learn the parameter of LDA model, we adopt Gibbs sampling which is an efficient
way to parameter estimation in LDA model. To obtain the topics that users are interested
in by LDA model, a document should correspond to the tags that a user has been used.
The result is described simply by a D × T matrix, where D is the number of users and
T is the number of topics. The number of times a tag used by user has been assigned to
a topic, which can represent the topic distribution that users are interested in. The
example of topics in Delicious dataset is shown in Table 1.

Table 1. The example of topics in delicious dataset

Topic 1 Thinking virtual_teenage pdf graphics fingertips flat events

Topic 2 Ubuweb documentation webdev tutoriales instant url

Topic 3 Webdevelopment emt brain @css links glitch motivation it

Topic 4 Bridges wiki critical_thinkers factdash wikipedia

Topic 5 Lecture framework learn tutorial tecnologia openid

Topic 6 Reading literacy writing smartboard seo wikipedia

KL-divergence has been widely used to calculate the similarity in LDA model, which
can measure the different topic distribution of a document. But it is not an efficient way
to measure the similarity of user interest. If both of two users are not interested in a topic
at all, it is considered with high similarity in this topic by KL-divergence. Therefore,
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we propose a new method to calculate the interest-based user similarity based on topics
which is defined as following:

(1)

T is a set of the topics which are interested by the both of users u and v. N(u, t) is the
number of times a tag used by u has been assigned to topic t. min(N(u, t), N(v, t)) means
the minimum of user u and v’s interest in topic t and is used to measure the interest-
based similarity between user u and v in topic t. For example, if N(u, t) is 3 and N(v, t)
is 7, the interest-based similarity between user u and v in topic t was 3. We accumulate
the similarity in all topics and normalize it as the interest-based similarity between two
users.

3.2 User Similarity Based on Co-collected Items and Co-annotated Tags

As the items that users have been collected imply the users’ interest, the user similarity
can be measured by the co-collected items. The method to get users’ similarity based
on items is different from the one based on topic modeling. The number of times an item
is annotated by tags only represents the attributes of the item (such as color, shape)
instead of the likeness of the user who contributes the tags. Accordingly, we use a cosine
similarity to calculate the user similarity based on items which only consider the collec‐
tion of items. It is defined as following:

(2)

where I(u) is a set of item which have been collected by user u, I(v) is a set of item which
have been collected by user v.

Although the tags are redundant, the tagging behavior contains lots of useful infor‐
mation to identify users’ interest. Thus, we calculate the users’ interest similarity based
on tags and the method is similar to the one using topic modeling. The similarity is
defined as following:

(3)

TG is a set of the co-annotated tags which are used by both of user u and v. TN(u,
tg) is the number of times tag tg used by user u.
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3.3 Calculating Users’ Similarity Based on Interest Topics, Co-collected Items
and Co-annotated Tags

To alleviate the cold start problem due to sparse data, we try to use as much information
as possible. Therefore, we combine users’ similarity based on interest topics, co-
collected items and co-annotated tags. The recalculated user similarity is more accurate
than the user similarity based on interest topics, co-collected items and co-annotated
tags alone. The recalculation is defined as following:

(4)

where sim′(u, v) is the user similarity based on interest topics (Eq. 1); sim″(u, v) is the
user similarity based on co-collected items (Eq. 2), and sim″′(u, v) is the user similarity
based on co-annotated tags (Eq. 3) respectively. Y is the parameter which weighs user
similarity based on items while P is the weight of user similarity based on tags.
P + Y ∈ [0, 1], P ∈ [0, 1], Y ∈ [0, 1].

4 Friend Recommendation by Mining User Similarity Graph

The user similarity graph based on user interest is built by users’ interest similarity which
is defined in Eq. (4). The nodes in graphs represent users, and the edges in graphs repre‐
sent the similarity between the users. An example of the interest-based user similarity
graph is depicted in Fig. 2. In this figure, five nodes represented five users. Note that the
graph is a unidirectional graph, because the user similarity we defined is symmetrical.
We can see the interest-based users’ similarity between u1 and u2 is 0.86 in Fig. 2; the
zero values of user similarity are not considerable.

0.85

0.75 0.91

0.86

0.78

0.71

u1 u2

u3 u4 u5

Fig. 2. An example of user similarity graph based on interest

In real world, friends can form a group because of sharing the same interest, and also
the members in a group with the same interest are more likely to be friends. In Fig. 2,
although the interest-based user similarity between u4 and u5 is 0.91 and it is larger than
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0.86 which is the user similarity between u1 and u4. However, u1 and u4 are more likely
to become friends than u4 and u5 because of u1 and u4 have a common neighbor node u3.

In order to solve the above problem properly and recommend friends more precisely,
we propose a new method which takes the common neighbor nodes into consideration
to recalculate the user similarity. It is inspired by the similarity propagation [12] which
recommends potential friends through the list of friends. In this paper, we propagate the
user similarity between common neighbor nodes. The method for calculating the simi‐
larity (graph-based, simgb) is defined as following:

(5)

where I is a set of common neighbor nodes which node u and v have. sim(u, v) is the
user similarity defined by Eq. (4) and λ is the weight for it. N(I) is the number of common
neighbor nodes which node u and v have. 1 − λ is the weight of user similarity which
has been propagated. The common neighbor nodes are considered as the factor of a
group with the same interest. Take Fig. 2 for example, u1 and u4 have a common neighbor
node u3, assume parameter λ is 0.8, the simgb(u1, u4) is 0.88. Since u4 and u5 don’t have
any neighbor common node, the simgb(u4, u5) is 0.728. The simgb(u1, u4) is larger than
simgb(u4, u5) according to the Eq. (5), it is a more effective result due to the interest
group feature of friendship. The users with high similarity scores by mining the graph
are recommended as potential friends.

5 Experimental Evaluation

5.1 Datasets

We evaluate the proposed recommendation algorithm on Delicious dataset which is a
famous social tagging resource. hetrec2011-delicious-2k is a Delicious dataset which is
published at the workshop of HetRec2011 [13], and it can be downloaded from the
website of grouplens [14].

The dataset contains 1867 users, 69226 resources and 53388 tags. There are 437593
times of user annotation; averaged 234.383 tags annotated by a user and averaged 6.321
annotated tags per resource. In addition, it contains 7668 bi-directional user relations,
averaged 8.236 friends per user (Table 2).

Table 2. Statistics of the dataset

Users Resources Tags Tag assignments Bi-directional
user relations

1867 69226 53388 437593 7668
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Table 3. Density of the dataset

Avg. friends per user Avg. tags annotated
per user

Avg. tags per
resource

8.236 234.383 6.321

5.2 Evaluation Methodology

In hetrec2011-delicious-2k dataset, file user_taggedbookmarks contains tag assign‐
ments of resources provided by users. The data format can be represented by tuples
<user, tag, resource>, and we take it as training set in experiments. File user_contacts
contains the friend relationship between two users, and we use it as test set in experi‐
ments.

To measure the performance of algorithm, we use precision and recall, which are
widely used in recommender systems as measurements. Precision is defined as
following:

(6)

Recall is defined as following:

(7)

where U is a set of all users. R(u) is the list of potential friends whom recommended to
user u by the algorithm. T(u) is the list of friends in test data.

5.3 Parameters

In LDA model, α and β are the parameter of Dirichlet prior; we set α to 1 and β to 0.01.
The number of topics represents the granularity of topics. If the number of topics is too
large, the correlated tags may not be in a same topic. On the contrary, if the number of
topics is too small, the uncorrelated tags may be in a same topic. In our experiments, we
set the number of topics to 100 and set the iteration number of LDA model to 400.

The parameter Y in Eq. (4) controls the weight of user similarity based on items;
parameter P controls the weight of user similarity based on tags. In our experiments, Y
is 0.85 and P is 0.125. λ controls the weight of new defined user similarity. λ ∈ [0.8,
0.98] seems to be a good choice and we set λ to 0.95.
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5.4 Comparison of Friend Recommendation Algorithms

To validate the performance of FURG, we compare it with other three methods: the
cosine similarity to calculate user similarity based on tags (Tag-cos), the cosine simi‐
larity to calculate user similarity based on items (Item-cos), and the method of using
user-item-tag tripartite graphs [15] to calculate user similarity (Tri-graphs). We set the
parameter of lambda in Tri-graphs as 0.45 in hetrec2011-delicious-2k dataset.

5.5 Experimental Results

Experimental results are shown in Table 4. The performance measured in terms of
precision and recall. The number of potential friends recommended to a user is 5 and
10 respectively. We can see Tag-cos and Item-cos have relatively poor performance,
worse than Tri-graphs and FRUG. Tri-graph is only worse than FRUG. FRUG is better
than the other three methods in Table 4.

Table 4. Precision and Recall on delicious

Algorithm Precision@5 Precision@10 Recall@5 Recall@10

Tag-cos 0.103696 0.080450 0.063152 0.097991

Item-cos 0.113658 0.080664 0.069220 0.098252

Tri-graphs 0.115529 0.096668 0.070133 0.117367

FRUG 0.145581 0.110927 0.079035 0.120442

To further validate the performance of FRUG, the number of potential friends is
validated in more details. N is the number of potential friends recommended to one user.
Since the average number of friends per user in our dataset is 8.2 (see Table 3), in our
experiments, the value of N is set to [5, 12]. The results in terms of precision in Top-N
are shown in Fig. 3. In Fig. 3, we can see that FRUG is still better than other three
methods in precision when N ∈ [5, 12]. The results in terms of recall in Top-N are also
shown in Fig. 4. In Fig. 4, FRUG is observably better than other three methods in recall
when N ∈ [5, 10]. It is noted that if N is between [10, 12], although FRUG is better than
Tri-graphs in recall, the recall of Tri-graphs is very close to FRUG. Since a user has
averagely less than 9 friends, the performance in N ∈ [5, 10] is considered more impor‐
tant than the performance in N ∈ [10, 12].
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6 Conclusion and Future Work

In this paper, we propose a user similarity graph based on user interest for friend recom‐
mendation. In order to alleviate the problems of tag redundancy and data sparseness, first,
we use LDA to identify users’ interest topics. Second, the interest-based user similarity
graph was built by using the multi different views of users’ interest topics, co-collected
items and co-annotated tags. Finally, the algorithm makes interest-based recommendation
by mining the graph. There are some possible research topics for future work:
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• Reducing the number of parameters. The proposed FRUG has more parameters than
other methods, resulting in the complexity of FRUG.

• With the research development of community detection, we will try to find a more
accurate method for constructing the similarity graph by community detection for
friend recommendation in social tagging systems.
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Abstract. This paper implements the real-valued negative selection with
variable-sized detectors (V-Detectors) for projecting the right decision with
respect to crude oil price. The Brent crude oil data is retrieved from US
department of energy. Using varying radius values of the V-Detector,
comparison in terms of detection rate and false alarm rate, with support
vector machine, naïve bayes, multi-layer perceptron, J48, non-nested gener‐
alized exemplars, IBk, fuzzy-roughNN, and vaguely quantified nearest
neighbor demonstrated that V-Detector is efficient and computationally
effective. The experimental outcome can initiate international crude oil
market policy making as the V-Detector is able to reach highest detection and
lowest false alarm rates.

Keywords: Real-valued negative selection algorithm · V-Detector · Data
mining · Crude oil price

1 Introduction

Data mining techniques development paved ways for diffusing several problems
encountered in many application areas not limited to science and engineering, manage‐
ment etc. Such data mining techniques include Support Vector Machine (SVM), Genetic
Algorithm (GA), and Artificial Neural Network (ANN). In the globalized world of today,
crude oil has an enormous effect in the world economic development and growth. With
the unstable crude oil prices and for the purpose of making the right decisions, algo‐
rithmic methods aforementioned serve as adequate solution. A number of the application
of data mining techniques for crude oil price have surfaced in literatures namely; the
training of Feed-Forward Neural Network (FFNN) with Levenberg-Marquardt Back-
Propagation (LMBP) resulting in the construction of ensemble models for boosting the
accuracy of crude oil price forecast [1]. To predict crude oil price, an Orthogonal
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Wavelet Support Vector Machine (OSVM) was proposed in [2], and a benchmark with
the SVM and Multi-Layer Perceptron (MLP) shows a better performance and robustness
of the OSVM. Wang et al. [3] presented a hybrid wavelet decomposition and support
vector machine model, and a wavelet neural network model for predicting and fore‐
casting crude oil price. Also, proposition of a genetic algorithm for training neural
network termed GA-NN by [4] was used in predicting crude oil price.

Algorithms that mimic the Biological Immune System (BIS) known as the Artificial
Immune System (AIS) inhibit the following properties like diversity, detection, learning,
and tolerance which are competitive with the traditional and most common data mining
techniques. A comprehensive review of all the AIS algorithms are recorded in Dasgupta
et al. [5]. In this study, the Negative Selection Algorithm (NSA) specifically the Vari‐
able-Sized Detectors (V-Detectors) is adopted for use.

Therefore, the structure of the paper is highlighted as follows: Sect. 2 describes the
negative selection algorithm, variable-sized detectors, their characteristics and structure.
Experimental simulations, results and analysis are reflected in Sect. 3. The concluding
part of Sect. 4 summarizes the contributions of the study.

2 Negative Selection Algorithm

The biological process of negative selection inspired the development of Negative
Selection Algorithm (NSA). It is solely confined to the adaptive immune system, where
the B lymphocytes (B-cells) and T lymphocytes (T-cells) play active roles. Both the B-
cells and T-cells act as the second line of defense and are triggered when the first line
of defense, controlled by the phagocytes, has been breached. The idea behind negative
selection is in the protection of the self cells occupied in the host body and elimination
of antigens (non-self cells), and the process emanates from the thymus starting from
when the T-cells are immature. For the T-cells to attain maturation, their receptors are
generated in a pseudo-random manner and subsequently exposed to the self-peptides of
the host body. An elimination process of the T-cells called apoptosis emerge when there
is a reaction between the T-cells and the self-peptides, and only those T-cells that do not
react are granted passage outside of the thymus into the body. These non-reactive
T-cells now make up the defense mechanism in fighting against unwanted molecules
which could prove harmful to the body.

Thus, resting on the recognition and elimination capabilities of the T-cells, Forrest
et al. [6] proposed and developed the Negative Selection Algorithm (NSA) for discrim‐
inating what is self and non-self in a computer. It employed the use of binary strings.
While the binary representation affords some advantages, it failed and underperformed
when real-world data is concerned. The data representations for the negative selection
algorithm are discussed in [7]. Therefore, to be able to handle real-world data effectively,
González et al. [8] proposed the Real-Valued Negative Selection Algorithm (RNSA),
that utilizes detectors which are fixed and chosen beforehand. The success of the RNSA
in comparison with some artificial immune system algorithms and classification algo‐
rithm is demonstrated in [9]. In an improvement to the RNSA, Ji and Dasgupta [10]
proposed the Variable-Sized Detectors (simply termed V-Detectors) where the detectors
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are dynamically chosen and terminates after enough detectors to achieve the highest
detection rate is achieved. It should be noted that irrespective of the variation of NSA,
two important stages known as the generation stage and detection stage constitute the
algorithms. Sets of detectors are created and collected at the generation stage, and this
pool of detectors is tasked with change detection at the detection stage.

On predicting oil prices, the V-Detectors meet the requirement for use in this study.
A description of the V-Detectors algorithm, with its inherent properties is presented in
the following section.

2.1 Variable-Sized Detectors (V-Detectors)

The limitation posed by the Real-Valued Negative Selection Algorithm (RNSA) [8] lead to
the proposition of the Variable-Sized Detectors by Ji and Dasgupta [10] and termed V-
Detectors. Its adopts n-dimensional vectors in real space [0, 1]n to encode antigens and anti‐
bodies. The elements to be detected are the antigens represented as {e1, e2, e3, e4, …, en} ∈ U,
and detectors for the antibodies. The self elements and detectors have a centre and a radius,
denoted as s = (cs, rs) and d = (cd, rd) respectively. For every detector, there is assigned a
radius which is not the same as self radius, and equate to its distance to the self region.

V – Detector – Set (S, Tmax, rs, c0) 
S: set of self samples
Tmax: maximum number of detector
rs: self radius
c0: estimated coverage
1: D
2: Repeat
3:     t  0 
4:    T  0 
5:     r infinite
6:     x random sample from [1, 0]n

7:     Repeat for every di in D = {i = 1, 2, …}
8:        dd Euclidean distance between di and x
9:        if dd r (di) then, where r (di) is the radius of di

10:            t t + 1
11:            if t 1/(1 – c0) then return D
12:            go to 4 :
13:     Repeat for every si in S
14:        d ← Euclidean distance between si and x
15:        if d – rs ≤ r then r ← d – rs : 
16:     if r > rs then D ← D {< x, r >}, where < x, r > is a detector
17:     else T ← T +1
18: if T 1/(1 – maximum self coverage) exit
19: Until |D| = Tmax

20: return D

Fig. 1. Detector generation algorithm of V-Detector
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Firstly, random detectors are produced; the centre of each detector is determined and
must not be in the confines of the hyper-sphere region of the self element. Upon exposure
and locating such a centre, the radius of the detector is dynamically resized until distance
of the boundary of the region to the self element bridges. Sets of detectors are accumu‐
lated upon satisfaction of the above conditions, and radius of the resized detector denoted
r becomes greater than self element’s radius rs. The algorithm stops when a predefined
number of generated detectors can cover the non-self space.

The pseudo-code for the generation of detectors as regards V-Detector is shown in
Fig. 1 proposed in [10].

3 Experimental Investigation and Prediction Results

The aim of this study is to investigate the applicability of negative selection algorithm
for predicting crude oil prices. With implementations conducted using MATrix LABo‐
ratory (MATLAB), V-Detector algorithm is applied for experimentation. Furthermore,
eight benchmarked algorithms namely Naïve Bayes (NB) [11] from the Bayesian family,
Multi-Layer Perceptron (MLP) [12] from the neural network, Sequential Minimal Opti‐
mization (SMO) [13] from the family of support vector machine, IBk (Instance-based
method on k-NN neighbor) [14] from instance-based category, J48 algorithm [15] from
decision tree family, Non-Nested Generalized Exemplars (NNGE) [16] from nearest
neighbor category, Fuzzy-Rough Nearest Neighbour (FRNN) [17] algorithm, and
Vaguely Quantified Nearest Neighbour (VQNN) [18] are all used for comparison. All
the benchmarked algorithms rely on Waikato Environment for Knowledge Analysis
(WEKA) for their experimentation.

3.1 Dataset

The internationally acclaimed benchmark prices by private and governmental sector are
the Brent crude oil prices and West Texas Intermediate crude oil prices. Other core
parastatals also benefit from these oil prices. As other crude oil market prices formulate
their oil prices, they ultimately refer to both the Brent and West Texas Intermediate
crude oil prices as a standard [19]. Based on the fact that two-third of the world make
reference to Brent crude oil price [20], the benchmark data employed for use in this
study is the Brent crude oil price. The US Department of Energy provide access to the
data, in which monthly data from 1987 to 2012 are retrieved. It consist of the following
variables/attributes: Organization for Economic Co-operation and Development crude
oil Ending Stocks (OECDES), Organization for Economic Co-operation and Develop‐
ment Crude Oil Consumption (OECDCOC), US Crude Oil Production (USCOP), US
Crude Oil Stocks at Refineries (USCOSR), US Crude Oil Imports (USCOI), Non OPEC
Crude oil Production (NOPECCP), and World Crude Oil Production (WCOP). The
Dataset have a class attribute for the oil prices, and there exist five classes ranging from
Very Low (VL), Low (L), Medium (M), High (H), to Very High (VH).
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3.2 Experimental Procedure

Within the V-Detector algorithm, two important stages are accounted for, and are a
training stage and testing stage. For calling the datasets into MATLAB as input for
execution, the datasets need to be distinguished based on the class attribute. In the case
of a two class dataset, the normal class is employed as the training data and considered
as self whereas the other class becomes non-self. There is a difference when datasets
with three or more classes are concerned. With a three class dataset, one of the classes
is selected as the self and the remaining classes as non-self. This procedure is repeated
for all the classes, which simply means that each of the class is utilized as self for training,
with others as non-self. However, for the testing stage, all the data elements are used in
classifying either as self or non-self. In all the experiments, 100 % of the training data
is used and execution of 30 runs each, with the average values recorded. To be able to
measure the affinities between the detectors and real-valued elements, the Euclidean
distance represented in Eq. 1 is fused into the V-Detector algorithm. The Brent crude
oil price is normalized with the min-max normalization process in the range [0, 1].

(1)

where d = {d1, d2, …, dn} are the detectors, x = {x1, x2, …, xn} are the real-valued
coordinates, and D is the distance.

In designating parametric values, the same radius value rs as used in [10] have been
utilized. The V-Detector radius values rs = {0.05, 0.1} for the Brent crude oil price.
Other parameter settings as in [10] include estimated coverage c0 = 99.98 %, and
Maximum Number of Detectors Tmax = 1000.

3.3 Assessment Measures

The detection rate (DR) and false alarm rate (FAR) are the performance metrics to assess
the computational effectiveness of the V-Detector algorithm as applied to Brent crude
oil price. The definition of both terms follows with respective Equation depicted in (2)
and (3).

Definition 1. Detection Rate DR, which represents the ration of true positive and the
total non-self samples identified by detector set, where TP and FN are the tallies of true
positive and false negative.

(2)

Definition 2. False Alarm Rate FAR, which represents the ratio of false positive and
the total self samples identified by detector set, where FP and TN are the tallies of false
positive and true negative.
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(3)

3.4 Simulation Results and Discussions

The execution of the simulation experiments is performed on 3.40 GHz Intel® Core i7
Processor comprising 4 GB of RAM. Constructed into tables and graphs are the results
of experiments on the Brent Crude oil price.

Table 1. Experimental results for Brent Crude oil price

Algorithms Detection rate (%) False alarm rate (%)

Naïve Bayes 64.50 11.10

Multi-layer perceptron 81.80     7.90

SMO 66.60 11.20

IBk 68.90 11.00

J48 73.60     9.80

NNGE 74.70     9.10

FRNN 70.30 10.30

VQNN 77.00     8.90

V-Detectorr=0.1 80.86     0.00

V-Detectorr=0.05 83.01     0.00

As deducted from the Table 1, it can be seen as a representation of the Brent Crude
oil price results which are diagrammatically connoted in Figs. 2 and 3 respectively. From
the graph illustrations, the algorithms have been labeled 1 to 10 with Naïve Bayes
standing for label 1, Multi-Layer Perceptron for label 2, up until the last algorithm in
Table 1 indicating V-Detectorr=0.05 for label 10 in ascending order. The performance of
the compared algorithms in terms of detection rate ranged from 64.50 % for Naïve Bayes
to 81.80 % for Multi-Layer Perceptron., and could not surpass that of V-Detector. The
detection rate of V-Detectorr=0.1 at 80.86 % was eclipsed by the Multi-Layer Perceptron
at 81.80 %, but not the V-Detectorr=0.05 at 83.01 %. The numeric figures in percentages
signify the superiority of the V-Detector in relation to the other algorithms when detec‐
tion rate is concerned.
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Fig. 3. Graph plots for false alarm rate

Additionally, the motive behind the false alarm rate is to be at its lowest minimum
as possible. Resting on this, the V-Detectorr=0.1 and V-Detectorr=0.05 generated false
alarm rates at 0.00 % respectively. With the other algorithms, SMO produced the highest
at 11.20 %, followed by Naïve Bayes and IBk at 11.10 % and 11.00 % accordingly. Still
in the descending order, false rates at 10.30 %, 9.80 %, 9.10 %, 8.90 % and 7.90 % are
accounted for by FRNN, J48, NNGE, VQNN, and Multi-Layer Perceptron. The graph
in Fig. 3 show the slope projection of all the algorithms for false alarm rate.

The number of detectors needed to cover the non-self space for accurate detection
becomes paramount for real-valued negative selection algorithm. Thus, the mean number of
detectors acquired for Brent Crude oil price is presented in Table 2. The number of detectors
plotted against the detection rate is depicted in Fig. 4. For the V-Detector at rs = 0.1, a total
of 98 detectors are generated in attaining detection rate of 80.86 %. Also, for V-Detector at
rs = 0.05, the number of detectors to give detection rate of 83.01 % amounts to 111 detectors.
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Table 2. Generated detectors for V-Detector

Algorithm Radius rs Mean number of detectors

V-Detector 0.1 98

0.05 111

98 100 102 104 106 108 110 112
80.5

81

81.5

82

82.5

83

83.5

Number of Mean detectors

D
et

ec
tio

n 
R

at
e

Number of Detectors in relation to Detection Rate

Fig. 4. Graph plots for detection rate with change in number of detectors

4 Conclusion

The formulation of oil market prices ascribed to the data generated and recorded by both
the West Texas Intermediate crude oil prices and Brent crude oil prices guided this study
in the use of real-valued negative selection algorithm to forecast decision making. The
V-Detector is used to train and test Brent crude oil price data by accumulating detectors
for effective performance. Eight benchmark algorithms including Naïve Bayes, Multi-
Layer Perceptron, Support Vector Machine, IBk, J48, NNGE, FRNN, and VQNN are
used as methods of comparison. For evaluation, the detection rates and false alarm rates
reveal the superiority of the V-Detector on all other algorithms. Thus, V-Detector has
shown to be promising and efficient for future crude oil price analysis. Further insight
will dwell on optimizing V-Detector for elevated accuracy.
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Abstract. Efficient automatic grading of programs in computer paperless test
system is a hotspot in current research. In allusion to the deficiency of scoring
computer language in current test system, a kind of machine scoring algorithm
that combines static semantic understanding analysis with runtime dynamic
analysis is proposed. In order to achieve a reasonable scoring purpose, the
scoring function is constructed based on the weighted average method and its
function mapping is determined by BP neural network. The experiment result
indicates that the effect of this new scoring algorithm is close to the effect of
artificial scoring method.

Keywords: Static semantic understanding � Runtime dynamic analysis �
Machine scoring

1 Introduction

Paperless computer exam has become a general trend, in recent years, a variety of test
systems have been introduced. At present, there are two main methods of machine
scoring: static analysis and dynamic testing.

Static analysis uses compiler theory to analyze the source code of the candidates,
matches with provided answers and confirms scores according to matched results,
which focuses on studying matching algorithm. For example, the literature [1] used
LSA (Latent Semantic Analysis) algorithm, and provided a kind of broad program
matching method and it is not limited to a certain type of language. Dynamic testing
technique is to allow candidates to run and control the input program in a virtual
environment, through the way of investigating if the program input and the expected
output are consistent. As the literature [2] analyzed some characteristics VFP program,
and provided a viable option for VFP automatic marking by black and white box
software testing methods in software engineer.

The advantages of static analysis is that it can be applied to a wide range, which can
follow the procedural steps to the sub, and artificial scoring is more close to score. The
disadvantage is that it cannot completely guarantee score correctly, you need to
complete the answer databases, or it is possible to get a correct answer but it does not
match the answer in database. The advantage of dynamic testing is quick and easy to
implement, the disadvantage is that only a complete program statements matches the
subject, it can be applied to determine the input and output, and only scores the results
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of the running. It cannot follow the steps to the sub-program. Furthermore, the presence
of “infinite loop” and other safety hazards is in the run-out.

Through research and analysis, this article proposed a new algorithm to solve the
problem of automatic scoring. The new algorithm combines semantic understanding
with analysis of running strategy. Static semantic understanding approaches to the use
of compiler theory candidates semantic analysis procedures bypassing unfavorable
factors, such as the analysis of visual controls, grammar, algorithms, knowledge of the
problem involved only the mastery score, and proposes a labeled tree based on
weighted abstract notation key questions and the answers to the key point, making the
score points compared to the previous static analysis points more reasonable and
accurate; Run-time dynamic analysis is specific to answers which cannot be deter-
mined, by analyzing the form source files, by implanting code in the candidates placed
in the program code and designing sandbox to run the program saved to a file in the
operating results of different stages. Thus it can grade the program result and monitor
the program operation. Finally, the grade function constructed by the weighted average
method combines two modules to get the end scores. The experiment proves that the
proposed algorithm in this thesis can effectively achieve the purpose of automatic
scoring with high accuracy rate, and close to manual scoring.

2 Problem Descriptions

The following example draw an object studied in this paper, the topic is produced from
a kind of typical problems of simulation test system in database.

Tests: The existing file named formone.scx is in candidates folder, as it is shown in
Fig. 1, it contains a list box, a table and a command button.

Please complete the appropriate action according to the following requirements:

1. Adding orders table in the form of data environment;
2. The list box List1 sets multiple choice, in addition to its RowSourceType property

value will be set to “8- structure”, RowSource set to orders;
3. Setting the RecordSourcetype property value of the form Rrid1 to “the 4-SQL

statement”;

Fig. 1. Exam form
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4. Modify the “Display” Click event code of the button. When the button is clicked,
displays the specified field in the list box contents selected orders table within a
table Grid1.

3 Algorithm of Automatic Grading

3.1 The Overall Framework

In this paper, a new static analysis and semantic understanding runtime dynamic analysis
is approached, it can monitor the running of the program and you can also follow the
steps to analyze grammar points. The overall frame is shown in Fig. 2.

3.2 The Static Semantics Understanding Module

Static semantic analysis to understand the process shown in Fig. 3.

Fig. 2. Auto-grading module

examinee 

answer

static semantic understanding

runtime dynamic analysis

Score

Score

result
Scoring 

Function

Fig. 3. Static semantic comprehension
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In real exam, candidates enter the program vary widely, which is not conducive to
analyze the source code, so candidates input results need to be standardized before
analyzing grammar analysis, (for example: removing extra spaces, comments, and so
on). In this thesis, it uses full-text to match the regular expression string on the result,
fast filter redundancy information. And it analyzes the standardized results and gen-
erates the Token table. Then it analyzes grammar of lexical units according to VFP
language description based on BNF grammar (Backus Normal Form). BNF symbol set
is used to describe programming language syntax, computer language grammar can be
naturally described, each nonterminal corresponds to a function of the process, the
following gives a mathematical expression VFP language BNF description example:

Numerical_Exp:: = Term {Add_op Term }
Add_op:: = “+” | “-”
Term:: = Factor {Mul_op Factor }
Mul_op:: = “/” | “*” | “%” | “**” | “^”
Factor:: = ID | NUM | [“(”] Numerical_Exp [“)”]

Syntax analysis is the process of generating the lexical unit stream syntax tree [3].
In the expression i * (i + i) as an example, after parsing can be drawn as shown in Fig. 4
abstract syntax tree.

After the source code to generate an abstract syntax tree, it can serve as the basis for
the program which is divided into several modules through the tree structure similarity
matching algorithm [4], to analyze the similarity of the source and answer process, but
this process cannot be done step by step to achieve sub-demand. Divided by points the
way to the existing program is the standard answer to mark a piece of code, the code
segment is marked as scoring points. Examples to 2.1 example, the solution is as
follows.

Numerical_Exp

Factor Mul_op Factor

ID

i

i ( )E

Term Add_op Term

i + i

Fig. 4. The expression i* (i + i) corresponding syntax tree
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s=""
f=.T.
FOR i=1 TO thisform.List1.ColumnCount

IF this form.List1.Selected(i)
IF f

s=thisform.List1.value
f=.F.

ELSE
s=s+thisform.List1.value

ENDIF
ENDIF

ENDFOR
st="select &s from orders into cursor tmp"
thisform.Grid1.RecordSource=st
The correct answer is in marked ①② mark key points scoring commonly used text

level, and if this line program that matches the given tag value. However, this approach
maybe not produce two paired for-endfor statement matches a key point, or the cycle of
in vitro assignment as a loop assignment. That matches only text-based level; semantic
point of view cannot be the key point to be judged correctly.

In this regard we propose a weighted syntax tree way of mark key points that is
marked on the sentence structure crucial score points, giving the right value for the key
syntax tree nodes. When candidates answer program procedures and standards can be
matched successfully in the tree nodes with the right values, the candidates can get
scores of the node weights, which is similar to artificial marking the steps score. In the
above examples, its standard answer with the right syntax tree structure is shown in
Fig. 5.

Process of the algorithm is that after generating candidate program syntax tree, it
starts with standard answers tree, makes a breadth-first traversal, each node with the
right to call the Levenshtein algorithm [4], if the sub-tree structure is similar to the
standard the answer, the node score is obtained, otherwise it selects the sub-tree to the

Fig. 5. Example standard answer with the right syntax tree
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next child node with the right to do the same operation until completing access to all
weighted nodes. This dealing makes fuzzy matching on the semantic level and can
reduce a wide range of assessment error rate, for more than two matches in plain text
may encounter errors are avoided, while for the number of cycles for statement can also
be calculated correctly, for cycling conditions, such statements cannot be fully deter-
mined, it can be addressed through a flexible set a key weights.

3.3 Runtime Dynamic Analysis Module

Through the analysis of VFP procedure, we can get the form data in the control. Due to
the limited controls used in the examination by identifying the name of the form control
types, attributes, fields, data can be analyzed to show the way out of control, resulting
in a dynamic variable names. By way of further embed code dynamically variable
values written to the file the way, run-time data acquisition program. Then through the
document analysis to determine the program’s operating results are correct, similar to
the results in hand scoring points. The specific process shown in Fig. 6.

3.4 Scoring Function Module

10 people answer respectively according to 10 questions drawn from a question bank in
this category, then score with the manual marking algorithm and data set M composed
of n which is equal to 100. in the vector X = (x1, x2, …, xn)

T represents a given
semantic understanding module static score vector, Y = (y1, y2, …, yn)

T is represented
by the run-time ratings given by the vector analysis module, Z = (z1, z2, …, zn)

T shows
the ratings given by manually marking vector. Because there is a certain gap between
the value of the simple average (X + Y)/2 and the artificial scoring Z, in order to
achieve a reasonable scoring purposes, we construct the following scoring function
based on the weighted average method [5]:

Z 0 ¼ AX þ BY
2

ð1Þ

Fig. 6. Run-time dynamic analysis
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Z′ is the final score given by the algorithm, making A/2 = α, B/2 = β, we can get
Z′ = αX + βY. So if we want to make the final score close to hand scoring, as long as
the principle of least squares method to determine the coefficient α, β so that the
function (2) and artificial marking Z score calculated by scoring the final score function
Z′ from the value of the minimum sum of squares f [6].

f ¼
Xn
i¼1

zi � axi � byij j2 ð2Þ

p ¼
Xn
i¼1

zi � a1xij j2 ð3Þ

q ¼
Xn
i¼1

zi � b1yij j2 ð4Þ

To make the f minimum, the conventional method is through linear equations. First
finding the coefficient α1 enable function p value (3) the minimum, and then seeking
the coefficient β1 to make function q value (4) in the smallest, and then seek α
according α1, β1, β. Disadvantage of doing so is the number of multi-dimensional
computation is too big, but also for the experimental data set it is known and limited,
the actual data is unknown and infinite, and therefore it cannot be calculated mathe-
matically precise coefficient, it can only find α, β approximately the optimal solution,
we use the BP neural network algorithm.

BP network does not require prior knowledge of mathematical equations and we
can learn and store input and output mappings, the main idea of BP algorithm is that it
is given training for network input and desired output, layer by layer calculated before
the actual output of the network, if there is a deviation between actual output and the
desired output, it will be back propagation along the network, which began back layer
by layer from the output layer to modify the connection weights and thresholds, until
the error meets the requirements [7].

BP network is a learning process right connection between the lower and the upper
node weight matrix Wij settings and error correction process [7], there is division into
learning and unsupervised learning modes, there are teacher learning needing to set
expectations, and no Teachers just entering it. Function (5) is the self-learning model of
the network, in where h is the learning factor; Фi is a calculation error output node i; Oj

is calculated Output node j; a is the momentum factor. Function (6) is a neural network
to calculate the size of the desired function of the error between the output and the
calculated output. In the function the output value is the desired tpi and the output
calculation value is the opi.

Wij nþ 1ð Þ ¼ h� Ui � Oj þ a�WijðnÞ ð5Þ

EP ¼ 1
2
�
X

tpi � opi
� �2 ð6Þ
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In this paper, the first 50 rows of the data set is a training set of data, that is, using
the foregoing 50 steps points X and Y as a result of sub-input, manual scoring score Z
as the expected output to train the network, and then regarding the later 50 rows of data
as an experimental set, that is to put back 50 steps into X, results into Y having been
already trained network and got a final score Z′, finally comparing the Z′ and back 50
men who got Z scores by manual scoring, as shown in Fig. 7, you can see the little
difference.

4 Experiments

4.1 Experimental Data

We found two types of questions from the question bank and let 30 students answer
them. And we give them proper scores by the ways of artificial scoring and study
program. The experimental results are shown as Fig. 8. Due to large amount of data, we
randomly selected five students, and recorded their scores of each part into Table 1.
Every test is 10 points, and 6 points is qualified.

Fig. 7. Z′and Z comparison chart

Question one Question two

Fig. 8. Experimental results
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4.2 Data Inspection

This article uses the method of single factor analysis of variance mentioned in Ref. [8],
examining students’ achievement in reading method change, namely from manual into
automatic marking scheme proposed in this paper and inspect if there exists a significant
difference. Formulas are shown in Table 2 and function (7), (8). If F = SSA/SSE < F (I-1,
N-1), there was no significant difference.

Table 1. Experiments data comparison

Student number Method Question one
Grammar Point Algorithm Result Score

1 The study program 0 1 2 0 2
Artificial scoring 1 1 2 0 3

2 The study program 3 3 4 10 10
Artificial scoring 3 3 4 10 10

3 The study program 2 2 3 0 5
Artificial scoring 2 3 3 0 6

4 The study program 2 3 3 0 6
Artificial scoring 2 1 3 0 4

5 The study program 1 0 1 0 1
Artificial scoring 1 0 1 0 1

Student number Method Question two
Grammar Point Algorithm Result Score

1 The study program 1 1 2 0 3
Artificial scoring 1 1 2 0 3

2 The study program 3 3 4 10 10
Artificial scoring 3 3 4 10 10

3 The study program 2 1 3 0 4
Artificial scoring 2 2 3 0 5

4 The study program 3 3 4 10 10
Artificial scoring 3 3 4 10 10

5 The study program 0 0 0 0 0
Artificial scoring 1 0 1 0 1

Table 2. Analytical formulas table

Sources of variation Sum of squares Degrees of freedom Sample variance Value F

Factors between groups SSA I-1 SSA/(I-1) SSA/SSE
Intraclass (Errors) SSE N-I SSE/(N-I)
Summation SST N-1
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where

xi ¼ 1
ni

Xni
j¼1

Xij;X ¼ 1
N

XI

i¼1

Xni

j¼1
Xij ð7Þ

SST ¼
XI

i¼1

Xni
j¼1

ðXij � �XÞ2; SSA ¼
XI

i¼1

niðXi � �XÞ2; SSE ¼
XI

i¼1

Xni
j¼1

ðXij � XiÞ2 ð8Þ

Because the scores are got by comparing 30 students’ scores in the two scoring
cases, so I = 2, N = 60, from table we can see that F (I-1, N-1) is 4.007. According to
the data of test1 and test2, we got that F is 0.155 and 0.002, respectively, two of them
are less than F(1, 58), which shows that there is no significant difference between the
proposed algorithms and artificial, it can be applied to the real exams.

5 Conclusion

This thesis takes program automatic marking of subjective question as study background.
Computer Rank Examination (VFP) program entitled samples takes a class of the form and
table tests as the object of study. Since this kind of question types cannot use automatically
marking techniques to score, we proposed a new plan, and it proved the feasibility.
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Abstract. Although random forest is one of the best ensemble learning algo-
rithms for single-label classification, exploiting it for multi-label classification
problems is still challenging and few method has been investigated in the lit-
erature. This paper proposes MLRF, a multi-label classification method based
on a variation of random forest. In this algorithm, a new label set partition
method is proposed to transform multi-label data sets into multiple single-label
data sets, which can effectively discover correlated labels to optimize the label
subset partition. For each generated single-label subset, a random forest clas-
sifier is learned by an improved random forest algorithm that employs a
kNN-like on-line instance sampling method. Experimental results on ten
benchmark data sets have demonstrated that MLRF outperforms other
state-of-the-art multi-label classification algorithms in terms of classification
performance as well as various evaluation criteria widely used for multi-label
classification.

Keywords: Multi-label classification � Random forest � Ensemble learning

1 Introduction

Multi-label classification has received significant attentions in machine learning com-
munity in the past decade from many researchers all over the world due to the emerging
application needs. Many different approaches have been proposed to solve the
multi-label classification problems. Tsoumakas and Katakis [1] summarize them into
two main categories, i.e., problem transformation methods, and algorithm adaptation
methods. Problem transformation methods transform the multi-label problem into
several single-label problems and use single label algorithms to solve it, then integrate
the optimal results, such as Label Power-set(LP) [2], Pruned Sets(PS) [3], Random
k-label-sets(RAkEL) [4], Binary Relevance(BR) [5], Classifier chain(CC) [6], etc. On
the other hand, algorithm adaptation methods extend the single-label algorithms to
cope with multi-label learning tasks, like ML-C4.5 [2], PCTs [7–9], ML-kNN [10],
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BRkNN [11], HOMER [12], AdaBoost.MH and AdaBoost.MR [13], etc. Although
there are many multi-label classification algorithms in the literature, designing efficient
and accurate algorithms for universal data sets is still a challenge for machine learning
researchers.

It’s well-known that random forest is one of the best ensemble learning algorithms
for single-label classification [14, 15]. However, few attentions have been paid to the
research on adapting random forest for multi-label classification tasks. It would be
interesting to verify whether random forest can be transformed smoothly for multi-label
classification tasks. In this paper, we propose MLRF, a novel multi-label classification
algorithm which is a variation of random forest for multi-label learning.

Intrinsically, MLRF is also a problem transformation based method, which adopts a
new label set partition method to construct multiple single-label training sets from
original multi-label data. The new label set partition method is based on a random
permutation approach that can exploit the correlation information of labels to generate
coherent label subsets. For each generated label subset, a random forest classifier is
learned by an improved random forest algorithm that employs a kNN-like online
instance sampling method. Experimental results on ten benchmark data sets have
proved that MLRF outperforms other state-of-the-art multi-label classification algo-
rithms with respect to classification performance and various evaluation criteria for
multi-label classification.

The rest of this paper is organized as follows. In Sect. 2, we present the proposed
MLRF and its detailed implementation. We evaluate the proposed method and compare
it with other existing methods in Sects. 3 and 4 concludes the paper.

2 The Proposed Multi-Label Random Forest Algorithm

In this section, we proposed MLRF algorithm which consists of five components, i.e.,
label set partition, multi-label data transformation, sampling, feature selection,
ensemble learning. Details of MLRF are given in Algorithm 1.

Algorithm 1 MLRF
Input: Train, Test
Output: Y={Y1,…,Ym}
Begin
For all Li L do
Compute the number of unique labels in subset Li
Use LP algorithm to transform data-set if the number
of unique labels isn’t equal to 1
Aggregate random forest as C = {C1,…,Cm}

For all Testi Test do
For all Ci C do
Predict Testi, get the label subset Yi by voting 
strategy

Integrate the final label set Y={Y1,…,Ym}
End.
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For most of multi-label classification algorithms, they generally assumed that labels
are independent, then, various approaches are proposed based on this assumption.
However, these labels are naturally correlated, such as inclusion and overlapping,
which make them no longer independent, which consequently deteriorates the classi-
fication performance. To incorporate the effect of correlated labels, we proposed
MLRF. In MLRF, we first partition existing labels into several label subsets. Labels in
the same subset are assumed to have strong correlations, whereas labels from different
subsets are assumed to be weakly correlated. For each generated label subset, a random
forest is built as the base classifier. If this label subset only contains one unique class
label, then this multi-classification task is already degenerated to single-label classifi-
cation problem. Accordingly, traditional random forest algorithms could be adopted for
this subset. If the number of unique labels in a subset is greater than 1, then LP
algorithm is adopted to transform the subset into multiple single label subsets, then
random forest classifier could be built on this transformed subsets. At last, appropriate
voting strategy is adopted to acquire the ensemble results of all base classifiers.

2.1 Label Set Partition

There exist several approaches for discovering label dependency, e.g., Chi-square test
[16], Fisher exact test [17], proportions difference test [18], likelihood ratio test [19]. In
this paper, we adopt Chi-square test and its steps are given as follows. Given two labels
ki and kj, the contingency table is given as Table 1, and the Chi-square v2 is calculated
using Eq. 1.

v2 ¼ ad � bcð Þ2 aþ bþ cþ dð Þ
aþ bð Þ cþ dð Þ bþ dð Þ aþ cð Þ ð1Þ

We detail several key steps as follows. In this algorithm, we first calculate the
Chi-square value of each pair of labels using Eq. 1, and standardize these values to
reveal the data correlation. If the Chi-square value is greater than 6.635, then testing data
are assumed to be correlated. Then, we randomly generate partitions N1 and compute the
dependence score of each partition in the next. Then the corresponding partitions are
sorted in descending order according to dependence score and we remove the duplicated
ones. Now, we can acquire total N2 label partitions. Generally N2 could be very large, a
parameter N3 is then defined to reduce the computational complexity by only choosing
top N3 partitions. Then we name N4 as the smaller value of N2 and N3. Finally we
choose Parameter N6 that is determined by the smaller value of N4 and N5.

Table 1. Contingency table of ki and kj

ki �ki Total

kj a b a + b

:kj c d c + d

Total a + c b + d a + b + c + d
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Let m denotes the size of label set, we set n = 2 * m − 1 to generate permutations
using numbers starting from 0 to n − 1, then choose number whose value is bigger than
m − 1 as the split point and split this permutation to generate the label subsets. For
example, suppose m = 6, then the permutation is generated using [0, 2 m − 1] as [2, 4,
7, 9, 0, 1, 8, 3, 5, 6, 10, 11]. And the label subsets are then acquired as {[2, 4] [0, 1] [3,
5]}.

To compute the dependence score of the subsets, suppose the partition is given as
{[li,…,lj],…,[lm,…ln]}, then the calculation is given as follows:

weight ¼
Xm

i

Xj

i

weight matrix½i�½j� �
Xm

i

Xn

i

weight matrix½i�½m�

which sums up the weight of label-pairs within the same subset, and minus the weight
of label-pairs that are not in the same subset.

Once dependence score is acquired, we partition label subsets to have higher
weight. The process is given as follows. First, we set the partition with the highest
weight to be selected, then choose the partition that is the farthest to the partition
selected. For example, suppose partition 1 is {[0,1] [2, 4] [3, 5]} and partition 2 is
{[0,1,3] [2, 4, 5]}, and its co-occurrence matrix is given as Fig. 1.

This co-occurrence matrix gives straightforward representation whether a pair of
labels occurs in the same label set or not. If a pair of labels is in the same subset, then
the corresponding cell in the matrix is 1, and 0 otherwise. For example, cell(3,5) of
both matrix is 1 which means that the 2nd label and the 4th label are in the same subset,
i.e., [2, 4] or [2, 4, 5]. While cell(3,6) of both matrix is 0 and 1, respectively. This
implies that the 2nd label and the 5th label are not in the same subset in partition 1, and
they are in the same set in partition 2. The distance between two partitions can be
calculated by counting the number of different cells in the two matrix which is
equivalent to perform exclusive OR operation.

2.2 Sampling

A kNN-like online sampling strategy is widely used in multi-label classification tasks.
Given a test sample, it generally discovers the K nearest neighbors of each test sample,
and these neighbors are collected into set bagNeigh and this set well preserves the
characteristics of nearest neighbors. To keep data diversity for learning good random
forest classifier, we also randomly sample K data from the nearest neighbor set

Fig. 1. Matrix representation of partition 1 and 2
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bagNeigh to avoid of using too much test data and then sample training set Bag
according to proportion ρ, and parameter ρ is carefully tuned from 3.3 % to 6.6 % to
achieve the best performance.

2.3 Feature Selection and Ensemble Learning

For feature selection, we also adopt random sampling method as most of random forest
do. Suppose the training set contains total F features, we choose f ¼ log2 F þ 1b c as
the candidate split feature set. To determine the optimal split feature, one commonly
adopted criterion is Gini index [20]. Gini index tries to assign balanced instances to the
same class within each partition. Let D denote the training set having m different labels
Ci(i = 1,2,…,m), |D| is the size of data set, and |Ci,D| is the number of label Ci in D. The
Gini index can then be calculated using Eq. 2.

GiniðDÞ ¼ 1�
Xm

i¼1

p2i ð2Þ

Where pi ¼ jCi;Dj
jDj is the probability that instances in D belong to class Ci. If a binary

partition split by feature A divides D into D1 and D2, then the corresponding Gini index
is computed using Eq. 3 as

GiniAðDÞ ¼ jD1j
jDj GiniðD1Þ þ jD2j

jDj GiniðD2Þ ð3Þ

Therefore, to determine the optimal partition feature is to choose the maximal
ΔGini(Attr). As for ensemble learning of random forest, one simple strategy is adopted
by us which is the majority win strategy. For all base random forest classifier, the vote
of all classifiers will be added and the highest vote means the highest probability that
the test data sample belongs to this class.

3 Experimental Results and Analysis

For the experiments, we first introduce the benchmark data sets, the evaluation criteria
as well as the experimental settings. Then proposed MLRF algorithm and the rest
state-of-the-art multi-label classifiers are evaluated on these data sets. Results on dif-
ferent category of evaluation criteria are separately reported.

3.1 Data Sets and Evaluation Criteria

In the literatures, there are several benchmark data sets for multi-label classification
task. We choose 10 data sets of 5 categories such as audio, video, image, biology and
text. The statistical details of each data set are reported in Table 2.

MLRF: Multi-label Classification Through Random Forest 411



As for the evaluation criteria, we adopted 13 widely used criteria for the evaluation
of multi-label classification task. Note that F_Measure is the harmonic mean of Pre-
cision and Recall, and we choose F_Measure instead of Precision and Recall, and the
rest evaluation criteria are grouped into Bipartition-based evaluation measures,
Rank-based evaluation measures and Confidence-based evaluation measures. For
Bipartition-based evaluation measure, it includes Hamming Loss(HL), SubSetAccu-
racy(SSA), Example Base F_Measure(EB_FM), Example Based Accuracy(EB_A),
Micro F-Measure(Mi_FM) and Macro F_Measure(Ma_FM). The Rank-based evalua-
tion measures include Average Precision(AP), Coverage(Cov), One_Error(OE),
Is_Error(IE), Error Set Size(ESS), RankingLoss(RL) and Confidence-based evaluation
measure is Mean Average Precision(MAP).

3.2 Experimental Settings

To evaluate the effectiveness of the proposed MLRF, we first compare it with the
conventional random forest with label subset partition, called MLRF_Trad, then we
compare MLRF with standard problem transform method. We also compared our
MLRF with several state-of-the-art algorithms such as MLkNN, IBIL and HOMER.
MLkNN extends kNN algorithm for multi-label classification and k is set to 10 and we
call it MLkNN_10. IBIL was proposed by Cheng et al. in 2009, HOMER is a hier-
archical multi-label classification algorithm and its parameter is set as numCluster = 3,
and its sub-classifiers are chosen as BR and J48. The parameters of MLRF are set as
N1 = 50000, N3 = 100, N5 = 1, K = 5, ρ = 3.3 % and the experiments are performed
using 10-fold cross validation. The distance metric adopted in this paper is Euclidean
distance and the standard Chi-square value is 6.635.

Table 2. Statistical details of multi-label data sets

Data set Instance Attribute Label Cardinality Density Distinct Domain

emotions 593 72 6 1.869 0.311 27 Music
birds 645 260 19 1.014 0.053 133 Audio
enron 1702 1001 53 3.378 0.064 753 Text
scene 2407 294 6 1.074 0.179 15 Image
yeast 2417 103 14 4.237 0.303 198 Biology
tmc2007 28596 500 22 2.220 0.101 1172 Text
top90Collection 10789 500 90 1.235 0.014 468 Text
rcv1subset1 6000 500 101 2.880 0.029 1028 Text
rcv1subset2 6000 500 101 2.634 0.026 954 Text
rcv1subset3 6000 500 101 2.614 0.026 939 Text
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3.3 Experimental Results

Results on Bipartition-Based Measures. In this experiment, various multi-label clas-
sification algorithms are implemented including HOMER, HMC, IBIL, MLkNN_10,
BRkNN_N and etc. Evaluation criteria are Bipartition-based measures. For all index but
HL index, the larger the index value, the better the classification performance. Results on
different data sets are separately reported in Tables 3, 4, 5 and 6. In these tables, the first
column is different index of Bipartition-based measures, and the rest columns are the
results of different classifiers.

From these tables, it is obvious that MLRF is much better than the compared algo-
rithms. For data set “emotions”, MLRF can achieve the best performance for all
evaluation measures reported in Tables 3 and 4. While for the rest data sets, MLRF can
also achieve better performance on most of measure index. From the comparison
results between MLRF and MLRF_Trad, we can conclude that by integrating label
correlation into conventional label partition, the performance of random forest could be
further improved. It is also noticed that MLRF_Trad is superior to LP_RF which

Table 3. Bipartition-based measure results on emotions

HL SSA EB_FM EB_A Mi_FM Ma_FM

MLRF 0.1190 0.5714 0.7905 0.75 0.8214 0.8348
MLRF_Trad 0.1508 0.4762 0.7714 0.6984 0.7765 0.7588
LP_RF 0.1472 0.4833 0.7483 0.6792 0.758 0.7232
MLkNN_10 0.1778 0.3 0.675 0.5806 0.68 0.6184
MLkNN_50 0.1917 0.3333 0.6306 0.5556 0.6497 0.5764
BRkNN_N 0.1917 0.3 0.625 0.5444 0.6462 0.5954
BRkNN_A 0.1861 0.3 0.6556 0.5667 0.6633 0.6186
BRkNN_B 0.1889 0.3333 0.6861 0.5958 0.6937 0.6734
IBLR 0.1833 0.3167 0.6589 0.5722 0.6796 0.6328
HOMER 0.2472 0.1833 0.5056 0.425 0.5742 0.5375
HMC 0.2028 0.2667 0.5889 0.5033 0.6368 0.615

Table 4. Bipartition-based measure results on Emotions (cont.)

HL SSA EB_FM EB_A Mi_FM Ma_FM

BR 0.1778 0.3333 0.6339 0.5597 0.6735 0.6119
CLR 0.2056 0.2333 0.5672 0.4861 0.6373 0.6167
CC 0.2389 0.3 0.5944 0.5153 0.6055 0.5847
ILC 0.2028 0.2667 0.5889 0.5033 0.6368 0.615
LP 0.2556 0.2833 0.5333 0.4722 0.5577 0.5386
RAkEL 0.2028 0.2667 0.5889 0.5033 0.6368 0.615
ECC 0.1639 0.2833 0.6217 0.5389 0.7005 0.667
EPS 0.175 0.4 0.6772 0.6083 0.6986 0.6619
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simply transform the original multi-label data sets into multiple single-label data sets.
This kind of transformation approach inevitably ignore the inherent relations among
labels, and thus its performance is naturally worse than that of those approaches with
label partition.

To give more intuitive illustration, we sort the average index value of various
algorithms on these 10 data sets, and plot their rank in Fig. 2. Figure 2(a) and (b) show
comparison results of multi-label classification algorithms and it is well noticed that
MLRF ranks the first on most of data sets. Another observation is that conventional
label partition based approach, MLRF_Trad, is not robust as it’s performance is getting
worse when evaluated on data set “Enron” and “Top90Collection”. This observation
demonstrates that our approach is more robust which is a key characteristics to be
applied on real world applications. From Fig. 2(b), it can be seen that the rest com-
parison algorithms fluctuate a lot and no robust one could be found except for MLRF.
Figure 2(c) and (d) show the ranking results of various problem transformation based
algorithms. Similarly, it is easy to see that MLRF can achieve best performance when
compared with these algorithms.

Table 5. Bipartition-based measure results on rcv1subset2

HL SSA EB_FM EB_A Mi_FM Ma_FM

MLRF 0.0144 0.4367 0.6364 0.5807 0.6056 0.5734
MLRF_Trad 0.0144 0.4333 0.6367 0.5788 0.6017 0.5249
LP_RF 0.3026 0.2200 0.3470 0.3049 0.3204 0.2461
MLkNN_10 0.026 0.02 0.1024 0.0790 0.1397 0.1275
MLkNN_50 0.026 0.0317 0.1131 0.0893 0.1386 0.1171
BRkNN_N 0.0255 0.0917 0.1553 0.1375 0.1972 0.1545
BRkNN_A 0.0273 0.1317 0.2821 0.2382 0.275 0.1573
BRkNN_B 0.0317 0.105 0.3812 0.3013 0.3737 0.2937
IBLR 0.0286 0.0433 0.2076 0.1598 0.2681 0.1629
HOMER 0.0304 0.0967 0.2747 0.2196 0.2998 0.2075
HMC 0.0271 0.0567 0.1834 0.1472 0.2267 0.191

Table 6. Bipartition-based measure results on rcv1subset2 (cont.)

HL SSA EB_FM EB_A Mi_FM Ma_FM

BR 0.027 0.0817 0.2004 0.1661 0.2339 0.1881
CLR 0.0259 0.0467 0.1754 0.1388 0.2254 0.1637
CC 0.0343 0.1617 0.2495 0.2264 0.2235 0.1883
ILC 0.0272 0.0483 0.1726 0.1374 0.2169 0.1854
LP 0.035 0.1967 0.3244 0.288 0.309 0.2297
RAkEL 0.0271 0.0567 0.1834 0.1472 0.2267 0.191
ECC 0.0266 0.1567 0.2579 0.2298 0.2679 0.183
EPS 0.0285 0.155 0.2953 0.256 0.3124 0.2138
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Results on Ranking-Based Measures. In this experiment, similar algorithms are
performed on the same data sets but evaluated using ranking-based measures and for all
indexes except AP, the smaller the index value, the better the model performance.

Results are reported in the following tables.
Based on the results in Tables 7, 8, 9 and 10, similar observations could be found. It

is seen that MLRF is superior to MLRF_Trad as well as the rest state-of-the-art

Fig. 2. The rank of various algorithms’ performance on bipartition-based measures evaluated on
different data sets.

Table 7. Ranking-based measure results on rcv1subset1

AP Cov OE IE ESS RL MAP

MLRF 0.6041 18.24 0.233 0.607 36.73 0.0855 0.271
MLRF_Trad 0.5728 38.43 0.256 0.638 43.15 0.2345 0.2
LP_RF 0.1946 61.4033 0.8533 0.8933 154.3667 0.4969 0.0501
MLkNN_10 0.5174 17.79 0.525 0.87 28.14 0.0829 0.249
MLkNN_50 0.5113 15.8 0.553 0.9 24.36 0.071 0.266
BRkNN 0.5065 25.12 0.546 0.853 45.18 0.1261 0.256
IBLR 0.501 18.58 0.591 0.885 29.96 0.0846 0.24
HOMER 0.3662 48.58 0.631 0.891 83.08 0.2722 0.138
HMC 0.275 47.74 0.693 0.93 115.4 0.344 0.112
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multi-label algorithms on most of measures. As MLRF_Trad is also superior to LP_RF
which is random forest based classifier with problem transformation, we can conclude
that for all evaluation measures we adopted in the experiments, conventional label
partition random forest based classifier is better than problem transformation based
random forest classifier, and our proposed approach is the best one as it further make
use of label correlation.

Table 10. Ranking-based measure results on yeast (cont.)

AP Cov OE IE ESS RL MAP

BR 0.7409 6.6818 0.2397 0.7851 6.595 0.1845 0.474
CLR 0.7459 6.6157 0.2231 0.7893 6.3182 0.177 0.439
CC 0.618 8.7355 0.3678 0.8554 12.1901 0.3475 0.2657
ILC 0.6216 8.8967 0.376 0.9091 11.4008 0.3022 0.3648
LP 0.5639 9.0455 0.5455 0.8554 14.7645 0.3899 0.3714
RAkEL 0.635 9.562 0.2603 0.9008 12.3182 0.3332 0.3562
ECC 0.7518 6.3471 0.2438 0.7314 6.5413 0.1802 0.4556
EPS 0.7277 6.7231 0.2727 0.7521 7.0041 0.1949 0.4297

Table 8. Ranking-based measure results on rcv1subset1 (cont.)

AP Cov OE IE ESS RL MAP

BR 0.5166 19.5183 0.5117 0.8533 29.405 0.0883 0.2678
CLR 0.4415 32.27 0.54 0.8867 47.4433 0.1537 0.1656
CC 0.3991 38.9683 0.6633 0.7967 67.6183 0.2092 0.1425
ILC 0.4415 32.27 0.54 0.8867 47.4433 0.1537 0.1656
LP 0.2571 53.0283 0.7883 0.865 130.568 0.4086 0.0753
RAkEL 0.2704 47.7483 0.7217 0.93 115.55 0.3441 0.117
ECC 0.5349 18.1667 0.4983 0.815 29.7983 0.0838 0.2665
EPS 0.5032 30.645 0.5367 0.7783 59.5467 0.1664 0.2445

Table 9. Ranking-based measure results on yeast

AP Cov OE IE ESS RL MAP

MLRF 0.7931 5.706 0.213 0.663 5.26 0.1605 0.531
MLRF_Trad 0.69 8.21 0.271 0.712 11.01 0.298 0.407
LP_RF 0.3189 11.0992 0.9256 0.9380 27.6074 0.7239 0.2984
MLkNN_10 0.7655 6.11 0.21 0.719 5.6 0.1607 0.484
MLkNN_50 0.7643 6.049 0.227 0.7107 5.12 0.1592 0.487
BRkNN 0.7586 6.425 0.227 0.6942 6 0.1716 0.49
IBLR 0.7654 6.053 0.223 0.7025 5.4 0.1602 0.501
HOMER 0.6354 8.855 0.281 0.905 11.2 0.3035 0.351
HMC 0.6014 9.578 0.376 0.9215 12.8 0.3442 0.355
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To summarize again, MLRF is more robust on all evaluation criteria on the average,
and is superior to the rest compared algorithms. This implies that by grouping
dependent labels into the same label partitions, the performance of random forest
classifier can be improved.

4 Conclusion

Most of existing multi-label classifiers simply assume that labels are independent,
however, it is not the case as demonstrated in many real world applications. In this
paper, we first identify the correlated labels and group these dependent labels into the
same label partitions, then we integrate the new label partitions with random forest and
propose MLRF algorithm for multi-label classification task. Experiments results have
demonstrated that the proposed MLRF is more robust and is superior to several
state-of-the-art algorithms when evaluated on 10 data sets based on 13 evaluation
criteria. This implies that our MLRF is able to be adopted in many real world appli-
cations where training data are more diverse as well as containing noisy data.

Acknowledgement. Yunming Ye’s work was supported in part by National Key Technology
R&D Program of MOST China under Grant No. 2014BAL05B06, Shenzhen Science and
Technology Program under Grant No. JCYJ20140417172417128, and the Shenzhen Strategic
Emerging Industries Program under Grant No. JCYJ20130329142551746. Yan Li’s work was
supported in part by NSFC under Grant No. 61303103, and the Shenzhen Science and Tech-
nology Program under Grant No. JCY20130331150354073.

References

1. Tsoumakas G, Katakis I. Multi-label classification: an overview. Department of Informatics,
Aristotle University of Thessaloniki, Greece (2006)

2. Madjarov, G., Kocev, D., Gjorgjevikj, D., et al.: An extensive experimental comparison of
methods for multi-label learning. Pattern Recogn. 45(9), 3084–3104 (2012)

3. Read, J., Pfahringer, B., Holmes, G.: Multi-label classification using ensembles of pruned
sets. In: Eighth IEEE International Conference on Data Mining, 2008, ICDM 2008, pp. 995–
1000. IEEE (2008)

4. Tsoumakas, G., Vlahavas, I.P.: Random k-labelsets: an ensemble method for multilabel
classification. In: Kok, J.N., Koronacki, J., Lopez de Mantaras, R., Matwin, S., Mladenič, D.,
Skowron, A. (eds.) ECML 2007. LNCS (LNAI), vol. 4701, pp. 406–417. Springer,
Heidelberg (2007)

5. Montañes, E., Senge, R., Barranquero, J., et al.: Dependent binary relevance models for
multi-label classification. Pattern Recogn. 47(3), 1494–1508 (2014)

6. Read, J., Pfahringer, B., Holmes, G., et al.: Classifier chains for multi-label classification.
Mach. Learn. 85(3), 333–359 (2011)

7. Kocev, D.: Ensembles for predicting structured outputs. Informatica Int. J. Comput. Inf. 36
(1), 113–114 (2012)

8. Blockeel, H., De Raedt, L., Ramon, J.: Top-down induction of clustering trees. arXiv
preprint cs/0011032 (2000)

MLRF: Multi-label Classification Through Random Forest 417



9. Kocev, D., Vens, C., Struyf, J., Džeroski, S.: Ensembles of multi-objective decision trees. In:
Kok, J.N., Koronacki, J., Lopez deMantaras, R.,Matwin, S.,Mladenič, D., Skowron, A. (eds.)
ECML 2007. LNCS (LNAI), vol. 4701, pp. 624–631. Springer, Heidelberg (2007)

10. Zhang, M.L., Zhou, Z.H.: A k-nearest neighbor based algorithm for multi-label
classification. In: IEEE International Conference on Granular Computing, 2005, vol. 2,
pp. 718–721. IEEE (2005)

11. Spyromitros, E., Tsoumakas, G., Vlahavas, I.P.: An empirical study of lazy multilabel
classification algorithms. In: Darzentas, J., Vouros, G.A., Vosinakis, S., Arnellos, A. (eds.)
SETN 2008. LNCS (LNAI), vol. 5138, pp. 401–406. Springer, Heidelberg (2008)

12. Tsoumakas, G., Katakis, I., Vlahavas, I.: Effective and efficient multi-label classification in
domains with large number of labels. In: Proceedings of ECML/PKDD 2008 Workshop on
Mining Multidimensional Data (MMD 2008), pp. 30–44 (2008)

13. Schapire, R.E., Singer, Y.: BoosTexter: a boosting-based system for text categorization.
Mach. Learn. 39(2–3), 135–168 (2000)

14. Breiman, L.: Random forests. Mach. Learn. 45(1), 5–32 (2001)
15. Ye, Y., Wu, Q., Huang, J.Z., et al.: Stratified sampling for feature subspace selection in

random forests for high dimensional data. Pattern Recogn. 46(3), 769–787 (2013)
16. Wuensch, K.L.: Chi-square tests. In: Lovric, M. (ed.) International Encyclopedia of

Statistical Science, pp. 252–253. Springer, Berlin, Heidelberg (2011)
17. Sprent, P.: Fisher exact test. In: Lovric, M. (ed.) International Encyclopedia of Statistical

Science, pp. 524–525. Springer, Berlin, Heidelberg (2011)
18. Fleiss, J.L., Levin, B., Paik, M.C.: Statistical Methods for Rates and Proportions. John Wiley

& Sons (2013)
19. Anisimova, M., Gascuel, O.: Approximate likelihood-ratio test for branches: a fast, accurate,

and powerful alternative. Syst. Biol. 55(4), 539–552 (2006)
20. Raileanu, L.E., Stoffel, K.: Theoretical comparison between the gini index and information

gain criteria. Ann. Math. Artif. Intell. 41(1), 77–93 (2004)

418 F. Liu et al.



Prediction of Oil and Water Layer
by Kernel Local Fisher Discriminant Analysis
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Abstract. The distribution of the oil and water layers in Xinjiang Oilfield is
very complex because of the influence by many factors. It is difficult to predict
the oil and water layer. In this paper, the oil and water layer of Xinjiang Oilfield
was discriminated by kernel local fisher discriminant analysis(KLFDA). The
local scatter matrix is defined by a affinity matrix. The original data are projected
into the subspace constructed by KLFDA, and the local feature vectors are
extracted. Then the prediction (classification) is done in feature subspace by
Mahalanobis distance. The results indicate that the performance of KLFDA
combining Mahalanobis distance is better than that of LFDA, FDA and ICA;
meanwhile, the prediction accuracy of this method is better than that of SVM
and ANN.

Keywords: Oil layer �Water layer � Kernel local fisher discriminant analysis �
Prediction

1 Introduction

Xinjiang Oilfield Corporation, lying at Junggar Basin, is the biggest oil enterprise of
the west China. Since influenced by many factors such as structure, deposition,
breaking and diagenesis, the distribution of the oil and water layers is very complex.
The reservoir is mainly comprised with fragmentary rock and lava. There are different
kinds of minerals in the interval of interest. The rock character is complex with the
features of low porosity and hypotonicity. These factors make the characteristic of the
oil and water reservoir not obvious, so it is difficult to identify the oil and water layers.

During the process of the oil exploration, some parameters(formation testing data)
are obtained by means of well drilling and well logging, then the formation testing data
are analyzed to predict the oil and water layers. The economic cost of the oil explo-
ration will be affected by the prediction accuracy. So it is very important to found an
effective prediction model.

In recent years, the methods for predicting the reservoir water mainly include the
geophysical method, the geochemical method, and the comprehensive method.

Log interpretation is the most commonly used geophysical method for the reservoir
water prediction. The reservoir water is explained according the differences among the
physical properties of the reservoir fluid. Since affected by many factors such as
reservoir rock composition, formation water salinity, mud invasion, and so on, some
deviation often appear when interpreting some lower resistivity reservoir, and it is

© Springer International Publishing Switzerland 2015
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difficult to recognize the interface of oil and water. Zhenqiang Wu et al. proposed a
new method of quantitative evaluation, analyzed the factors that affect the logging
environment, obtained the correction coefficients that can eliminate the influence, and
built two-factor interpretation map of oiliness-physical property and the soft ware for
evaluation. His work is very helpful for the comprehensive evaluation of oil, gas, and
water [1–6].

There are different geochemical characters in oil layer and water layer. For
example, the output of pyrolytic oil and gas and the content of light aromatic hydro-
carbon are high in the oil layer. Geochemical method recognizes the oil, gas and water
layer mainly according the chemical characters of the reservoir residual hydrocarbon, it
is only related to the chemical characters of reservoir fluid, and doesn’t get any
influence from the reservoir rock component and the physical characters of the reser-
voir fluid. This method can cover the shortage of the log interpretation. For example,
founding the chemical criterion and recognizing the oil, gas and water according the
extract contents, the fluorescence intensity, the distribution of fluorescence and the
carbon number of the reservoir hydrocarbon [7].

When using the comprehensive method, some effective feature parameters are first
obtained by the geophysical or the geochemical method, then the data are analyzed
using multiple regress analysis, support vector machine(SVM), and artificial neural net
(ANN), and so on, at last, the discriminant function for reservoir water are founded.
These methods can realize recognizing the reservoir water by using several evaluation
parameters, and show the results quickly and intuitively, thus the problem of low
accuracy are solved when predicting by using a single parameter [8–12].

Since affected by many factors, the actual geologic features are complex, and the
well logging curves are indistinct, this makes that the traditional physical geography
method and the geochemical method depend more on the genetic origin mechanism of
the oilfield, and difficult to generalize. Though the comprehensive method can over-
come these faults to some extent, it can’t extract the features of the original data
enough, so the prediction accuracy is still not satisfied.

To improve the prediction accuracy of oil-water layer, we must extract enough
features of the original data, not only the linear features, but also the nonlinear features.
In this paper, we predicted the reservoir water of Xinjiang oilfield by using kernel local
fisher discriminant analysis(KLFDA) [13]. The original data are projected into the
subspace constructed by KLFDA, and the local feature vectors are extracted. Then the
prediction (classification) is done in feature subspace by Mahalanobis distance.
Since KLFDA extracts the local and nonlinear features of the original data, the pre-
diction performance is improved.

The rest of the paper is organized as follows. In Sect. 2, FDA and LFDA are briefly
reviewed. In Sect. 3, we introduce KLFDA and the prediction algorithm. In Sect. 4, we
describe the logging data of Xinjiang oilfield and the prediction results. Finally,
we give conclusions in Sect. 5.
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2 Local Fisher Discriminant Analysis

Consider the problem of classification. Let xi 2 Rdði ¼ 1; 2; � � � ; nÞ denote the
d-dimensional samples with corresponding class labels yi 2 1; 2; � � � ; cf g. For FDA, the
within-class scatter matrix and the between-class scatter matrix are defined as

SðwÞ � 1
2

Xn
i;j¼1

W ðwÞ
i;j ðxi � xjÞðxi � xjÞT ; ð1Þ

SðbÞ � 1
2

Xn
i;j¼1

W ðbÞ
i;j ðxi � xjÞðxi � xjÞT ð2Þ

where

W ðwÞ
i;j � 1=nl ifyi ¼ yj ¼ l

0 ifyi 6¼ yj

�
; ð3Þ

W ðbÞ
i;j �

1=n� 1=nl ifyi ¼ yj ¼ l
1=n ifyi 6¼ yj

(
: ð4Þ

where nl is the number of samples in class l. The objective function of FDA is

TFDA � argmax
T2Rd�r

½trððTTSðwÞTÞ�1TTSðbÞTÞ� : ð5Þ

.
The transformation matrix of FDA is

TFDA ¼ ðu1ju2j � � � jurÞ ðr\dÞ

where fukgdk¼1 are the generalized eigenvectors of ðSðwÞÞ�1SðbÞ and k1 � k2 � � � � kd are
the corresponding generalized eigenvalues.

We can see from (3) and (4), the within-class scatter and the between-class scatter
are estimated globally, therefore, FDAmay give undesirable results for multimodal data.

Local Fisher discriminant analysis (LFDA) [13] overcomes this fault. It defines the
between-class scatter and the within-class scatter in a local manner by an affinity
matrix A. The element Ai,j denotes the affinity between xi and xj. The value of Ai,j is
inversely proportional to the distance between xi and xj. In this paper, Ai,j is defined as
the follow

Ai;j ¼ expð� xi � xj
�� ��2

s2
Þ; ð6Þ

where s(> 0) is a tuning parameter.
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The local within-class scatter matrix ~SðwÞ and the local between-class scatter matrix
~SðbÞ are defined as follows,

~SðwÞ � 1
2

Xn
i;j¼1

~W ðwÞ
i;j ðxi � xjÞðxi � xjÞT ; ð7Þ

~SðbÞ � 1
2

Xn
i;j¼1

~W ðbÞ
i;j ðxi � xjÞðxi � xjÞT ; ð8Þ

where

~W ðwÞ
i;j � Ai;j

�
nl ifyi ¼ yj ¼ l

0 ifyi 6¼ yj

�
; ð9Þ

~W ðbÞ
i;j � Ai;jð1=n� 1=nlÞ ifyi ¼ yj ¼ l

1=n ifyi 6¼ yj

(
: ð10Þ

We can see that the values of the sample pairs in the same class are weighted. It has
less influence on ~SðwÞ and ~SðbÞ if the sample pairs are far apart, and it has more influence
on ~SðwÞ and ~SðbÞ if the sample pairs are close. For the sample pairs in the different
classes, their values are not weighted because we need to classify them without con-
sidering the distance between them in the primary space. Therefore LFDA preserves
effectively the local multimodality in each class and obtains the between-class sepa-
ration simultaneously.

The objective function of LFDA is

TLFDA � argmax
T2Rd�r

½trððTT~SðwÞTÞ�1TT~SðbÞTÞ�; ð11Þ

and the LFDA transformation matrix TLFDA can be got by the following generalized
eigenvalue problem

~SðbÞ~u ¼ ~k~SðwÞ~k~u: ð12Þ

3 Kernel Local Fisher Discriminant Analysis

LFDA improves the capability of dealing with the multimodal data, but it cannot
extract complex non-linear features. In order to compensate for the drawbacks of
LFDA, we use KLFDA that extends LFDA to non-linear circumstance by projecting
the samples into a kernel feature space.

422 Z. Chen



First, we decompose ~SðwÞ as

~SðwÞ ¼ X~LðwÞXT ; ð13Þ

where

~LðwÞ � ~DðwÞ � ~W ðwÞ;

and ~DðwÞ is the n-dimensional diagonal matrix with the i-th diagonal element being

~DðwÞ
i;j �

Xn
j¼1

~W ðwÞ
i;j :

Similarly, ~SðbÞ can be decomposed as

~SðbÞ ¼ X~LðbÞXT ; ð14Þ

where

~LðbÞ � ~DðbÞ � ~W ðbÞ;

and ~DðbÞ is the n-dimensional diagonal matrix with the i-th diagonal element being

~DðbÞ
i;j �

Xn
j¼1

~W ðbÞ
i;j :

Thus, Eq. (12) can be reformulated as

X~LðbÞXT ~u ¼ ~kX~LðwÞXT ~u: ð15Þ

Defining n-dimensional vector ~u ¼ X~a ~a 2 Rnð Þ and n-dimensional matrix K with the
elements Ki;j � xTi xj, we have

K~LðbÞK~a ¼ ~kK~LðwÞK~a: ð16Þ

This indicates that xif gni¼1 arise only in forms of their inner products. Therefore, it is
convenient to use the kernel trick for extending LFDA to non-linear field.

Let ϕ(x) be a non-linear projection from the original space Rd to a reproducing
kernel Hilbert space H, then ~SðwÞ and ~SðbÞ can be reformulated as
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~SðwÞ � 1
2

Xn
i;j¼1

~W ðwÞ
i;j ð/ðxiÞ � /ðxjÞÞð/ðxiÞ � /ðxjÞÞT ;

~SðbÞ � 1
2

Xn
i;j¼1

~W ðbÞ
i;j ð/ðxiÞ � /ðxjÞÞð/ðxiÞ � /ðxjÞÞT :

Defining ~Ki;j ¼ /ðxiÞ;/ðxjÞ
� � ¼ Kðxi; xjÞ, the following equation is obtained

~K~LðbÞ ~K~a ¼ ~k~K~LðwÞ ~K~a: ð17Þ

In this paper, we use the Gaussian kernel

Kðx; x0Þ ¼ expð� x� x0k k2
2r2

Þ ðr[ 0Þ:

Let f~akgnk¼1 denote the generalized eigenvectors and the corresponding generalized
eigenvalues ~k1 � ~k2 � . . .� ~kn of Eq. (17). Then the projection of /ðx0Þ in H is

ð
ffiffiffiffiffi
~k1

q
~a1j

ffiffiffiffiffi
~k2

q
~a2j � � � j

ffiffiffiffiffi
~kr

q
~arÞT

Kðx1; x0Þ
Kðx2; x0Þ

..

.

Kðxn; x0Þ

0BBB@
1CCCA: ð18Þ

4 Prediction on the Logging Data

4.1 The Logging Data

We experiment using the logging data from Xinjiang Oil Field Corporation, including
the original data of 31 wells. There are 5 features in each sample, such as, formation
resistivity(fr), effective porosity(ep), oil saturation(os), interval transit time(itt), and
shale content(sc). We use 17 samples as training samples, including 9 “oil” and 8
“water”, and the remain 14 samples as the test samples.

4.2 Results and Analysis of Experiment

The prediction can be view as a two-class classification problem (water and oil). We
extract features of training and test samples with KLFDA, then classify the test samples
by mahalanobis distance. We experiment by using the methods of KLFDA, compared
with LFDA, FDA, ICA, ANN, and SVM. The algorithms are implemented in matlab
R2013a. The kernel function in KLFDA is Gaussian kernel, and the parameter is
r ¼ 20. To reduce the dimension, we take r = 1, and take the parameter s = 5 in the
affinity matrix when using KLFDA and LFDA.
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Mean Vectors and Multimodality. In fact, the water includes the pure water(w), the
oily water(w(o)), and the gas water(w(g)), the oil includes the pure oil(o) and the water
cut reservoir(o(w)). We calculated the mean vectors of the five clusters separately. We
can see from Figs. 1 and 2 that though the pure water, the oily water, and the gas water
are all water, they appear different means, meanwhile, the pure oil and the water cut
reservoir also appear different means. This indicates that the data are multimodality.

Projection. Figure 3 shows the projections of the 14 test samples in the 2-dimensional
space when using the method of KLFDA, LFDA, FDA, and ICA. The horizontal axis
and the vertical axis represent respectively the first feature and the second feature. We
can see that both KLFDA and LFDA can well separate the oil samples from the water
samples, and preserve the within-class multimodality simultaneously, but KLFDA
preserves the within-class multimodality more clearly due to its nonlinear property.
FDA separates the samples in different classes well, but losses the within-class

Fig. 1. Mean of water

Fig. 2. Mean of oil
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multimodality, namely, the red’o’ and the black ‘o’ are mixed. The situation of ICA is
similar to that of FDA.

Result of Prediction. Table 1 shows the prediction results by different methods. We
see that KLFDA works the best, owing to its capability to capture the nonlinearity and
multimodality. LFDA also works well, since it can deal with multimodality, but it does
not compare favorably with KLFDA. Since ICA is a method of high-order statistics, so
its performance is better than that of FDA. The performance of SVM matches that of
FDA, and the performance of ANN is the weakest.
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5 Conclusion

We predict reservoir water of Xinjiang oilfield corporation by using KLFDA. KLFDA
projects the samples onto a nonlinear space H, and LFDA is used in H for dimen-
sionality reduction and feature extraction, by maximizing between-class separability
and preserving the within-class local structure simultaneously. The experimental results
show that KLFDA is superior to other methods for the classification of multimodal
data.
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Abstract. The paper analyses usefulness of the Pillar 3 financial and risk
information disclosures to the commercial banks users. The Pillar 3 are
specific regulatory disclosures requirements set out in the Basel 2 framework
and incorporated into EU law and subsequently laws of the member states.
According to Pillar 3 intention market participants should be able to under‐
stand and subsequently judge the relevance of the bank risk position and risk
management and try to discipline “risky” banks. Due to that the European
authorities are focused on control and improvements of the banks’ disclo‐
sures. However, less is done as far as usefulness of the Pillar 3 risk informa‐
tion to the commercial banks users is. The authors try to assess at which
extent is information useful for users of the banks that operate in countries
where banking sectors are dominated by foreign-owned entities and deposi‐
tors (sophisticated and non sophisticated; insured and uninsured; primarily
non-financial ones) is a key source of market discipline. The authors focus on
modelling of visitor behaviours at website where financial and risk informa‐
tion according to Pillar 3 requirements is available. The results show that
there is in general small interest in Pillar 3 information and even financial and
risk related information belongs to those where interests is the lowest one.

Keywords: Pillar 3 · Market discipline · Risk management · Web log mining ·
Data pre-processing · Hadoop

1 Introduction

The last financial crisis has caused, among others, loss of collective respect to financial
system supervision and regulation. Reaction on that are numerous initiatives and actions
in this field in Europe and around the world after 2009. Core of this focus is on Basel
regulatory documents and related EU legal capital requirements directives. Basel III
documents have been significantly changed and extended in all three pillars. Pillar 3 and
market discipline has deserved special attention by different groups of stakeholders, too.

Market discipline in its broadest terms can be understood as a mechanism via which
market participants monitor, assess and discipline a risk taking by financial institutions. In
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studies of Bliss et al. [1] is market discipline defined by its distinguishing into two aspects:
Market monitoring – market participants’ assessment of banks’ conditions which are to be
reflected in the banks’ security prices and deposit rates; Market influence – banks’ reaction
brought on by market monitoring, or counteract adverse changes in banks’ conditions.

Key intention of Pillar 3 is that based on disclosed information market participants
should be able to understand and subsequently judge the relevance of the bank risk
management and try to “discipline” risky banks by asking higher spreads for deposits
or even refusing new funding these banks. So far, no standardised format of information
and frequency has been agreed on Basel Committee or European Union. Some national
regulators prefer comprehensive annual report and some of them are in favour of more
frequent presentations (e.g. on quarterly basis – see National Bank of Slovakia).
However, there are still important and so far not addressed research questions related to
usage of the disclosed information by key market participants in countries where banking
sectors are dominated by foreign-owned entities and depositors discipline is a key source
of market discipline. In our paper we addressed two of them: Are disclosed information
relevant and useful to market participants? At which extent are key market participants
interested in Pillar 3 financial and risk information?

The main objective of this paper is to analyse and study questions of adequacy and
usage of financial and risk information by market participants based on analysis of
website dedicated to Pillar 3 of commercial bank that operates in CEE country. The
analysis of the bank website is based on the analysis of the webserver log file. As we
analyse longer period the amount of data in the log file are enormous so new problems
in the data analysis arose. We propose approaches to effectively analyse those data in
this paper, too.

2 Related Work

Since 2004 is market discipline codified to Basel regulatory requirements under Pillar
3. From that time there are numerous literature and research studies that deal with the
topic of market discipline in the banking industry but mostly in the context of mature
economies.

Stephanou, who studied Basel’s Pillar 3 reports during the financial crisis, revealed
that the key issue of market discipline framework is to figure out, how to operationalize
and institutionalize it within different financial system structures [2]. Based on the
financial crisis events, Freixas et al. [3] emphasize that, what concerns market discipline
information publishing, it is important to distinguish between disclosure and transpar‐
ency. Their research further indicates that as of information transparency, current setup
of Pillar 3 is having significant deficiencies, mostly showed during the financial crisis.
Due to that, the Basel Committee initiated a review and identified guiding principles to
achieve transparent, high quality Pillar 3 risk disclosures [4]. The research of Parwada
et al. [5] examined the stock market reaction, in a form of abnormal stock return, on the
Pillar 3 reports releases of a subsample of large international banks. EBA in its Pillar 3
guideline on materiality, proprietary and confidentiality and on disclosure frequency [6]
is setting that banks should assess their need to publish information more frequently
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than annually. On the contrary to research of [5] and EBA’s indicators of the need of
more frequent reporting, is EBF in its comments, questioning whether there is a proven
demand among stakeholders for a greater frequency of disclosure [7]. Hasan et al. [8]
studied new aspects of market discipline exercised by non-financial depositors on banks
operating in CEE countries. In the research is proved that the depositors are reacting in
positive correlation much more significantly to rumours concerning the banks’ parent
companies (especially to negative ones) than to banks own fundamentals (financial
reports). Moreover the research results suggest that CEE depositors had ability to differ‐
entiate between founded and unfounded rumours.

So far there has been no further study carried out on assessment of the extent at which
clients of the commercial banks operating in CEE countries and being part of the Euro‐
pean banking group would be interested in key information of market discipline
disclosed in Pillar 3: financial and risk information.

We have gathered information related to Pillar 3 from the bank webserver log file.
The webserver log files keep information about visitors, which can be used for the anal‐
ysis of visitor behaviour. Experiments that analyse user’s behaviour usually take smaller
set of data, e.g. two weeks or one month [9, 10] or just select few reference weeks [11].
As we analysed a quite extensive period, we changed common used methods [12–14]
and created the batch application [15] for log pre-processing. This approach is still time
consuming as it is run on single machine. There are many solutions to analyse lot of data
using high performance computing, e.g. Google’s MapReduce [16, 17], Yahoo’s
PNUTS [18], Microsoft’s SCOPE [19], Twitter’s Storm [20], LinkedIn’s Kafka [21],
or WalmartLabs’Muppet [22]. There is also the open-source implementation of
Google’s MapReduce available, called Apache Hadoop. MapReduce has become the
most popular framework for large-scale processing and analysis of vast data sets. The
overview of MapReduce focusing on its open-source implementation in Hadoop, weak‐
nesses and limitations of MapReduce, existing approaches that improve the performance
of query processing are well described in [23] and its distributed file system used for
Big Data storage is well described in [24]. Su et al. [25] focuses on mining web server
log files using relaxed biclique enumeration algorithm in MapReduce. Premchaiswadi
and Romsaiyud [26] introduced model for efficient web log mining for web users clus‐
tering. They compute the similarity measure of any path in a web page, define the k-
mean clustering for group and generate the report based on the Hadoop MapReduce
Framework. Sakr   et al. [27] provides a comprehensive survey for a family of approaches
and mechanisms of large-scale data processing mechanisms that have been implemented
based on the original idea of the MapReduce framework.

3 Methods

The analysed bank is the third largest by size and belongs to systematically important
financial institutions on national level. It is owned almost 80 % by the European foreign
financial group. The bank provides the commercial bank services to retail, SME, corpo‐
rate and private banking customers. It is well recognized within its peer group as inno‐
vator and technology leader. It has a lead position in almost all segments of customers.
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Based on the methodology described in our previous research [13] the bank webserver
log file pre-processing consists of following steps: data cleaning, identification of
sessions and reconstruction of activities of a web visitor. The first step in the log file
pre-processing is the removal of unnecessary data. These data represents access to
graphic files or style sheets [28] so the accesses from web robots. Web robots may be
defined as autonomous systems that send requests to web servers across the Internet.
A canonical example of a web robot is a search engine indexer while a less common
example is an RSS feed crawler or a robot designed to collect web sites for an Internet
archive [29]. The difference between the robot and the human can be determined based
various metrics [30]. There are many robots or crawlers that cannot be identified based
on general crawler attributes. In this case, we can use the method navigational patters
analysis [31].

After the cleaning of the log file and removing web crawlers’ accesses and unnec‐
essary data, the log file with just the 10 % of the original file length. The main tool for
removal of unnecessary data is the Unix grep call. The speed of the grep tools depends
on the amount of lines in the log file as the grep process the log file line by line. We can
speedup this process using the GNU Parallel or using the Hadoop cluster. Our Hadoop
cluster consists of 20 HP Z820 workstations, each with two quad core Xeon processors
and 16 GB RAM and 500 GB storage.

Webserver log file from the bank web server do not fit the common log file as there
were many version of website and many versions of log with different. We have to search
for information usually found in the common log files. This can be achieved using regular
expressions.

We created python scripts for the Hadoop (mapper and reducer). We employ the
compile and match functions to filter lines from the original log files. Shortened code of
the mapper that search for IP address is in the Table 1.

Table 1. Mapper and Reducer script

Mapper.py reducer.py

#!/usr/bin/env python
import sys, re
regex_IP = re.compile('([0-9]{1,3})\.([0-9]{1,3})

\.([0-9]{1,3})\.([0-9]{1,3})')
log_line = line.strip()
IP_result = regex_IP.match(log_line)
print(IP_result.group(0))

#!/usr/bin/env python
from operator import itemgetter
import sys
for line in sys.stdin:
line = line.strip()
print line

Finding the date, url, referrer and user-agent is made using another regular expression
in the re.compile function. The reducer is simple as it just prints lines from the mapper.

Using this approach we can filter just those lines, which are essential for our experi‐
ment. We already mentioned, that we do not need the accesses to images, style etc. We
can also filter some of used IP addresses. In cooperation with the bank, we marked IP
addresses that are used in bank local networks. Staff is more familiar with the organi‐
sation and has better knowledge of the website structure [32]. We removed these
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accesses because the majority of accesses are from content creators, web administrators
and managers responsible for information disclosure users looking for specific bank
information – stakeholders.

We also have to mark what content categories are represented in the sitemap. The
sitemap can be generated using the content management system of the bank website or
we can use many free tools to create one. Also a bank expert is needed to mark sets of
similar content (category) from every page in the sitemap. Our analysed part of the
website contained 68 parts of the content from which expert determined 23 categories,
which have to be affiliated to Pillar 3. The group of Pillar 3 disclosures requirements
contained two categories and the group Pillar 3 related contained seven categories.
Unmarked categories represent the Other affiliation. Each category has also the finan‐
cial/non-financial attribute. We track information based on the quarter of the year. The
mapping of URL to category can be seen in the Table 2.

Table 2. Mapping URL to categories

URL (from log file) Category Basel category Information

/about/branch.html 17 Other (0) Financial

/about/the-economic-results 22 Pillar 3 related (1) Financial

/about/bank-results/quarterly 18 Pillar 3 disclosure requirements (2) Financial

/about/contacts/ 16 Other (0) Nonfinancial

This pre-processed log file can be directly imported into the database for the session-
identification as in our previous experiments [12–15].

4 Results

4.1 The Visit Rate Analysis of About the Bank Content

The interaction plot (Fig. 1(a)) shows observed interactive frequencies (Cate‐
gory × YearQuartal), as well as relative frequencies expressed as a percentage in rows
count. The degree of dependence between variables Category and YearQuartal is repre‐
sented by contingency coefficients and the significance is tested by Pearson chi-square
test. The only requirement (validity assumption) of the use of chi-square test is the high
enough expected frequencies. The condition is violated if the expected frequencies are
lower than 5. In these tests the validity assumption of chi-square test is not violated as
expected frequencies are high enough (eij > 6986).

Contingency coefficients represent the degree of dependency between two nominal
variables. The value of coefficient (Category × YearQuartal) is approximately 0.19
while 1 means a perfect relationship and 0 no relationship. There is a little dependency
between the access to About the bank content and time (YearQuartal), the contingency
coefficient is statistically significant (Chi-square = 187292.9; df = 30; p = 0.0000). The
zero hypotheses is rejected at the 1 % significance level, i.e. the number of accesses to
particular portal category depends on the time of access. Results of the interaction
frequencies – Category × YearQuartal show a low interest for information that is related
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to the Pillar 3. Stakeholders are more interested in general bank information; however,
they have a higher interest in information to the Pillar 3 related than to the Pillar 3
disclosure requirements information.

The graph (Fig. 1(b)) depicts interaction frequencies only for the Pillar 3 categories.
In this case the curves are copied, they have alike course – which only proves the same
interest in both Pillar 3 categories at the time [33, 34].

4.2 Visit Rate Analysis of Web Parts Containing the Pillar 3 Information

We deal with the results of association rules analysis in this session in more detail. This
analysis represents the nonsequential approach to the analysed data. We will not analyse
sequences but transactions, i.e. we will not include the time variable into the analysis.
The transaction thereafter represents the set of visited web parts of About the bank
content containing the Pillar 3 information. Concerning data, we will consider web parts
of the commercial bank portal which contains Pillar 3 information (Category: Pillar 3
related, Pillar 3 disclosure requirements) which was visited by the stakeholder during
one session as one transaction.

Web graph (Fig. 2(a)) depicts the association rules found. The size of node represents
support of this category item, line width represents support of the rule and line brightness
stands for the lift of the rule. In other words, the lift represents the measure of interest‐
ingness and offers the most interesting results because it can be interpreted as how many
times the categories of content occur together than in the case if they were statistically
insignificant.

Considering the web graph we can see that the most visited web parts of the portal
lie within Group, Pillar3 Q-terly Info, Rating, Annual Reports, Information for Banks
and Pillar3 Semiannualy Info (support > 15 %).

The combinations of these web parts (Annual Reports ==> Pillar3 Q-terly Info),
(Group ==> Pillar3 Q-terly Info), (Rating ==> Group) and (Pillar3 Q-terly
Info ==> Pillar3 Semiannualy Info) in the identified sessions exist with a probability
of more than 15 % (support > 15 %).

We can also see that the web parts (Pillar3 Semiannualy Info ==> Emitent Prospects)
are more frequent together as apart in identified sessions (lift = 5.02).

Fig. 1. Interaction plot of frequencies: (a) Category × YearQuartal; (b) Pillar3 Category ×
YearQuartal
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We can claim the same for web parts (lift>1.1): (Information for Banks ==> Emitent
Prospects), (Emitent Prospects ==> Annual Reports), (Pillar3 Semiannualy
Info ==> Information for Banks), (Pillar3 Semiannualy Info ==> Annual Reports),
(Emitent Prospects ==> Rating), (Financial Reports ==> Pillar3 Q-terly Info),
(Emitent Prospects ==> Pillar3 Q-terly Info), (Pillar3 Semiannualy Info ==> Rating),
(Pillar3 Semiannualy Info ==> Pillar3 Q-terly Info), (Information for
Banks ==> Annual Reports), (Information for Banks ==> Rating), (Annual
Reports ==> Rating), (Pillar3 Q-terly Info ==> Annual Reports), (Information for
Banks ==> Pillar3 Q-terly Info), (Emitent Prospects ==> Group), (Pillar3 Q-terly
Info ==> Rating), (Group ==> Pillar3 Semiannualy Info) and (Information for
Banks ==> Group).

We can observe the greatest measure of interestingness (lift) in these cases, because
the lift greater than one means that the selected pairs of web parts are more frequent
together than apart in the set of web parts visited by the particular stakeholders. But, we
have to be aware that the lift does not depend on the rule orientation.

The measure of interestingness (lift) of the remaining found rules was less than one.

4.3 Visit Rate Analysis of Documents Containing the Pillar3 Q-Terly Info

The transaction represents the set of visited documents of web part Pillar3 Q-terly
Info. Concerning data, we will consider documents of the commercial bank portal
containing the Pillar3 Q-terly Info which was visited by the stakeholder during one
session as a one transaction.

Considering the web graph (Fig. 2(b)) we see that documents Other information,
Information on Bank and Individual Financial Statements (support > 5 %) belong to the
most visited documents of web part Pillar3 Q-terly Info.

We found out that the combinations of documents (Other information ==> Infor‐
mation on Bank) and (Other information ==> Individual Financial Statements) have
support > 5 % at the same time.

Documents Financial Indicators and Consolidated Statements did not meet the
minimum support (min support = 0.5 %).

Fig. 2. Web graph: (a) visualisation of found rules for web parts of About the bank content related
to the Pillar 3; (b) visualisation of found rules for documents of web part Pillar3 Q-terly Info
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The other interesting finding is that (Risk management ==> Shareholders)
exists together more frequently than apart (lift = 11.8) in the identified sessions.

Another group of rules, (Individual Financial Statements ==> Shareholders) and
(Risk management ==> Information on Bank) attain also the lift > 1.1.

The measure of interestingness (lift) of the remaining found rules was less than one.

5 Discussion

We have studied our research questions on data acquired from a typical representative
of the universal commercial bank in Slovakia. Its key depositors and creditors come
from insured and uninsured (by deposit insurance fund) groups of customers, mortgage
bond holders and subordinated debt holders. There is a numerous group (related to size
of the country) minority shareholders, too. According to assumptions of regulators and
creators of Pillar 3 these key stakeholder groups should be interested in financial results
and risk profile of the bank and their dynamics presented on quarterly basis. To confirm
this assumption we have analysed and studied website content About the bank which
consists of three information categories: the first one is Pillar 3 disclosure requirements
according to valid NBS (National bank of Slovakia) Decrees that are published on quar‐
terly basis. In this part there are obligatory information like on the bank (establishment,
structure, licensed activities etc.), structure of shareholders, individual financial state‐
ments, risk management information and other information (e.g. on consolidated enti‐
ties). The second category is Pillar 3 related information which contains documents like
annual reports, general assembly meetings notes, financial reports, prospects of emitent,
information about group, and information for banks. The third category Other contains
documents like the bank history, awards, mission-vision-values, anti money laundering,
social activities, ethical codex, pricing lists, contacts, branches and ATM. According to
Fig. 1 is clear that key stakeholders groups have the lowest interest in Pillar 3 obligatory
disclosure requirements which varied on quarterly basis in a range from 1.5 % to 10.7 %.
They were more interested in Pillar 3 related information (from 2.5 % to 8.7 %) but
majority of them visited this part of the website due to Other information (around 90 %).

As far as frequency of visits is in quarters of the year results confirmed that stake‐
holders are slightly more interested in both Pillar 3 disclosed and Pillar 3 related data in
the first quarter in all analysed years but 2012. Rational explanation of this pattern is
that at the end of the first quarter banks are obliged to publish their annual results which
might have higher value for stakeholders to follow then quarterly ones. This finding
suggests to re-assess frequency of Pillar 3 information publishing: rather on annual basis
than quarterly one which is practice of the regulators in many other European countries.

The other interesting findings come from Fig. 2(a) web graph containing Pillar 3
information. Visitors have the highest interest in information about Group. Then they
were interested in Pillar 3 quarterly, Ratings and Annual reports. The least visited were
categories Financial reports and Annual meetings notes. What is worth to note, too is
if they visited category Pillar 3 Quarterly information they also most frequently visited
in pair information about Group or Rating or Pillar 3 semiannual information. The
highest interest in information about Group (either individual or in pair) in our research
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is in line with research of Hasan et al. [8]. According to their findings the depositors are
reacting in positive correlation much more significantly to rumours concerning the
banks’ parent companies (especially to negative ones) than to banks own fundamentals
(financial reports). This Group focus of stakeholders or one of them – depositors has
also rational background: it is related to rules of rating agencies. If they change (mainly
decrease) group rating it is usually reflected in decreasing of rating of daughter banks
even their financial, risk or deposit positions might be much higher than their group
figures.

As we already mentioned Pillar 3 key intention, described in Basel documents, is
that market participants should be able to understand and subsequently judge the rele‐
vance of the bank risk management and try to discipline “risky” banks. In this context
principal agent problem can arise according to Lančarič et al. [35]. However, when we
analysed in depth stakeholders behaviour as far as their interest in risk information is
we found out very low interest in Risk information part as part of Pillar 3 obligatory
category (see Fig. 2(b) graph). That means that stakeholders of the bank have low interest
to understand and judge relevance of the bank risk management. Their highest interest
was in Other information among which consolidated financial statements are crucial.
This finding indirectly supports both our previous finding on Group focus within Pillar
3 related information and referred Hasan et al. [8] research. The second highest interest
of stakeholders within this category was about Information on Bank (establishment,
structure, licensed activities etc.), then the Individual financial statements and the less
interesting for them were information contained in Risk management and Shareholders
parts. In this respect we have to stress that if stakeholders are interested in Risk manage‐
ment information than it is more frequently together with Shareholders than apart when
they visit website. There are a few reasons why information on risk management has
the lowest interest of the bank stakeholders. One of them is that key stakeholders in this
type of banks are depositors. Retail depositors´ behaviour is influenced by deposit insur‐
ance fund limits which are a key criterion which influence their decisions. On the other
hand structure and contain of Risk management information are such complicated that
even corporate depositors expertise is not sufficient to understand it. Due to that rational
behaviour is not to be interested in this information on the bank website.

6 Conclusion

Pillar 3 plays one of the crucial roles in the new European banking regulation. There have
been run numerous initiatives by European Stability Board, European Banking Authority,
The European Banking Federation etc., particularly after 2010 with goal to improve Pillar
3 or market discipline mechanism. However, there are still banking systems in countries
with foreign ownership domination which would deserve special attention as far as
improvement of usage of the disclosed information by key market participants is. In our
paper we studied these issues through addressing two research questions: Are disclosed
information relevant and useful to market participants? At which extent are key market
participants interested in Pillar 3 financial and risk information?

Assessment of the Pillar 3 Financial 437



We found out that Pillar 3 in these banking systems needs further improvement and
changes, too. According to our findings key stakeholders (primarily depositors) of
commercial banks operating in Slovakia and similar CEE regions (it was also confirmed
by the other research of BOFIT on CEE market discipline as of August 2013) are very
little interested in fundamental financial and risk information disclosed through Pillar 3
documents. Following that we can derive that information presented in Pillar 3 docu‐
ments are not useful and relevant to this type of stakeholders as valuable sources of
market disciplines. It looks like both content and time frequency is not relevant for these
regions. We should be aware of that fact and we can expect that if nothing is changed
in Pillar 3 current information disclosure in CEE countries then key stakeholders of
commercial banks will use the other sources of information and banks will have useless
transaction costs. Stakeholders will mainly follow the other sources of information e.g.
negative rumours (also negative press rumours) on mother companies or local banks as
valuable forms of market discipline. This is also option but we have to be prepared to
cover risks coming from these forms of market discipline, measure their impact and find
ways how to mitigate risk related to them.

We found also that using the parallel processing of the log file using the MapReduce
in Hadoop is beneficial for this kind of problem. We plan to rewrite also the session
identification algorithm in the future. We also changed our approach for log file analysis
as the bank log files changed its structure several times and the well known structure of
common log files could not be used.

Acknowledgments. This paper is supported by the project VEGA 1/0392/13 Modelling of
Stakeholders’ Behaviour in Commercial Bank during the Recent Financial Crisis and Expectations
of Basel Regulations under Pillar 3- Market Discipline.
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Abstract. In data mining field, experimental data sets are often incomplete due
to the imperfect nature of real world situations. However, the incompleteness of
data sets generally leads to biased outcomes. Thus, data completeness is one of
the most essential challenges among data mining tasks. In order to achieve better
outcome many researchers have explored various techniques to reduce data
incompleteness, and some existing methods have been widely used in real world
applications. This paper first discusses some existing representative missing data
handling techniques with their advantages and drawbacks. Then a new improved
KNN based algorithm, Class-Based K-clusters Nearest Neighbor Imputation
(CKNNI) is proposed, which integrates K-means cluster algorithm and con-
ventional KNN algorithm to impute missing values in data sets. By clustering
instances in the same class with K-means algorithm, CKNNI method then
applies KNN algorithm to select a closest neighbor from the set of centroids in
resulted clusters, and missing values are imputed with the ones from corre-
sponding variables in a selected neighbor. Finally, the comparison based on
multiple data sets indicates that CKNNI has improved the performance of KNN
imputation significantly on large data sets yet comparative to other superior
missing value handling algorithms.

Keywords: Missing value imputation � Classification � Data preprocessing

1 Introduction

In many real world applications, it is shared that the data sets contain errors, invalid
values, and missing data, such as unfilled fields in a survey data set, which is
considered missing values during later analysis. It is believed that missing data cause
biased result when performing data mining tasks because missing data are still
considered as valuable representative attributes with respect to the hidden information
in data sets. Generally, missing data can be divided into three categories: Missing
Completely At Random (MCAR), Missing At Random (MAR) and Not Missing At
Random (NMAR). Conrad and Himmelspach [1] concluded that the missing values
are considered MCAR, if the absence of data does not rely on data values in the data
matrix that are experimented. MAR happens when missingness is related to particular
variable, but not related to the value of variable that has missing data. In addition,
NMAR happens if the data are missing due to specific reasons. Conrad and Him-
melspach [1] also stated that MAR and NMAR are in most cases seen in practice
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although MCAR is more general. Moreover, missing data decreases the representa-
tion of a data set. Thus, whenever it is possible, missing values should be minimized
from the beginning of data collection. In addition, missing values reduce data quality
dramatically. Data quality is a concerned aspect in classification process; it may refer
to errors, invalidity or missing data among which missing data issue is most chal-
lengeable to deal with. Commonly, all of algorithms performed in later steps aim to
discover and learn knowledge from the preprocessed data sets. The incomplete data
set with low data quality certainly hinders the achievement of better outcome. To
properly handle missing values, many techniques have been developed. In practice,
there are three major approaches to handle missing data: deleting instances that have
missing values, ignoring missing values and replacing missing values based on some
rationales, which is called missing value imputation [2]. Some of data mining
algorithms are natively compatible with missing values, such as C4.5 and Multi-
layerPerceptron which ignore missing values while running classification tasks; some
replace missing values with certain techniques simultaneously such as sequential
minimal optimization (SMO) algorithm. All approaches aim to overcome data
incompleteness, and have their advantages/limitations, but the missing data imputa-
tion approach, in most cases, gives advantages over the others.

This paper first introduces some representative missing data handling methods and
then proposes a new improved technique, Class-Based K-clusters Nearest Neighbor
Imputation (CKNNI), with implementation. The rest of this paper is organized as
follows: Sect. 2 discusses the literature on missing data handling along with classifi-
cation algorithms used in the experiment. Section 3 presents the adopted methodology
and the details of the proposed CKNNI method. Finally, Sect. 4 provides evaluation
results and Sect. 5 concludes the findings.

2 Literature Review

In reality, less than one percent missing data are generally considered trivial, and one to
five percent are manageable. However, five to fifteen percent missing data require some
sophisticated technique to handle, and more than fifteen percent missing data may
greatly impact any kind of representative characteristics of data set [3].

This section discusses some popular missing data handling methods in real world
applications. All missing value imputation techniques are in fact replacing missing
values with some estimated ones such as mean or mode values calculated from rows or
specific classes. However, whether or not the estimated values are close to the real ones
heavily relies on different algorithms to which the final outcome will reflect. In general,
missing values imputation often yields better results compared to other approaches
mentioned before because the estimated values complete data sets and still represent
data characteristics in some degree. Nevertheless, the computational cost is usually a
substantial concern and great downside when it comes to certain algorithms such as
KNN imputation method, especially when performing data mining tasks on a large data
matrix such as [4]. In addition to accuracy concern, the computational cost of some
techniques could be much more than others. Therefore, one has to balance the per-
formance and computational cost when analyzing data sets. That is the reason why
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CKNNI method is introduced to overcome KNN performance drawback. Its imple-
mentation leads to faster running speed with similar performance of other methods.

2.1 K-Nearest Neighbors (KNN) Imputation

KNN imputation is one of the most popular imputation techniques because it is simple,
easy to implement and often outputs fair result compared to other algorithms. The
rationale is that it fills in missing values of an instance based on given k instances that
are closest to the one with missing values. By utilizing distance functions such as
Euclidean distance function, the closeness or similarity between target instance and
every instance in the data set can be easily calculated. Then the top k closest instances
are chosen as candidate to further derive an estimated and weighted value as
replacement.

This approach has appealing advantages. It can utilize both qualitative and quan-
titative data as estimated values for replacement. Moreover, it does not build a pre-
dictive model for imputation; therefore, it avoids time consumption and computational
cost on modeling. In contrast, because it uses Euclidean distance function, missing
attribute values have no impact on similarity calculations. However, it is also true that
Euclidean function calculates the sum of every value of all attributes in data set, that is,
if data set contains numerous attributes, the time cost will increase exponentially.

In addition to the above mentioned characteristics, KNN imputation loops through
all instances in the examined data set to find closest one. This is obviously a time
intensive operation when data set has fairly large number of samples.

2.2 Mean Imputation

This approach is one of the most popular missing value imputation methods with
straightforward algorithm to implement. It is also called arithmetic mean substitution.
The concept is to replace all missing values with mean of some examples, attributes or
classes in the observed data set. Generally, mean imputation works relatively well on
data sets which have independent variables because this method ignores relationships
between attributes. In addition, mean imputation will attenuate the standard deviation
and the variance [5] because it fills in missing values with a consistent value across the
entire data set. It suggests that if the value of one variable depends on another variable,
such correlation is not noted by mean imputation method. Thus, this approach is often
used for univariate analysis but not multivariate analysis. Column mean imputation
substitutes missing values with the mean of corresponding column or attribute.

Similarly, row mean imputation replaces missing values with the mean of that
instance. Both column mean imputation and row mean imputation do not predict
missing values. Their straightforward substitution with a constant mean value distorts
the hidden pattern in data set and misrepresents it in result. Moreover, this strategy is
limited to numeric values due to the mean calculation, and therefore, data sets that
contain categorical values or textual values are often required to be converted to
numeric values in order to take advantage of this approach. However, conversion of
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data types eventually raises computational cost especially with large data sets, which
minimizes advantage of fast performance of this approach. In that case, not only has it
no obvious gain in performance, but also the result is most likely biased. Thus, it is
necessary to examine data sets and data type before implementing this approach.

2.3 Singular Value Decomposition (SVD) Imputation

All the above methods perform imputation on local scope, which means that the data
set is not treated as a whole during computation. Thus, results are undesirable for some
circumstances. On the other hand, SVD imputation method takes the information of the
entire data set into account. Originally proposed by Troyanskaya et al. [6], it has been
known as a fast and stable algorithm for imputation now. It is clear that the number of
predictors required by SVD imputation is much smaller than the number of
non-missing observations.

In contrast, SVD imputation is less biased due to the use of global information.
More importantly, it takes the distribution of dataset as a whole and outputs better
result when global structure exists in expression data [7]. It is known that this approach
works better on time-series dataset with low noises.

2.4 Local Least Square (LLSI) Imputation

Similar to the above local-aware algorithms, LLSI is another method that estimates
missing values by discovering local similarity. It was proposed to resolve the com-
plexity of other algorithms that utilize complete matrix in bioinformatics field such as
microarray data analysis. In fact, LLSI is the combination of both KNNI and SVD
algorithms. Simply, there are only two steps involved: finding k closest instances and
regression estimation. In LLSI method, KNN algorithm is used as first step to select k
instances; the difference is that LLSI calculates similarity by L2-norm or Pearson
correlation coefficients [8].

2.5 Expectation Maximization (EM) Imputation

EM imputation is another popular missing value handling method. It estimates
parameters using presented data. The data are described based on models and their
parameters, which are estimated by maximum likelihood or maximum a posteriori
procedures (MAP) that use variants of EM algorithm [9]. The notion of EM algorithm
was proposed long time ago, but it was not widely used until Dempster et al. [10] in
1977 proposed it for computing maximum likelihood estimates of incomplete data set.
Since then it became a frequently used algorithm for maximum likelihood estimation in
a variety of circumstances with missing value imputation and others. In real world
applications, EM algorithm is well generalized and implemented in many types of
software such as Weka and SPSS. Not only is EM a well-known missing value han-
dling algorithm in statistics and data mining fields, but also it is popular for being
incorporated with other algorithms to accomplish information retrieval tasks.
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2.6 Bayesian Principle Component Analysis Imputation (BPCA)
Imputation

Similarly, BPCA is also one of those missing value estimation algorithms. Its dis-
tinctive feature lies in its assumption that all instances, observable and unobservable,
randomly have a joint probability density function that describes their behavior. This
characteristic distinguishes BPCA from other non-Bayesian algorithms [11]. In fact,
BPCA utilizes principle component analysis (PCA) and EM in the process. This
approach improves accuracy by including prior knowledge about the data set and the
model. Moreover, it integrates modeling and feature extraction by simultaneously
solving parameter estimation and data reconciliation optimization problems [11]. In
practice, it requires domain expertise to apply this method efficiently and effectively by
fine tuning parameters such as the rank number, the number of principle components,
and the number of iterations.

3 Methodology

This section discusses the methodology applied in the experiment and provides details
on the proposed CKNNI method. The proposed CKNNI method can improve the
performance of KNN imputation significantly on large data sets. The entire experiment
consists of two major portions: preprocessing and data analysis (classification). In
preprocessing phase, all data sets are initially examined in terms of format, noise, data
type, class space and dimensionality to ensure that none contains data types that are
unacceptable due to the variation of datasets. Data type conversion is applied before-
hand if needed. In addition, file type conversion is also performed to facilitate process
with Weka. In each data set missing values are imputed with estimates by the
state-of-the-art algorithms and the proposed CKNNI method. The newly generated data
sets are stored for analysis phrase. After all data sets are preprocessed, in data analysis
step each of four classification algorithms including logistic regression, NaiveBayes,
IBk and backpropagation are performed on each of new data sets, and the results of all
classification processes are recorded for performance comparisons. The measurement
standards are set to be accuracy of prediction model from 10-fold cross-validation and
time consumption of each imputation algorithm to fill every data set.

3.1 Preprocessing

First of all, some data sets contain mixed attribute types (both categorical and numeric).
Therefore, data type conversions, such as categorical textual data type to numerical, are
necessary and accomplished through Weka’s “NorminalToBinary” and “NumericTo-
Norminal” filters on some datasets. Then the imputation was run upon the completion
of attribute type conversion. This process is implemented with Java and runs randomly
so that human handling errors can be minimized since the process involves a large
amount of data processing endeavors. After initial examination of the dataset, necessary
procedures are applied and next section will discuss the rationale of pre-processing
using CKNNI method.
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Missing Values Imputation with CKNNI. Given the performance and accuracy
consideration, the proposed CKNNI method is the integration of KNN method and
K-means cluster technique. In real application, K-means algorithm can converge in a
short period while result is still acceptable. Although K-means algorithm is popular for
its advantages, it is unfortunately sensitive to outliers. Therefore, any algorithms
implemented with K-means need to resolve outliers if there are any. As a result, the
proposed CKNNI method which utilizes K-means algorithm is also sensitive to outliers
in the process of clustering with K-means. Given such a drawback, CKNNI has been
designed to use filters from Weka to remove outliers.

Furthermore, CKNNI is an instance and clustering based supervised imputation
method. The difference between k in CKNNI and k in K-means is that k is defined as
seeding points in K-means algorithm, but k stands for k clusters in CKNNI method.
Moreover, CKNNI only clusters instances within each class other than the entire
observation. In fact, when finding the most similar centroid, CKNNI compares with the
closest one of target instance’s class because centroids are generated by clustering
instances of the same class. Although CKNNI also has seeding number, s, as a
parameter which is the equivalence to k in K-means, it is preset to 10 if number of
observations is larger than 20. In practice, it is set to 2 otherwise for experiment
purpose only. The process of CKNNI can be presented as below:

a. Divide observations into their own classes based on each of instance’s class;
b. Define k clusters as initial parameter for clustering;
c. Cluster all instances within each class;
d. Run missing value check when there is a missing value;
e. Use KNN algorithm where k = 1 to find the closest centroid from the same class of

the instance that has missing value;
f. Replace missing value with the one under same attribute of closest centroid
g. Repeat the replacing process until no more missing values are found.

In CKNNI method, KNN algorithm is applied after clustering to find the closest
centroid instance. In addition, the number of closest neighbor k for estimation to 1 in
CKNNI method. Since there are often a small number of centroid instances to which
the distance need to calculate, KNN distance calculation used by CKNNI does not
affect computation cost significantly. As a result, the performance of CKNNI in fact
rely on first step K-means clustering, which in turn depends on the size of the data set.
In the experiment, CKNNI has demonstrated the significant improvement on time
efficiency compared to the most examined imputation methods especially KNN
imputation.

Outlier Removal. In statistics, an outlier is an observation that is numerically distant
from the rest of the data [12]. In the experiment, outliers are investigated and removed
using Interquartile filter in Weka. After imputation process, outlier instances are
removed before classification process. This step ensures that data are the true repre-
sentation and reduce data size which can be helpful when a data set contains a large
number of attributes. Also, it attenuates biases for CKNNI algorithms since CKNNI is
sensitive to outliers.
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3.2 Classification

In order to be effective and efficient, classification process needs to run on the pro-
cessed data sets which contain only interesting features. Thus, feature selection is
performed immediately after imputation. Then, the result is used for classification
subsequently. It is understandable that different feature selection algorithms may yield
various outputs, but for the purpose of this experiment, only one state-of-the-art feature
selection algorithm from Weka is implemented: Correlation-based Feature Selection.
Afterwards, all four classifiers are preconfigured so that the settings are ensured to be
the same while classification is performed on all the processed data sets. The classi-
fication process has no predefined objective on accuracy of predicted model nor time
cost concerns but the uniformity of classifiers for all data sets. Thus, classifiers are
configured to be as fast as possible, ignoring the accuracy performance for all data sets.

4 Results and Discussions

In order to compare the proposed CKNNI method with other approaches, two major
factors (time consumption and accuracy of classification result) are used to evaluate the
results from the imputed data sets using various imputation methods. The experiment is
implemented in Eclipse Java EE IDE with Weka library support and other software
tools including Rstudio, R, and Matlab.

4.1 Data Sets

Data sets are downloaded from UCI machine learning repository. In order to compare
various imputation methods comprehensively, 10 data sets with missing values from
UCI are used for the experiment. All data sets contain missing values of a certain
degree. In fact, the proportion of missing values in all data sets varies significantly from
about 0.05 % to 34.6 %. In some case, missing attribute values are univariate, which
means missing values in the studied data set only exists in one attribute. Moreover, the
chosen data sets also vary in terms of the number of features and sample size signif-
icantly. All of those characteristics represent the great diversity in the nature of real
world applications, thus, they all contribute to the generalization of the experiment. In
addition, the variety of file formats hinders performance and increases cost while
conducting the experiment. Therefore, arff file type is used as the standard format
through entire experiment because it is typical file type used by Weka and the major
parts of experiment are implemented using Weka. This certainly avoids compatibility
issues. In addition, using arff type will ease the programming efforts in later imple-
mentation phase.

4.2 Results

The results are generated from four classification algorithms. Their accuracy readings
are used as one major factor in the experiment; the other factor is the time consumed
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when imputing each data set. Therefore, this experiment compares different imputation
methods based on these two aspects. Accuracy is defined as the number of correctly
classified examples divided by the total number of samples in a studied data set. This
factor determines the model’s ability to correctly predict the unlabeled data. Time
consumption is another important factor because time cost can be crucial to real world
applications especially when the given time and budget are limited.

Table 1 provides the comparison of accuracy on all missing value handling
methods using backpropagation classifier. It can be seen from Table 1 that CKNNI
often yields one of the best results among all imputation methods.

Table 2 compares the accuracy of CKNNI with other state-of-the-art imputation
methods using NaiveBayes classifier and it shows that the performance of CKNNI

Table 1. CKNNI vs all based on backpropagation classifer

Column
mean

Row
mean

CKNNI KNNI EM LLS BPCA SVD

agaricus.lepiota.arff 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
anneal.arff 0.688 0.699 0.796 0.695 0.737 0.742 0.794 0.701
Arrhythmia.arff 0.571 0.596 0.581 0.581 0.590 0.571 0.569 0.570
Audiology-Standardized.
arff

0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000

bands.arff 0.377 0.375 0.700 0.460 0.420 0.470 0.414 0.394
bridges.data.version2.
arff

0.197 0.231 0.225 0.225 0.223 0.211 0.243 0.206

crx.arff 0.548 0.536 0.561 0.531 0.535 0.480 0.518 0.519
hepatitis.arff 0.429 0.430 0.427 0.382 0.433 0.389 0.365 0.378
horse-colic.arff 0.320 0.469 0.451 0.417 0.469 0.465 0.425 0.456
imports85N2B.arff 0.763 0.773 0.768 0.769 0.772 0.761 0.763 0.763

Table 2. CKNNI vs all based on NaiveBayes classifer

Column
mean

Row
mean

CKNNI KNNI EM LLS BPCA SVD

agaricus.lepiota.arff 0.947 1.000 0.976 1.000 1.000 1.000 1.000 1.000
anneal.arff 0.908 0.799 1.000 0.912 0.915 0.999 0.892 0.911
Arrhythmia.arff 0.610 0.646 0.756 0.630 0.607 0.611 0.584 0.599
Audiology-Standardized.
arff

0.350 0.271 0.229 0.283 0.293 0.394 0.176 0.231

bands.arff 0.414 0.276 0.317 0.303 0.246 0.282 0.192 0.234
bridges.data.version2.
arff

0.000 0.000 0.000 0.007 0.006 0.000 0.000 0.000

crx.arff 0.706 0.702 0.623 0.707 0.656 0.692 0.672 0.681
hepatitis.arff 0.229 0.080 0.512 0.000 0.000 0.169 0.157 0.272
horse-colic.arff 0.628 0.585 0.506 0.624 0.514 0.586 0.621 0.548
imports85N2B.arff 0.926 0.915 0.875 0.917 0.901 0.913 0.899 0.904
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remains above average. In fact, the data sets anneal.arff, Arrhythmia.arff and hepatitis.
arff imputed by CKNNI produce the best result among all. Table 2 also shows there is
no one single method that always dominates the others.

The comparison between CKNNI and other methods using logistic regression
classifier also yield comparable results as Table 3 suggests. Among all methods the
data sets anneal.arff and bands.arff imputed by CKNNI yields the best score. In
most cases, the performance of CKNNI remains noticeably higher than others. The
overall comparisons suggest that CKNNI imputation produce good and stable
outcome.

Table 4 shows that nine out of ten data sets imputed by CKNNI produces the best
results compared to other superior methods.

Table 3. CKNNI vs all based on Logistic Regressoin classifer

Column
mean

Row
mean

CKNNI KNNI EM LLS BPCA SVD

agaricus.lepiota.arff 0.778 1.000 0.810 0.868 0.828 0.962 0.854 0.849
anneal.arff 0.478 0.522 0.936 0.575 0.645 0.594 0.770 0.577
Arrhythmia.arff 0.359 0.498 0.492 0.492 0.527 0.394 0.459 0.466
Audiology-Standardized.
arff

0.041 0.000 0.000 0.000 0.000 0.000 0.000 0.000

bands.arff 0.156 0.301 0.487 0.368 0.467 0.124 0.134 0.103
bridges.data.version2.
arff

0.000 0.383 0.402 0.347 0.397 0.303 0.209 0.427

crx.arff 0.715 0.756 0.732 0.797 0.785 0.731 0.782 0.784
hepatitis.arff 0.014 0.101 0.287 0.315 0.262 0.146 0.239 0.282
horse-colic.arff 0.654 0.651 0.632 0.714 0.691 0.620 0.716 0.681
imports85N2B.arff 0.560 0.652 0.588 0.689 0.699 0.612 0.668 0.672

Table 4. CKNNI vs all based on IBk classifer

Column
mean

Row
mean

CKNNI KNNI EM LLS BPCA SVD

agaricus.lepiota.arff 1.000 1.000 1.000 0.921 1.000 1.000 1.000 1.000
anneal.arff 0.378 0.503 1.000 0.550 0.620 0.621 0.670 0.470
Arrhythmia.arff 0.314 0.289 0.520 0.405 0.240 0.325 0.278 0.289
Audiology-Standardized.
arff

0.351 0.136 0.434 0.258 0.179 0.358 0.133 0.122

bands.arff 0.178 0.210 0.323 0.325 0.027 0.163 0.127 0.062
bridges.data.version2.
arff

0.000 0.000 0.312 0.133 0.271 0.000 0.000 0.000

crx.arff 0.558 0.536 0.671 0.517 0.531 0.548 0.510 0.513
hepatitis.arff 0.058 0.066 0.388 0.000 0.000 0.132 0.054 0.110
horse-colic.arff 0.509 0.430 0.574 0.357 0.330 0.533 0.341 0.512
imports85N2B.arff 0.721 0.701 0.880 0.616 0.854 0.680 0.655 0.653
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From the above four tables it is evident that the proposed CKNNI method con-
sistently produces better results than KNNI in most cases. In some cases the accuracy is
significantly higher than KNNI. This suggests that CKNNI has improved KNNI in term
of accuracy.

4.3 Time Cost Comparison

This section concentrates on time efficiency. Since time cost can be impacted by
computer hardware, system resource usage during process and etc., time cost is eval-
uated with an average of five runs in our experiments. Table 5 provides the comparison
on time efficiency for all imputation algorithms.

As Table 5 suggests, in most cases CKNNI imputed data sets yield better scores
than KNNI, and comparable to other superior imputation methods. Table 6 clearly
demonstrates the relationship between the number of instances in a data set and the
time cost using both CKNNI and KNNI. Data set agaricus.lepiota.arff has over 8000
instances which results a spike on the time cost when using both KNNI and CKNNI. It
takes KNN imputation about 14 times longer than CKNNI. Similarly, it costs more
than six times longer to impute anneal.arff using KNNI than CKNNI. Evidently,
CKNNI clearly outperforms KNNI in term of time consumption in general.

5 Conclusion

The missing value handling method is one of the most important approaches to pre-
process data sets, and it gradually becomes a critical step in entire data mining route
because of the proven impact on time efficiency and accuracy improvement. In this
paper, a new imputation method, CKNNI is proposed. The suggested method is an
integration of K-means clustering algorithm and KNN algorithm. As the experiment
indicates, CKNNI is a cost effective, computation efficient and accurate method
compared to KNNI method.

Table 6. Relationship between number of instances and imputation time

Num. of instances CKNNI (ms) KNNI (ms)

agaricus.lepiota.arff 8124 2475.490342 35186.21778
anneal.arff 789 63.919445 403.2513318
Arrhythmia.arff 452 88.564662 88.3254636
Audiology-Standardized.arff 226 80.702222 168.1292722
bands.arff 512 934.0842306 4139.788512
bridges.data.version2.arff 108 18.4113108 27.7653186
crx.arff 690 74.6030566 27.3701912
hepatitis.arff 155 7.0279622 2.3370782
horse-colic.arff 300 0.3359068 41.797388
imports85N2B.arff 205 28.8491368 4.220546
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Abstract. With the sharp increment of information on the Internet, many
technologies have been proposed to solve the problem of information explosion
in people’s life. Collaborative Filtering (CF) recommendation system is one of
the most popular and efficient ways of solutions, especially item based CF
systems. While traditional item based CF recommendation algorithms either
ignore the diversity of different users’ rating behavior or do not deal with it
efficiently. In this paper, we present a novel similarity function using the average
rating for each user instead of the overall average rating for all users. In order to
find the optimal similarity function, we use genetic algorithm (GA) to optimize
the weight vectors associated to the similarity function. A series of comparison
experiments are conducted to demonstrate the effectiveness in terms of the
quality of prediction of the proposed method.

Keywords: Item-based � Rating behavior � Collaborative filtering � Genetic
algorithms � Recommendation systems

1 Introduction

With the rapid development of computer hardware and web science, Internet has
changed our human’s life greatly. Meanwhile, we also step into the era of information
overloading. To help people get rid of this, recommender systems (RSs) [1, 2] are
emerged to recommend items or services to people automatically based on their per-
sonal information or previous behavior.

To the best of our knowledge, traditional CF i.e. user-based [3] and item-base [4],
either ignore the diversity of different users’ rating behavior or deal with it inefficiently
besides suffering some inherent limitations, such as poor scalability, data sparsity and
cold-start. To deal with these limitations, genetic algorithms (GAs) [5] have been
applied to RSs successfully in many research works. However, there are some problems
as well, e.g. some systems may need rich information (manufacture of the item etc.)
which is not always available. In this paper, we propose an Item-based Collaborative
Filtering recommender system combined with GA (ItemCF_GA) only using rating
information. A novel item-based similarity metric using each user’s individual average
rating to obtain the likeness of users over items to alleviate the inaccuracy caused by the

© Springer International Publishing Switzerland 2015
D.-S. Huang and K. Han (Eds.): ICIC 2015, Part III, LNAI 9227, pp. 453–460, 2015.
DOI: 10.1007/978-3-319-22053-6_48



divergence of users’ rating habits is proposed. GA, as an optimization tool, is employed
to find an acceptable weight vector associated with the similarity metric.

The remainder of this paper is organized as follows: In Sect. 2, we outline the
related work. Then, we depict the new similarity function and the process of the
ItemCF_GA algorithm. Next, a series of experiments are conducted in Sect. 4 to give a
comparison to demonstrate the effectiveness of our method. Conclusion and future
work are summarized in Sect. 5.

2 Related Work

In order to improve the performance of the traditional RSs, many researchers incor-
porated GAs in RSs. Most of GAs in RSs have been used in two aspects: clustering and
hybrid models [1]. RSs employing clustering technology are promising strategies to
provide more accuracy results and alleviate the poor scalability of massive users. In
these systems, GAs are commonly used to improve the efficiency of the clustering
algorithms, for example finding the best suitable initial centers of K-means [6, 7]. The
hybrid models usually employed the attributes of items or users, such as material of
items or demographic information of users [8–11]. A few papers proposed recommend
systems for music using GAs [12–14]. A common characteristic of them is that all the
algorithms were combined content-based filtering with interactive GAs to design
hybrid RSs. Bobadilla et al. [15], breaking up the stereotypes, trained a user-based
model by optimizing mean absolute error (MAE) through supervised learning. Good
performance was obtained compared with other traditional user-based collaborative
filtering RSs. However, this method ignored the divergence between users’ different
rating habits. Recently, Gong et al. [16] proposed a method considering multiple needs
of users using evolutionary algorithm.

In this paper, we propose ItemCF_GA to alleviate all the issues mentioned above.
This method can be used in any recommender system because it does not need much
information except the user-item rating matrices.

3 ItemCF_GA

In this section, we will present the details of our item based collaborative filter RS
combined with GA. It has two stages: an offline stage and an online stage. The offline
stage uses the existing database and GA to train a model and the online stage makes
recommendation for an active user according to the trained model. In this section, a
new kind of similarity measure will be depicted in details. Then we will present each
stage of the proposed approach.

3.1 Similarity Measurement

Most similarity measurements operate on users’ ratings over the items. While, there is a
big difference between two users’ rating behavior. In this paper, in order to capture the
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precise likeness of different users over items, we use each user’s individual average
rating rather than an overall average rating for all users.

• Preprocessing. Firstly, the likeness of each user is obtained through subtracting
every rating of user u over item i by the user u’s average rating. If the substraction
result is greater than or equal to zero, we consider the user likes the item, and vice
versa. Given two items, supposing that both of them are rated, a user’s likeness i.e.
unlike (−1) or like (1) over these two items might have four combinations, Com-
bination0 (−1, −1), Combination1 (−1, 1), Combination2 (1, −1) and Combination3
(1, 1). Lastly, a new vector V, whose dimension is the number of possible com-
binations, is imported to count up the number of users in each of four combinations.
For example, two items I1 and I2 are rated by five users, and the likeness of users
over them are: I1 (−1, −1, 1, 1, 1) and I2 (−1, 1, −1, 1, −1). Thus, V is (1, 1, 2, 1),
since only the first user’s likeness of I1 and I2 is Combination0 (−1, −1). The
remaining components of V can be obtained in the same way.

• Similarity formula. Given a weighting vector W ¼ w1;w2; . . .;wjjVjj
� �

, wi 2 W
and wi 2 0; 1½ �, then we can combine each component Vi of the vector V together,
and we regard the combination value as the similarity of two items as following:

Similarityðx; yÞ ¼
XVk k

i¼0

wi � ViffiffiffiffiffiffiffiffiffiffiffiffiPVk k

j¼0
w2
j

s
� PVk k

k¼0
Vk

ð1Þ

3.2 Description of ItemCF_GA

To find an optimal similarity function of Eq. (1), we employ a GA whose fitness
function is MAE of the RS.

Genetic Representation. In our system, we use real number coding scheme in which
each weighting vector W ¼ w1;w2; . . .;wjjVjj

� �
is expressed as a real vector of ||V||

genes, each gene corresponds to the importance of each combination in vector V.

Initial Population. In our proposed method, in order to increase the diversity of
solutions, the initial population is generated randomly.

Fitness Function. We use the mean absolute error of the database (just the training
set) as the fitness function. The following steps are performed:

step1: Obtain the similarity of every pair of items using Eq. (1).
step2: Find the nearest k neighbors of each item i, N(i).
step3: For each user u in the training set, predict the rates of user u over item
i predictioniu using the following formula:
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predictioniu ¼ ri þ

Pk
n2NðiÞ

Similarityði; nÞ � ðrnu � rnÞ

Pk
n2NðiÞ

Similarityði; nÞj j
ð2Þ

where rnu is the rate of user u over item n, rn is the average rate of item n.
step4: The fitness function (MAE) of the individual on train set is as following:

fitnessðindividualÞ ¼ 1
#U

X#U

u¼1

1
#I

X#I

i¼1

predicitoniu � riu
�� �� ð3Þ

Genetic Operators and Termination Condition. Selection: Roulette-wheel selection
is chosen in the proposed method. The proportion of selecting an individual depends on
its fitness value.

Crossover: We use the one-point crossover method. The crossover probability is 0.8.
Mutation: We randomly replace one element of the chromosome with a random

value if the mutation condition is satisfied. Mutation probability is 0.01.
Besides, the elitist strategy is used in ItemCF_GA for keeping the best individual in

parent population and replacing the worst individual in the offspring generation.
The GA operations repeat until a terminal condition is reached. ItemCF_GA stops

when there is an individual in the population whose fitness value satisfies a manually
set threshold or a predefined maximum number of generation reaches.

4 Experiments

In this section, we will give a description of our experimental design in details to
validate the efficiency of the proposed method. We compare the performance of the
proposed method with two baseline item based collaborative filter algorithms using
popular similarity metrics. Our experiments were implemented in C++ using a com-
puter with an Inter(R) Core 3.6 GHz processor and 8 GB RAM.

4.1 Dataset Description

We employ MovieLens datasets1 (1M) which contains 1 million anonymous ratings
from 6000 users on 4000 movies with a discrete rate scale of 1–5. Each user has rated
at least 20 movies. We split the dataset into different ratios of training and test set
randomly (7:3, 8:2, 9:1). We repeat each ratio experiment five times and average the
results.

1 http://grouplens.org/datasets/movielens/.
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4.2 Experimental Design

We compare the proposed algorithm with other traditional similarity measures:
adjusted cosine and Pearson which are the most commonly used measurements in the
field of CFRS. In the procedure of genetic algorithm, we set the initial population size
to 100; the rate of the crossover is 0.8; the mutation rate is 0.01 and the maximum
number of generation is 100. We set the number K of neighbors of each item ranging
from 10 to 250 and the step is 10. The size of the recommendation list N ranges from 2
to 48, the step is 2. The genetic algorithm is run 10 times to obtain the optimal
similarity function and then get the average result for each scenario.

4.3 Results and Discussion

We employ three widely used evaluation metrics in the experiments [1] to validate the
efficiency of our proposed method i.e. mean absolute error (MAE), recall and precision.

We first try to evaluate the quality of prediction of the proposed method, compared
with the baseline traditional similarity measurements. From Fig. 1, results can be
concluded that with the increasing number of neighbors, both ItemCF_GA’s and base-
lines’ MAE decrease. It is obvious that adjusted cosine and Pearson have a litter higher
MAE when the parameter K is small but ItemCF_GA has a smaller MAE near 0.78.
With the increasing of the number of neighbors, MAE of adjusted cosine and Pearson
decrease fast and then become more stable around 100. On the other hand, the MAE of
ItemCF_GA is a little higher than adjusted Cosine after K is 100 but still lower than
Pearson because we fix the threshold at 0.78, which has been studied in [17]. In the
stage of optimization, ItemCF_GA is exited once there is an individual whose MAE is
lower than 0.78 or when the maximum generation number reaches. And that’s why
ItemCF_GA keeps with a more stable MAE value.

Then, we validate the recommendation quality of ItemCF_GA. We set the recom-
mendation list size from 2 to 48 to obtain the quality of recommendation. As seen from
Fig. 2, the recall increases with the increasing size of the recommendation list for all
methods. At first, when the recommendation list size is below 10, the recall of Item-

0 20 40 60 80 100 120 140 160 180 200 220 240 260 0 20 40 60 80 100 120 140 160 180 200 220 240 260 0 20 40 60 80 100 120 140 160 180 200 220 240 260
0.70

0.75

0.80

0.85

0.90

0.95

1.00

1.05

1.10

1.15

M
ea

n 
A

bs
ol

ut
e 

E
rr

or
(M

A
E

)

Number of Neighbors
(a)training:test = 70:30

 ItemCF_
GA

AdjustedCosine
Pearson

0.70

0.75

0.80

0.85

0.90

0.95

1.00

1.05

1.10

M
ea

n 
A

bs
ol

ut
e 

E
rr

or
(M

A
E

)

Number of Neighbors
(b) training:test = 80:20

 ItemCF_
GA

AdjustedCosine
Pearson

0.70

0.75

0.80

0.85

0.90

0.95

1.00

1.05

M
ea

n 
A

bs
ol

ut
e 

E
rr

or
(M

A
E

)

Number of neighbors
(c)training:test=90:10

 ItemCF_
GA

 AdjustedCosine
 Pearson

Fig. 1. Mean absolute error of MovieLens 1 M
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CF_GA is almost the same as the baselines methods. But, when the size of the rec-
ommendation list reaches to 10, the recall of adjusted Cosine and Pearson becomes
stable but the recall of ItemCF_GA still increases. From Fig. 3, the precision of all
methods decreases when the size of the recommendation list increases. At the begin-
ning of the curves, ItemCF_GA’s precision is a little lower than adjusted Cosine while it
is still much higher than Pearson. In the dataset of MovieLens, each user has rated at
least 20 movies. We consider the recommendation list higher than 20 is more
important. It is obvious that the precision of ItemCF_GA is better than the precision of
the other two traditional methods which indicates that ItemCF_GA can offer more
reliable and interesting items to users than traditional popular methods. Generally
speaking, ItemCF_GA outperforms the compared approaches in terms of the quality of
recommendation for its improving the accuracy of finding the similar items taking
users’ different rating behavior into account and using GAs as optimization tools.

5 Conclusion and Future Work

In this paper, we propose ItemCF_GA with a novel similarity function, taking the fact
that different person has his own rating standard into consideration. We also conducted
a set of comparison experiments to demonstrate the good performance of our proposed
method. In fact, the empirical results do verify that the proposed ItemCF_GA outper-
form other algorithms in terms of MAE, recall and precision on the dataset of
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MovieLens 1 M. For future work, more data sets will be used to testify the effectiveness
of our proposed ItemCF_GA. We will also improve the formula of similarity metric and
design modified GA to fit different datasets.
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Abstract. Data sparseness and unseen words are two major problems in short
text classification. In such a case, it is unsuitable to directly use the vector space
model (VSM) which focuses on the statistical occurrence of the terms to represent
the text. To solve these problems, we present a novel short text classification
method based on semantics. The method of K-Means is used to perform it. In the
experiments, we exploit the continuous word embeddings which were trained on
very large unrelated corpora to represent the semantic relationships. The experi‐
mental results on an open dataset show that the application of semantics greatly
improves the performance in short text classification, comparing with a state-of-
the-art baseline in VSM; and that the proposed method can reduce the costs of
collecting the training data.

Keywords: Short text classification · K-Means · Continuous word embedding ·
Semantics

1 Introduction

Nowadays, there are more and more short texts produced all over the Internet, including
tweets, chat messages, Web search snippets and so on. In order to provide the users with
interested information, it is crucial to make out the domain information of the short text
documents. However, short texts differ from normal documents because of their short‐
ness (i.e., 140 characters or less in length for Twitter), which brings about some disad‐
vantages in classification. For example, it does not provide enough word occurrence for
a good similarity measure between documents [1]. And in general, since the training
data are usually not expansive enough to cover adequately all word occurrences, there
would be more rare and unseen words in feature extraction during test phase. So, it is
unsuitable to directly use the conventional machine learning methods to classify short
text documents.

There have been two major directions that attempt to solve the problem of data
sparseness in vector space model (VSM). One is to select more useful contextual
information to expand the short text, e.g., directly from Wikipedia [2], web search
engines [3]. Another is to integrate the short text with a set of hidden topics discovered
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from related corpora. Phan et al. [1] manually built a large and rich universal dataset,
and derived a set of hidden topics through topic model LDA [4] from the dataset. These
researches have made excellent improvement by enriching the original short text, but
they rely too much on external repositories which are difficult to collect in some appli‐
cations, and do not make best use of the semantic meaning that the document expresses.

In the existing works of the literature, a text document is usually represented as a
vector of weights in VSM, where each dimension corresponds to a feature and each
value encodes the feature weight [5]. The criterion of representation is built on the
hypothesis that each feature is independent [6]. Obviously, it disregards the linguistic
relationship between words.

In this paper, we raise two questions: if we do not have the related external corpora,
how could we solve the data sparseness? If we have got an embedding of words, how
could we utilize them in short text classification? In fact, the words “football” and
“soccer” are very close in semantics, which come from different documents with the
same domain information of “sport”, but the VSM can not capture these relationships.
Therefore, we try to solve the data sparseness from another direction by utilizing the
semantic information that the short text expresses. Given an open dataset, we investigate
a novel short text classification method with the K-Means algorithm based on semantics.
To do this, we utilize continuous word embeddings to represent the semantic relation‐
ships between words, which were trained on very large external corpora (e.g., Google
News). Experimental results show that our approach makes a 26.4 % relative accuracy
improvement, comparing with a state-of-the-art baseline in VSM. Our main contribu‐
tions of this paper include the following points:

• K-Means with word embeddings: We first utilize the continuous word embeddings
in the K-Means based short text classification.

• Reducing data sparseness in semantics: Instead of counting the features, we represent
the short text by their semantics with continuous word embeddings. It is very impor‐
tant that this method can use all the words in the text, especially in the test phase.

• Easy to implement: To classify the short text, what we need is to collect a small set
of training data and annotate them. Experimental results show that one tenth of the
training data can also achieve great accuracy.

The rest sections are organized as follows: the methodology that was used for the
experiments will be presented in Sect. 2. In Sect. 3, experimental results on short text
classification are displayed. Finally, we provided some conclusion and directions for
future work in Sect. 4.

2 Our Approach

In this section, we introduce the general framework of short text classification based on
semantics. The main motivation is to mimic the process thinking of human. More
specifically, given two domains “sport” and “computer”, one may imagine two distri‐
butions of different sets of words. “sport” consists of football, basketball, …, and
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“computer” has software, IBM, …, the two sets of words are far away in semantic. Each
distribution has its specific set of semantics, and a common set of semantics shared with
other domain, as shown in Fig. 1.

Fig. 1. Semantic distributions in two domains.

Especially, different words with the same semantics are very close and can substitute
each other. We can use the average of semantics to represent the property of the distri‐
bution.

2.1 Continuous Space Word Embeddings

To represent the semantic relationship between words, we make use of continuous word
embeddings. Recently, applications of neural network language model have further
made the word embeddings capture syntactic and semantic information [7, 8]. The word
is represented by a real-value vector in continuous space. The cosine similarity measures
the relationship between a pair of words, the same offset means a particular relation,
such as the offset between vec(“King”) and vec(“Man”) is very close to that between
vec(“Woman”) and vec(“Queen”) [8].

2.2 The Semantic K-Means Method

The proposed approach disregards the concept of the VSM, which codifies a document
with a vector of terms [9]. This paper presents a novel model of semantic distribution,
where different words with the same semantics are very close, and the domain is
composed of a set of semantics. The mean of word semantics can describe the distributed
situation.

The algorithm of K-Means is one of the most unsupervised techniques for text clus‐
tering in data mining. Given a specified number of clusters, it partitions the samples into
K clusters in which each sample belongs to the cluster with the nearest mean [10]. In
our task of classification, K is specified to be the number of categories.
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3 Experiments

To evaluate the effectiveness of our approach, we choose MaxEnt [11] classifier to be
the baseline of VSM, because it performs better than SVMs (Support Vector Machine)
[12] and other conventional methods in classifying sparse data [1]. In MaxEnt classifier,
we use TFIDF to measure the importance of features. In what follows, we evaluate the
performance of short text classification on an open web snippet dataset. Firstly, we
examine the performance by comparing our method with the baseline in detail. Secondly,
we assess the influence of training data size and the ability of coping with unseen words.

3.1 Dataset

We conduct experiments on a web snippet dataset, which has been generally used in
[1, 13, 14] and consists of 10,060 training and 2,280 test snippets, as shown in Table 1.

Table 1. Statistics of web snippets data

No. Domain Training Test

1 business 1,200 300

2 computer 1,200 300

3 cul.-arts-ent. 1,880 330

4 engineering 220 150

5 health 880 300

6 politics-soc. 1,200 300

7 sports 1,120 300

8 edu.-sci. 2,360 300

Total 10,060 2,280

The snippets of search results are collected by various phrases belonging to different
domains to query the web search engine (Google) and select top 20 and 30 snippets from
the search results [1]. The different phrases for training and test data lead to many unseen
words in the test data, as shown in Table 2. Column 2 in Table 2 shows that the test data
contain about 4,378 words (about 43.62 %) which do not appear in training data, and
the column 3 shows the statistics of unseen words after Poter stemming [15]. This table
shows that there will be more than 40 % unseen words in test phase and it will be hard
to get evidence from those unseen words in VSM and to classify the documents through
the rest of words.

To better represent the semantic relationship, we utilize the pre-trained word vectors
trained on part of Google News (about 100 billion words) to represent the semantic
concepts. The resulting vectors have dimensionality 300, vocabulary size 3 million [7],
which have been used in many natural language processing applications.
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Table 2. The size of unseen words

Original Stem

Training vocabulary 26,265 21,596

Test vocabulary 10,037 8,200

Unseen words 4,378 3,677

Difference (%) 43.62 44.84

3.2 Measurment

The following measurements are adopted to evaluate the performance of the classifier:
precision (P), recall (R), F1-measure (F1) and accuracy (Acc).

(1)

(2)

(3)

(4)

where TP is the number of relevant utterances classified as relevant, FN is the number
of relevant utterances classified as irrelevant, and FP is the number of irrelevant utter‐
ances classified as relevant.

3.3 Experimental Results

In order to assess the quality of our approach, we run experiments to measure the P, R,
F1 in each domain test data and Acc in total, as shown in Table 3. These results of the
MaxEnt classifier are all lower than our proposed method in F1-measure, and we also
can get high performance for difficult domain “engineering” (0.83 versus 0.51). In the
table, we can increase the accuracy from 66.80 % to 84.43 % (increasing by 26.4 %).
The main reason is that the baseline based on VSM will alleviate or ignore the unseen
words which the model can not get any evidence from, but our approach makes the best
use of the semantics which all words express in these samples.

The next experiments validate how our framework relies on the size of training data.
We vary the size of training data from 1,000 to 10,000 and measure the accuracy on the
same test data. For another, the less training samples would bring about the more unseen
words occurring in test phase. We show in Fig. 2 that our model is robust to the size of
training data, where the experimental results change from 81.32 % to 84.43 %. It shows
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that our approach can achieve excellent accuracy using fewer data (81.32 % by only
one-tenth of training data, increasing 34.26 % absolutely versus MaxEnt), which also
proves that the proposed method has a good ability to cope with unseen words. The
overall results show that the specific domain can be represented by a few semantics
instead of counting the words, and we can reduce the cost of collecting and annotating
training samples.

Fig. 2. Evaluation with different sizes of training data.

Table 3. Evaluations of short text classification

Domain MaxEnt Our approach

P (%) R (%) F1 P (%) R (%) F1

1 68.05 60.33 0.64 83.85 81.33 0.83

2 72.26 66.00 0.69 80.23 92.00 0.86

3 62.86 78.48 0.70 74.25 90.00 0.81

4 72.84 39.33 0.51 75.27 93.33 0.83

5 86.94 64.33 0.74 95.24 80.00 0.87

6 70.75 50.00 0.59 95.24 73.33 0.83

7 86.08 78.33 0.82 92.39 89.00 0.91

8 45.93 82.67 0.59 83.97 80.33 0.82

Acc (%) 66.80 84.43
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4 Conclusions

In this work, we proposed to utilize the semantics of document to solve the data sparsity
problem in short text classification. This is a significant departure from the conventional
methods which classify the document as a regular vector of weights based on statistical
machine learning algorithms. It disregards the criterion of VSM which treat words as
independent features and utilizes the semantics the most words express including the
unseen words. We evaluate our approach on an open dataset and show that the classifier
based on semantics outperforms the state-of-the-art baseline based on VSM.

We focus on the word embedding which represents the semantic relationship by
mathematical representation of words in continuous space. It is a crucial technique to
transform a word into a symbolic vector. In future work, we will try to extend this work
to deal with normal documents which contain repetitive sequence.
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Abstract. Name ambiguity is increasingly attracting more attention. With the
development of information available on the Web, name disambiguation is
becoming one of the most challenging tasks. For example, some persons may
share the same personal name. In order to address this problem, topic coherence
principle is used to eliminate ambiguity of the name entity. A semi-supervised
topic model (STM) is proposed. When we search online, many irrelevant doc-
uments always return to users. Wikipedia hierarchical structure information
enrich the semantics of the name entity. Information extracted from Wikipedia is
sorted out and put in the knowledge base. It is used to match the query entity. By
utilizing the context of the given query entity, we attempt to disambiguate various
meanings with the proposed model. Experiments on two real-life datasets, show
that STM is more superior than baselines (ETM and WPAM) with accuracy
84.75 %. The result shows that our method is promising in name disambiguation
as well. Our work can provide invaluable insights into entity disambiguation.

Keywords: Semi-supervised topic models � Name disambiguation

1 Introduction

Name disambiguation [1, 2] refers to disambiguating name entities in natural language
text linking them to their corresponding entries in knowledge base. The knowledge
base can be Wikipedia, BaiDu encyclopedia, and so on. Name disambiguation has
always been a difficult problem that available information is increasing. In many
applications, name ambiguity [3, 4] has long been viewed as a challenging problem,
such as information retrieval. When searching a people’s name in network, many
documents such as Wikipedia articles and news containing person’s name may be
returned to us. Generally speaking, we need judge which object do we want. Although
much researches have been conducted and many solutions have been proposed, the
problem remains largely unsolved.

Recently, name disambiguation task is widely explored by researchers, many
corresponding methods have been proposed. Those methods have three kinds of fea-
tures. The first feature is an expandable information feature called clustering [5, 6].
However, clustering needs to consider a lot of noisy words, meanwhile wasting time
and memory. The second feature is text feature called context similarity [7, 8]. But this
method only calculates the number of common words in the two text. The third feature

© Springer International Publishing Switzerland 2015
D.-S. Huang and K. Han (Eds.): ICIC 2015, Part III, LNAI 9227, pp. 471–480, 2015.
DOI: 10.1007/978-3-319-22053-6_50



is topic coherence feature called topic model [9, 10]. It focuses on the topic of the
document, and has very strong semantic analysis. In this paper, we focus on the topic
model, and develop a semi-supervised topic model.

The rest of the paper is organized as follows: Sect. 2 briefly introduces the related
work. The main disambiguation strategies and the development of our semi-supervised
topic model are presented in Sect. 3. Section 4 includes experiments and discussion.
Finally, Sect. 5 concludes the paper.

2 Related Work

In news articles, the vector space model (VSM) [11] is used to measure similarities
between articles [12]. But this method is only suit for a object belongs to one event.
Pederson et al. applied the word co-occurrence to calculate word’s context vectors [13],
and second order context vector [14] is used to regard each document as a context
vector. Because word co-occurrence information need collect a large number of doc-
uments, this approach is appropriate for people whose name appears in a large number
of documents.

Name disambiguation is based on word sense [15]. Many researchers develop name
disambiguation based on the context similarity. But this method needs a set of docu-
ments, and to-be-tested entities have been annotated manually [16–18]. There are some
approaches that never use any knowledge base or ontology [12, 19]. Instead, they just
only determine whether these two documents have the same name entity referring to
the same instance or not.

The context information of to-be-tested entities and reference entities are available
as an input for the disambiguation. Some approaches employ context common words
which occur near the to-be-tested entity to disambiguate [16, 18]. Mostly approaches
calculate the co-occur words between to-be-tested and candidate entity [17, 20]. The
context information includes Wikipedia categories [16, 17], hyperlinks [18] and extra
information about the to-be-tested entity.

Recently, topic model is applied to name disambiguation. Because the large
annotated corpus unnecessary, name disambiguation apply unsupervised topic model
[12, 21]. However, the distribution of “words-topic” and “topic-document” are com-
pletely based word co-occurrence of documents in unsupervised topic model. Super-
vised topic model needs annotate all of the documents, and it is complicated. It is hard
for applying supervised model in the name disambiguation.

In this paper, we develop a semi-supervised topic model (STM). It doesn’t need
annotate all of the documents and have a higher accuracy. Our method partly annotate
the Wikipedia articles and the whole news articles. The details of our method are given
in the next section.

3 Semi-supervised Topic Models

The standard LDA topic model is unsupervised, and topics and words are completely
based on the documents’ words co-occurrence. It is likely to be assigned to the same
topic, if two documents have many common words. However, the center of the news
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article is seldom the to-be-tested entity, in other words, unsupervised topic model has
trouble in assigning accurate topics for documents. Semi-supervised LDA topic model
can solve this problem to some extent.

3.1 Latent Dirichlet Allocation Model

Unlike pLSA [22], the LDA seldom assumes that each document has a certain ratio
topic and the rate of each topic word is determined. The LDA is a three-layer Bayesian
Model (words, topics, documents), and it is focused on the topic of the potential
information in document. It adds the layer “topic” to the “word-document” matrix, then
gets the “words-topic” and “topic-document” matrices.

All of documents’ words denoted to Q ¼ f1; 2; . . .; qg. We assume that a set of
documents from the vocabulary Q is denoted to D ¼ fd1; d2; . . .; dig where di ¼
fw1;w2; . . .;wng denotes the tth documents and contains n words. Let z!¼
f1; 2; . . .; tg to denote the corresponding topics for words, t is tth topic. Therefore, the
documentation of the tth word wi can be describe as follow:

PðwiÞ ¼
XT

t¼1

Pðwi=zi ¼ tÞPðzi ¼ tÞ ð1Þ

And the probability of word w which is assigned to document d can be described
as:

Pðw=dÞ ¼
XT

t¼1

Pðw=z ¼ tÞPðz ¼ tÞ ð2Þ

If given the parameter of Dirichlet α and β, the simultaneous distribution of the
random variables β, z and w in document d can be described as:

Pðh; z;w=a; bÞ ¼ Pðh=aÞ
YW

i¼1

Pðzi=hÞPðwi=zi; bÞ ð3Þ

Because of more than one connotative variables, to some extent, it is difficult in
calculating the values directly, and some other solutions are demanded. Gibbs sampling
[23] is an inference algorithm. In this paper, we combine LDA with Gibbs sampling to
acquire estimated parameter values.

3.2 Using Semi-supervised Topic Models for Entity Disambiguation

The part Wikipedia articles are annotated by its corresponding categories and central
entity, and A1 is to denote it. The whole Wikipedia articles which never contain A1 is
denoted by A, and the whole Wikipedia articles which contain A1 is denoted by A’. The

purpose of annotation is to bias the topic-word distributions /
!

t in favor of words that
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are frequently annotated with the corresponding entity’s topic t in A, and the

document-topic distributions h
!

dk is in favor of corresponding entities topics that
frequently occur in document’s annotations in A1. The news which include to-be-tested
entities is denoted by N.

Given the hyper-parameters of Dirichlet a! and b
!
, posterior distribution of /

!
t on

A1 is Pð/!t

.
b
!
;A1Þ, and this expression is equivalent to Dirð/!t

.
b
!þ d

!tÞ. dtq

denotes to the number of times term q is assigned topic t in A1. Similarity, ddt is the
number of words annotated in document d that are assigned topic t in A1. The prob-
ability that zi ¼ t on the given observed A1 regards as:

Pðzi ¼ t=z�i;x; a;b;A1Þ /
nðtÞq;�i þ bq þ dðtÞq

PP

q0¼1
ðntq0;�i þ bq0 Þ þ dðtÞq0

� nðdÞt;�i þ at þ dðdÞt

PT

t0¼1
ðnðdÞt0;�i þ at0 þ dðmÞt0 Þ

ð4Þ

In this paper, part Wikipedia articles A1 and news N are the training data, and the
whole Wikipedia A’ and news N are the testing data. In the training phase, we run
Gibbs sampling on the collection A1[N, and save the results of the last iteration. Next,
in the testing phase, it disambiguates each to-be-tested entity in news by running
incremental Gibbs sampling on A0[N. The results of the last iteration is the final result.
In knowledge base, more than one entity has the same name with to-be-tested entity,
and we choose the entity which has the same topic with to-be-tested entity to be the
result and return KB value; if more than one entity which has the same name and topic
with to-be-tested entity, then we judge that result is mistake; if there is without entity
having the same name with to-be-tested entity, NIL will be return.

In the process of finding ‘KB’ value in the knowledge base, this paper isn’t mature
enough to deal with the case that the knowledge base has more than one entity having
same name with the to-be-tested entity, and further investigation will be conducted.

4 Experiments and Discussion

In this section, we discuss that our semi-supervised topic model performs better than
baselines on real-life datasets. More specially, we compare STM with entity topic
model [9] and wikipedia-based pachinko allocation model [24] on the disambiguation
accuracy. We show that STM has a higher precision.

4.1 Data and Preprocessing

In order to construct a semi-supervised model handily, we collect entities and its
corresponding categories at the same time. The entity sharing the same category or
sub-category is close. The more closer, the more similar entities will be. For example,
we get the following character information from Wikipedia. For athlete named Jordan,
knowledge base exist the basketball player Jordan and football player Jordan, and we
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can combine text characters with sub-category to judge which Jordan the text points to.
If the text also mentions someone whose name is Larry Bird, it is reliable to infer that
the Jordan is a basketball player Jordan. Detail information can be obtained from the
hierarchical structure shown in Fig. 1.

The knowledge base has its hierarchy, but the hierarchy contains some spurious
categories. These categories can cause incorrectly infer topic correlations, and they are
useless for the result of disambiguation. For example, Jay Chou is listed under the
categories “1979 births”, “Living people”. We will manually prune such irrelevant
categories.

We have two datasets, the first one is Wikipedia articles (denoted by A), and the
second is Sougou News. Wikipedia articles construct the knowledge base, and Sougou
news provide disambiguation entities and language environment. The first dataset A is
an extract of Wikipedia containing people belonging to four categories - scholars,
athletes, singers and actors. Removing the entity which characterization is not obvious,
this dataset contains 12720 people, each with an entity page. Because foreigners are
infrequent in Chinese news, the Wikipedia dataset is mostly Chinese. The second
dataset is a subset of the Sogou news containing a total of 230,000 Sogou news and
ranging from the 2012 June to August. In order to reduce the complex of statistics and
analysis the experimental result, we select Sougou news 1084 (denoted by N) from
230,000 randomly as an entity disambiguation, and make sure that these 1084 pieces of
news occur in A. So we match the entity names that occur together in datasets
Wikipedia and Sogou news.

Nouns play an important role in entity disambiguation. We only extract nouns from
the web pages and news articles. The tool ICTCLAS1 is applied for word processing.
The input documents of STM are noun terms.

Random sample has its own advantages, such as the Olympic Games in London in
August 2012. The news which is during the Olympic Games is mainly related to the
athletes, if get the news which is near the Olympic time to be the experimental data, the
scope of the entity under test with limitations.

Fig. 1. Category structure

1 http://download.csdn.net/detail/bzbcxwp/311639/#comment.
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STM is a disambiguation method proposed in this paper. Wikipedia entity is
annotated by central entity and the corresponding categories of central entity, and the
annotated Wikipedia is a small part of A. This is the premise of Semi-Supervised
learning method. As for the news dataset N, we annotate the news by the to-be-tested
entity, and denoted by N’.

4.2 Parameter Setting

The purpose of the experiment is to study the impact of the number of topics for Gibbs
sampling algorithm. Therefore, we determine the value of a and b, and select the
appropriate values for the T. We select the experience value a ¼ 50=T and b ¼ 0:1,
and select different values of T to run Gibbs sampling algorithm respectively, then
detect the change of accuracy.

A proper and rational T helps to allocate entity to the appropriate topic reasonably.
Figure 2 is the relationship between topic number T and accuracy of STM.

It is clear from the Fig. 2, when the topic number T is set to 8, STM’s greatest
precision is 919=1084 ¼ 84:75%. Therefore, In this paper, the number of topic T ¼ 8,
and a ¼ 50=8 ¼ 6:25.

4.3 Baselines

1. Entity Topic Model (ETM): Entity topic model is an unsupervised model. It
contains pure text Wikipedia and unmarked news. Entity topic model can uniformly
model the text compatibility and the topic coherence can be seen as the statistical
dependencies between the mentions, the words, the underlying entities and the
underlying topics of a document.

2. Wikipedia-Based Pachinko Allocation Model (WPAM): WPAM establishes
topic hierarchy based on topic model. It disambiguates entity through the topic of
each document on the adjacent topic hierarchy, therefore, it need to create a topic
for each document. The more document input, the more topic will be set, and the

Fig. 2. The number of STM topic

476 J. Fu et al.



larger CPU memory consume. This experiment needs 32 GB main memory and 8
64-bit 1.87 GHz 4-core Intel Xeon processors each with 4 MB cache.

4.4 Experimental Results and Discussion

(1) Experimental Evaluation
In this paper, we apply the same performance metrics used in the Joel et al. [25],
which includes Precision, Recall and F1. We use “In-KB” to denote that the
to-be-tested entities is in news N which has a corresponding linking entity in
Wikipedia A, and “NIL” to denote that there isn’t a corresponding linking entity
between A and N. The three evaluation criteria were used to measure In-KB and
NIL and we get result values in the Table 1.

It is clear from Table 1, the precision of STM is 84.75 %, while ETM and WPAM
achieve 82.75 % and 67.25 %, respectively. STM is superior to other methods. The
STM’s In-KB of F1 is 83.99 %, which is the highest value in the three method.
Similarly, STM’s NIL of F1 is the highest value, F1 is 85.44 %. Therefore, the method
of this paper is optimal.

(2) Experiments on Different Datasets
In addition, we do experiment based on different annotated datasets. A’ contains
annotated Wikipedia, and A isn’t including annotated Wikipedia. N’ is Sougou
news which is annotated, and N is Sougou news which isn’t annotated.

CDA-TE: The datasets both A’ and N’ are used;
CDA-TD: The datasets both A’ and N are used;
CDA-TW: The datasets both A and N’ are used;
CDA-TS: The datasets both A and N are used.

The parameter settings and configuration are the same during the experiment on the
four datasets. The result is shown in Fig. 3. It is clear from the Fig. 3, The precision of
A is 84.75 %, and B is 82.25 %, C is 78.00 %, respectively. Therefore, STM has a
highest precision on Wikipedia annotated and news annotated.

(3) Time Cost
In the process of experiment, STM achieves the greatest precision with the least
time. The time of STM is 15 min, while ETM and WPAM achieved 60 min and
62 h(3720 minus), respectively. Figure 4 shows the three methods corresponding

Table 1. Evaluation results

Method Overall correct In-KB NIL
Precision Recall F1 Precision Recall F1

STM 84.75 % 88.40 % 80.00 % 83.99 % 81.74 % 89.5 % 85.44 %
ETM 82.75 % 90.86 % 73.00 % 80.89 % 77.41 % 92.50 % 84.29 %
WPAM 67.25 % 82.86 % 43.5 % 57.01 % 61.69 % 91.00 % 73.53 %
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time consumed, and the ordinate represents the time, the unit is “minute”, the
abscissa represents the type of the method. From Fig. 4 WPAM’s unit is “10”, the
time consumed is 372 � 10 ¼ 3720 min.

5 Conclusions

This paper proposes a disambiguation method called Semi-Supervised topic model
(STM). It combines topic coherence with text annotated. An optimal number of topics
T is set up to analyze the relationship between precision and the number of topics.
Comparing with ETM and WPAM, the proposed STM is advantageous. We also
evaluate the influences of annotated and non-annotated datasets, respectively.

In this paper, our STM can only link to the previously given entities in a given
knowledge base. In the future, we will incorporate data mining techniques into our
method to learn the corresponding entities pages dynamically.

Fig. 3. STM precision based on different annotation dataset

Fig. 4. Time consuming of different models

478 J. Fu et al.



Acknowledgments. This work was supported by NSFC (No.61170192) and National College
Students’ Innovative and Entrepreneurial Training Program (No.201410635029). L. Li is the
corresponding author for the paper.

References

1. Li, Y., Wang, C., Han, F., Han, J., Roth D., Yan, X.: Mining evidences for named entity
disambiguation. In: Proceedings of the 19th ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining, pp. 1070–1078. ACM (2013)

2. Hachey, B., Radford, W., Nothman, J., Honnibal, M., Curran, J.R.: Evaluating entity linking
with wikipedia. Artif. Intell. 194, 130–150 (2013)

3. Wang, F., Tang, J., Li, J., Wang, K.: A constraint-based topic modeling approach for name
disambiguation. Front. Comput. Sci. China 4(1), 100–111 (2010)

4. Peng, H.T., Lu, C.Y., Hsu, W., Ho, J.M.: Disambiguating authors in citations on the web
and authorship correlations. Expert Syst. Appl. 39(12), 10521–10532 (2012)

5. Jun, S., Park, S.S., Jang, D.S.: Document clustering method using dimension reduction and
support vector clustering to overcome sparseness. Syst. Appl. 41(7), 3204–3212 (2014)

6. Kang, I.S., Na, S.H., Lee, S., Jung, H., Kim, P., Sung, W.K., Lee, J.H.: On co-authorship for
author disambiguation. Inf. Process. Manag. 45(1), 84–97 (2009)

7. Hoffart, J., Yosef, M.A., Bordino, I., Furstenau, H., Pinkal, M., Spaniol, M., Taneva, B.,
Thater, S., Weikum, G.: Robust disambiguation of named entities in text. In: Proceedings of
the Conference on Empirical Methods in Natural Language Processing, pp. 782–792.
Association for Computational Linguistics (2011)

8. Niu, L., Wu, J., Shi, Y.: Entity disambiguation with textual and connection information.
Procedia Comput. Sci. 9, 1249–1255 (2012)

9. Han, X., Sun, L.: An entity-topic model for entity linking. In: Proceedings of the 2012 Joint
Conference on Empirical Methods in Natural Language Processing and Computational
Natural Language Learning, pp. 105–115. Association for Computational Lingustics (2012)

10. Sen, P.: Collective context-aware topic models for entity disambiguation. In: Proceedings of
the 21st International Conference on World Wide Web, pp. 729–738. ACM (2012)

11. Baeza-Yates, R., Ribeiro-Neto, B., et al.: Modern Information Retrieval, vol. 463. ACM
Press, New York (1999)

12. Bagga, A., Baldwin, B.: Entity-based cross-document coreferencing using the vector space
model. In: Proceedings of the 36th Annual Meeting of the Association for Computational
Linguistics and 17th International Conference on Computational Linguistics, vol. 1. pp. 79–
85. Association for Computational Linguistics (1998)

13. Pedersen, T., Purandare, A., Kulkarni, A.: Name discrimination by clustering similar
contexts. In: Gelbukh, A. (ed.) CICLing 2005. LNCS, vol. 3406, pp. 226–237. Springer,
Heidelberg (2005)

14. Schutze, H.: Automatic word sense discrimination. Comput. Linguist. 24(1), 97–123 (1998)
15. Fernandez-Amoros, D., Heradio, R.: Understanding the role of conceptual relations in word

sense disambiguation. Expert Syst. Appl. 38(8), 9506–9516 (2011)
16. Bunescu, R.C., Pasca, M.: Using encyclopedic knowledge for named entity disambiguation.

EACL 6, 9–16 (2006)
17. Cucerzan, S.: Large-scale named entity disambiguation based on wikipedia data.

EMNLP-CoNLL 7, 708–716 (2007)

Name Disambiguation Using Semi-supervised Topic Model 479



18. Dredze, M., McNamee, P., Rao, D., Gerber, A., Finin, T.: Entity disambiguation for
knowledge base population. In: Proceedings of the 23rd International Conference on
Computational Linguistics, pp. 277–285. Association for Computational Linguistics (2010)

19. Chen, Y., Martin, J.: Towards robust unsupervised personal name disambiguation. In:
EMNLP-CoNLL, pp. 190–198. Citeseer (2007)

20. Nguyen, H.T., Cao, T.H.: A knowledge-based approach to named entity disambiguation in
news articles. In: Orgun, M.A., Thornton, J. (eds.) AI 2007. LNCS (LNAI), vol. 4830,
pp. 619–624. Springer, Heidelberg (2007)

21. Bhattacharya, I., Getoor, L.: A latent dirichlet model for unsupervised entity resolution. In:
SDM, vol. 5, p. 59. SIAM (2006)

22. Lu, Y., Mei, Q., Zhai, C.: Investigating task performance of probabilistic topic models: an
empirical study of PLSA and LDA. Inf. Retrieval 14(2), 178–203 (2011)

23. Heinrich, G.: Parameter estimation for text analysis. Technical report (2005)
24. Kataria, S.S., Kumar, K.S., Rastogi, R.R., Sen, P., Sengamedu, S.H.: Entity disambiguation

with hierarchical topic models. In: Proceedings of the 17th ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining, pp. 1037–1045. ACM (2011)

25. Nothman, J., Ringland, N., Radford, W., Murphy, T., Curran, J.R.: Learning multilingual
named entity recognition from wikipedia. Artif. Intell. 194, 151–175 (2013)

480 J. Fu et al.



Automatic Evaluation of Machine Translation
Through the Residual Analysis

Daša Munková(&) and Michal Munk

Constantine the Philosopher University in Nitra,
Tr. A. Hlinku 1, 949 74 Nitra, Slovakia

{dmunkova,mmunk}@ukf.sk

Abstract. In this study we aim at the automatic evaluation of machine trans-
lation through the residual analysis at the sentence level. We created a dataset,
which covered one translation direction- a translation from an inflective lan-
guage (Slovak) into an analytical language (English). BLEU (Bilingual Evalu-
ation Understudy) as a state-of-the-art automatic metric for machine translation
evaluation was used. The main contribution consists of rigorous technique
(statistical method), novel to research of MT evaluation given by the residual
analysis to identify differences between MT output and post-edited machine
translation output.

Keywords: Machine translation � MT evaluation � BLEU metric � Regression
model � Residual analysis

1 Introduction

Quality of machine translation (MT) system can be evaluated with regard to different
aspects, such as feasibility, internal, declarative, usability, operational or comparison [1].
The most common way how to evaluate MT system is through the translation quality.
Translation quality assessment plays a crucial task in the field of machine translation.
There are two major approaches toMT evaluation: human and automate evaluation (both
with a wide range of proposed methodologies). However the manual evaluation is
regarded as the most reliable, there are issues which it cannot deal with (e.g. highly time
consuming; labor consuming; expensive; not re-usable; trained bilingual evaluators are
required) [2]. Papineni et al. [3] stated that methods and metrics of manual evaluation are
too slow and time consuming for the development of machine translation systems, for
which fast feedback on translation quality is extremely important. Vilar et al. [4] pointed
out that subjectivity, which is characterized for manual evaluation causes a problem in
terms of biased judgments towards machine translation as well as having no clear defi-
nition of a numerical scale by TQA (no clear guidelines on how to assign values to
translations). Several methodologies and metrics were proposed on how to assess
translation quality in order to decrease “time and labor” spent during evaluation. These are
mostly based on the similarity (matches) between translation that is assessing (hypoth-
esis) and human translation(s) (reference(s)). They compare the output of MT system
against reference(s) where the causes and the nature of the differences between them are
not identified. The advantages of automatic metrics comprise speech, cost and usability,
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i.e. they are fast, cheap and re-usable. Metrics of automatic evaluation correlate well with
human judgements [3, 5–8];whereby human judgements are in the formof “adequacy and
fluency” quantitative scores [2].

This study demonstrates how residual analysis of the metrics of machine translation
can serve as a starting point for discovering significant differences between MT output
and post-edited MT output [9], which can help to identify major MT errors type. The
residual analysis presented here is a pilot study conducted on source text (informative
text from the field of machine translation) translated by free web machine translation
service and its comparison with post-edited MT output by translators. It covers one
translation direction, from inflective language to analytical language (from Slovak into
English). One automatic translation (360 sentences) and 14 post-edited machine
translation (5040 sentences), were collected.

Our pilot study proposes an exploratory data technique representing an ideal instru-
ment to evaluate and improve MT systems. The main contribution consists of rigorous
technique (statistical method), novel to research of MT evaluation given by the residual
analysis to identify differences between MT output and post-edited machine translation
output. In addition, this identification can help us to detect the major types of MT errors.

2 Related Work

Statistical machine translation system has been the most widely used for many recent
surveys. Specifically, Google Translate (GT), being a free web translation service, is
included in almost every research on MT evaluation [10], because it offers translation
from/into less widely spoken languages such as Slovak language. GT is also only one
online translation service for Slovak language. Dis Brandt [11] in his work presents
evaluation of web MT system from Icelandic into English.

Babych et al. [12] investigated the performance of translation from an
under-resourced language into English via a closely-related, or cognate, pivot language
with well-developed translation resource. Adly and Al Ansary [13] evaluated a
machine translation (MT) system based on the interlingua approach, the Universal
Network Language (UNL) system, designed for Multilanguage translation.

We propose a statistical analysis framework based on Generalized Linear/Nonlinear
Models, which have been applied to several natural language problems (sentiment
analysis, automatic speech recognition or spoken language translation).

3 Exploratory Data Technique and Residual Analysis

By assessing individual sentences using metrics for automatic evaluation, we were
inspired by exploratory data technique – analysis of residual values [14, 15].

Residual analysis issues from the basic imagination:

data ¼ model prediction functionþ residual value: ð1Þ
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If we subtract the values (expected values) obtaining from the model from observed
data, we capture errors (residual values) and through the data analysis we are able to
assess a constructed model.

This type of analysis serves as a means to verify the model validity and its
improvement [16], because it helps to detect the aspects of relationships not considered
by model.

We used this technique to compare the scores of automatic evaluation of
post-edited MT outputs with MT outputs at the sentence level.

In our case the analysis composes of residual analysis defined as follow:

residual valueð Þi¼ score of PE sentenceð Þi� score of MT sentenceð Þi; ð2Þ

i ¼ 1; 2; . . .; I while I is a number of examined sentences in the dataset and PE means
post-edited.

We used a rule �2r to identify the extreme values:

mean of residuals PE �MTð Þ � 2 � st:dev:of residuals PE �MTð Þ; ð3Þ

i.e. the residual values outside the interval are considered as extreme values.
By aggregating the scores of automatic metrics by weighted average we created one

variable, which represents the automatic metric BLEU in terms of correctness.

4 Method

4.1 Dataset

For our study we used unstructured textual data, particularly a popular-scientific text
consisting of 360 sentences from the field of machine translation. We create a dataset,
which covers one translation direction- a translation from an inflective language
(Slovak) into an analytical language (English). We chose this direction only for one
reason, which resulted from our pre-research results. When we translated from foreign
language into our mother tongue, we obtain lower scores of automatic metric BLEU. If
we wanted to achieve a higher score for automatic metric BLEU we had to examine
vice versa translation, i.e. from mother tongue (inflective language) to foreign
language-English (BLEU metric is not suitable for inflective languages, e.g. one
English noun has 6 forms in Slovak differing only in suffixes and also I comparison to
English, Slovak language has a loose word order). These 360 sentences written in
Slovak were translated by a statistical machine translation system and consequently
post-edited by two professional translators and 12 students of Translation Studies in the
master degree. After machine translation and post-editing our dataset composes of 360
machine translated sentences and 5040 post-edited sentences.
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4.2 Metrics

In our study two state-of-the-art automatic metrics for machine translation evaluation
were used, namely BLEU (Bilingual Evaluation Understudy) and TER (Translation Edit
Rate). In this paper we will focus only on an automatic metric BLUE, which is from the
first generation ofmetrics forMT evaluation. It is themost common andmost widely used
metric. It is used as a standard metric for the evaluation of machine translation during the
WMT workshops and others. The standard BLEU score [3] is only meaningful at the
corpus level and we investigated a text at the sentence level, we applied smoothed BLEU
[14]. BLEU is the geometric mean of n-gram precisions that is scaled by a brevity penalty
to prevent very short sentences as a compensation for inappropriately translation. This
metric gives a new dimension of MT evaluation – statistical, which arises from the idea
that translation quality (quality of hypothesis) can be estimated based on its similaritywith
reference translation. In other words, translation quality is assessed based on the occur-
rence of same n-grams various lengths in the hypothesis as well in reference.

Formula for BLEU computation (Corpus-based n-gram precision):

BLEU nð Þ ¼ BP � exp
XN

n¼1
wn � log pn;where ð4Þ

BP ¼ brevity penalty ¼ 1; if hypothesis[ reference

e1�
reference
hypothesis; if hypothesis� reference

�
and ð5Þ

pn ¼ precisionn ¼
P

S2C
P

n�gram2S countmatched n� gramð ÞP
S2C

P
n�gram2S count n� gramð Þ : ð6Þ

Remark 1. S means hypothesis sentence in the complete corpus C.

The BLEU metric reflects two aspects of human evaluation- adequacy (semanti-
cally correct words) and fluency (word order, i.e. well-formed sentence construction).
Lin and Och [17] or Papineni et al. [3] proved that shorter n-grams correlates better
with adequacy with 1-gram being the best predictor, while longer n-grams has better
fluency correlation.

BLUE+1 metric is a smoothed version of BLUE metric. Number 1 is added to each
of the n-gram counts before the n-gram precisions will be calculated. It is strictly
positive (always positive number). It redefines precision, while the brevity penalty is
unchanged.

pn ¼ precisionn ¼
P

S2C
P

n�gram2S countmatched n� gramð Þ þ 1P
S2C

P
n�gram2S count n� gramð Þ þ 1

: ð7Þ

We compute automatic scores by relaying on one reference. Reference was created
by two translators and one native speaker, whose mother tongue is English but also
speaks Slovak. We used our own means to align and compute the automatic scores, in
this case the metric BLEU. Further we use automatic metrics as variables for residual
analysis at the sentence level.
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4.3 Residual Analysis Results

The aim of this analysis was to identify sentences, in which the significant differences
in the scores of automatic metrics between MT output and post-edited MT output from
Slovak into English were found.

As we mentioned before, we will describe only one automatic metric smoothed
BLEU-n, i.e. BLEU-1, BLEU-2, BLEU-3 and BLEU-4.

The graphs (Figs. 1, 2, 3, 4 and 5) depict the scores of automatic metrics BLEU-1 to
BLEU-4 for post-edited MT output and MT output from inflective language into
analytical language and their residual values.

The residual values above the residual mean predicate of extraordinary assessment
of post-edited MT output using the automatic metric in comparison to MT output. On
the contrary, residual values below the residual mean predicate of substandard
assessment of post-edited MT output using the automatic metric in comparison to MT
output.

Identification of extreme values helps us to detect sentences, in which the signifi-
cant differences between machine translation and post-edited machine translation were
found.

Concerning the number of examined sentences (360 sentences for evaluation), we
introduce only first 37 sentences. As we can see from the Fig. 1, some sentences
translated by MT system are more close to reference translation as post-edited ones
(e.g. sentences 18 or 14, green color). On the other hand, post-edited sentences like
sentences 9, 26 or 29 achieved higher scores of automatic metric than sentences
translated by MT system.

Regarding the graphs presenting in this paper (Figs. 2, 3, 4, and 5), post-edited
sentence 29 was over average assessed by automatic metrics BLEU-1, BLEU-2,

Fig. 1. Scores of automatic metric BLEU-1 for MT outputs and for post-edited MT outputs
(only first 37 sentences); Score of automatic metric BLEU-1(y-axis), ID Sentence (x-axis) (Color
figure online).
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BLEU-3 and BLEU-4. Besides, based on the score of automatic metrics BLEU-1
post-edited sentences 31 and 35 were over average assessed in the terms of correctness
(Fig. 2).

Further based on the automatic metric BLEU-2, post-edited sentence 10 was over
average assessed in the terms of correctness (Fig. 3). Similarly, post-edited sentence 25
was over average assessed by the automatic metrics BLEU-2 and BLEU-3.

Fig. 2. Results of Residual data analysis of the BLEU-1 scores for both translation (MT and
Post-edited MT); Mean differences, ±2sigma - lower and upper bound of extreme differences, ID
Sentence

Fig. 3. Results of Residual data analysis of the BLEU-2 scores for both translation (MT and
Post-edited MT); Mean differences, ±2sigma - lower and upper bound of extreme differences, ID
Sentence.
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On the contrary, based on the scores of automatic metrics BLEU-1, BLEU-2,
BLEU-3 and BLEU-4, post-edited sentences 14 and 18 were below average assessed in
the terms of correctness, i.e. these sentences were more similar to references when they
were translate by machine than post-edited. Likewise, the post-edited sentence 19 in
respect of the score of automatic metric BLEU-3.

Fig. 4. Results of Residual data analysis of the BLEU-3 scores for both translation (MT and
Post-edited MT); Mean differences, ±2sigma - lower and upper bound of extreme differences, ID
Sentence.

Fig. 5. Results of Residual data analysis of the BLEU-4 scores for both translation (MT and
Post-edited MT); Mean differences, ±2sigma - lower and upper bound of extreme differences, ID
Sentence.
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The significant difference was reported in sentence 29 in the scores of automatic
metrics BLEU-1, BLEU-2, BLEU-3 and BLEU-4 between post-editing and machine
translation in favor of post-edited machine translation (Figs. 2, 3, 4, and 5). On the
other hand, significant difference was found in sentence 14 (Figs. 2, 3, 4, and 5) in the
scores of automatic metrics BLEU-1, BLEU-2, BLEU-3 and BLEU-4 between MT
output and post-edited MT output in favor of MT output. In other words, MT output
was more similar to reference than post-edited MT output.

Since the focus of our work is the residual analysis technique rather than the
identification of errors occurred in MT output. A closer looked at the reported extreme
sentences in the whole dataset we could identify several relevant MT errors. The most
frequent MT errors, according to the general error classification and partially over-
lapping with Vilar’s error classification, compose of syntactical errors (agreement and
clauses), lexical errors (omitted, mistranslated, untranslated and substituted words),
morphological errors (word order, anaphora, articles, passive, number and tense) and
punctuation. Errors from several different sub-categories often appear in the same
extreme sentence such as morphological errors- word order and articles together with
lexical errors like mistranslation or omission. For example: With the erosion of Use
multiple languages is also related to some loss of culture, identity of man and the total
change in his thinking and communicating with the surroundings (Ref.: A decrease in
the use of various languages is also related to some loss of culture, individual identity
and to the total change in individual thinking and communication with the surrounding
environment.) or The main reason for use being a quick translation of important
information, especially “merits”, respectively communication are for ordinary users
(Ref.: The main reason to use machine translation is a fast translation of the important
information, to get “the gist” of information or communication for ordinary users.).

Most of these errors come from the differences of both languages. English as an
analytical language has a strict word order, on the contrary Slovak as an inflective
language has a loose word order, which resulting in omitting the agent or in reordering
words within the clause or exchange subject with subject in the sentence structure,
which is not possible in English sentence structure.

5 Conclusions

We described another approach how to analyze the performance of machine translation
system through the exploratory data technique. In our research we focused on automatic
evaluation of machine translation system (online available statistical machine translation
service, i.e. Google Translate, for Slovak- English language pair). Based on the refer-
ence and automatic metric BLEU we compared machine translation output with
post-edited MT output at the sentence level. We investigated the similarity between MT
output and post-edited MT output based on the exploratory data technique, namely the
residual analysis. In other words, we investigated relations among three variables: ref-
erence, machine translation output and post-edited MT output using the metrics of
automatic MT evaluation and residual analysis. Based on the scores of automatic metric
BLEU and the residual analysis we found the significant differences between MT output
and post-edited MT output at the sentence level (Figs. 2, 3, 4 and 5). In some cases the
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significant difference was in favor of MT output (e.g. sentence 14) and in other cases in
favor of post-edited MT output (e.g. sentence 29). This method is very useful if you do
not want to make error analysis of the whole MT output which is not only
time-consuming but also expensive (it requires a human interaction). Based on the
residual analysis we can only analyze the sentence with extremes and then identify the
major MT errors like we did. Our method represents an original approach how to
evaluate MT system. If improving the system involves the crucial step as the error
analysis of MT output, our empirical findings represent a significant contribution in the
field of system evaluation and its improvement.
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Abstract. In this paper we show several experiments motivated by the
hypothesis that counting the number of relationships each synset has in
WordNet 2.0 is related to the senses that are the most frequent (MFS), because
MFS usually has a longer gloss, more examples of usage, more relationships
with other words (synonyms, hyponyms), etc. We present a comparison of
finding the MFS through the relationships in a semantic network (WordNet)
versus measuring only the number of characters, words and other features in the
gloss of each sense. We found that counting only inbound relationships is
different to counting both inbound and outbound relationships, and that second
order relationships are not so helpful, despite restricting them to be of the same
kind. We analyze the contribution of each different kind of relationship in a
synset; and finally, we present an analysis of the different cases where our
algorithm is able to find the correct sense in SemCor, being different from the
MFS listed in WordNet.

1 Introduction

Word sense disambiguation is required in several natural language applications such as
text mining, information retrieval or question answering. For solving this task, several
approaches have been proposed. One of the most widely used algorithms is the Lesk
algorithm (Lesk 1986), which states that the sense of a word can be selected by
calculating the intersection—the number of overlapping words—of its gloss with all
the other glosses from other words’ senses. For example, if we would like to disam-
biguate the senses of pine and cone appearing together in a sentence, we would need to
look at each word’s glosses:

PINE

1. kinds of evergreen tree with needle-shaped leaves
2. waste away through sorrow or illness

We thank the support of Instituto Politécnico Nacional, and the Mexican Government
(CONACyT-SNI, SIP-IPN, COFAA-IPN, and BEIFI-IPN).
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CONE

1. solid body which narrows to a point
2. something of this shape whether solid or hollow
3. fruit of certain evergreen trees

Then we select the correct sense of each other by selecting the greatest overlap,
which is the first sense of pine, and the third sense of cone.

Pine#1 \ Cone#1 = 0
Pine#2 \ Cone#1 = 0
Pine#1 \ Cone#2 = 1
Pine#2 \ Cone#2 = 0
Pine#1 \ Cone#3 = 2
Pine#2 \ Cone#3 = 0

Because this algorithm depends on the number of words that intersect amongst each
gloss, we can see that the longer the gloss, the higher is the probability for this gloss to
have intersections. In fact, we could estimate that a frequent sense is prone to be
selected by the Lesk algorithm, given that it will yield a higher number of intersections.
Previous works (Calvo and Gelbukh 2014) have shown that indeed, counting the
number of characters in a gloss approximates the Most Frequent Sense (MFS) better
than a random baseline, and getting close to complex methods requiring a specific
corpus for estimating the MFS based on a distributional thesaurus (McCarthy et al.
2007). However, to our knowledge, the number and kind of relationships of a synset
has ben scantly explored for approximating the MFS given a semantic network such as
WordNet.

The aim of this paper is to explore the influence of the amount of information
available for each synset in WordNet for finding the Most Frequent Sense (MFS).

2 The Most Frequent Sense

The Most Frequent Sense of a word is calculated in different ways. WordNet itself
includes a frequency count for each one of the senses of a word. As reported by
Hawker and Honnibal (2006), the sense ranks in WordNet are derived from semantic
concordance texts used in the construction of the database. Most senses have explicit
counts listed in the database, although sometimes the counts will be reported as 0. In
these cases, the senses are presumably ranked by the lexicographer’s intuition.

Another important resource used for counting the frequency of senses are
sense-tagged texts such as SemCor (SEMantic COncoRdance). The SemCor corpus
(Miller et al. 1994), contains approximately 700,000 English words, each one tagged
with a WordNet concept (and thus, a particular sense for a word). In SemCor, all words
are grammatically tagged, and more than 200,000 are lemmatized and sense-tagged
with the WordNet 1.6 senses inventory. With this resource, it is also possible to
calculate the MFS for several words. Usually the frequency counts of senses in
WordNet are higher than the frequency of the sense in the SemCor sense-tagged corpus
(Miller et al. 1993), although not always.
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An interesting way of calculating the MFS is proposed by Dianna McCarthy et al.
(2007). They propose a method for obtaining the most frequent sense using raw text as
source of information. Their method consists on two stages: (a) a Lin Thesaurus (Lin
1998) is queried to obtain a list of weighted terms related with the ambiguous word.
This list is static; this means that it is always the same for each instance of the
ambiguous word, no matter its context; then (b) a maximization algorithm allows each
one of the elements of the list to vote for a sense of the ambiguous word, so that the
sense with the greatest number of votes is chosen as the predominant sense.

The algorithm of McCarthy et al. (2007), consisting on automatically finding the
MFSs given a fixed corpus from which a distributional thesaurus is built, yields 48 %
for the polysemous words in SemCor.

3 Determining the MFS by Gloss Length

For determining the MFS by the number of relationships it has in WordNet, we initially
tried two methods. The first one consisted in counting the number of relationships a
word has, and the second one consisted in counting the number of relationships plus the
number of relationships of each word related to the original word; that is, second order
relationship count.

We compare our results with previous work (Calvo and Gelbukh 2014), consisting
in considering the longest definition by counting the number of characters and by
counting the number of words. Then we expanded the first variant, measuring by
longest char definition adding the strings of related glosses. The different chars feature
involved counting chars as types, that is, counting only the variety of characters present
in the word, and its related chars itself. Finally, in addition to this, we experimented
with removing stop-words from related glosses, and counting the different characters
present in them. Another option we tried with the first variant was to remove everything
that was not an alphabetic character. We explored independently suppressing
stop-words (without adding related glosses or counting chars as types).

For the second variant, counting by words, we tried no-preprocessing, considering
only different words, i.e., different word types only; removing non-alphabetic charac-
ters and word types again, suppressing stop-words and then when adding words from
related glosses. We tried different combinations, such as removing all non-alphabetic
characters + suppressing stop-words, the same + counting number of types, and finally,
this latter + adding words from related glosses.

3.1 Preliminary Results with SemCor

The SemCor test corpus has 88,143 instances (tokens), from which 70,920 are poly-
semous nouns, and 17, 223 are not polysemous. We will only work with the subset of
70,920 instances of polysemous nouns; that is, 5 577 types of polysemous nouns.
Results are shown in Table 1.

First, we calculated the most frequent sense from SemCor itself. This will be the
upper bound, as we are trying to disambiguate the entire corpus by selecting always the
same sense for each word. This yielded 74.14 %.
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If we always select the MFS provided by WordNet, we obtain a precision of
60.45 %. In contrast, our lower baseline will be given by choosing a random sense
(22.13 %). The results of McCarthy et al. (2007), are shown afterwards.

Our longest definition algorithm was split in three main variants, one considering
the longest definition by counting the number of characters; another by counting the
number of words; and lastly, counting the number of relationships.

The first variant, measuring by longest char definition, yielded 25.72 % precision
with no pre-processing. When adding the strings of related glosses, the results
increased above 40 %. The different chars feature involved counting chars as types,
that is, counting only the variety of characters present in the word, and its related chars
itself. Finally, in addition to this, we experimented with removing stop-words from
related glosses, and counting the different characters present in them.

Table 1. Results of the longest definition algorithm on SemCor. Methods are additive, i.e.
adding related glosses + different chars + suppressing stop-words yields 40.59 %
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Another option we tried with the first variant was to remove everything that was not
an alphabetic character. We can see very little difference with previous results. We tried
independently suppressing stop-words (without adding related glosses or counting
chars as types), observing again that when we involved counting each word’s rela-
tionships, results improved.

For the second variant, counting by words, we tried no-preprocessing, considering
only different words, that is, different word types only; removing non-alphabetic
characters and word types again, suppressing stop-words, with low results (26–28 %
approximately), except when adding words from related glosses (40.58 %). The same
happened when we tried different combinations, such as removing all non-alphabetic
characters + suppressing stop-words (27.60 %), the same + counting number of types,
and finally, this latter + adding words from related glosses. Again, adding related
glosses resulted in an increase of more than 12 %.

Finally, for number of relationships, we tried two methods. The first one consisted
in counting the number of relationships a synset has, and the second one consisted in
counting the number of relationships plus the number of relationships of each synset
related to the original synset; that is, second order relationship count. We obtained
42.48 % and 30.97 % for each one, respectively; apparently second order relationships
are not being helpful for finding the MFS.

It can be seen from Table 1 that all the best results (highlighted in bold) involve
somehow counting the number of relationships a word has. For example, adding related
glosses adds the glosses from all synsets related to the original synset, no matter if we
count the number of different chars, or if we supress stop-words, results are more or less
the same. The same for supressing stop-words in measuring the longest definition by
number of characters, results change significantly if we multiply this value by the
number of relations. The same happens if we select the longest definition counting by
words as the MFS. Whenever we add related glosses, results get improved, no matter if
we supress stop-words, or count unique words (number of types). Lastly, the best results
were obtained when the considering the number of relationships as the MFS. However,
up to this point, we have only counted the number of relationships but we have not
explored considering the kind of relationships, and if they are inbound or outbound.

4 Determining the MFS by Its Relationships

In order to determine the MFS by considering its relationship, we first explored in more
detail restricting second order relationships to be of the same kind that those who
generated them, i.e., we count only hypernyms of the hypernym of a synset, meronyms
of the meronym of a synset, etc. Results are shown in Table 2.

Table 2. Results of comparing the MFS vs. SemCor counting the number of relationships, and
restricting them to be of the same kind.

Number of relationships First order 42.48

Second order 30.97
Second order of the same kind 40.00
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Usually, we expect a word to have exactly one hypernym, so that removing them
should help to improve results. Table 3 shows results removing hypernyms along with
the restrictions of using second order relationships of the same kind. We can see that
removing hypernyms for second order relationships, with or without the restriction of
counting relationships of the same kind, has a slight positive improvement versus the
original results which do not remove hypernyms.

So far we have considered so far the number of relationships a synset has outbound.
This is, we are not counting the number of times a synset is referenced as related by
other synset. We call these latter relationships inbound. If we count the number of
relationships a synset has, both inbound and outbound, we say we are considering
bidirectional relationships. See results in Table 3. This represents a slight improvement
to the previous best achievement of 42.48, suggesting that we should consider inbound
relationships as well. Interestingly, in this case removing hypernyms will not improve
results. The reason for this will be explained subsequently.

Until now, we have been counting the number of relationships without considering
each one separately. In Table 4 we present results for considering separately the
number of synonyms, hypernyms, and hyponyms. We can see from this table, that
counting the number of different words a synset has (synonyms) has little effect on
finding the MFS, while considering the number of hypernyms alone has better results
than considering all relationships together (see Table 3). But the best result so far, can
be obtained by counting only the number of hyponyms a synset has. The values
reported in Table 4 are for outbound relations only.1 We expected all synsets to have
one hypernym, but there are several cases where they have more than one. For
example, see Fig. 1, where a word has more than one hypernym in one of its synsets.
Moreover, this hypernym is not one of the first ones, meaning it is not close to the
MFS, if we consider the first synset of a word as its MFS.

Let us remember that in SemCor, 60.45 % of words are correctly disambiguated if
we select always the first sense listed in WordNet, i.e., considering the first synset for a
word as the MFS. By counting hypernyms, we found 3 278 cases where the selected

Table 3. Counting both inbound and outbound relationships

1 Bidirectional count of hyponyms yields 43.20 %, being lower as the unidirectional count shown in
Table 4.
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Table 4. Results of separately counting relationships by kind

Longest definition counting by words is MFS

No-preprocessing 26.22
Number of synonyms 28.91
Number of hypernyms 43.36
Number of hyponyms 44.38

1) day.n:14297391 14266428 14305860 14299333 14279405 14387827 
13661216 14347283 14347076 10213836

14297391n: 1 hypernym 14387827n: 1 hypernym    
14266428n: 1 hypernym    13661216n: 1 hypernym    
14305860n: 1 hypernym    14347283n: 1 hypernym    
14299333n: 1 hypernym    14347076n: 2 hypernyms
14279405n: 1 hypernym   10213836n: 1 hypernym    

Fig. 1. A word with 2 hypernyms in one of its synsets.

Table 5. Cases where our strategy of counting the number of hyponyms match the first sense
listed in WordNet, and whether it was correct or not in SemCor

Found first sense Correct?

4.65 % 3,278 No Yes
32.52 % 22,915 No No
39.37 % 27,744 Yes Yes
23.46 % 16,533 Yes No

70,470

1) justice.n:04617818 01072147 09565904 07643831

04617818n:  2 hyponyms
01072147n:  1 hyponym
09565904n: 13 hyponyms
07643831n:  1 hyponym

justice.n (justice%1:18:00::) selected: 09565904n: (13)
justice.n,1:18:00::, correct!

2) conviction.n:05597125 01122850

05597125n:  1 hyponym
01122850n:  3 hyponyms

conviction.n (conviction%1:04:00::) selected: 01122850n: (3)
conviction.n,1:04:00::, correct!

Fig. 2. In some cases, counting the number of hyponyms in WordNet selects the correct sense in
SemCor (2 cases out of 3 278 shown here)
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synset was not the first one listed in WordNet, but it was the correct sense for SemCor
(4.65 %), but 22 915 where the synset was not the first one, but it was incorrect
(35.52 %); in 27 744 cases, the count of hypernyms coincided with the first sense listed
in WordNet, and it was correct (39.37 %), and finally, 16 533 cases where the selected
synset was the first one, and it was not correct (23.46 %). These results are summarized
in Table 5.

Information in Table 5 shows that our method is able to find a better solution for
WSD in SemCor, than using the first sense listed in WordNet. A particular example of
this can be seen in 2 cases (out of 3 278) shown in Fig. 2. Additionally, it is important
to note that, despite our method is finding the first sense in WordNet in 23.46 % of the
cases, this is not the correct sense tagged in SemCor.

5 Conclusions and Future Work

We have explored finding the Most Frequent Sense (MFS) of a word by counting the
number of its relationships in WordNet. We evaluated our results by performing Word
Sense Disambiguation (WSD) on SemCor, by always selecting our MFS found. We
considered as upper-bound the MFS computed within SemCor itself, i.e., 74.14 %.
Since in a real world situation, the MFS is not known a priori, we must find a better
way to approximate the MFS. An interesting approach was made by McCarthy et al.
(2007), but they require an external corpus to build their thesaurus. Our aim was to
determine to which extent this information is already encoded in a Semantic Network.
Of course, information about the MFS is already included in WordNet, by listing the
synsets from the most frequent to the less frequent one, but the question we aimed to
answer in this paper was, is it possible to approximate the MFS by considering the
semantic network structure itself? We were motivated by the hypothesis that, the more
frequent a sense is, the greater the number of relationships it will have, since lexi-
cographers would be able to find more hyponyms, more synonyms or even more than
one hyponym for most frequent senses.

We tested our method with SemCor, and compared with previous results that tried
to approximate the MFS by measuring the length of each synset’s gloss. We found
better results whenever we included the count of the different relations each synset had,
with little direct effect from the length of the gloss definition. The best results were
obtained by counting only the number of relationships without considering any word’s
gloss. Then we proceeded to further examine the kind of relationships that have a
greater impact on the WSD of SemCor. We found that when we were considering all
relationships, it was important to count bidirectional relationships, that is, outbound
and inbound relationships as well. However, we found that when we considered par-
ticular relationships, counting outbound relationships was better than counting rela-
tionships bidirectionally, probably due to the nature of those relationships—synonyms
are a symmetric relationships while hypernymy and hyponymy are not. We unex-
pectedly found that some words have synsets with more than hyponym.

Finally, we examined the number of cases where our algorithm was able to find the
MFS, which was a different one than the one listed by WordNet. This shows that our
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method could be used to improve WSD performance without considering the MFS that
is included in a dictionary, by means of other elements in the structure itself.

We have found that relationship count of each synset provides indeed a good clue
for selecting the MFS, giving another measure from WordNet apart from the listed
MFS within the same resource. This could yield to other ways of calculating the MFS
when a ranked sense inventory is not available. As future work, we plan to experiment
with other corpus to assess the extendibility of our proposed method with different
corpora.
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Abstract. The order, association and variability of the language of request are
different in every language and culture, because it is based not only on different
rules in the given culture but also on the dichotomy of language processing-
global and detail language processing. The study is focused on the investigation
of modelling language processing in terms of human cognition. The
transaction/sequence model for text representation was used and an association
rules analysis was applied as the research method. Based on the human cog-
nition (category width cognitive style) of examined texts, different models of
language processing were being created.

Keywords: Natural language processing � Representation and language
model � Human cognition � Social situation

1 Introduction

An examination of language in relation to human cognition has a various interdisci-
plinary and multidisciplinary character. Even though the research and theory of lan-
guage cognition stretches deeply back [1–4] is still actual in present [5–8].

Is there a need to examine the relationship between human cognition and language
processing? Harris [9] states, that “a hallmark of modern cognitive science is the goal
of developing a theory of cognition powerful enough to encompass all human mental
abilities, including language abilities”. There are two approaches to conceptualize the
human cognition: “general purpose” and “modularity of cognition”. The first approach
refers to universal processes and mechanisms providing the basis for human intelli-
gence (e.g. category induction or pattern completion). Mechanisms using computer
algorithms from artificial intelligence (AI) were proposed to prove that the same
principles explaining general problem-solving can also explain aspects of language
processing [9]. Considering the previous, Rübsamer [10] perceives the role of computer
linguistics in language processing, specifically, in stimulation of cognitive processes
which is related to the applications of practical models into the artificial intelligence.
The second approach derived from the fact that the distinct parts of the brain serve to
distinct function (e.g. language processing or memory). To investigate how the human
brain processes language can help us to better understand how the language compre-
hension works and also to make natural language processing more efficiency in terms
of accuracy. Furthermore, deeper understanding of human cognition allows building
more accurate language models which can explain how difficult it may be for a human
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individual to comprehend thoughts. Three different theoretical views on the relation-
ship language-cognition were designed: (1) language unique, unlike cognition;
(2) subject to same principles; and (3) complex similarities and differences. In other
words, the first represents “innate vs learned language competence” paradigm (AI), the
second represents “symbolic vs subsymbolic” examination of language cognition (top
down vs bottom up model) and the third one refers to dynamical interaction (dynamic
language interaction). Additionally, it represents the idea that cognition and language
relationship and how they are mutually related, sharing complex similarities and dif-
ferences refer to genetic factors (nature and abilities) and a certain influence of envi-
ronment on language formation (cultural learning). Current studies in the field of
language processing tend to research interactive as well as autonomous models of
language processing [11, 12].

In the present study, we investigate the influence of human cognition on language
processing (models formation) through the dimension of social effect- social proximity
and social power. We focus on language processing and language modelling of the
mother tongue and its dependence on “category width” cognitive style, and on social
distance with social power (e.g. You are preparing a presentation for a key subject and
you’ve just learned there is a new professor at the department specializing in your
topic. You don’t know the new professor but you decide to pay him a visit and ask him
to read the summary of your work and recommend you some literature.). For this
purpose, a transaction/sequence model was formulated, the data – requests in given
social situation – was collected and association rules analysis was applied.

1.1 Language Processing

Learning from text and natural language belongs to the big challenges of computational
linguistics. Any substantial progress has a strong influence on many applications not
only in computational linguistics but also in natural language processing, speech rec-
ognition or in machine translation. The fundamental problem, or one of them, is a
distinction between the lexical level of what actually has been said or written and the
semantical level of what was intended or what was referred to in a text or an utterance,
i.e. polysemy (a word may have multiple senses and multiple types of usage in different
context), and synonyms or semantically related words (different words may have a
similar meaning, they may at least in certain contexts denote the same concept or - in a
weaker sense – refer to the same topic [13].

Data pre-processing represents the most time consuming phase in the whole process
of knowledge discovery. It converts a document transformation from an original textual
data source into a form which is suitable for applying various methods of extraction, in
order to transform unstructured form into structured representation, i.e. to create a new
collection of documents- texts fully represented by concepts [14]. According to [14],
two steps of textual data pre-processing are inevitable. Firstly, it is an identification of
features (keywords) in a way that is computationally most efficient and practical for
pattern discovery. Secondly, it is an accurate capture of the meaning of an individual
text (on the semantic level) [14].
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1.2 Human Cognition – Cognitive Style in Social Situations

Language information and communication models are processed in various ways
depending on a variety of factors, which co-create choices of linguistic and paralin-
guistic means of communication as well as strategies of politeness depending on the
individuals cognitions [15]. The language processing is discussed widely in the field of
academics but it has not been discussed and researched widely in dependence to human
cognition – category width – and to the principles of politeness in the speech acts
theory, specifically, in the requests formulations [16]. The study also drew from the
current studies e.g. [17, 18] which focus on examining and defining modelling of
mother tongue language processing. The human cognition in language processing was
investigated through the means of category width: global and detail language pro-
cessing, using the C-W scale in selected social situation, specifically, with social dis-
tance and social power.

The dimension ‘category width’ cognitive style relates to individual differences in
the categories width, namely narrow and broad categorizers.
The category “broad categorizer”, models global strategies when processing language
information as follows [19]:

– Gathering information is a global and holistic speech process, complex compre-
hension of text for orientation and gist, specifically, organizing and combining
information,

– Interpretation of text is a comprehension of relationships and specification of the
gist, integration of selected parts of speech and following recognition of the gist,

– Evaluating text for the integration of selected parts of speech and the evaluation of
speech, comparison of the relationship between the text and broader knowledge or
an explanation of selected parts of the text using personal experience and personal
attitudes.

The category ‘narrow categorizer’ models strategies of detailed analytical processing of
language as follows:

– Gathering information happens as detailed processing of speech, as its analyses,
showing punctual comprehension of long complex texts in relation to known
everyday knowledge, concentration on less general knowledge,

– Interpretation of text is contemplation about individual parts of speech, about its
meanings – it is an explanation of the individual word meanings, its phrases, its
mutual comparisons and oppositions, explanation of subtle differences and their
meanings,

– Evaluating text is a process of critical evaluation or stating hypothesis, it is drawing
direct attention to concepts which are in contradiction with one’s expectations,
connecting or comparing, explaining or evaluating of one specific feature of the text
[20].

The requester has many features to formulate a request, which are usually classified
according to a specific structure (culturally given). Blum-Kulka et al. [21] defined three
elements of a request sequence in addition to the Head Act: alerters, supportive moves
(external modifiers) and internal modifications.
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The function of alerters is to alert requestee’s attention to the upcoming speech
act [21]. External modifiers involve: preparators, disarmers, sweeteners, supportive
reasons, and cost minimizing [21, 22]. The function of internal modifications is to
soften or increase the impact of a request.

The emphasis which the requester makes in carrying out a request can be realized in
several perspectives. Blum-Kulka et al. [21] distinguish the following perspectives of a
request: (a) Requester (Speaker) – oriented, (b) Requestee (Listener) – oriented,
(c) Speaker and Listener – oriented and (d) Impersonal.

Díaz-Pérez [23] defines a request as a having set internal and external elements,
whereby the internal and the basic part of a request is at its core, i.e. the minimum unit,
which can serve as a particular speech act device.

2 Method

2.1 Dataset

Research was carried out from 2011 to 2014. It was attended by 146 students from
different major study programs. We created a dataset consists of 146 utterances
(transformed from speech to text) in situation of social distance with social power (You
are preparing a presentation for a key subject and you’ve just learned there is a new
professor at the department specializing in your topic. You don’t know the new pro-
fessor but you decide to pay him a visit and ask him to read the summary of your work
and recommend you some literature.)

2.2 Measure and Procedure

The estimation scale C-W (Category Width) was used. The C-W Scale measures
Cognitive Style ´Category Width´ and the real estimation [24] (Slovak translation by
Sarmány-Schuller and Jurčová [25]). It contains 20 statements that suggest certain
statements in the form of an average value; the respondent has to guess which of the
four fixed numerical alternatives corresponds with the highest and lowest number of
occurrences of a given phenomenon. The responses were assessed on three scores:
C-W1 (in our case a) expresses the average value obtained from the estimates of
highest values, C–W2 (in our case b) from the estimates of lowest values and C-W3 is
the total questionnaire score (sum of C-W1 + C-W2). As follows from the definition of
broad categorization, estimates are far away from the average in both high as well as
low values. At the same time, C-W1 and C-W2 values should be in all cases very close
or identical.

We used also the classification of request factors (elements) in line with [21–23]
and we defined the following 30 factors:

(F1) Title or social role (e.g. Mr., Mrs., Doctor, Professor XY)
(F2) Surname or friendly appellation (e.g. Mr. Smith, Mate)
(F3) Name (e.g. Sarah)
(F4) Attention getter (e.g. Excuse me, please)
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(F5) Combination of previous
(F6) Indirect perspective – allusion (e.g. Hello, I was wondering if you’ve got a
minute. I’m studying X and I’m writing a paper on X. I’ve heard you’re an expert.
….)
(F7) Listener’s perspective (e.g. Could you)
(F8) Speaker’s perspective (e.g. Could I)
(F9) Mixed perspective
(F10) Negative formulation (e.g. Excuse me, you couldn´t reach that book for me,
could you?)
(F11) Present tense continuous
(F12) Modal verb question
(F13) Conditional
(F14) Imperative
(F15) Past tense
(F16) Other tenses or ways
(F17) Combination of previous elements
(F18) Correctness of an utterance, in terms of the grammatical structure
(F19) Appropriateness of an utterance, in terms of culture specifics
(F20) Politeness marker (e.g. thank you, please)
(F21) Pre-sequences/preparators, elements before the core of a request (e.g. Hi,
could you do me a favor? Could you …)
(F22) Post-sequences/supportive reasons, elements after the expressed request (e.g.
Is here any change I could use your phone for a minute? I really need to make a
phonecall.)
(F23) Mitigating devices/disarmers, elements expressing an apology for disturbing
(e.g. I´m sorry to bother you, but could I possibly borrow a book from you to
photocopy some pages?)
(F24) Minimizers, elements minimizing the impact of a request (e.g. Please, can I
borrow your notes? I´ll photocopy them and give them back to you in a minute.)
(F25) Consultative mechanism (e.g. Do you think I can have a shot of your notes?”
“Please, would you mind if I use your telephone?)
(F26) Compliments/sweeteners, elements intensifying the likelihood of request
fulfilment (e.g. Could you help me prepare for my essay as I know you are very
knowledgeable in the subject.)
(F27) Intensificators (e.g. important, as soon as possible, quick)
(F28) Promises, reciprocity (e.g. Excuse me. Would it be o.k., if I borrowed the book
for half an hour to photocopy a couple of chapters? I’ll bring it straight back.)
(F29) Combination of previous
(F30) Others

The first six represent alerters, the following three represent perspectives (in our study
they are social factors), factors F10–F19 represent the internal modifications (syntactic
and lexical/phrasal downgraders, in our case – language factors) and the rest are
external modifiers (supportive moves or in our case – expressive factors).
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This classification helps us in the computational modelling and understanding of
the culture-specific elements of politeness in speech acts of requesting in particular
languages such as a mother tongue.

3 Association Rule Analysis- Results

In our study we used transaction/sequence model for text representation, similar to
bag-of-words model. Each text-request is a bag of words, i.e. the order of words is not
taken into account (e.g. good boy has the same probability as boy good). It allows us to
examine the relationships between the examined attributes and search for associations
among the identified words in dataset. The association rule analysis represents a
non-sequential approach to the data being analyzed. The sequences were not included,
however, transactions were included. Thus, the order of the occurred factors was used
in the following analysis. The web graph (Fig. 1) depicts the discovered association
rules for the requests, specifically, the size of the node represents the support of
incidence of the factor, the thickness of the line represents the support of rule – pairs of
the factors (probability of occurrence in pair) and the darkness of the line color presents
a lift of the rule – probability of a pair occurrence in transaction separately.

Fig. 1. Web graph – visualization of discovered rules – narrow categorizer (Color figure online)
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The graph (Fig. 1) displays the narrow category and its relation to the factors of
request F19 (89.06 %, F4 (85.93 %), F13 (85.93 %), F11 (78.12 %), F18 (76.56 %), F7
(75 %), F21 (68.75 %), F8 (62.50 %), i.e. (support > 61 %), belong to the most
frequently used factors. Similarly, combination of the factors` pairs (F4, F19), (F13,
F19), (F4, F13), (F18, F19), (F4, F21), (F4, F18), (F7, F19), (F11, F19), (F13, F18),
(F4, F7), (F19, F21), (F4, F11), (F13, F21), (F4, F8) and (F7, F21) (support > 52 %),
the factors F21 ==>F4, F13, F19, F7, F18,F11, F8 ==>F11, F4,F19, F13 and
F4 ==>F21, F8, F19, F13, F18, F7, F11, occur in sets of factors of request more often
together than as separate units (lift > 1).

The results displayed different association rules for the utterances of requests in
broad category. The web graph (Fig. 2) illustrates discovered association rules. The
most frequently used factors were F13 (96.29 %), F4 (88.88 %), F7 (85.18 %), F21
(81.48 %), F19 (74.07 %), F11 (70.37 %), F18 (70.37 %), F8 (62.96 %), F12
(62.96 %), F26 (55.55 %), F29 (55.55 %) and F20 (51.85 %), i.e. (support > 50 %), as
well as their pairs (F4,F13), (F7,F13), (F13, F21), (F4,F21), (F4,F7), (F7,F21), (F13,
F19), (F13,F18), (F11,F21), (F4,F26), (F4,F8), (F8,F21), (F13,F29), (F21,F26), (F26,
F21) (support > 50 %). The factors F29 ==>F18, F19, F13, F7, F8 ==>F11, F21, F19,
F4, F7 ==>F20, F11, F13, F29, F21 ==>18 and F4 ==>F26, F21, F12 occurred more
often together in transactions of used factors than separately (lift > 1).

Fig. 2. Web graph – visualization of discovered rules – broad categorizer
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4 Conclusions

Language processing in cognitive style category width depends on social situations, for
example, situation of social proximity without social power, situation of social proximity
with social power, situation of social distance without social power, social distance with
social power [18]. For the purpose of the research study, social situation of social
distance with social power in request formulations was selected for further examination.

Broad categorizer chose the following factors Conditional, Attention getter, Lis-
tener’s perspective, Pre-sequences/preparators, Appropriateness of an utterance,
Present tense continuous, Correctness of an utterance, Speaker’s perspective, Modal
verb question, Compliments, Combination of previous (combination of expressive
factors), Politeness marker, Combination of previous elements (combination of lan-
guage factors) in social situation characterized as social distance with social power.
Broad categorizer showed variability in individual factors choices in request formu-
lations, mainly language and expressive factors and their combinations. Furthermore,
broad category used expressive and language factors and their combinations in the
request modelling, broad categorizer modelled listener’s perspective, attracting atten-
tion of the listener directly without being afraid of negative response. Social connec-
tions were directed to recipient by getting attention (interpersonal attractiveness) or by
using compliments. Interpersonal attractiveness was strengthened by double use of
language factors in request formulations, specifically, using questions with modals or
conditionals, and correct choice of language means. Broad categorizers strengthened
politeness in anticipation of request fulfilment.

Detailed language processing - narrow categorizer - used the following factors in
request formulations in social situation of social distance with social power : Title or
Social role, Listener’s perspective, Speaker’s perspective, Mixed perspectives, Cor-
rectness of utterance, Appropriateness of utterance, Politeness marker, Pre-
sequences/preparators, Post-sequences/supportive reasons, Mitigating devices and
Intensificators. Narrow categorizer is usually characterized as rigid, careful, and needy
of certainty in cognitive decision-making process, focusing on correctness and
appropriateness of speech, on pre-sequences and post-sequences explaining reasons
and further explanations of requests, strengthening meaning of requests. Correctness
and appropriateness appeared in both categories - narrow and broad. However, in
broad category the perspective was different – the intention of broad categorizer was to
strengthen social influence and to create impression of confidentiality. In opposition to
broad categorizer, narrow categorizer used more difficult language factors in request
formulations (questions with modals and use of conditionals). Narrow category did not
use the above mentioned factors. The process of requests modelling was more rigid in
narrow category compared to broad categorizer, even though the narrow categorizer
wished to have the request fulfilled.

Furthermore, the following examination was directed to find out pairs of factors
combinations of requests modelling and their mutual dependence or support. The
results indicated dominance of pairs of the following factors Attention getter and
Conditional, Listener’s perspective and Conditional, Conditional and Pre-sequences,
Attention getter and Listener’s perspective, Listener’s perspective and Pre-sequences,
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Conditional and Appropriateness of utterance, Conditional and Correctness of utter-
ance, Present tense continuous and Pre-sequences, Attention getter and Compliments,
Attention getter and Speaker’s perspective, Speaker’s perspective and Pre-sequences,
Conditional and Combination of expressive factors, Pre-sequences and Compliments
in broad category language modelling. Broad category used the combination of the
above mentioned factors in order to get attention of recipient.

Narrow category modelled the following pairs of factors Attention getter and
Appropriateness of utterance, Correctness of utterance and Appropriateness of utter-
ance, Attention getter and Pre-sequences/preparators, Attention getter and Correct-
ness of utterance, Listener’s perspective and Appropriateness of utterance, Present
tense continuous and Appropriateness of utterance, Attention getter and Listener’s
perspective, Appropriateness of utterance and Pre-sequences/preparators, Attention
getter and Present tense continuous, Conditional and Pre-sequences/preparators,
Attention getter and Speaker’s perspective, Listener’s perspective and Pre-sequences.

Broad categorizer showed high level of factors combinations – social factors,
language factors, together with expressive factors, language factors and expressive
factors, social, expressive and language factors together and expressive factors in
mutual combinations. Narrow categorizer showed combinations of social and language
factors, language factors mutually as well as social factors mutually. The results
indicated that broad categorizers modelled utterances using the factors strengthening
meaning and language structure in the formulations. Opposing, the narrow categorizer
focused more on language structure and its influence on recipient.

The study intended to find out frequency and combinations of factors in category
width. Furthermore, it was the intention to find out sequences of social, language, and
expressive factors in category width. The results showed the following factors: Com-
bination of expressive factors, Correctness of utterance, Appropriateness of utterance,
Conditional and Listener’s perspective, Speaker’s perspective, Present tense continuous,
Pre-sequences, Appropriateness of utterance, Attention getter, Listener’s perspective,
Politeness marker, Present tense continuous, Conditional, Pre-sequences, Attention
getter, Compliments, Pre-sequences and Modal verb question in broad category.

When narrow categorizer used Pre-sequences then the following factors occurred:
Attention getter, Conditional, Appropriateness of utterance, Listener’s perspective,
Correctness of utterance, Present tense continuous, Speaker’s perspective, Present
tense continuous, Attention getter, Appropriateness of utterance, Conditional, Attention
getter, Pre-sequences, Speaker’s perspective, Appropriateness of utterance, Condi-
tional, Correctness of utterance, Listener’s perspective, Present tense continuous.

We see the further direction of our research in analyzing sequences of individual
factors of requests. We consider the analysis of the factors of request modelling as
meaningful, actual and necessary because it gives space for the further discourse of
reasons and functions of cultural and individual stereotypes in the process of language
processing.
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Abstract. The estimation of semantic similarity between words play an impor‐
tant role in many language related applications. In this paper, we survey most of
the ontology-based approaches in order to evaluate their advantages and limita‐
tions. We also present an approach for measuring semantic similarity. As a kind
of feature-based method, proposed method extracts taxonomic features from
ontology, aiming to provide a high-efficient, simple and reliable semantic simi‐
larity assessment method. We evaluate and compare our approach’s results
against those reported by related works under a common framework. Result
demonstrated that the proposed method has higher correlation with human subjec‐
tive judgment than most of existing methods.

Keywords: Semantic similarity · Feature-based measure · Wordnet

1 Introduction

In cognitive psychology, similarity refers to psychological proximity between two or
more metal representations. In practical application, quantitative index of similarity of
terms, vocabularies and concepts is called as semantic similarity. Although human
beings are able to easily judge the relative semantic similarity of pairs of concepts,
whereas it is a great challenge for computer to estimate semantic similarity quickly and
accurately. On one hand, similarity is flexible and depends on contexts, which compli‐
cate the understanding of concept content [1]. On the other hand, natural language is for
the use of human beings. Computer couldn’t understand the natural language and
analyze word meanings. This makes semantic similarity assessment methods even more
difficult. Semantic Web technology provides a good solution to this problem. Ontology,
the core of semantic Web, is a clear specification to conceptual model [2]. Recently,
ontology based semantic similarity measurement has been applied in many tasks such
as natural language processing [3], information extraction [4], data mining [5], automatic
document annotation [6], ontology learning [7].

In This paper, we review and analyze existing measures for semantic similarity
computation as well as their advantages and disadvantages. A new method feature-
based semantic similarity measures is proposed. Finally, the proposed method using
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WordNet [8] as ontology was compared to existing ones on the benchmark dataset,
and finding higher accuracy of the proposed method.

2 Methods of Computing Semantic Similarity

In this section, 3 kind of semantic similarity assessment based on ontology will be
analyzed. They are edge counting method, information content method and feature-
based method.

Edge counting method believes that shorter distance of two concepts on the graph
of concepts represents higher similarity. Hence, various methods were proposed. In
1989, Rada et al. [9] suggested to measure the semantic distance between concepts by
calculate their minimum path length in ontology. The semantic distance between
concepts is defined as follow.

(1)

Several variations and improvements of this edge counting approach have been
proposed [10].The edge counting methods are based on hypothesis of geometrical
distance, which are characteristic of easy-to-implement and low computation
complexity. However, they only received limited practical applications due to the low
computation accuracy.

The information content (IC), witch firstly proposed by Resnik [14], is a measure
quantifying the amount of information a concept expresses. IC has been applied to assess
semantic similarity according to the amount of common information of a concept pair.
Resnik assumed that common information between concepts a and b is represented by
the IC of their Least Common Subsumer (LCS).

(2)

However, text ambiguity, noise and data sparseness in corpus can influence the IC
computation accuracy significantly, even making great mistakes. To address these prob‐
lems, some scholars suggested computing IC with ontology knowledge [15, 16].

Corpus-independent IC measure or Intrinsic IC models extracts information from
ontology directly, thus lowering computation complexity and avoiding many limitations
of methods based on corpus. However, such IC metric depends on complete ontology
structure. IC calculated from different ontologies of same filed constructed by different
experts will differ significantly.

The basic idea of semantic similarity measure based on features is that things are
reflected their features, the symbol for distinguishing it from others. Similarity between
things is determined by their common and different features Tversky [17] proposed a
similarity model based on features. In this model, common features of objects were
represented by the intersection of feature sets, while different features were represented
by difference sets. Similarity was defined as the function on common and different
features.

(3)
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where α, β and γ are three adjustable coefficients; Ψ(a) is the feature set of concept
a.Based on Tversky’s similarity model, many scholars put forward this mode [18, 19].

Semantic similarity assessment methods based on features involve more semantic
information and conform to cognitive characteristics of human beings. However, their
accuracy is determined by feature set. Although some scholars have proposed combined
methods [21], they still rely on additional information.

3 A New Feature-Based Measure

According to the analysis of existing semantic similarity assessment methods, those
based on features involve more semantic information and conform to cognitive charac‐
teristics of human beings. However, they depend on complete concept feature set. As a
result, the following two aspects shall be considered. Firstly, some general ontology
(e.g. WordNet) has complicated structure. They may contain various taxonomy archi‐
tecture and each taxonomy architecture was constructed by domain experts from
different viewpoints and knowledge backgrounds. Secondly, in such one feature set,
different elements have different contributions to the feature set.

On this basis, a new semantic similarity assessment method based on the Tversky’s
model was proposed. Similar with David’s method [20], it also extracts taxonomy
knowledge of ontology. Relative definitions are introduced as follow.

Definition 1: Let C represent all concept in the ontology O. The binary relation is
defined as <: C × C. If c1 is the parent node of c2, c1 < c2. The root concepts set of O is
defined as: .

Definition 2: Let p  Path(c) represent one path from c to the root node. Traval(c, p)
is the set of c and all concepts on p. Therefore, the derivation set of c is: θ(c) = {Traval(c,
p)| p  Path (c)}.

For example, in WordNet, there’s a concept “lover”: θ(c)(lover) = {{entity, causal
agent, person, lover},{entity, object, living thing, organism, person, lover}}

Definition 3: Let , IC of P is defined as follow:

(4)

Definition 4: Semantic similarity between concepts defined as follows:

(5)

where A  θ(a) and B  θ(b). Parameter α is an adjustable coefficient, which is used to
adjust weights of common and different features, β is used to balance proportions of two
feature sets. Generally, the maximum similarity is used to represent the similarity
between two concepts:
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(6)

Semantic distance between concepts can be expressed as Dis(a, b) = 1 − Sim(a, b).

Property 1: Formula (17) is a semi-metric. It meets:

(1) Dis(a, b) = 0 if and only if a = b (identity of indiscernibles);
(2) Dis(a, b) ≥ 0 (non-negative)
(3) Dis(a, b) = Dis(b, a) (symmetric)

According to Property 1, the proposed similarity computation method can be applied
to methods based on similarity metrics (e.g. clustering algorithm).

4 Experimental Results and Discussions

Currently, computation results will be compared with subjective judgment of human
beings [22, 23] to evaluate the semantic similarity assessment methods. Pearson corre‐
lation coefficient will be computed. Higher Pearson correlation coefficient indicates the
computed similarity is in higher accordance with subjective judgment of human beings.
Therefore, the computed result of the proposed method was compared to those of recent
methods.

Table 1. Correlation values for each measure using WordNet2.0 as ontology

Measure Type M&C R&G

Wu and Palmer [10] Edge counting 0.803 [24] /

Li et al. [12] Edge counting 0.82 [19] /

Leacock and Chodorow [11] Edge counting 0.74 [25] 0.77 [25]

Al-Mubaid and Nguyen [13] Edge counting / 0.815 [20]

Lin [24] IC (Corpus) 0.834 [24] 0.72 [25]

Resnik [14] IC (Corpus) 0.795 [24] 0.72 [25]

Bollegala et al. [26] IC (Corpus) 0.813 [27] /

Resnik (IC computed as David et al.) [16] IC (Intrinsic) 0.84 [16] /

Lin (IC computed as David et al.) [16] IC (Intrinsic) 0.85 [16] /

Jiang and Conrath (IC computed as David et al.) [16] IC (Intrinsic) 0.87 [16] /

Resnik (IC computed as Zhou et al.) [15] IC (Intrinsic) / 0.842 [15]

Lin (IC computed as Zhou et al.) [15] IC (Intrinsic) / 0.866 [15]

Jiang and Conrath (IC computed as Zhou et al.) [15] IC (Intrinsic) / 0.858 [15]

Tversky [17] Feature-based 0.73 [19] /

Petrakis et al. [19] Feature-based 0.74 [19] /

Banerjee and Pedersen [29] Feature-based 0.80 [25] 0.83 [25]

David et al. [20] Feature-based 0.83 [20] 0.857 [20]

Our approach (α = 0.8) Feature-based 0.845 0.864
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WordNet2.0 was used as ontology for fair comparison. It is important to note that
one word may have several semantics and one semantic may have several contexts.
Therefore, there may have several similarity values between two words. In this paper,
the maximum similarity between two words was taken as the final result. Furthermore,
to ensure objectivity and accuracy of the experiment, results of other methods were cited
from published articles directly.

Except for the proposed method, results of recent semantic similarity assessment
methods and their correlation coefficients with two standard datasets are listed in Table 1.
The proposed method gets a group of good results: 0.845 and 0.864, higher than most
methods based on IC and features. This demonstrates that classification knowledge in
ontology can provide more semantic information and content of easy-to-access classifica‐
tion knowledge is relative reliable. Different Reference [20], the proposed method views
all concepts on the path from concept to the root node rather than all upper nodes as the
feature set. The experiment found higher accuracy of the proposed method than others.
Property 1 reveals that the proposed method is a semi-metric and can be applied to other
methods based on semantic similarity metrics.

Moreover, the proposed method is applicable when ontology contains various clas‐
sification systems. If there’s only one classification system (tree classification structure)
in the ontology, it will achieve similar result with edge counting methods. Meanwhile,
the ontology couldn’t cover all knowledge. For example, the similarity between food
and fruit is computed 0.03 (range: 0–1) by the proposed method. This differs from expert
judgments (3.08, range: 0–4; and 2.69, range: 0–4) greatly. This is caused by the far
distance between food and fruit in taxonomy knowledge of WordNet. This can be solved
by ontology with rich classification information (e.g. WordNet and Wikipedia) and
multiple ontologies.

5 Conclusions

Semantic similarity assessment is the basic issue of many associated fields and one of
hotspot recently. In this paper, we introduced a measure of semantic similarity based on
features. It extracts taxonomic features from ontology and weights the features through
IC of concept based on the Tversky’s model. It is simple method because it makes full
use of most reliable and easy-to-access taxonomy knowledge in ontology. The compar‐
ison experiment finds that the correlation coefficient of the proposed method is higher
than most of existing methods. Future research will focus on how to popularize semantic
similarity computation method to more fields (e.g. knowledge fusion).
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Abstract. This paper is devoted to organizing of the quality control process of
knowledge bases, used for support of daily intelligent activity. The knowledge
control is process of expansion, refinement, improvement of used knowledge.
The main functions of knowledge bases control systems providing continuous
improvement of knowledge are identified. The conceptual scheme for automated
support of knowledge bases quality control process is submitted.
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1 Introduction

One of the ways of improvement of the quality of the professional intelligent activity is
its automation by means of computers. Many tools and technologies which are used for
automation of different types of activity are created: database management systems,
tools for corporate systems, local networks, cloud computing. Since the 1970, with the
advent of the knowledge based systems, great expectations for their practical appli-
cation for automation of intellectual activity appeared.

Despite of considerable achievements in its theory and technology, the knowledge
based systems didn’t begin to be used everywhere in establishments’ or institutions’
professional activity. They weren’t built into their organizational structure. The most
probable explanation of the current situation is the insufficient attention to support of
knowledge quality control for an activity, being automated.

The article’s purpose is to show the significance of program systems for knowledge
base quality control and to define the main tasks of these systems.

2 Knowledge Bases and Support of Intellectual Activity

Intellectual activity in this paper is a process of making of interconnected decisions (on
the basis of knowledge) in relation to a real object. Specificity of decision-making on the
basis of knowledge is as following: algorithms of such decision-making are unknown;
only algorithms of “application of knowledge” for decision-making are known. Thus
“quality” of decisions (correctness and accuracy of every decision) depends on the
quality of knowledge [1].
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Scientific or hi-tech organizations or their certain experts can improve knowledge
(when any inaccuracies are detected) and extend it (by introducing the new approved
scientific achievements). We will call the activity, connected with expansion, refine-
ment, improvement of knowledge, «knowledge control».

Expert systems (ESs) are developed for the automation of intelligent activity (intel-
lectual work). These systems are designed to solve the intelligent problems of certain
classes (planning, interpretation, prediction, diagnostics etc.) based on knowledge bases.

Supporting of daily intellectual activity means decision-making by the expert
taking into account an explanation of the expert system.

The explanation contains information on the conformity of hypotheses (about
potential solutions) to information about an object (input data) and to the knowledge
base. For example, in medicine, it is important to explain which hypotheses–diagnoses
can be rejected and which hypotheses can be used for some case history considering the
specific knowledge of medical diagnosis.

A specialist (i.e. a doctor), who is making a decision (i.e. diagnosing) on the
available data about the situation (i.e. clinical records of a patient) relies on his\her own
mind (knowledge) and has a chance to read and inspect the explanation formed by
expert system (i.e. analysis of possible hypotheses of the diagnosis for this patient).

If the knowledge base is of high quality, expert system (ES) allows to reduce
quantity of specialist’s mistakes connected with a wrong application of his/her
knowledge. An expert system uses the correct algorithm for task decision and can carry
out the full analysis of data for any quantity of hypotheses. However the analysis
results depend substantially on the quality of knowledge applied during this analysis.
The quality and usefulness of the knowledge base are determined by the completeness,
accuracy, and correctness of the knowledge that is contained in it.

The knowledge bases generally created by experts [1–4]. The knowledge base
(KB) created by the expert may contain defects: may be incomplete or inexact.

Generally the primary ways of evaluation of knowledge bases are an application of
means of its formal properties check (entities types and their properties and the extent
of the corpus: “two distinct ground truth entities are conflated”, “a ground truth entity is
split into several entities” etc.) and an involvement of experts for an assessment of
“solutions proposed by a system” [2, 5–7].

It is obvious that a more objective evaluation (assessment) of the quality of
knowledge bases is necessary.

The assessment of KB correctness can be defined in terms of a set of tasks which
ES correctly solves on the base of this KB (ES produces some hypotheses about a
solution, including the correct solution). The assessment of KB accuracy can be defined
in terms of a subset of this set of tasks for which ES produces only one solution.

3 Support of Knowledge Quality Control Activity

Each decision made by the specialist during intellectual activity usually undergoes a
confirmation procedure. As a result of this procedure the decision has to be validated as
right or wrong. The experts from KB management group can compare a task solution
made by the specialist, an explanation created by system and a final solution
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conclusion. In case of discrepancy of these decisions it is necessary to estimate,
whether the explanation is wrong.

During professional practice a number of tasks with validated solutions will
increase over time. Each increased set of tasks-with-known-solutions is used for
checking knowledge base: whether KB satisfies to the accumulated precedents.

Some examples of software tools for handling of the set of precedents (precedents
repository) are described in available sources [5, 8].

Fixed KB become outdated over time in the sense that the assessment of its cor-
rectness and accuracy won’t change while number of precedents is enlarged and the
assessment of specialist improves in the course of further practice. Therefore the
knowledge base has to be improved over time.

For continuous improvement of the quality of decisions a knowledge bases quality
control has to be exercised together with automation of daily intellectual activity.
Therefore the quality control of knowledge bases demands integration with electronic
“document flow”. Every correct and every wrong solution is very useful precedent. All
these precedents are the input information for KB improvement process.

KB control system’ purpose – to provide usefulness of ES for the specialist during
the whole time of its exploitation. For achievement of this purpose the KB control
system has to carry out the following functions:

• to accumulate precedents repository permanently;
• to classify all precedents in the repository;
• to find all possible ways of modification of KB for inclusion of new precedents into

the assessment of KB correctness and the assessment of KB accuracy;
• to modify KB by one of possible ways.

4 The Main Tasks of Knowledge Base Control System

In order that ES remained useful to the specialist, it is necessary that information on all
solved tasks and the validation results was available to ES. Obtaining this information
is the function «to accumulate precedents repository».

A natural realization of this function is integration of ES with subsystem of elec-
tronic document flow of intellectual activity. Information on the decisions made by
specialists, and about results of confirmation of these decisions has to be included in
documents in the form allowing its processing (by KB control system). Such inte-
gration of ES with subsystem of electronic document flow allows to evaluate the
quality of task decisions made by certain specialists or their groups.

Each precedent has to be referred (by KB control system) to one of the following
classes (Fig. 1).

(1) ES suggested the correct and exact solution.
(2) ES suggested the correct, but non-exact decision (it gave out some possible

alternatives among which there was also the correct solution), while input data of
this task provide its exact solution.
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(3) ES suggested the correct, but non-exact solution, however input data of this task
provide for more exact solution (reduction of number of alternatives).

(4) ES suggested the correct, but non-exact solution, however input data of this task
don’t provide for more exact solution.

(5) ES proposed the wrong solution (a set of alternatives without correct solution or
the empty set).

The function “to classify all precedents” consists in assignment of each precedent to
one of the specified classes. It is obvious that the decision on assignment of precedent
to classes 2-4 can’t be made automatically therefore it has to be made by the experts
from KB management group.

It is shown in Fig. 1 that not only the task’ solution and all known data about object
are documented, but also the explanation received from ES. In case of discrepancy of
the explanation created by system and the final solution conclusion it is necessary to
estimate, whether the couple <a known data about object, a final decision> may be used
as precedent for knowledge base correction.

The precedents of classes 1 and 4 form KB correctness assessment and accuracy
assessment (the assessment is precedents set). The new precedents assigned to these
classes can be included in this assessment without KB modification, unlike the new
precedents assigned to classes 2, 3 and 5. Classes 1 and 4 won’t change, or some
precedents will pass from a class 4 into a class 1.

New precedents from classes 2 and 3 demand improvement (correction) of KB, i.e.
its such admissible modification when class-2 precedents pass into a class 1, and
class-3 precedents pass into classes 1 or 4. Such improvement of KB aims to add these
precedents into correctness and accuracy assessments of modified KB.

New precedents from a class 5 demand correction or expansion of the KB, i.e. its
such admissible modification when class-5 precedents pass into classes 1 or 4. KB

‘class II and III’
precedents

documenting of tasks’
decisions and validated 
solutions

final solution
Task solution 
expecting  for 

validation

analysis of 
non-exact 

explanations

"class I"
precedents

base of all 
precedents

"class IV"
precedents

ES explanation

Result of the 
decision by 

expert

< Data about object;
   expert’s solution;

ES explanation;
final solution >

"class V"
precedents

Archive of reports (of decisions)

Data about 
object

Fig. 1. The scheme of relations of document flow with quality control process
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correction or expansion aims to add these precedents into correctness and accuracy
assessments of modified or expanded KB also.

Search of all possible options of such admissible modifications of KB for all new
precedents is an essence of the function of search of opportunities for inclusion of new
precedents in the assessment of KB (the function “to find all possible ways of modi-
fication of KB”). These options of admissible modifications of KB have to be «cal-
culated» automatically by KB control system.

As a result of performance of the previous function some versions of admissible
modifications of KB for new group of precedents can be received, or there will not be
such versions. Therefore choice of one such version of admissible modification (if there
are) and its replacement is an essence of function “to modify KB”. If there are not such
options a revision of some previous decisions at modification of KB is needed. This
function has to be implemented by the experts from group of management of KB with
assistance of a control system. For supporting in receiving new formalized knowledge
(Fig. 2) the following means are required: convenient software instrument for forma-
tion of the learning sample from the precedents of classes 2 and 3, tools for automatic
formation of the next version of KB modification and for its estimation. If KB version
with an assessment not worse than the specialist’s assessment is received, this version
becomes new KB for ES (instead of the “current KB” used for this moment).

Additional source of improvement of the knowledge used during solving of
intellectual activity problems are the new scientific results relating to this intellectual
activity. It is reasonable that the KB control system has to allow addition of new
scientific results in KB (without making worse of its assessment). Such modification of
KB can be carried out only by the experts from KB management group (Fig. 3). The
automated support for estimation of KB version included scientific results is required. It
assist to be convinced that the assessment of the knowledge base has improved. If the
assessment of the KB included new scientific knowledge doesn’t become worse such
version of modification becomes the new KB of ES.

Administrative measures for control of specialists’ decisions and of used knowl-
edge are naturally connected with the measures related to matching specialists’
knowledge to modern updated knowledge. Software and computer simulators are

"class V"
precedents

‘class II and III’
precedents

Inductive formation 
of KB modification 

version
(with estimation)

version

KB modification 
version

base of all 
precedents

knowledge base of 
ES (the current)

selected 
precedents

Choice of version for
replacement of KB

replacement of KB with new version

Fig. 2. The scheme of automatic control of knowledge bases quality
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necessary for support of training process and raising the level of specialists’ skill. The
knowledge in such computer simulators must completely correspond to the most
modern formed knowledge bases.

5 The Advantages of Automation of Knowledge Control

The development of software for KB control support gives benefit both for the spe-
cialists carrying out daily intellectual activity and for managers of this activity. The
advantages are as following:

• obtaining the knowledge base of ES, whose quality assessment isn’t worse, than
specialists’ knowledge quality assessment,

• achievement of monotonous growth of ES knowledge base quality assessment;
• availability of the knowledge base with the best assessment for use and training;
• possibility of timely bringing the most modern knowledge to specialists;
• objectivity of estimation of specialists’ daily activity.

6 Conclusion

For continuous improvement of a decisions’ quality, a knowledge bases quality control
has to be exercised along with automation of daily intellectual activity. Quality control
of knowledge bases demands automation and integration with subsystem of electronic
document flow and with expert systems.

The main objectives of software systems for KB quality control are documentation
of task decisions data; exercising KB and search for new precedents for it; accumu-
lation and classification of new precedents; support of formation of admissible KB
modifications. The documentation of task decisions data includes the task initial data,
ES explanation of decision process and final validated solution of the task. The
exercising KB by every new validated solution (analysis of ES explanation’ correctness
in comparison with validated solution) allows KB to be improved over time and remain
actual.

Formation of KB 
modification version 
(correction of KB)

Results of scien-
tific researches

version of 
modified KB 

Estimation of 
knowledge 

base version

repository of all 
precedents

ES knowledge 
base  (current)

if the assessment worsened

KB replacement by new version if assessment didn't worsen

Fig. 3. An inclusion in the knowledge base of results of scientific researches
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Abstract. Reliable fault diagnosis in bearing elements of induction motors,
with high classification performance, is of paramount importance for ensuring
steady manufacturing. The performance of any fault diagnosis system largely
depends on the selection of a feature vector that represents the most distinctive
fault attributes. This paper proposes a maximum class separability (MCS) fea-
ture distribution analysis-based feature selection method using a genetic algo-
rithm (GA). The MCS distribution analysis model analyzes and selects an
optimal feature vector, which consists of the most distinguishing features from a
high dimensional feature space, for reliable multi-fault diagnosis in bearings.
The high dimensional feature space is an ensemble of hybrid statistical features
calculated from time domain analysis, frequency domain analysis, and envelope
spectrum analysis of the acoustic emission (AE) signal. The proposed maximum
class separability-based objective function using the GA is used to select the
optimal feature set. Finally, k-nearest neighbor (k-NN) algorithm is used to
validate our proposed approach in terms of the classification performance. The
experimental results validate the superior performance of our proposed model
for different datasets under different motor rotational speeds as compared to
conventional models that utilize (1) the original feature vector and (2) a
state-of-the-art average distance-based feature selection method.

Keywords: Fault diagnosis � Feature distribution analysis � Feature selection �
Genetic algorithm � Intra class density � Inter class distance � K-NN

1 Introduction

Modern manufacturing systems rely heavily on the use of induction motors and they
have a significant role in the productivity of any industry. Thus, faults in induction
motors can lead to their unexpected and sudden failure, thereby adversely affecting
production and leading to complete shutdown [1, 2]. Therefore, it is imperative for the
purpose of industrial productivity that we develop reliable methods for fault diagnosis
of bearings in induction motors in order to avoid potential failure.

Several methods and techniques have been developed over the years to reliably
diagnose faults in the bearings of induction motors using vibration, current, and voltage
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signals. Recently, acoustic emission (AE) signals processing-based methods have been
proposed. All of these methods share the same fundamental steps: (1) extraction of fault
features from the original signal, (2) selection of a set of features, and (3) classification
of faults. However, the selection of a set of features that can correctly characterize all of
the underlying fault conditions is a challenging issue.

Different feature extraction methods are used in different signal analysis domains
i.e. time domain [3, 4], frequency domain [4, 5], and the time-frequency domain [6–9],
for bearing fault diagnosis. To identify different fault conditions hybrid high dimen-
sional features extracted from different signal domains is becoming increasingly pop-
ular [10]. However, a large number of features does not always guarantee high
classification performance, because not all of the extracted features carry the same
significance in characterizing a given fault condition; some can even degrade the
classification performance. Furthermore, a high dimensional feature vector has the
added disadvantage of being computationally inefficient. Therefore, in order to select
the optimal features, we require an efficient feature selection method.

A feature selection method selects an optimal subset of the original feature set that
best represents the underlying fault conditions and accurately performs fault classifi-
cation. The most representative subset is determined using some suitable criteria that
minimize the number of features required for improved performance [11]. There are
many approaches that can be used for feature selection. These can be broadly cate-
gorized into three groups: (1) the wrapper approach, (2) the filter approach, and (3) the
hybrid approach [10, 11]. The wrapper approach can be applied using complete search,
sequential search, or the heuristic search. Heuristic search approaches like GA can
ensure a compromise between the quality of the feature subset and the computational
complexity [11]. In this study, we use a GA for feature selection, which ensures the
selection of the best features while maintaining a reasonable computational complexity.

With GA, in addition to other parameters, the fitness or objective function has a
direct effect on the selection of the optimal feature set. Depending upon the application
environment and signal properties, designing an effective objective function is a
challenging task. In [12], the classification accuracy is used as a fitness value in a
GA-based feature selection process, which can guarantee higher classification accuracy
for a particular classifier. However, embedding a classifier inside the GA process is
computationally inefficient. In [13], a GA is used to reduce the number of features with
the help of an objective function that incorporates a smaller intra-class distance and a
larger inter-class separation. In that study, average distances between samples are used
as a measure for both the intra-class density and the inter-class separation. However,
this average distance-based approach has several drawbacks that can adversely affect
the optimal feature selection process. The average distance-based compactness (den-
sity) value of a class ignores samples that are located on the outskirts of a class in less
dense areas. These samples may overlap with another class. In the case of average
distance-based inter-class separation, a high distance value between two classes can
dominate both the distance measures of other nearby classes and the overall class
separability value.

To address these critical issues, this paper presents a novel maximum class sepa-
rability distribution analysis-based objective function (fitness function), which works in
full consort with the genetic algorithm to select the best feature subset for fault
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diagnosis of induction motors. In the proposed model, a hybrid feature vector is
extracted from an AE fault signal. Then, the GA is applied to the original feature vector
to select the optimal feature set. Finally, in order to validate the optimization of the
feature space, a k-nearest neighbors (k-NN) classifier is utilized for classifying the
different faults. To evaluate the proposed model, its classification accuracy is compared
with two other approaches: one that does not involve any feature selection approach
and one that utilizes an average distance-based state-of-the-art objective function. The
results show the superior performance of our approach.

The rest of this paper is organized as follows. Section 2 describes the experimental
setup for AE fault signal acquisition. Section 3 describes the proposed fault diagnosis
model with GA-based optimal feature selection. Section 4 presents the experimental
results and analysis. Finally, Sect. 5 concludes this paper.

2 AE Fault Signal Acquisition

Generally, researchers use different types of sensors for collecting data from induction
motors, including displacement sensors, current sensors, vibration sensors, thermal
sensors, and acoustic emission (AE) sensors [2, 3]. Acoustic emission (AE) is used for
low-speed bearing defect diagnosis because it is effective in capturing low-energy
signals and detecting incipient bearing defects [14]. Therefore, this paper employs an
AE-based technique for incipient bearing fault diagnosis.

To obtain the AE signals of bearing defects, a self-designed experimental envi-
ronment is setup for the purpose of this study, as depicted in Fig. 1(a). An AE sensor is
placed on top of the bearing house of the shaft at the non-drive end, which is connected
with an induction motor via a gearbox (1:1.52). A diamond cutter bit is used to generate
physical cracks at different physical locations on the surface of a bearing as depicted in
Fig. 1(b) along with crack’s specifications. In this study, different signals for single and
combined fault conditions are collected from a motor operating at different rotational
speeds. Moreover, normal signals are acquired for healthy bearings without any faults.
A displacement transducer is used to measure the motor speed.

Crack width: 
0.6 mm, 

Crack depth: 
0.3 mm, 

Crack length: 
3 mm

Roller crack

Inner race fault

Outer race crack

(a) (b)

AE Sensor

Displacement 
transducer

Bearing house of 
drive end shaft

Bearing house of 
non-drive end shaft

Fig. 1. (a) Signal acquisition environment and (b) Different bearing cracks with specifications.
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In this study, three different AE signals for single faults and four different AE
signals for combined faults are acquired from different bearings. The single fault sig-
nals include signals for an inner raceway fault, outer raceway fault, and roller fault.
The combined fault signals include signals for inner raceway & roller faults, outer &
inner raceway faults, outer raceway & roller faults, and inner & outer raceway &
roller faults. AE signals for each fault condition are collected at speeds of 300 RPM,
350 RPM, 400 RPM, 450 RPM, and 500 RPM. In the experimental dataset, there are
90 different AE signals for each motor speed and for each fault type. The length of each
signal is 10 s and the sampling frequency is 250 kHz.

3 Proposed Model

The performance of any diagnostic system is strongly dependent on the quality of the
feature vectors. The proposed model investigates the optimal feature selection and an
efficient fault diagnosis system. Figure 2 shows the block diagram of our proposed
model; all of the modules are described in the following sections.

3.1 Hybrid Feature Extraction

To obtain the most distinctive fault information from the AE signals, we start with a
large set of extracted features. Our final feature vector has a total of 22 features
including 10 time domain statistical parameters of the AE signal, three frequency
domain statistical features, and nine RMS features that are calculated from the defect
frequency region of the fault using the envelope power spectrum.

The statistical feature elements of the hybrid feature vector for the detection of
faults, i.e. different time and frequency domain statistical features of the AE signals, are
listed in Tables 1 and 2 along with the mathematical relations to calculate them. The
time domain statistical features are root mean square (RMS), square root of the
amplitude (SRA), kurtosis value (KV), skewness value (SV), peak-to-peak value
(PPV), crest factor (CF), impulse factor (IF), margin factor (MF), shape factor (SF) and
kurtosis factor (KF), whereas, the frequency domain statistical features are frequency
center (FC), rms frequency (RMSF) and root variance frequency (RVF).

AE signals

Extract 
Original 
feature 
vector

GA-based feature selection
Fitness value: MCS distribution analysis-

based objective function

Optimized 
feature 
vector

Fault classification using k-NN with k-fold cross validation

K-foldTraining set Testing set

K-NN classifier

Fig. 2. The proposed fault diagnosis model with the GA-based features selection scheme.
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To find more specific fault information, envelope power spectrum of the AE fault
signal is used to extract RMS features of each fault’s defect frequency region. The steps
involved in extracting these RMS features are illustrated in Fig. 3.

The RMS features extracted from the inner, outer and roller defect frequency ranges
of the AE fault signal’s envelope power spectrum are shown in Fig. 4 where the green,
black, and red rectangular windows represent the inner, outer, and roller defect fre-
quency ranges, respectively. The frequency ranges for each defect are calculated using
Eqs. (1), (2), and (3), respectively, where fs is the operating frequency, fc is the case
frequency, fi is the inner defect frequency, fo is the outer defect frequency, and fr is the
roller defect frequency.

range inner ¼ 2� number of sideband � fsþ fs� error rateð Þ þ error rate� fið Þ ð1Þ

range outer ¼ 2� error rate� fo ð2Þ

range roller ¼ 2� number of sideband � fcþ fc� error rateð Þ þ error rate� frð Þ ð3Þ

Table 1. Statistical features from the time domain of the AE signal

Table 2. Statistical features from the frequency domain of the AE signal

AE 

Signal

Compute envelope 

power spectrum

Find the Inner, outer and roller defect 

frequency zone up to three harmonics and 

calculate frequency RMSs of none zones

Total nine 

RMS 

features

Fig. 3. Process for extracting the envelope spectrum RMS features.
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3.2 Maximum Class Separability Distribution Analysis-Based Feature
Selection Using the GA

The GA, which is based on natural evolutionary theory, is a robust and effective
optimization technique with heuristic search [14–18]. An application of GA to any
problem involves five essential steps: 1) encoding, 2) parent selection, 3) crossover &
mutation, 4) fitness evaluation of offspring and 5) replacement. The final solution is a
chromosome, which is a combination of genes where each gene represents an element
of the optimal feature vector.

In the encoding process, the initial population of chromosomes is created using
binary encoding. Strings of 1’s and 0’s, each representing a chromosome, are con-
structed as follows: (1) the length of each string, i.e. chromosome, is equal to the
number of dimensions of the original feature vector space. (2) if the ith dimension of the
original feature space is retained, then the ith element of the chromosome is set to ‘1’;
otherwise, it is set to ‘0’. In this study, the initial population consists of 500 chro-
mosomes and the number of required generations is set to 500. In parent selection
process, fitness values of all chromosomes are calculated using the proposed maximum
class separability distribution analysis-based objective function and the best chromo-
somes are selected for further breeding using the stochastic roulette-wheel selection
method.

This study uses generational GA and in each generation, k number of offspring are
produced using uniform crossover and one point mutation. Finally using worst-case
replacement policy, these new offspring are used to replace the worst chromosomes in
the population if the offspring’s fitness (calculated using objective function) is higher
than theirs; otherwise, the offspring are discarded.

• Maximum class separability analysis-based objective function.

In this study, we propose a novel objective function that calculates the maximum
class separability (MCS) value by analyzing the discriminative feature distribution. The
proposed objective or fitness function, as given in Eq. (5), is used to evaluate all of the
chromosomes in the population. The larger the value of this objective function for a
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Fig. 4. Defect frequency range of the envelope spectrum RMS feature for inner, outer, and roller
defects.
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chromosome, the better that chromosome represents the most distinctive features with
good feature distribution. In our proposed method, we use the Euclidean distance to
calculate the MCS between two samples, as given in Eq. (4) where, x and y are two
feature vectors (samples) and n is the total number of feature variables in a vector.

dx;y ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

ðxi � yiÞ
s

ð4Þ

To find the maximum objective value (MCS value), the proposed method finds the
maximum inter class distance (i.e., separation) and the minimum intra class density.
The MCS value is calculated by Eq. (5).

MCSðobjective valueÞ ¼ Inter class distance
Intra class density

ð5Þ

In general, the fault features are distributed in the multi-dimensional feature space.
Depending on the Euclidean distance between samples, the proposed method calculates
the inter class distance and intra class density values in an efficient way, enabling the
whole process to find the most distinctive features for reliable fault diagnosis. Algo-
rithms 1 and 2 illustrate the process of calculating the inter class distance and intra class
density values.
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Figure 5 shows the intra class density and inter-class distance values, which are
calculated using Algorithms 1 and 2, respectively, where c_c_A, c_c_B, and c_c_C are
intra class density values for different classes and s_d_ac, s_d_ab, and s_d_bc are inter
class distances among all of the classes.

3.3 Fault Classification Using K-NN

The proposed feature optimization model selects an optimal feature set with the most
effective feature elements for fault diagnosis. Once we select the most distinguishable
features, we use the k-NN classifier to validate our optimization model in terms of the
classification performance. The k-NN classifier is one of the most popular classification
methods [19], and it is widely used because of its simplicity and computational effi-
ciency. The basic idea of k-NN is to classify a sample depending on the votes of its
k-nearest neighbors. The nearest neighbors are determined by calculating the distance
parameter [19].

4 Experimental Results and Analysis

This section presents the experimental results and analysis of the proposed fault
diagnosis approach. We utilize five different datasets collected from the motor at
rotational speeds of 300 RPM, 350 RPM, 400 RPM, 450 RPM and 500 RPM. Each
dataset contains eight types of AE signals including three single fault signals, four
combined fault signals and one normal baseline signal.

In the feature extraction step, we extract ten time domain statistical features, three
frequency domain statistical features, and nine envelope spectrum RMS features from
each AE signal; this yields a feature vector with 22 elements. There is a huge variation
among the values of different features, which hampers classification performance as the
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high valued features tend to dominate the ones with lower values. To overcome this
problem, all features are normalized using min-max normalization. In a dataset of
N samples and F feature variables per sample, the normalized value of each feature
variable xn,f can be calculated by Eq. (6).

Normalizedðxn;f Þ ¼ xn;f � fmin

fmax � fmin
ð6Þ

Here, xn,f is the value of feature variable f for the n
th sample of the dataset and fmin

and fmax are the minimum and maximum values, respectively, of feature variable f for
all samples in the dataset.

A high dimensional feature vector does not always guarantee higher classification
performance. We can observe that some dimensions overlap with each other for dif-
ferent fault classes. However, some dimensions are well separated, which can help in
achieving high classification performance.

In order to select the best set of features that can achieve the highest classification
performance, we apply the generational GA to the original feature vector. In the
proposed GA-based optimization, the proposed maximum class separability
(MCS) distribution analysis-based objective function is used to evaluate the fitness of
all chromosomes of the population in each generation. This objective function con-
siders the distribution of different features and tries to find the optimal feature
dimensions that yield minimum intra class density values (maximal compact classes)
and maximum inter class distances, thereby maximizing the objective value. Figure 6
shows the distribution of some features and the corresponding objective values for the
different feature dimensions of the sample dataset.

By applying the GA and the proposed objective function, the redundant and less
significant dimensions are discarded, and an optimal feature vector is selected from the
original feature space. Table 3 shows the number of selected optimal features for the
different datasets.

Finally, we apply the k-NN classifier to validate our feature optimization. With the
k-NN classifier, choosing the appropriate value of k is important. However, there is no
proper method for the selection of an appropriate value for k. In the experiments, we
tried different values of k and finally set k = 3. To attain reliable classification per-
formance, we repeat the classification process 10 times, and each time we use k-fold
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(where k = 3) cross validation. The k-fold cross validation splits the dataset randomly
into k mutual folds. More specifically, out of the three mutual folds, one fold (30
feature vectors of each fault condition) is used as the training set and the other two folds
(60 feature vectors of each fault condition) are used as the testing set.

The experimental results show that our proposed feature selection model, using the
GA with a novel objective function, achieves high classification performance for the
different datasets. To validate the effectiveness of the proposed approach, we compare
its performance with those obtained using the original feature vector (without any
feature selection) as well as using an existing average distanced-based state-of-the-art
feature selection method (i.e., Algorithm 1 [13]). Table 4 shows the classification
precision values for the different fault types and the different datasets using the pro-
posed method and the other two methods for comparison. Additionally, Table 5 shows
the averaged classification performance of the three different approaches for the dif-
ferent datasets.

Table 3. Number of selected optimal features for the different datasets

Dataset-1
300 RPM

Dateset-2
350 RPM

Dataset-3
400 RPM

Dataset-4
450 RPM

Dataset-5
500 RPM

Optimal feature
dimensions

2nd, 3rd, 11th,
13th, 14th

2nd, 3rd, 4th,
5th, 9th 11th

2nd, 11th,
13th

2nd, 9th,
11th

2nd, 9th,
11th

Table 4. Classification performance of the three different approaches for individual fault types
of the different datasets. Here M-1, M-2 and M-p represents without feature selection, average
distance-based feature selection, proposed feature selection.

Dataset Model Inner Outer Roller Inner
+roller

Outer
+inner

Outer
+roller

Inner
+outer
+roller

Normal

Dataset-1
300 RPM

M-1 99.83 81.50 98.78 100.00 96.17 97.56 94.22 99.83
M-p 99.56 95.67 100.00 100.00 98.89 100.00 99.67 99.61
M-2 96.94 67.22 96.00 96.67 86.22 92.61 93.94 94.83

Dataset-2
350 RPM

M-1 99.56 89.56 95.44 98.44 95.22 96.78 97.33 100.00
M-p 99.78 96.22 99.94 99.89 97.89 98.11 96.17 100.00
M-2 99.17 89.72 98.00 67.67 98.44 88.22 97.39 100.00

Dataset-3
400 RPM

M-1 98.11 88.28 99.39 100.00 94.17 96.39 91.56 100.00
M-p 100.00 96.50 99.94 100.00 100.00 99.00 92.22 100.00
M-2 100.00 74.78 100.00 97.11 85.50 56.89 73.61 100.00

Dataset-4
450 RPM

M-1 99.11 91.86 96.22 100.00 94.17 99.00 98.33 100.00
M-p 100.00 93.17 97.83 100.00 98.56 100.00 99.72 100.00
M-2 100.00 57.61 84.22 98.67 86.06 89.00 94.89 82.11

Dataset-5
500 RPM

M-1 100.00 100.00 99.94 100.00 100.00 98.06 97.17 100.00
M-p 100.00 100.00 99.72 100.00 100.00 98.89 100.00 100.00
M-2 100.00 99.50 99.61 100.00 100.00 98.28 98.33 100.00
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The experimental results indicate that our proposed model shows significant per-
formance improvement for different datasets. In a few cases, the proposed method
shows somewhat similar performance to the approach that does not involve feature
selection. However, our proposed model drastically reduces the dimensionality of the
original feature vector by selecting optimal features, which significantly reduces the
computational complexity of the problem. The existing state of the art approach fails to
perform as par with the proposed approach, because it does not consider the distri-
bution of features during the feature selection process.

5 Conclusions

This paper presents a maximum class separability-based distinctive feature selection
method using a genetic algorithm. In this study, a novel maximum class separability
value-based objective function was proposed and evaluated. The proposed objective
function analyzes the distribution of features in a high dimensional feature space and
helps the GA to select the optimal set of features. The proposed GA-based optimization
eliminated unnecessary feature elements and drastically reduced the number of
dimensions of the original feature set. Finally, a k-NN classifier with k-fold cross
validation was used to validate the feature set optimization. In terms of its classification
performance, the proposed feature set optimization outperformed both the original
feature vector and also an optimization method using a state-of-the-art average
distance-based selection model.
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Abstract. This paper proposes an efficient fault diagnosis methodology based
on an improved one-against-all multiclass support vector machine (OAA-MCSVM)
for diagnosing faults inherent in rotating machinery. The methodology employs
time and frequency domain techniques to extract features of diverse bearing
defects. In addition, the proposed method introduces a new reliability measure
(SVMReM) for individual SVMs in the multiclass framework. The SVMReM
achieves optimum results irrespective of the test sample location by using a
new decision strategy for the proposed OAA-MCSVM based method. Finally,
each SVM is trained with optimized kernel parameters using a grid search
technique to enhance the classification accuracy of the proposed method.
Experimental results show that the proposed method is superior to conventional
approaches, yielding an average classification accuracy of 97 % for five dif-
ferent rotational speed conditions, eight different fault types and two different
crack sizes.

Keywords: Multi-fault diagnosis � Support vector machines � Dempster-Shafer
(D-S) theory � Reliability measure � Decision rule

1 Introduction

Reliable fault diagnosis of rolling element bearings (REBs) is a challenging task,
especially in industrial machinery. Bearing defects, if not detected in time, can even-
tually lead to machine failure and cause costly downtime. This has prompted research
into vibration analysis [1, 2], motor current signature analysis, and oil debris analysis
for fault diagnosis. Vibration analysis has been widely used because it provides
essential information about diverse bearing failures [2, 3]. Recently though, the use of
acoustic emissions [4] has found prominence in the detection and identification of
bearing defects because of its ability to capture low-energy signals that are charac-
teristic of low rotational speeds [4–6]. Specifically, Yoshioka et al. [6] showed that AE
could be used to identify bearing defects even before they appear in the range of
vibration acceleration, whereas vibration analysis can only to detect defects after they
appear on the bearing’s surface [3–7].

AE signal based fault diagnosis usually involves fault feature extraction from AE
signals, feature selection and fault classification. Fault feature extraction maps the
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original signal to statistical parameters that reflect the diverse symptoms of bearing
defects. The feature pool in this study includes 10 time-domain statistical parameters, 3
frequency-domain, and 9 complex envelope components. Once we extract features
from the AE signal, our problem reduces to achieving better classification accuracy.

Several classification methods including support vector machines (SVM) [8, 9, 12],
artificial neural networks (ANN) [4, 14], fuzzy sets theory, and expert systems have
been used in bearing fault diagnosis [3, 5]. SVM is a robust classification tool [13–15]
that classifies unknown data into multiple classes [9, 12] by decomposing an L-class
into a number of two class problems and constructing a binary classifier for each. In
this paper, an improved decision fusion based one-against-all (OAA) multi-class
support vector machine is designed for improved fault diagnosis in roller bearings.
OAA-MCSVM classifies an unknown feature vector based upon the binary classifier
with the largest value for the classifier decision rule. This approach ignores the com-
petence of individual classifiers and relies only on the value of the decision rule,
therefore it does not always yield the best results [8–10, 14]. In Fig. 1, which shows the
application of the one against all approach to a four class problem, the solid lines
separate class 1 and 2 by a definite margin from the remaining classes whereas the
dashed lines fail to achieve the same in case of class 3 and 4. Some regions (such as
region 3) of the feature space are undecided, where a sample is accepted by more than
one class or rejected by all. Individual SVMs are treated equally by the standard
OAA-MCSVM method despite differences in their quality, thus compromising the
overall classification accuracy. Therefore, it is advantageous to give due weight to each
SVM classifier on the basis of classification competence and formulate a new decision
strategy to achieve that. The contributions made in this paper are as follows:

• The OAA-MCSVM is modified to improve its classification performance, by
introducing a reliability measure, SVMReM, for each SVM and formulating a new
decision aggregation rule.

Fig. 1. OAA SVM. Solid lines show true boundary lines and dashed lines linear boundaries
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• The effectiveness of the proposed OAA-MCSVM is validated by accurately classify
multiple bearing defects under different load conditions and at different rotational
speeds.

The remaining parts of the paper is organized as follows. Section 2 explains the
experimental setup. Section 3 provides analytical grounds to support our proposition
under the framework of Dempster-Shafer (D-S) theory [12] and introduces a reliability
measure (SVMReM) for individual SVMs that achieves optimal value irrespective of
the test sample location in the feature space. Section 4 describes the proposed method
with feature extraction and detailed derivation of reliability measures. Section 5 pre-
sents the experimental results, and Sect. 6 concludes this paper.

2 Experimental Setup and Data Acquisition Details

The experimental test rig used for this study is shown in Fig. 2. The AE fault signal is
acquired using a general purpose, wideband AE sensor (WS α from Physical Acoustics
Corporation) [3–6, 8], placed on top of the bearing housing as shown in Fig. 2. AE
sensors are designed to capture high frequency acoustic emissions emanating from
periodic impact events involving bearing faults.

In this study, one normal and seven different AE fault signals are obtained;
(i) (DFN) the normal condition, (ii) (BCO) bearing with outer race crack, (iii) (BCR)
bearing with roller crack; (iv) (BCI) bearing with inner race crack, (v) (BCIO) bearing
with cracks on inner and outer raceways, (vi) bearing with inner and roller cracks
(BCIR), (vii) (BCOR) bearing with roller and outer cracks, and (viii) (BCIOR) bearing
with inner, outer, and roller cracks.

AE Sensor

Signal Acquisi-
tion

Bearing 
House

Fig. 2. A self-designed test rig for obtaining AE signals of bearing defects
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3 Reliable One-Against-All (OAA) Multiclass Support Vector
Machine (SVM)

The OAA-MCSVM method for an L-class problem creates L binary SVM classifiers to
separate each class from the remaining L-1 classes. If we consider a classification
problem with P training samples x1; y1f g; . . .; xp; yp

� �
, where xj 2 RDim is a

Dim-dimensional feature vector of the jth training sample and yj 2 1; 2; 3; . . .; Lf g is
the class to which it belongs. The jth SVM solves the optimization problem given in
Eq. (1) [11–14], which provides the jth decision value function.

Min L w, dkj

� �
¼ 1

2
wk k2þ c

Xp
j¼1

dkj ; subjected; y
0
j wj �/ xj

� �þ bj
� �� 1� dkj ; d

k
j � 0

ð1Þ

Where y
0
j ¼ 1 if yj ¼ L; otherwise yj ¼ �1. In the classification stage, a test sample

x is classified to be in class k such that the decision function Zk has the highest value as
given in Eq. (2).

Zk xð Þ ¼ wk � u xkð Þ þ bkð Þ;where; k ¼ argmax
k¼1;...;L Zk xð Þ ð2Þ

3.1 Improving the Standard OAA-MCSVM Using Dempster-Shafer
Belief Theory

The proposed approach improves the standard OAA MCSVM using Dempster-Shafer
(D-S) evidence theory [12, 16]. Consider a test sample x, a set of L OAA multiclass
classifiers SVMk each with a decision function Zk and a set of hypotheses X ¼ LKf g
for 1 ≤ k ≥ L, where the kth hypothesis asserts that the sample belongs to class k. When
each SVMk is applied to x, the result is a part of evidence supporting a certain
proposition [8, 10, 15]. We define a basic belief assignment function (BBA) referred to
as belief mass mk on hypothesis Ω [10]. It is actually based on the result of the kth
classification. When sign (Zk) = 1, it is logical to enhance belief in SVMk proportional
to the value of Zk, because “x fits into class k”. This piece of evidence alone does not
guarantee the truth of hypothesis Lk, only part of it is committed to the belief in
hypothesis Lk. The remaining part of the evidence provided by the value of Zk is
assigned to the belief in hypothesis Ω as a whole which asserts that “x does not belong
to class k”. The basic belief assignment (BBA) function mk is defined for an SVM with
a positive response.

mk fxgð Þ ¼
1� expð� Zk xð Þjj ¼ kk; if ; x ¼ Lkf g
expð� Zk xð Þjj ¼ 1� kk; if ; x ¼ X
0; else

8<: ð3Þ
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When sign (Zk) = −1, SVMk classifies x as not belonging to class k. Then, the belief
mass function mk, for such SVMs with negative responses, is defined by (4).

mk fxgð Þ ¼
1� expð� Zk xð Þjj ¼ kk; if ; x ¼ Lkf g
expð� Zk xð Þjj ¼ 1� kk; if ; x ¼ X
0; else

8<: ð4Þ

After finding the BBA values for all the samples and using D-S rule of combination
to obtain the combined BBA, the belief function can be computed using Eq. (5) and
finally a test sample x is labeled as class k* with the highest belief.

k� ¼ argmax
k ¼ 1; :. . .; L

Bel Lkf gð Þ ¼ argmax
k ¼ 1; :. . .; L

kk ¼ argmin
k ¼ 1; :. . .; L

zk xð Þ

¼ argmax
k ¼ 1; :. . .; L

zk xð Þj j; ð5Þ

Similar to Eq. (5), if at least one or more SVMk generates a positive response, the
belief function can be defined by Eq. (6)

k� ¼ argmax
k ¼ 1; :. . .; L

Bel Lkf gð Þ ¼ argmax
zk xð Þ� 0

kk ¼ argmin
k ¼ zk xð Þ� 0

zk xð Þ

¼ argmax
k ¼ 1; :. . .; L

zk xð Þj j ð6Þ

However, it is not prudent to place the entire belief in decisions made by the
SVMk’s. When the independent sources of evidence cannot be fully believed, the BBA
should be weakened by a certain factor [16]. Thus an appropriate degree to quantify the
amount of belief in every SVMk is proposed and defined in the following section.

4 Methodology

The proposed diagnosis method as shown in Fig. 3, includes feature calculation,
reliability calculation of each SVMk, and a new decision strategy for the proposed
OAA MCSVMs which are then used for fault classification.

4.1 Feature Calculation

The feature pool is produced based on 10 time domain statistical features, 3 frequency
domain features, and 9 envelope spectrum RMS features. Such a rich feature pool
minimizes the risk of missing important aspects of the data, and it can achieve greater
discrimination among various fault conditions. The time and frequency domain
parameters are enumerated in the Table 1, where ‘x’ is the original time-domain signal
with N data samples and “f” is a spectral component of the signal ‘x’. We divide 10 s
AE signals into different samples of one time period length each. In every revolution,
bearing faults give rise to impact signals depending upon their defect frequencies.
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Fig. 3. The proposed fault diagnosis model

Table 1. Multi-domain feature extraction from AE signals
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Three types of defects are detected on a bearing depending on their location on the
bearing surface. Bearing defect frequency could be measured on the basis of bearing
parameters and rotational speed and frequency, for respective defect.

Figure 4 shows the typical signals produced by confined faults in rolling bearing,
corresponding envelope signals are calculated using amplitude demodulation [2, 8].

The defect region for the extraction of features can be determined using Gaussian
window method [10, 14], however, it completely ignores the effects of sidebands
during defect region calculation [10]. An enveloping spectrum is sensitive to very low
impact related events such as sidebands. Thus, we construct a rectangular window
around the defect frequency, to overcome problems with Gaussian windows and extract
root mean square (RMS) features from the envelope spectrum. A distribution of the
extracted features is given in Fig. 5.
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Fig. 4. Complex envelope analysis based on a unique feature extraction method

0
0.2

0.4
0.6 0.02

0.04

0.06

0.08

200

400

600

Dim-1Dim-2

D
im

-3

BCI
BCIOR
BCIR
BCO
BCOI
BCOR
BCR
DFN

0

0.2

0.4

0.6

0.02
0.04

0.06
0.08

10

12

14

16

18

20

Dim-1Dim-2

D
im

-3

Fig. 5. 3D visualization results of the discriminative fault features: all feature samples of data set
#1 (3 MM_300 RPM) for 8 fault conditions (left) and training sample (right)

544 M.M.M. Islam et al.



4.2 Reliability Calculation for Individual SVMs

The effectiveness of a classifier can be calculated using the generalization error R rate,
restated as R = E[y = sign (Z(x))], where y 2 �1; 1f g is the label of true class x and Z
is the decision function. A classifier can be measured as more reliable if it provides a
smaller value for R [10, 15, 16]. As investigated in [14], when the amount of training
sets is relatively small comparing with the dimension of the feature space x, then the
small value of Remp will not always ensure a small value regularization error R [11]. In
this case, the upper bound of R is defined in [10, 11], and one benefit of SVM is to
minimize this objective function value, also minimizes this upper bound of function. In
other words, the smaller values of the objective function means smaller regularization
errors, and thus it ensures a reliable classifier. So, we restate the objective function for
the reliability calculation based on the SVM upper bound optimization equation in (7).

ObjFunc ¼ 1=2 w 2 þ C
�� Xn

k¼1

1� yk z xkð Þð Þþ
����� ð7Þ

To calculate the ObjFunc, we introduce the unconstrained optimization [9, 10]
problem over ‘w’ in the training stage. Our problem is quadratic; to get a globally
optimum solution for ‘w’, we utilize QP [9]. The objective function would ensure a
minimum value of R with the widest margin for all samples in the training stage.

d

SVMReM¼exp �ObjcFunc=hð Þ¼exp �
1=2 wk k2þC

PP
k¼1

1�yk z xkð Þð Þþ
2CP

0@ 1A

26666664

37777775 ð8Þ

In order to get the reliability measure for each class, and kernel function in Eq. (8),
which yields an optimum value for all samples in the feature space. Furthermore, the
margin of the classifier is 2

wk k, a smaller value of wk k ensures a larger margin, and thus

more accurate generalization. The value θ = CP is used as a regulation factor to
compensate the consequence of C, penalty parameter, P, number of training samples.

4.3 Derivation of Proposed Decision Strategy for Reliable OAA-MCSVM

With the reliability measure δSVMReM in place, we design a new decision function for our
proposed one-against-all multiclass SVM (OAA-MCSVM. First, Zk values of the binary
SVMs are calculated for all the given test samples using Eq. (2). Then, a decision fusion is
done for all samples. After that, the L class BBAmk is generated based on Eqs. (5) and (6)
for all the decisions, where all decisions are considered as information from an inde-
pendent source. The evidence value that is produced by each classifier SVMk is granted
more belief if SVMk is also more reliable, and our calculated competence measures are
directly used as a belief factor in Eqs. (9) and (10). The final decision rules as follows:
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1. If all the SVMk produce negative responses,

k� ¼ argmin
k ¼ 1; . . .L

dSVMReM kð Þ 1� exp� Zk xð Þj j
� �

ð9Þ

2. If one or more SVMk produce positive responses,

k� ¼ argmax
Zk xð Þ� 0

dSVMReM kð Þ 1� exp� Zk xð Þj j
� �

ð10Þ

δ SVM Re M (k) is the reliability measure for SVMk, and Eqs. (9) and (10) can be
merged into one based on Eq. (11).

k� ¼ argmax
1; . . .L

dSVMReM kð Þ sign Zk xð Þð Þ 1� exp� Zk xð Þj j
� �n oh i

ð11Þ

The value of sign codes the hard decision rule whether “x belongs to class k or not”
and the magnitude defines the strength of the decision function value.

4.4 Fault Classification

A SVM discriminates test samples into one of two categories, and subsequently we
need multi-class SVMs (MCSVMs) to identify multiple bearing defects. In the OAA
multiclass support vector machine approach, each SVM separates one category from
the rests, and the final decision is by choosing an SVM that produces the maximum
decision value for a given sample. We compare our proposed OAA-MCSVM using a
new decision rule with the standard OAA-MCSVM.

5 Experimental Validation

The proposed method is tested on multi-class fault data sets obtained from the
experimental setup. The proposed method delivers superior classification performance
over its standard counterpart.

5.1 Configuration of the Training and Test Data

The proposed method is evaluated over ten data sets with 90 feature vectors each. Data
set for each fault condition, is randomly divided into two subsets for training and
testing. The training subset includes 40 randomly-selected feature vectors whereas the
remaining 50 feature vectors makeup the testing subset. In the training phase of every
SVM, the precision is assessed by several kernel parameters [16] (C = 2−5, 2−3, 2−1. . .,
215), and (γ = 2−15, 2−13. . . , 23) and the best one is chosen using a grid search method
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[16] for performance comparison. Consequently, classification accuracy is computed
for the standard OAA-MCSVMs and the proposed (reliable) OAA-MCSVMs on the
testing datasets; the final classification performance is the average value of the accu-
racies achieved for each feature vector in the testing dataset.

5.2 Performance Evaluation

To ensure the effectiveness of this proposed OAA-MCSVM method, this experimental
analysis compares its classification performance with the standard variant. We use
confusion matrix [16] and AUC-ROC based performance analysis for the comparison.

Experiment # 1. This analysis was carried out on ten datasets at 5 rotational speeds
(300, 350, 400, 450, 500 RPM), two crack sizes (3 mm and 6 mm) and eight different
fault conditions. The support vector machines use the Gaussian radial basis kernel. The
results show that our proposed OAA-MCSVM is superior to the standard
OAA-MCSVM. The classification accuracy for different data sets is given in Table 2.
In addition, the results also validate our unique feature extraction process, which yields
classification accuracy of almost 100 % at higher RPMs and larger crack sizes, because

Table 2. Classification performance comparison between standard OAA MCSVMs and the
proposed OAA MCSVM for eight fault conditions using radial basis kernel machine (Unit: %)

Data set Method BCI BCIOR BCIR BCO BCOI BCOR BCR DFN Model
ACC.
(%)

3 MM
300 RPM

Standard 97.57 96.57 94.57 98.51 98.91 99.31 99.44 99.17 98.01
Proposed 100 100 96.00 98.93 99.33 99.73 99.87 99.47 99.17

3 MM
350 RPM

Standard 97.57 99.44 96.17 98.91 99.57 99.17 97.69 99.57 98.51
Proposed 100 99.43 99.71 99.14 99.86 99.00 99.86 100 99.63

3 MM
400 RMP

Standard 99.44 98.77 94.57 99.17 98.91 99.44 99.44 99.57 98.67
Proposed 99.87 99.20 100 99.60 99.33 99.73 99.87 100 99.70

3 MM
450 RPM

Standard 99.31 98.64 99.46 99.44 96.57 99.58 99.27 99.59 98.98
Proposed 99.87 99.20 100 99.73 100 99.73 99.73 100 99.78

3 MM
500 RPM

Standard 98.57 99.31 99.39 99.64 95.67 100 100 99.57 99.02
Proposed 100 99.73 100 99.87 100 100 100 100 99.95

12 MM
300 RPM

Standard 99.57 98.37 97.57 99.57 99.57 99.57 99.57 99.57 99.17
Proposed 100 100 100 100 100 100 100 100 100

12 MM
350 RPM

Standard 98.57 99.07 95.67 99.87 96.87 100 100 100 98.76
Proposed 100 100 100 100 100 100 100 100 100

12 MM
400 RPM

Standard 99.57 99.57 99.57 99.41 99.67 97.37 99.86 99.52 99.32
Proposed 100 100 100 100 100 100 100 100 100

12 MM
450 RPM

Standard 97.97 97.22 99.69 98.59 100 100 100 100 99.19
Proposed 100 100 100 100 100 100 100 100 100

12 MM
500 RPM

Standard 98.57 99.97 98.87 99.57 100 98.22 100 100 99.40
Proposed 100 100 100 100 100 100 100 100 100

Multi-fault Diagnosis of Roller Bearings 547



of good separation between fault features. In Fig. 6, we compare the overall perfor-
mance of Standard OAA MCSVMs and Proposed OAA MCSVMs over ten data sets
(in %) using three different kennel functions.

Experiment # 2. We perform the AUC-ROC based analysis of the proposed and
standard approaches for all the datasets to verify the robustness of our proposed
algorithm. AUC-ROC graph is actually a way of visualization, organization and
selection classifiers based on their performance. An area under the receiver operating
characteristics (AUC-ROC) analysis has been extended for use behavior analyzing of
fault diagnostic systems [14]. In addition, AUC-ROC curves for the proposed method
show that it delivers a more uniform performance in the diagnosis of all fault conditions
as compared to the standard approach, as shown in Fig. 7.

Fig. 6. Relative comparison of the accuracy of proposed and standard methods over three
different kennel machines.
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6 Conclusion

A reliable fault diagnosis methodology for rotating machinery was proposed and
evaluated, based upon a modified form of one-against-all multi-class support vector
machines, which utilizes individual reliability measures, SVMReM, of the binary
SVMs and an improved decision strategy based on the Dempster-Shafer (D-S) theory
of evidence. In addition to time and frequency domain analysis techniques, the
acquired data from the experiments was preprocessed using envelope analysis methods
to extract meaningful features from the fault signals. The experimental analysis dem-
onstrated that the proposed approach yields better classification performance for dif-
ferent fault conditions, at different rotational speeds and different kernel functions for
the SVMs. The proposed method yielded an average accuracy exceeding 99 %, 98 %,
and 95 % for ten data sets with SVM trained using RBF kernel, polynomial kernel, and
linear kernel, respectively.
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Abstract. In this paper, an adaptive finite-time tracking control scheme is
proposed for uncertain robotic manipulators. The controller is developed based
on combination of terminal sliding mode control technique and radian basis
function neural networks (RBFNNs). The RBFNNs are used to directly
approximate individual element of the inertial matrix, the Coriolis matrix and
gravity torques vector. The adaptation laws are derived to adjust on-line the
parameters of RBFNNs. Finally, the simulation results of a two-link robot
manipulator are presented to illustrate the effectiveness of the proposed control
method.

Keywords: Nonsingular terminal sliding mode control � Radial basis function
neural network � Adaptive control � Finite-time convergence � Robot
manipulator

1 Introduction

In recent decades, robot manipulators were applied widely in various fields, in which
many tasks require high-speed and high-precision trajectory tracking. However, robotic
manipulators are generally nonlinear and involve many uncertainties and external
disturbances in their dynamics, such as payload variations, friction, external distur-
bances, and sensor noise etc. Therefore, designs of a controller that can attenuate the
effects of robotic uncertainties have become the subject of many researches. In order to
deal with this problem, many control approaches have been proposed such as
proportional-integral-derivative (PID) control [1], robust control [2, 3], adaptive control
[4, 5], sliding mode control [6–11], and neural network control [12–16].

In this paper, an adaptive terminal sliding mode control based on local approxi-
mation method is proposed for trajectory tracking of uncertain robotic manipulators. At
first, the controller is developed based on terminal sliding mode technique. Then, in
order to improve the system performance and attenuate the effects of uncertainties, the
RBFNNs are used to directly approximate individual element of the inertial matrix, the
Coriolis matrix and gravity torques vector. Finally, a simulation study is performed on
a two-link robot manipulator to prove the effectiveness of the proposed control method.
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The rest of this paper is arranged as follows. The system dynamics and problem
formulation are described in Sect. 2. The structure of terminal sliding mode neural
networks controller is presented in Sect. 3. In Sect. 4, simulation results for a two-link
robot manipulator are provided to demonstrate the performance of the proposed con-
troller. Finally, some important remarks are concluded in Sect. 5.

2 System Dynamics and Preliminaries

The dynamics of a serial n-links robot manipulator can be written as [17]

MðqÞ q:: þ Cðq; _qÞ _qþ GðqÞ þ sd ¼ s ð1Þ

where qðtÞ; _qðtÞ; q::ðtÞ 2 Rn are the vector of joint accelerations, velocities and positions,
respectively. MðqÞ 2 Rn�n is the inertial matrix, Cðq; _qÞ 2 Rn�n expresses the cen-
tripetal and Coriolis matrix, GðqÞ 2 Rn represents the gravity torques vector, s 2 Rn is
the control torque, and sd 2 Rn is the bounded external disturbance vector.

For convenience, the above dynamic equation has the following useful structural
properties;

Property 1: MðqÞ is a symmetric positive definite matrix.

m1 xk k2 � xTMðqÞx�m2 xk k2; 8x 2 Rn ð2Þ

where m1;m2 are known positive scalar constants, x 2 Rn is a vector, kk denotes the
Euclidean vector norm.

Property 2: MðqÞ � 2Cðq; _qÞ is a skew symmetric matrix.

xT ½ _MðqÞ � 2Cðq; _qÞ�x ¼ 0 ð3Þ

for any vector x 2 Rn.
The control objective of this paper is to design a stable control law to ensure that the

tracking error between joint position vector q and desired joint position vector qd
converge to zero in finite time.

3 Controller Design

In order to apply the terminal sliding mode control, it is necessary to define the terminal
sliding surface sðtÞ for n-link robot manipulator as

s ¼ _eþ bsigðeÞu ð4Þ

where b ¼ diagðb1; b2; . . .; bnÞ, b1; b2; . . .bn are positive constants, 0\u\1,
sigð _eÞu ¼ _e1j jusignð _e1Þ; _e2j jusignð _e2Þ; . . .; _enj jusignð _enÞð Þ, s ¼ s1; s2; . . .; sn½ �, eðtÞ ¼
qðtÞ � qdðtÞ, _eðtÞ ¼ _qðtÞ � _qdðtÞ.
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According to the sliding mode design procedure, the control input u consists of the
components

s ¼ ueq � KSWsignðsÞ ð5Þ

where KSW ¼ diagðkSW1; kSW2; . . .; kSWnÞ, kSW1; kSW2; . . .; kSWn are positive constants.
The equivalent control can be interpreted as the continuous control law that is obtained
by equation _s ¼ 0 for nominal system in the absence of the uncertainties and external
disturbances.

_s ¼ e
::þub ej ju�1 _e ð6Þ

From (1), the e
::
is given by

e
:: ¼ qd

:: � q
:: ¼ qd

:: � s� sd � Cðq; _qÞ _q� GðqÞ
MðqÞ ð7Þ

Multiplying both sides of Eq. (6) by MðqÞ and substituting (7) into it yields

MðqÞ_s ¼ MðqÞ qd:: þCðq; _qÞ _qþ GðqÞ þ ubM ej ju�1 _e� sþ sd ð8Þ

Define _qs ¼ sþ _q, then qs
:: ¼ _sþ q

::
, _qs ¼ _qd þ bsigðeÞu, qs

:: ¼ qd
:: þub ej ju�1 _e.

From (8), we have

MðqÞ_s ¼ �Cðq; _qÞs� sþ sd þMðqÞ qs:: þCðq; _qÞ _qs þ GðqÞ ð9Þ

If the nonlinear robot dynamic functions MðqÞ, Cðq; _qÞ, GðqÞ are clearly known,
then the equivalent control can be defined as

ueq ¼ MðqÞ qs:: þCðq; _qÞ _qs þ GðqÞ þ Ks ð10Þ

where K ¼ diagðk1; k2; . . .; knÞ, k1; k2; . . .; kn are positive constants.
The stability of the close loop system (10) can be easily proved by Lyapunov

theory if the gains of the switching controller are bigger than the upper bounds of
uncertainties. However, robot manipulators are complex nonlinear systems which
involve many uncertainties and external disturbances. Therefore, the RBFNNs are used
to directly approximate individual element of the inertial matrix, the Coriolis matrix
and gravity torques vector of the robot. Therefore Eq. (9) becomes.

MðqÞ_s ¼ �Cðq; _qÞs� sþ sd þ M̂ðqÞ qs:: þ Ĉðq; _qÞ _qs þ ĜðqÞ ð11Þ

where M̂ðqÞ, Ĉðq; _qÞ, and ĜðqÞ be the estimates of MðqÞ, Cðq; _qÞ, and GðqÞ, respec-
tively. For the system (11), the proposed controller is expressed by the following
equation
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ueq ¼ M̂ðqÞ qs:: þĈðq; _qÞ _qs þ ĜðqÞ þ Ks ð12Þ

where M̂ðqÞ ¼ ŴT
M � rMðqÞ

� �
, Ĉðq; _qÞ ¼ ŴT

C � rCðq; _qÞ
� �

, ĜðqÞ ¼ ŴT
G � rGðqÞ

� �
. The

neural network weight vectors are designed as follows.

_̂WMk ¼ CMk: rMkðqÞf g qs:: sk ð13Þ
_̂WCk ¼ CCk: rCkðq; _qÞf g _qssk ð14Þ
_̂WGk ¼ CGk: rGkðqÞf gsk ð15Þ

where k ¼ 1; 2; . . .; n. CMk, CCk , and CGk are constant symmetric positive definite
matrices. ŴMk,ŴCk , and ŴGk are column vectors with their elements being WMkj, WCkj,
WGkj, respectively.

4 Simulation Results

In this section, to verify the validity and effectiveness of the proposed method, the
performance of the proposed controller is tested via simulation on a two-link planar
robotic manipulator. The simulations are performed in the MATLAB-Simulink envi-
ronment using ODE 4 solver with a fixed-step size of 10�4 s.

The dynamic equation of the two-link robot is described as follows

M11ðqÞ M12ðqÞ
M12ðqÞ M22ðqÞ

� �
q1
::

q2
::

� �
þ C11ðq; _qÞ C12ðq; _qÞ

C12ðq; _qÞ C22ðq; _qÞ
� �

_q1
_q2

� �
þ G1ðqÞ

G2ðqÞ
� �

þ sd1
sd2

� �
¼ s1

s2

� �
ð16Þ

where the inertia matrix MijðqÞ is given by

M11ðqÞ ¼ ðm1 þ m2Þl21 þ m2l
2
2 þ 2m2l1l2 cosðq2Þ;

M12ðqÞ ¼ M21ðqÞ ¼ m2l
2
2 þ m2l1l2 cosðq2Þ;

M22ðqÞ ¼ m2l
2
2;

The Coriolis and centrifugal matrix Cijðq; _qÞ is given by

C11ðq; _qÞ ¼ �m2l1l2 sinðq2Þ _q2 C12ðq; _qÞ ¼ �m2l1l2 sinðq2Þð _q1 þ _q2Þ
C21ðq; _qÞ ¼ m2l1l2 sinðq2Þ _q1 C22ðq; _qÞ ¼ 0

The gravity torques vector GiðqÞ is given by
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G1ðqÞ ¼ ðm1 þ m2Þl1g cosðq2Þ þ m2l2g cosðq1 þ q2Þ;
G2ðqÞ ¼ m2l2g cosðq1 þ q2Þ;

The parameters values employed to simulate the robot are given as of l1 ¼ 1m,
l2 ¼ 0:8m, m1 ¼ 1 kg, m2 ¼ 1 kg, b ¼ diagð12; 12Þ, u ¼ 0:8, K ¼ diagð150; 50Þ,
KSW ¼ diagð5; 5Þ. The external disturbances are selected as

sd ¼ sd1
sd2

� �
¼ 1:7 sinð2tÞ

1:3 cosð2tÞ
� �

ð17Þ

The reference trajectories are given by

q1d ¼ 0:3 sinðptÞ
q2d ¼ 0:5 sinðptÞ ð18Þ

The initial states are chosen as

q1ð0Þ ¼ 0:4; q2ð0Þ ¼ �0:5; _q1ð0Þ ¼ 0; _q2ð0Þ ¼ 0 ð19Þ

The simulation results are shown in Figs. 1 and 2. It can be observed that the
controller can track the desired trajectory very well, the controller brings very small
tracking errors, and the state trajectories reach to the origin in a finite amount of time.
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Fig. 1. Responses at joint 1: (a) Output tracking, (b) Tracking error.
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Thus, the simulation results demonstrate that the proposed controller can effectively
control the unknown nonlinear dynamic system.

5 Conclusion

In this paper, an adaptive terminal sliding mode control based on local approximation
method is proposed for trajectory tracking of uncertain robotic manipulators. The
controller is developed based on the combination of terminal sliding mode control
technique and radian basis function neural networks (RBFNNs). Adaptive learning
laws have been derived to adjust on-line the output weights of the RBFNNs during the
trajectory tracking control of robot manipulators without any offline training phases. In
the simulation example, the proposed control is applied to a two-link robotic manip-
ulator. The simulation results are given to demonstrate the effectiveness of the proposed
method.

Acknowledgments. This work was supported by the Research Fund of University of Ulsan.

References

1. Arimoto, S., Miyazaki, F.: Stability and robustness of PID feedback control for robot
manipulators of sensory capability. In: Brady, M., Paul, R.P. (eds.) Robotic Research. MIT
Press, Cambridge (1984)

0 1 2 3 4 5 6 7 8 9 10
-1

-0.5

0

0.5

1

time(s)  (a)

q2
(r

ad
)

Reference

Proposed Controoler

0 1 2 3 4 5 6 7 8 9 10
-0.2

0

0.2

0.4

0.6

time(s)  (b)

e2
(r

ad
)

2 4 6 8 10
-2

0

2

4
x 10

-4

Fig. 2. Responses at joint 2: (a) Output tracking, (b) Tracking error.

556 M.-D. Tran and H.-J. Kang



2. Spong, M.W.: On the robust control of robot manipulators. IEEE Trans. Autom. Control 37
(11), 1782–1786 (1992)

3. Abdallah, C., Dorato, D.M., Jamishidi, M.: Survey of the robust control robots. Control Syst.
Mag. 12(2) (1991)

4. Slotine, J.J.E., Li, W.: On the adaptive control of robot manipulators. Int. J. Robot. Res. 6(3),
49–59 (1987)

5. Ortega, R., Spong, M.W.: Adaptive motion control of rigid robot: a tutorial. Automatica 25
(6), 877–888 (1989)

6. Utkin, V.I.: Variable structure systems with sliding modes. IEEE Trans. Autom. Control 22,
212–222 (1997)

7. Man, Z., Paplinski, A.P., Wu, H.R.: A robust MIMO terminal sliding mode control scheme
for rigid robotic manipulators. IEEE Trans. Autom. Control 39(12), 2465–2469 (1994)

8. Wu, Y., et al.: Terminal sliding mode control design for uncertain dynamic systems. Syst.
Control Lett. 34(5), 281–287 (1998)

9. Yu, X., Man, Z.: Fast terminal sliding-mode control for nonlinear dynamic systems. IEEE
Trans. Circ. 49(2), 261–264 (2002)

10. Yu, S., et al.: Continuous finite-time control for robotic manipulators with terminal sliding
mode. Automatica 41(11), 1957–1964 (2005)

11. Slotine, J.J.E., Li, W.: Applied Nonlinear Control, pp. 41–190. Prentice-Hall, EngleWood
Cliffs (1991)

12. Wang, L., Chai, T., Zhai, L.: Neural network-based terminal sliding mode control of robotic
manipulators including actuator dynamics. IEEE Trans. Ind. Electron. 56(9), 3296–3304
(2009)

13. Ge, S.S., Hang, C.C.: Direct adaptive neural network control of robots. Int. J. Syst. Sci. 27,
533–542 (1996)

14. Ge, S.S., Lee, T.H., Harris, C.J.: Adaptive neural network control of robot manipulators.
World Scientific, London (1998)

15. Ge, S.S., Hang, C.C., Woon, L.C.: Adaptive neural network control of robot manipulators in
task space. IEEE Trans. Ind. Electron. 44, 746–752 (1997)

16. Woon, L.C., Ge, S.S., Chen, X.Q., Zhang, C.: Adaptive neural network control of
coordinated manipulators. J. Robot. Syst. 16(4), 195–211 (1999)

17. Craig, J.J.: Introduction to Robotics Mechanics and Control, 3rd edn. Prentice Hall,
EngleWood Cliffs (2005)

18. Khalil, H.K.: Nonlinear Systems, 3rd edn. Prentice Hall, EngleWood Cliffs (2002)
19. Girosi, F., Poggio, T.: Networks and the best approximation property. In: Artificial

Intelligence Lab. MIT, Cambridge (1989)

A Local Neural Networks Approximation Control 557



Intelligent Communication Networks
and Web Applications



A Quantum-Inspired Immune Clonal
Algorithm Based Handover Decision
Mechanism with ABC Supported

Tingting Liu(&), Xingwei Wang, Fuliang Li, and Min Huang

College of Information Science and Engineering,
Northeastern University, Shenyang, China

liuting_ting@163.com,

{wangxw,isemhuang}@mail.neu.edu.cn,

lifuliang@ise.neu.edu.cn

Abstract. In this paper, we propose a QIICA (Quantum-Inspired Immune
Clonal Algorithm) based handover decision mechanism with ABC (Always Best
Connected) supported. We first utilize fuzzy mathematics and microeconomics
to describe application types, QoS (Quality of Service) requirements, access
networks and terminals. Then, we present the optimal handover solution of
assigning N terminals to M access networks based on the QIICA. At last, we
evaluate the handover decision mechanism and make a comparison with the
existing mechanisms. Evaluation results show that our mechanism is feasible
and effective.

Keywords: QIICA � ABC � Qos � Handover decision

1 Introduction

The NGI (Next Generation Internet) is a multi-level heterogeneous network. It needs to
ensure QoS, meet ABC (Always Best Connected) and provide high quality services.
ABC [1] means at any time and place, once appearing a better access method, trans-
parent handover can be executed. Handover includes horizontal handover in the
homogeneous networks and vertical handover in the heterogeneous networks.

With the increase of users, the solution space of multiple users’ handover decision
mechanism expands, so the traditional optimal handover scheme is not applicable. We
need to take the interests of both users and the network providers into account [2], and
achieve a win-win situation. At the same time, we also need to avoid the ping-pong
effect. Therefore, there is still a greater need for handover decision problem.

In recent years, many scholars have researched the handover decision mechanism
[3–9], but they failed to consider the handover decision with ABC. We propose a
handover decision mechanism which is based on the QIICA (Quantum-Inspired
Immune Clonal Algorithm) with ABC supported, and it makes the utility achieve the
Nash equilibrium in the Pareto optimal state [10] in this paper.

The remainder of the paper is organized as follows. The related work is presented in
Sect. 2. We describe the method to measure performance in Sect. 3. Section 4 presents
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the algorithm design. The simulation and performance evaluation are presented in
Sect. 5. Conclusions and future remarks are presented in Sect. 6.

2 Related Work

At present, many scholars have put forward various handover decision algorithms from
different angles. Literature [3] proposed a method based on RSS (Received Signal
Strength) vertical handover decision scheme. With bandwidth introduced, the algo-
rithm used the average value of RSS. Literature [4] proposed a vertical handover
decision method based on fuzzy theory and the method try to reduce the “Ping-Pong
Effect” in the handover process. Literature [5] proposed a handover decision method
based on QoS requirements, considering the minimum bit rate, delay, delay jitter, error
rate, user preferences and other factors. Literature [6] proposed a vertical handoff
decision algorithm based on fuzzy rules for QoS sensing, with the use of non
birth-death Markov chain as the evaluation model for multiple attribute decision
making. Literature [7] proposed a user-network association algorithm based on pop-
ulation games for problems of load balancing for heterogeneous wireless networks.
Literature [8] proposed a vertical handoff mechanism based on harmonic oscillator
immune optimization algorithm, which treated the load balancing and battery lifetime
as two interrelated optimization target. Literature [9] proposed a handoff decision
scheme based on fuzzy logic of adaptive vertical, according to the transmission rate, the
service fee, the mobile terminal velocity and the received signal strength.

These algorithms studied the handover decision mechanism from the different
angles, but failed to consider the ABC situation. In this paper, we attempt to use an
intelligent optimization algorithm, QIICA, to get the feasible solution in acceptable time.

3 Model Design

3.1 Application Type and QoS Parameter Weight

Assuming the NGI has I kinds of application types, the set of types can be expressed as
ATS ¼ fAT1;AT2; . . .;ATIg. Applications of different types have different QoS
parameters requirements [11]. For the application type ATi (1� i� I), four QoS
parameters are considered in this paper: bandwidth, delay, delay jitter and error rate. In
addition, the weight of these parameters is expressed as W ¼ ½xB;xD;xJ ;xE�T .

3.2 Access Network Model

The number of access networks is M. For access network j(1� j�M), the provider
identifier is PIj 2 PIS; type identifier is TIj 2 TIS; the set of supported coding schemes
is CSj �CIS; coverage identifier and the maximum movement speed of mobile terminal
supported are CAj and MVj; the set of supported application type is NASj, NASj � ATS;
the total bandwidth is TBj; the remaining bandwidth is ABj; ABth

j represents the
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remaining bandwidth threshold; spectral range and the lowest intensity signal are FRj

and TPj respectively.
The QoS parameter range is defined as (1), k is service level.

QSkji ¼ \½bwkl
ji ; bw

kh
ji �; ½deklji ; dekhji �; ½jtklji ; jtkhji �; ½erklji ; erkhji �[ ð1Þ

prkji is the price per unit of time and bandwidth, which is defined as (2). kk is the

adjustment coefficient. The basic price per unit of bandwidth pr0ji is defined as (3). ct
k
ji is

the cost per unit of time and bandwidth.

prkji ¼ kk � prji ð2Þ

pr0ji ¼ ctkji � ð1þ rÞ ð3Þ

There may be cooperative collusion in the pursuit of more interests between mobile
terminals and access networks. In order to avoid this, we defined as (4) * (6).

prkji ¼ prkji � tgkcji ð4Þ

prkji ¼ prkji þ ngkcji ð5Þ

prkji ¼ prkji þ ngkcji � tgkcji ð6Þ

3.3 Terminal Model

The number of terminal models is N. For terminal model t (1� t�N), the set of
network application types and coding schemes are TASt and MCSt; CVt is the move-
ment rate of terminal t; CVh is high speed threshold; RCt is the remaining battery
capacity; RCth is the remaining power threshold; The received signal strength limit and
working frequency are RSt and WFt respectively; The highest price per unit of time and
bandwidth is HPti.

3.4 QoS Satisfaction

Fk
ji ¼ fEBk

ji;ED
k
ji;EJ

k
ji;EE

k
jig represents the evaluation sequence of QoS parameters.

For bandwidth, selecting reference range [Bwl, Bwh], the bandwidth range offered
by access network j ½bwkl

ji ; bw
kh
ji � compared with the reference range, we obtain a

weighted evaluation function defined as (7).
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EBk
ji ¼ xB � ½ 12 � expð� bwkh

ji � bwkl
ji

Bwh � Bwl
Þ þ 1

2
� expðbw

kl
ji þ bwkh

ji

2
� BwhÞ� ð7Þ

For the delay, like bandwidth, there are [Del, Deh] and ½deklji ; dekhji �, which is defined
as (8).

EDk
ji ¼ xD � ½ 1

2
� expð� dekhji � deklji

Deh � Del
Þ þ 1

2
� expðDel �

deklji þ dekhji
2

Þ� ð8Þ

For the delay jitter and error rate, as same as delay processing, there are [Jtl, Jth]
and [Erl, Erh]. We obtain EJkji and EEk

ji.
The ideal solution sequence is expressed as FIS = {EBIS, EDIS, EJIS, EEIS} and the

negative ideal solution sequence is expressed as FNIS = {EBNIS, EDNIS, EJNIS, EENIS}.
According to (9) and (10), calculate the distance to ideal solution sequence d iskji and

the distance to the negative ideal solution d niskji.

d iskji ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðEBk

ji � EBISÞ2 þ ðEDk
ji � EDISÞ2 þ ðEJkji � EJISÞ2 þ ðEEk

ji � EEISÞ2
q

ð9Þ

d niskji ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðEBk

ji � EBNISÞ2 þ ðEDk
ji � EDNISÞ2 þ ðEJkji � EJNISÞ2 þ ðEEk

ji � EENISÞ2
q

ð10Þ

The evaluation coefficient, Rk
ji (R

k
ji 2 ð0; 1�), is defined as (11).

Rk
ji ¼ expð�ðd iskji þ

1
d niskji

ÞÞ ð11Þ

The bandwidth of the mobile terminal demand range is ½BWl
i ;BW

h
i �, the range

corresponding to the bandwidth is ½bwkl
ji ; bw

kh
ji �, service strategy suits the needs of the

user level as (12). The evaluation functions are shown as (13) and (14).

CBk
ji ¼

1
2
EIBwðbwkl

ji ; bw
kh
ji Þ þ

1
2
FitBwð

bwkl
ji þ bwkh

ji

2
Þ ð12Þ

EIBwðbwkl
ji ; bw

kh
ji Þ ¼ 1� ðbw

kh
ji � bwkl

ji

BWh
i � BWl

i
Þ2 ð13Þ

FitBwðbwÞ ¼
2ðbw�BWl

i Þ2
ðBWh

i �BWl
i Þ2

BWl
i\bw� BWh

i þBWl
i

2

1� 2ðBWh
i �bwÞ2

ðBWh
i �BWl

i Þ2
BWh

i þBWl
i

2 \bw�Bwh
i

8><>: ð14Þ
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For delay of the mobile terminal demand range is ½DEl
i ;DE

h
i �, the range corre-

sponding to the bandwidth is ½deklji ; dekhji �, and service strategy suits the needs of the user
level as (15). The evaluation functions are shown as (16) and (17).

CDk
ji ¼

1
2
EIDeðdeklji ; dekhji Þ þ

1
2
FitDeð

deklji þ dekhji
2

Þ ð15Þ

EIDeðdeklji ; dekhji Þ ¼ 1� ðde
kh
ji � deklji

DEh
i � DEl

i
Þ2 ð16Þ

FitDeðdeÞ ¼
1� 2ðde�DEl

iÞ2
ðDEh

i �DEl
iÞ2

DEl
i\de� DEh

i þDEl
i

2

2ðDEh
i �deÞ2

ðDEh
i �DEl

iÞ2
DEh

i þDEl
i

2 \de�DEh
i

8><>: ð17Þ

For delay jitter, there are ½JTl
i ; JT

h
i �, ½jtklji ; jtkhji � and service strategy as (18). For error

rate there are ½ERl
i;ER

h
i �, ½erklji ; erkhji � and service strategy as (19) and (20). Definitions of

the two evaluation functions are the same with the delay of mobile terminal.

CJkji ¼
1
2
EIJtðjtklji ; jtkhji Þ þ

1
2
FitJtð

jtklji þ jtkhji
2

Þ ð18Þ

When ERl
i ¼ ERh

i ¼ 0,

CEk
ji ¼

1:0; erklji ¼ erkhji ¼ 0
0:0; erklji 6¼ erkhji 6¼ 0

(
ð19Þ

Otherwise,

CEk
ji ¼

1
2
EIErðerklji ; erkhji Þ þ

1
2
FitErð

erklji þ erkhji
2

Þ ð20Þ

The overall QoS fitness degree is defined as (21).

CQk
ji ¼ xB � CBk

ji þ xD � CDk
ji þ xJ � CJkji þ xE � CEk

ji ð21Þ

According to (11) and (21), the user overall satisfaction degree is defined as (22).

SQk
ji ¼ Rk

ji � CQk
ji ð22Þ

3.5 Other Satisfactions

The user preference satisfaction degree on the Internet supplier is defined as (23). The
user preference satisfaction degree on network coding system is defined as (24). The
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price satisfaction is defined as (25). Fitness of movement velocity is defined as (26).
Battery fitness is defined as (27).

SRtj ¼
qþ1�x

q

� �2
in the sequence

0 others

(
ð23Þ

SCtj ¼
qþ1�x

q

� �2
in the sequence

0 others

(
ð24Þ

SPtj ¼
0 prkji [HPti

1� 1
2 �

prkji
HPti

0\prkji �HPti

(
ð25Þ

SVtj ¼
1 CVt\CVh & CVt\MVj

ðqþ1�x
q Þ CVh �CVt �MVj

0 MVj\CVt

8<: ð26Þ

SYtj ¼ ðqþ1�x
q Þ RCt �RCth

1 others

�
ð27Þ

The definition of load evaluation function is as (28).

SLtj ¼ expð�ðgi � g0Þ=2r2Þ gj [ g0;AB
min
j \ABj\ABth

j
1 others

�
ð28Þ

3.6 Gaming Analysis

In the game process, the two sides of the game for a service strategy are mobile
terminal t and access network j. The mobile terminal t has two game strategies, which
are accepted strategy (a1) and refused strategy (a2). Access network j has two game
strategies, which are strategy (b1) and refused strategy (b2).

The payoff matrixes are TG and NG as (29) and (30).

TG ¼ HPti � prkji 0
�v � ðHPti � prkjiÞ 0

" #
ð29Þ

NG ¼ prkji � ctkji �v � ðprkji � ctkjiÞ
0 0

� �
ð30Þ

If the strategy combination ðai� ; bj� Þ meets
TGi�j� 	 TGij�

NGi�j� 	NGi�j

�
, ðai� ; bj� Þ meets Nash

equilibrium. If (a1, b1) meets Nash equilibrium, it can be considered that the service
strategy is fair for the user side and network side.
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3.7 Utility Calculations

Calculate the mobile terminal user utility and the network utility as (31) and (32).

uutij ¼ U � X � ½wSQ � SQk
ji þ wSR � SRtj þ wSC � SCtj þ wSP � SPtj

þ wSV � SVtj þ wSY � SYtj þ wSL � SLtj� �
HPti � prkji

HPti

ð31Þ

nutij ¼ U � X � ½wSQ � SQk
ji þ wSR � SRtj þ wSC � SCtj þ wSP � SPtj

þ wSV � SVtj þ wSY � SYtj þ wSL � SLtj� �
prkji � ctkji

prkji

ð32Þ

U is the handover result feedback factor U ¼ NStj=ðNStj þ NFtjÞ, to reflect previous
handover success rate. X is the influence factor in game theory. We define it as:
X ¼ 1 nash equilibrium
0\X\1 isn't nash equilibrium

�
.

3.8 Mathematical Model

The objective are maximizing uutjj, nutij,
Pn
t¼1

uutij,
Pn
t¼1

nutij and
PN
t¼1

PM
j¼1

uutij þ nutij.

4 Algorithm Design

4.1 Feasible Solution and Fitness Function

The feasible solution of the problem meets 8t(ðTASt �NASANqtÞ ^ ðCSANqt \MCSt 6¼
UÞ ^ ðMVANqt 	CVtÞ ^ ðWFt �FRANqtÞ ^ ðTPANqt 	RStÞ ^ ðprkANqti �HPtiÞ ^
ðABANqt � bwkh

ANqt i 	ABmin
ANqt

Þ).
The fitness function is as follows:

Minimize f ðxÞ ¼
PN
t¼1

ð 1
uutiANqt

þ 1
nutiANqt

Þ ; x is a feasible solution

þ1 ; x isn't a feasible solution

8<: :

4.2 Algorithm Description

The steps of our algorithm are as follows:
Step 1: Initialize relevant parameters.
Step 2: Assign random value for the antibody of the quantum coding population Y0.

Then the integer coding population X0 is generated through mapping operation.
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Step 3: Determine whether the relevant parameters of mobile terminal t and access
network ANqt can meet the feasible solution. If they can, handover scheme of mobile
terminal t is feasible. For pre-allocating bandwidth resources, we set ABANqt ¼
ABANqt � bwkh

ANqt i. Else, individual x
q
k is an unfeasible solution, jump to Step 5.

Step 4: Set t = t+1, if t�N jump to Step 3; else, xqk is a feasible solution.
Step 5: Reset residual bandwidth values.
Step 6: Execute game analysis of the feasible solution of mobile terminal and

access network for each individual, update the game factor X. Calculate fitness function
values of individuals. Calculate affinity of antibody in population X0, select the largest
affinity antibody to store in the history optimal solution xb, and store the corresponding
quantum encode antibody in yb.

Step 7: Clone the population Yk in order to generate Y 0
k . For each sub population

Y 0
q;k , select multiple antibodies according to the mutation probability pm, then do the

quantum rotation gate and quantum NOT gate operations. After the quantum sub
populations’ mutation operation, complete the population regeneration. Then get
population Y 0

k.
Step 8: Perform mapping operation on the population Yk and Y

00
k , get the corre-

sponding integer coding population Xk and X
00
k . Calculate the fitness function values of

each antibody in population Xk and X
00
k , and the affinity. By the clone choice operation,

generate integer coding population Bk and quantum coding population B
0
k.

Step 9: Compare the antibody of the largest affinity in population Bk with the
antibodies affinity saved in xb. Retain the better one and then update yb.

Step 10: Set k = k+1. If k�K, execute quantum reorganization operation on the
population B0

k , treat the new generation of population as the initial population of the
next iteration, jump to Step 7; else, xb is the optimal solution.

5 Simulation and Performance Evaluation

NS2 in Linux virtual machine is used for the handover mechanism simulation.

5.1 Topology Case

We implement the simulation using the following three network topologies, which are
composed of different fixed number of nodes in the full coverage of the hexagonal
cellular topology. The three topologies 82, 66, 107 are named topology 1, topology 2
and topology 3. In topologies of 1–3, we set the same random function seeds. For the
number of users 3, 5, 10, 20, 30, 50 cases, handover decision mechanisms 1–3 are
executed 500 times, respectively. The network topologies are shown as Fig. 1.
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5.2 Performance Evaluation Results

This paper selects the algorithm based on VIKOR sequencing method proposed by
Gallardo-Medina J.R. et al. [12] and the algorithm based on utility and game theory
proposed by Chang C.J. et al. [13] as references, to evaluate the performance of the
handover decision mechanism proposed in this paper. The handover decision mecha-
nism based on QIICA with multiple users is mechanism 1, the benchmark algorithm 1
is mechanism 2 and the benchmark algorithm 2 is mechanism 3.

Figures 2 and 3 present that the mechanism 1 in both network side and user side has
the highest value. This is because the other two mechanisms are lack of consideration
about the user preference. With the increase in the number of users, the utility of both
network side and user side slightly decrease.

Fig. 1. Topology 1 * 3

Fig. 2. Comparison of utility value of network

Fig. 3. Comparison of utility value of user
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Figure 4 shows that the mechanism 1 is lower than the mechanism 3 on QoS
satisfaction. Because the mechanism 3 pursuits the maximum QoS utility without
considering the price factor. However, mechanism 1 is to achieve the overall utility
maximization.

Fig. 4. Comparison of QoS satisfaction degree of user

Fig. 5. Comparison of price satisfaction degree of user

Fig. 6. Comparison of supplier preference satisfaction degree of user

Fig. 7. Comparison of code type preference satisfaction degree of user
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Figure 5 shows that the mechanism 2 can obtain the highest price satisfaction, and
mechanism 3 has minimum price satisfaction. Because of the mechanism 2 selects the
cheapest and low level service.

Figures 6, 7, 8, 9 and 10 present that the mechanism 1 is the best on satisfaction,
speed fitness, the movement of user access to large coverage network and battery
power fitness.

Through the above comparison, the proposed handover decision algorithm is better
than the two benchmark algorithms in most criterions, so the mechanism 1 can find
global optimal solution.

Fig. 8. Comparison of velocity suitability degree

Fig. 9. Comparison of satisfaction rate of high velocity user

Fig. 10. Comparison of battery suitability degree

A Quantum-Inspired Immune Clonal Algorithm 571



6 Conclusions and Future Remarks

In this paper, we propose a QIICA based handover decision mechanism, which can
meet the ABC requirement better in NGI. Through the simulation based on NS2,
advantages of our algorithm have been verified by both analysis and experimental
results. It takes both users’ preferences for suppliers, network types and costs and
related interests of the network side into account, while meeting the QoS demand of
users’ applications.

For the next work, there are two main aspects. Firstly, we should correct and
improve the concept of ABC. In addition, we are going to realize the prototype system.
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Abstract. With the rapid development of mobile communication technology,
many heterogeneous wireless access network technologies appear, resulting in
that mobile terminals often can access different networks. Therefore, an
appropriate access network needs to be selected for the mobile terminal
according to the context information. In this paper, we propose an IEEE 802.21
based heterogeneous access network selection mechanism. Taking the fairness
among terminals and profits of network providers into account, the mechanism
can meet the basic requirements of users’ applications in the process of access
network selection. We conduct a simulation and performance evaluation on the
algorithm according to a typical network topology. Result shows that our
algorithm can not only meet the performance demand but also consider network
providers’ profits and the fairness during network resource allocation.

Keywords: IEEE 802.21 � Selection mechanism � Heterogeneous access
network

1 Introduction

With the rapid development of the mobile communication technology, many wireless
access network technologies appear in people’s life. Meanwhile, mobile terminals have
the ability to access different networks. However, these networks usually have different
characteristics in fields like coverage, bandwidth, delay, energy consumption, etc.
Thus, in such heterogeneous access network environment, an appropriate access net-
work needs to be selected for the mobile terminal, which means a reasonable allocation
of network resources according to their characteristics.

However, during the selection, the context information of access networks is hard
to obtain. And, the difference among them makes the seamless handover hard to
achieve. Based on above considerations, the concept of Media Independent Handover
was proposed and the IEEE 802.21 standard [1] was made. The standard defines three
kinds of media independent handover service including the link layer event service, the
network information service and the handover command service [2]. These services
make the quick handover in a heterogeneous access network environment easier [3].
However, the network selection algorithm is not specified in this standard, which plays
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an important role in the process of handover [4]. Furthermore, the information service
in this standard cannot provide the context of different terminals [3] at a time, which
means interests of different users cannot be considered at the same time.

For the access network selection, we adopt the network-based approach, which
means the network selects the appropriate network for the terminal. In the process of
selection, the interest of terminals themselves as well as fairness between terminals and
profits of network providers all needs to be considered. Thus, we can simplify the
network selection problem in heterogeneous access network to the problem of how to
allocate N terminals to M networks when the access ability and the effect of allocation
result are considered. This problem is both a NP problem and a multi-objective
problem [5], so that we decide to adopt the GA (Genetic Algorithm) to solve it.

The main contributions of this paper are summarized as follows. First, we make an
improvement of the context information acquisition mechanism, which makes the
context information of different terminals can be got at a time. In addition, we consider
the application requirement and interest allocation fairness at the same time, through
the reasonable design of math model and algorithm. At last, the evaluation result shows
that the access network selection mechanism can reach the design goal.

The remainder of the paper is organized as follows. The related work is presented in
Sect. 2. We then describe the context information acquisition mechanism, math model
and access network selection algorithm in Sects. 3, 4 and 5. Section 6 presents our
simulation and evaluation results. Section 7 presents our conclusions.

2 Related Work

In the field of IEEE 802.21 based handover mechanism, the work in [6] proposed a
handover mechanism controlled by network itself. In this mechanism, mobile terminals
send parameters of new detected access network to a specific point of service (PoS).
When PoS judges that a terminal should access a new network, it selects an appropriate
one and returns the result. This paper shows that the new information interaction
brought by this mechanism would not have a negative effect on the performance of
handover. But, this mechanism only targets at the context information of single ter-
minal. The work in [7] proposed an improved media independent handover framework
based on IEEE 802.21. This framework adopts a policy-based context-aware handover
model. This model mainly includes Handoff Trigger, Connection Manager, Policy
Decision Maker, local cache manager, and a Policy Repository which are placed in
terminals. The context information that it needs in the process of network selection
includes application requirement and preference, the context of the terminal and the
parameters of access networks.

In the field of network selection algorithm, there have been some methods, which
solve that problem from different angles. The work in [8] proposed an access network
selection algorithm based on fuzzy TOPSIS (Technique for Order Preference by
Similarity to an Ideal Solution). It can reflect the QoS requirement of different appli-
cation types through the parameterized utility function and adopts different evaluation
standards for applications. The work in [9] proposed a handoff decision scheme with
always best connected supported, which considered the user’s preference, the access
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network status and application QoS requirement. The work in [10] proposed a theo-
retical framework based on reputation system and the game theory, which can provide
the service guarantee for the mobile terminal. The work in [11] proposed a linear
programming based access network selection algorithm, and the optimization objective
is to maximize the sum of terminals’ evaluations to access networks.

Though above algorithms solved the access network selection problem from dif-
ferent angles, they didn’t have a sufficient consideration on the requirement of different
application types, the profit of network providers and the balance of interest allocation
among terminals. They also did not take the fairness interest allocation among network
providers or between terminals and network providers. The improved algorithm pro-
posed in this paper can overcome the disadvantages of the above methods.

3 Context Information Acquisition Mechanism

3.1 Framework

This mechanism is based on IEEE 802.21. Figure 1 is its basic framework, which
includes Terminal, PoA (Point of Attachment) and PoS (Point of Service). The PoA is
classified into Serving PoA, Candidate PoA and Non-PoA (which the terminal cannot
access). PoS plays a role of Information Server defined in IEEE 802.21, which is
responsible for acquisition and storage of context information provided by the PoA,
which includes QoS parameters, the location of access point and the coverage of access
network. Rest context information is provided by terminals, which include terminal
location, RSS and price. PoS is also responsible for selecting appropriate access net-
works for terminals through running the network selection algorithm.

3.2 Procedure

The procedure of context information acquisition includes two parts. First, access
points send the context information they can get to the PoS. Second, some terminals
send the context information of their current access networks and their application
types to the PoS. When handover is necessary, the PoS asks the terminal for candidate
networks list and partial context information.

Fig. 1. Basic framework of context information acquisition mechanism
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4 Math Model

4.1 The Depiction of Access Network

In our math model, a base station or access point represents an access network and
belongs to only one network providers. In practical environment, QoS, energy con-
sumption and price are all important [14]. For an access network i, parameters used to
depict it include network type identification (NTi), network provider identification
(NPi), coverage (CRi, measured in meter), location of base station or access point
(APLi = 〈APXi, APYi〉), total bandwidth (TBi, measured in Mbps), max bandwidth for
each terminal ((MBi, measured in Mbps), energy consumption (ECi, energy con-
sumption for unit data in unit time), local delay (DLi) and local jitter (JTi).

4.2 The Depiction of Mobile Terminal

Parameters used to depict the terminal j include application type (ATj, including audio,
video, data and background application), terminal location (TLj = 〈TXj, TYj〉), price
(PRij, representing the price the terminal needs to pay to the network i).

The terminal location is used to judge whether the terminal is located in the cov-
erage area. It can also help us get the received signal strength (normalized in the scope
between 0 and 1). The real RSS calculation formula is as formula (1) [12].

SðdÞ ¼ A� 10� b� logd þ x; x�Nð0; r2Þ ð1Þ

where S(d) represents the RSS at position located d meters from the access point or
base station, and the unit is dBm. A is the RSS at the access point or base station. is the
error term. We can use the formula (2) to normalize S(d).

RSSðdÞ ¼
1

1� logCR d
0

8<:
0� d� 1
1\d\CR
d�CR

ð2Þ

4.3 Evaluation of Access Networks

CNSt = {CNt1, CNt2,…, CNtN} is the candidate access networks set of terminal t, where
N is the number. Evaluation parameters include RSS, coverage, bandwidth, delay,
jitter, energy consumption and price. These parameters can be expressed as
〈RSStn, CRtn, BWtn, DLtn, JTtn, ECtn, PRtn〉 for terminal t and candidate network n
(1� n�N). The evaluation value to the candidate network is calculated by the GRA
(Grey Relational Analysis), which mainly includes two parts, the normalization of
parameters and the calculation of the grey relational grade.

For the normalization, we divide these parameters into two types. The first type
parameters are the ones such as RSStn, CRtn and BWtn, which are normalized using the
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Eq. (3). The second type parameters are the ones such as DLtn, JTtn, ECtn and PRtn

which are normalized using the Eq. (4).

x�tnðpÞ ¼
x�tn �minm xptm

maxm xptm �minm xptm
ð3Þ

x�tnðpÞ ¼
maxm xptm � x�tn

maxm xptm �minm xptm
ð4Þ

where 1 ≤ n ≤ N, 1�m�N, 1� t� T , and xtm
p is the value of parameter p.

When calculating the grey relational grade, the ideal network is the one whose
parameters are all best. According to Eqs. (3) and (4), we can get that evaluation
parameters of the ideal network are all 1. Therefore, we can get the grey relational
grade between each candidate network and the ideal network using Eq. (5).

utn ¼ 1P7
p¼1

wp x�tnðpÞ � 1
�� ��þ 1

ð5Þ

where x�tmðpÞ is the normalization value of evaluation parameter p and wp is the weight.
In this paper, we regard the utn as the evaluation value and calculate weight values for
different application types with Analytic Hierarchy Process.

4.4 Utility of the Terminal

The calculation method, Eqs. (6)– (9), of the utility of the terminal UU considers both
the sum of evaluation values and the fairness among terminals.

�u ¼ 1
T

XT
t¼1

ut ð6Þ

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
T

XT
t¼1

ðut � �uÞ2
vuut ð7Þ

a ¼ 1
2
ðumin þ umaxÞ ð8Þ

UU ¼ �u
rþ a

ð9Þ

where ut is the evaluation value of terminal t to its current selected access network, �u is
the average value of these evaluation values, umax and umin are respectively the max-
imum value and the minimum value in theory (which in our paper are 1 and 0), and r is
the standard deviation, which reflects the degree of variance. For verifying this
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calculation method, we draw the function graph when we set, T ¼ 2, umax ¼ 1 and
umin ¼ 1. Then we can get the Eq. (10), and the function graph is in Fig. 2.

UU ¼ u1 þ u2
u1 � u2j j þ 1

ð10Þ

From Fig. 2 we can know that the larger and closer u1 and u2 are, the larger uu is.
Therefore, the utility of terminal got through above calculation method reflects not only
terminals’ evaluation to access networks, but also the fairness among terminals.

4.5 Utility of the Network Provider

The calculation method, Eqs. (11)–(16), of the utility of the network provider UP

considers both the total income and the variance of them.

uip ¼
XNtype

j¼1

vj �
XNi
pðjÞ

k¼1

PRkpi

0@ 1A ð11Þ

up ¼
XApðpÞ
i¼1

uip ð12Þ

�u ¼ 1
p

XP
p¼1

up ð13Þ

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
P

XP
p¼1

ðup � �uÞ2
vuut ð14Þ

a ¼ 1
2
ðumin þ umaxÞ ð15Þ

UP ¼ �u
rþ a

ð16Þ

Fig. 2. Function graph of Eq. (10)
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where up
i is the income the network provider p get through its i th network; Ntype is the

number of application types; vj is the representative data transmission rate of appli-
cation type j; Ni

pðjÞ is the number of terminals of application type j; PRkpi is the price
for terminal k; ApðpÞ is the number of access networks of provider p; p is the number of
network providers; up is total income of network provider p; umin is the minimum value
and umax is the maximum value.

5 Access Network Selection Algorithm

5.1 Expression of Solution

as X = (a1, a2, …, at, …,aT), where at represents that the terminal t selects the at th
network in its candidate networks list.

5.2 Design of Genetic Operators

For the selection operator, we adopt a population communication based selection
operator, after considering characteristics of roulette selection and tournament selec-
tion. First, two individuals, a1 and a2, are selected from population A through the
roulette selection, and another two individuals, b1 and b2, are selected from population
B through the tournament selection. We conduct crossover and mutation on a2 and b1,
and then add their offsprings, a′1 and a′2, to the sub-population of A. The same
operation are also conducted on a1 and b2. Then, we conduct the roulette selection and
tournament selection respectively on A and B, and the offsprings generated through
crossover and mutation are added into their own sub-population. Finally we select
individuals from both the sub-population and the original population as the next
generation population using roulette selection or tournament selection.

For the crossover operator, we adopt the intermediate recombination, which is
shown in Eqs. (17) and (18).

S1ðiÞ ¼ PjðiÞ þ a� ðPkðiÞ � PjðiÞÞ ð17Þ

S2ðiÞ ¼ PkðiÞ þ a� ðPjðiÞ � PkðiÞÞ ð18Þ

where Pj(i) represents the ith gene in the jth chromosome, and S1(i) and S2(i) represent
the ith gene of their two offspring chromosomes. α is the scale factor, which is a
uniform random number in the range [ - d, 1 + d], where d = 0.25 in usual.

The mutation operator we adopt is shown in Eq. (19).

X 0 ¼ X 	 ð1þ 0:5LDÞ ð19Þ

where D ¼ Pm
i¼0

aðiÞ
2i , a(i) is set to 1 with probability 1/1m. and to 0 with probability

1 − 1/1m, m is usually set to 20, and L is the value range. So we can get a long step
with a small probability and get a short step with a large probability.
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The crossover probability and mutation probability in this paper is set with the
method of adaptive probability [13], which is shown in Eqs. (20) and (21).

pc ¼ k1ðfmax � f 0Þ�ðfmax � �f Þ
k3

�
f 0 ��f
f 0\�f

ð20Þ

pm ¼ k2ðfmax � f Þ�ðfmax � �f Þ
k4

�
f ��f
f\�f

ð21Þ

where k1, k2, k3, k4 ≤ 1.0, according to the effect of crossover and mutation we usually
set k1 = 1, k3 = 1, k2 = 0.5 and k4 = 0.5. Besides, pc is the crossover probability, pm is
the mutation probability, �f is the average value of all individuals’ fitness values, fmax is
maximum fitness value, f is the fitness value of current individual and f′ is the bigger
fitness value between two crossover individuals.

5.3 Fitness Function

The fitness function of the genetic algorithm designed in this paper is Eq. (22).

FðXÞ ¼ wU � UUðXÞ þ wP � UPðXÞ ð22Þ

where UU(X) and UP(X) are respectively the utility of the terminal and the network
provider. wU and wP are weights of them. For the weights, we adopt the coefficient of
variation method to calculate the wU and wP, which is according to the discrete degree
of individuals’ fitness value. The method is as Eqs. (23) and (24).

wU ¼ rU
�UU

ð23Þ

wP ¼ rP
�UP

ð24Þ

where σU is the standard deviation of individuals’ UU(X) value, σP is the standard
deviation of individuals’ UP(X) value, �UU is the average value of individuals’
UU(X) and �UP is the average value of individuals’ UP(X).

5.4 Algorithm Process

Step 1: Construct the candidate access networks list for each terminal.
Step 2: Initialize population A1 and B1, each of which has N individuals. Initialize

the maximum iteration times Nmax and set current iteration times Nc = 1.
Step 3: Calculate the fitness value of each individual in population ANc and BNc .

Then calculate the maximum fitness value and average fitness value in each one.
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Step 4: Apply the selection operator, the crossover operator and the mutation
operator introduced in last section to current two populations and get the next gener-
ation populations ANcþ1 and BNcþ1.

Step 5: Nc = Nc + 1. If Nc > Nmax, go on, otherwise, go to Step 3.
Step 6: Select the individual which has the largest fitness value from union of ANc

and BNc as the optimal access network selection scheme.

6 Simulation and Performance Evaluation

In this section, we adopt the network topology in Fig. 3. It includes three types of
networks, which are GSM, WCDMA and WLAN, and each of them belongs to dif-
ferent network providers. We consider three different situations which respectively
have 40, 60 or 80 random distributed terminals in the topology. These terminals are
respectively divided into four different application types which are voice application,
video application, data application and background application.

The standard algorithm we choose is a linear programming based access network
selection algorithm. The objective and constraints are in Eq. (25) [11].

max
PN�1

i¼0

PM�1

j¼0
uij � xij

s:t:
PM�1

j¼0
xij � 1 i ¼ 0; . . .;N � 1

PN�1

i¼0
xij �/j j ¼ 0; . . .;M � 1

ð25Þ

where N and M are respectively the number of terminals and access networks, xij
represents whether terminal i selects network j, uij is the evaluation of terminal i to the
network j, and ϕj is the limit number of terminals accessing the network j.

When making the performance evaluation, evaluation criterias include the average
of evaluation to the networks, the standard deviation of the evaluation, the average of
network providers’ profits and the standard deviation of the profits. The compared
results are in Figs. 4*7, where the algorithm proposed in this paper is Algorithm 1 and
the standard algorithm is Algorithm 2.

Fig. 3. Network topology
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Figure 4 shows that the Algorithm 2 has a higher average evaluation value, which is
because that the sum of evaluation values to the access networks is its direct and unique
optimization objective. However, for the Algorithm 1, the average evaluation value is
just a part of one of its optimization objectives. Figure 5 shows that the Algorithm 1 has
a lower standard deviation of evaluation values, which is because it takes the quality
difference of access networks allocated to different terminals into consideration, which
is included in its optimization objectives.

Figure 6 shows that the Algorithm 1 has a higher average value of network pro-
viders’ profits, which is because it takes the profit of network providers into consid-
eration, but the Algorithm 2 does not. Figure 7 shows that the Algorithm 1 has a lower
standard deviation of network providers’ profits, which makes the selection result fairer
to different network providers.

Fig. 4. Average of terminals’ evaluation values to access networks

Fig. 5. Standard deviation of terminals’ evaluation values to access networks

Fig. 6. Average of network providers’ profits
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7 Conclusions

The access network selection mechanism designed in this paper mainly includes two
parts. This first part is an IEEE 802.21 based context information acquisition mecha-
nism. It makes a good preparation for the network selection algorithm. The second part
is an access network selection algorithm. The design of this algorithm considers the
different requirements of different application types and profits of both terminal users
and network providers. We choose the GA as the tool to solve the problem and design
the genetic operators specifically for it. After the design, we conduct the simulation and
performance evaluation. The result shows that the mechanism designed in this paper
can achieve the design objective and has a big advantage in fairness and network
providers’ profits compared with the standard algorithm.
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Abstract. As the basis of satellite communication network, routing mechanism
is a hot topic in satellite network. However, due to the dynamic network
topology, high propagation delay and limited resource of satellite network,
many great challenges have emerged in designing routing mechanism for it. In
this paper, we propose a satellite network routing mechanism based on Dijkstra
algorithm for multi-layer satellite network. By considering QoS requirements,
service pricing, life cycle and load balance together, we first design an evalu-
ation index, which is used to evaluate the effectiveness of the alternative route.
Then we utilize the Dijkstra algorithm to select the best path for satellite net-
work. Finally, we evaluate the proposed mechanism on the model of multi-layer
satellite network and verify it from many aspects. Evaluation results show that
our routing mechanism is feasible and effective.

Keywords: Multi-layer satellite network � Dijkstra algorithm � Routing
mechanism

1 Introduction

With the development of wireless communication technology, satellite network has
become a new type of Internet that achieves global communication seamless connection.
It can supplement the lack of ground network. However, because of the increasing
demand for multimedia service, satellite network’s main service gradually changes from
traditional voice and low-speed data service to Internet and broadband multimedia service.
Therefore, building an efficient and reliable satellite network has great economic value.

Satellite network is different from the ground network. The transmission channels
of inter-satellite links (ISLs) work in an open environment, which causes dynamic
network topology and interference or violation to satellite network. Satellite network
routing mechanism directly affects the performance of the satellite network. Dynamic
topology, large transmission delay, high error rate, limited resources of nodes and
unbalanced distribution of service bring big challenges to satellite network routing.

In recent years, many researchers have studied satellite network routing [1–5]. For
example, a routing mechanism based on the periodicity of the satellite network is
proposed in [1], and the load balance based routing mechanism is put forward in [4].
But these works just concentrate on partial characteristics of satellite network. By
considering QoS requirements, service pricing, life cycle and load balance compre-
hensively [6], we present a satellite network routing mechanism based on Dijkstra
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algorithm. Firstly, we design an evaluation index to evaluate the effectiveness of the
alternative route. Then we utilize the Dijkstra algorithm to select the best path for
satellite network. Finally, we evaluate the proposed mechanism on the model of
multi-layer satellite network and verify it from many aspects.

The remainder of the paper is organized as follows. The related work is presented in
Sect. 2. We describe the network model and routing mechanism for multi-layer satellite
network in Sect. 3. Section 4 presents our simulation and evaluation results. Our
conclusions and future remarks are presented in Sect. 5.

2 Related Work

Currently, research on satellite network routing mechanism has made some progress.
According to the problems, satellite routing mechanisms can be divided into five
categories [8], mainly based on the constellation period, link switch, QoS requirements,
load balance and path-based optimization.

The literature [1] put forward a routing mechanism based on constellation cycle. By
using the slot allocation method, dynamic network topology was divided into several
time slots, each of which was a static topology for routing. This mechanism demands
less for the ability to process, but its adaptability is relatively poor. The literature [2]
analyzed life cycle of the path to select path whose lifetime is longer. This routing
mechanism meets the certain QoS requirements, but it does not take the fairness of
links into account. The literature [3] proposed a routing mechanism based on the QoS
requirements. According to various indicators of QoS satisfaction, they chose the best
path that meets QoS requirements. This mechanism gets balance in different demands
of QoS indicators, so it lacks a comprehensive strategy to optimize the QoS indicators.
A routing mechanism based on load balance was studied in [4]. It uses the load as the
metric to ensure the flow distribution reasonable, but it increases the expenses of ISLs
signaling. The literature [5] considered the path optimization this aspect. According to
the network status, they selected the path which is shorter, saves resources and meets
QoS requirements. But this mechanism requires very regular network structure.

These researchers just considered partial properties of satellite network to study
routing mechanism. In this paper, in order to meet the actual demands, we consider all
the above-mentioned characteristics of the satellite network and present a Dijkstra
algorithm based satellite network routing mechanism. Through using the QoS
requirements, service pricing, life cycle and load balance as the basis for routing, it
achieves the purpose of improving the QoS satisfaction, reducing link switch and
saving node resource.

3 Model Design

3.1 Network Model

For multi-layer satellite network, the satellite network model reflects the relationship
between nodes, determines the number of links of the node, the distance between
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nodes, and even affects the data transmission path and transmission reliability.
According to the characteristics of multi-layer satellite network, we believe that
GEO/MEO/LEO satellite network is more representative, and use it as a satellite
constellation network structure of this article, as shown in Fig. 1.

Through a detailed study of the multi-layer satellite network [7], the article iden-
tifies the network model by a weighted directed graph representation. As shown in
Fig. 2, the weighted directed graph G represents the state of multi-layer satellite net-
work topology; V ¼ fv0; v1; � � � ; vn�1g denotes the set of satellite nodes and n is the
number of satellites; EðtÞ ¼ feijg represents the set of weight values, eij is the distance
between the satellite i to j at time t, and i; j 2 ½0:1�.

3.2 Path Effectiveness Evaluation

Effectiveness evaluation is one of the concepts used in economics. It refers to the
subjective evaluation of the user for the matching degree of services and demand
functions. The article considers the characteristics of ISLs and evaluates

Fig. 1. Three layer satellite network structure

Fig. 2. Example of network model
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comprehensively the QoS satisfaction, service pricing satisfaction, the life cycle fitness
and load fitness as the path effectiveness evaluation of alternative paths.

QoS Satisfaction. Due to the QoS requirements of business are generally in the form
of interval, this article is based on trapezoidal membership function of fuzzy mathe-
matics to describe the changes of QoS parameters provided by user satisfaction and the
service. We use PAL fuzzy enhancement algorithm to describe the user depending on
the service level and the effects of parameters on QoS satisfaction.

Ls 2 ½LTop; LLow� represents the service level that user sets up and the smaller Ls
represents the higher service level. This article uses the PAL [10] fuzzy enhancement
algorithm, calculated as shown in (1).

gðxÞ ¼ k1 � f ðxÞ2 0� f ðxÞ� s
1� k2 � ð1� f ðxÞÞ2 s\f ðxÞ� 1

�
ð1Þ

gðxÞ is the trapezoidal membership of QoS parameters.

k1 ¼ 1
s

ð2Þ

k2 ¼ 1
1� s

ð3Þ

s ¼ 1� Ls
LTopþLLow

ð4Þ

When the value of s is different, the function gðxÞ is as shown in Fig. 3. Clearly, the
higher the service level Ls is, the higher value of s is, and the higher requirement for
QoS parameters is.

We evaluate the QoS satisfaction based on the three important parameters of
bandwidth, transmission delay and error rate.

Fig. 3. Function curves of PAL algorithm
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(1) Bandwidth Satisfaction

Bandwidth requirement belongs to the maximum and minimum constraint conditions
of the QoS requirements. Alternative paths provide the business s with bandwidth
which is the minimum value of available bandwidth provided by its sub-links. Assume
that the bandwidth of the business s is ½erls; erhs �, then the bandwidth satisfaction SB is
calculated as shown in (5).

SB ¼

0 bw� bwl
s

k1 � bw�bwl
s

bwh
s�bwl

s

� �2
bwl

s\bw� bwT

1� k2 � 1� bw�bwl
s

bwh
s�bwl

s

� �2
bwT\bw\bwh

s

1 bw� bwh
s

8>>>>><>>>>>:
ð5Þ

And,

bwT ¼ s � bwh
s � bwl

s

� �þ bwl
s ð6Þ

(2) Delay Satisfaction

Latency requirement is QoS requirements’ additive constraint. Time delay of the
business s provided by alternative paths is the sum of sub-links’ delay. Either in
satellite network or conventional ground network, time delay is important parameter for
evaluation of routing. End-to-end delay of the satellite network discussed in this paper
consists of transmission delay and waiting delay.

Through analyzing ISLs time window with the method in [9], we can get the
optional link to guarantee the biggest end-to-end delay dl, calculated as shown in (7).

dl ¼ p0 þ ðtn � t1Þ þ pn ð7Þ

tn � t1 is the sum of transmission delay and waiting delay of the message from node 0
to node n� 1 on the path R ¼ ð0; nÞ. p0 represents the time that the message wait for
hopð1Þ; pn is the transmission delay of hopðnÞ.Therefore, ideally, waiting delay is 0,
then the end-to-end delay of the path is dl ¼ p1 þ p2 þ � � � þ pn:

Assuming that the demand for the delay of business s is ½dlls; dlhs �, and the delay
satisfaction SD is calculated as shown in (8).

SD ¼

1 dl� dlls

1� k2 � 1� dlhs�dl
dlhs�dlls

� �2
dlls\dl� dlT

k1 � dlhs�dl
dlhs�dlls

� �2
dlT\dl\dlhs

0 dl� dlhs

8>>>>><>>>>>:
ð8Þ
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And,

dlT ¼ dlhs � s � dlhs � dlls
� � ð9Þ

(3) Error Rate Satisfaction

Error rate demand belongs to the multiplicative constraints of QoS demands. Alter-
native path is related to the error rate of service and sub-links provided by business.
Satellite network is easy to be interfered by natural or human factors, so the importance
of error rate in satellite network routing is more outstanding.

erðhÞ represents the error rate of hopðhÞ, and the error rate of the path R ¼ ð0; nÞ is
calculated as shown in (10).

er ¼ 1�
Yn
h¼1

ð1� erðhÞÞ ð10Þ

Assuming that the error rate demand of business s is ½erls; erhs �, and the error rate
satisfaction SE is calculated as shown in (11).

SE ¼

1 er� erls

1� k2 � 1� erhs�er
erhs�erls

� �2
erls\er� erT

k1 � erhs�er
erhs�erls

� �2
erls\er� erT

0 erT\er\erhs

8>>>>><>>>>>:
ð11Þ

Service Pricing Satisfaction. Combining with limited power resource and the market
pricing mechanism, we argue that the satellite network service pricing is decided by the
power cost and service level. sc is the service pricing of the path R ¼ ð0; nÞ.

In (12), pb is the service pricing, Pi is the sending power and a is the adjustment
coefficient, a 2 ð0; 1Þ.

sc ¼ pb � ð1þ a � lnð
Xn�1

i¼0

PiÞÞ � 1þ LLow � Ls
LLow � LTop

� �
ð12Þ

We evaluate satisfaction service pricing SP through drop half parabolic distribution
function, calculated as shown in (13).

SP ¼ aps�sc
aps

� �b
sc� aps

0 sc[ aps

(
ð13Þ

aps is the acceptable unit price for business s and b is the adjustment coefficient.
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Life Cycle Fitness. In route choice, the life cycle of the path cannot be ignored.
Together with the path’s available bandwidth, it determines the amount of data that can
be transferred in the life cycle. The life cycle of path R ¼ ð0; nÞ is decided by the
minimum value of each link time window’s period, calculated as shown in (14).

lf ¼ minðt0h � thÞ ð14Þ

In the daily time, the user cannot describe all the time needed by the business.
Therefore, we introduce the threshold value lfth of the path’s minimum life cycle, and
use half of normal distribution function to evaluate life cycle satisfaction SL of the path,
calculated as shown in (15).

SL ¼ 0 lf � lfth
1� e�c�ð lf

lfth
�1Þ2 lf [ lfth

�
ð15Þ

c is the adjustment coefficient and c[ 0.

Load Fitness. In this paper, we use the channel bandwidth and power utilization ratio
to evaluate satellite node load. The load rate of its node i is calculated as shown in (16).

gi ¼ gwi þ gpi � gwi � gpi ð16Þ

gpi and gwi , respectively, represent power load rate and channel bandwidth load rate
of satellite node, gi 2 ½0; 1�,gi � gpi ,gi � gwi .

We consider the maximum value of load rate gi of the path R ¼ ð0; nÞ as the load
rate g of the path. Correspondingly, its load fitness SW is calculated as shown in (17).

SW ¼
1� g 8i 2 ½0; n� 1�;

Wi �Wi
available ^ Pi �Pi

available

0 Otherwise

8><>: ð17Þ

Wi and Pi, respectively, represent the channel bandwidth and power that nodes need
in the path R ¼ ð0; nÞ. Wi

available and Pi
available, respectively, are residual channel

bandwidth and the power of the nodes.

Efficiency Computing. The article introduces the weight coefficient matrix
K ¼ ½k1 k2 k3 k4�, followed by the relative importance of the QoS satisfaction, service
pricing satisfaction, life cycle and load fitness in the routing selection, and
K ¼ ½k1 k2 k3 k4�. Path evaluation matrix is E ¼ SQSP SL SW½ �T . Routing efficiency of
alternative paths RU is as shown in (18).

RU ¼ K � E ð18Þ
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3.3 Algorithm Design

Mathematical Model. The article aims to maximize path effectiveness to find the best
path, meanwhile meets the QoS requirements and the existence of links.

maxðRUÞ
s:t: lf � lfth

sc� aps
ð19Þ

Algorithm Description. According to the evaluation index of the path in this paper,
we can get that the path length RL increases with the hops, which guarantees the
condition that the length of each hop in Dijkstra algorithm is nonnegative. Therefore,
we propose a Dijkstra algorithm based satellite network routing mechanism, and define
the length of path RL as shown in (20).

RL¼
1
RU constraint conditions of

the mathematical model
þ1 Otherwise

8<: ð20Þ

Specific steps show as below.
Input: Satellite network G ¼ ðV ;EðtÞÞ, all the parameters of satellite nodes in the

network, the QoS requirements and service level Ls of the business.
Output: The optimal path.
Step1: Initialize set S ¼ ; and T ¼ ;, set source node Vs and destination node Vd;
Step2: Put the source node Vs into set S, then put the rest nodes into set T .
Step3: Calculate link distance between the nodes in the set T and source node Vs. If

there is no link satisfied with visibility and QoS requirements, set the distance þ1.
Step4: Take the node Vn from the set T , which is nearest to the node in the set Vs,

into the set S. And remove Vn from the set T .
Step5: Call the path length calculation function, then using Vn as the intermediate

node, calculate the distance between Vi and the source node Vs.
Step6: If the new distance is less than the original distance, update the distance

from Vi to Vs and record the path, then go to step 7.
Step7: If nodes in set T have been traversed, go to step 8. Otherwise, go to step 5.
Step8: If set T is empty, go to step 9. Otherwise, go to step 4.
Step9: Ends.

4 Performance Evaluation

In this paper, the simulation example is multi-layer satellite network including 15
satellite nodes. As shown in Table 1, the constellation structure includes: 3 GEO, 3
MEO and 9 LEO.

In order to measure the performance of satellite network routing mechanism pro-
posed, the article evaluates it mainly through satellite network capacity adopting the
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method of the Hybrid adaptive genetic algorithm [11] based on the golden ratio. The
network capacity limit results are shown in Fig. 4 and each strategy’s capacity limit of
variance between time slots is shown in Table 2.

We can see that putting emphasis on load balance, satellite network capacity [12]
limit is higher and less volatile. While an emphasis is on the use of life cycle, the
capacity limit is low and volatile. The reason is that routing mechanism focused on load
balance chooses the path mainly on available resources of nodes, so the path is more
diverse. Figure 5 denotes the number of nodes’ ISLs and the total number of ISLs. 1–3
represent GEO satellites, 4–6 represent MEO satellites, and 7–15 represent LEO sat-
ellites. Obviously, with an emphasis on load balance, the average number of ISLs is
larger. Besides, the available resources of each node are relatively balanced. So it is
more rational to allocate the limited resources.

Figure 6 shows the comparison of each strategy, the corresponding strategy’s
variance of capacity lower limit in each time slot is shown in Table 3. Clearly, the

Table 1. Use case of satellite constellation structure

Orbit parameters GEO MEO LEO

Semi-major axis (km) 42166 27878 8378
Eccentricity ratio 0 0 0
Orbit inclination (°) 0 55 55
RAAN (°) 16E, 136E, 256E 0E, 120E, 240E 0E, 120E, 240E
Argument of perigee (°) 0 0 0
True anomaly (°) 0 0E:0, 120E:120, 240E:240 80, 200, 320
Number of satellites 3 3 9
Number of planes 1 3 3
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Fig. 4. The maximum capacity with different routing strategies

Table 2. The variances of maximum capacity with different routing strategies

Routing strategy QoS demand Service pricing Life cycle Load balance

Network capacity variance 0.25 0.32 0.58 0.14
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capacity lower limit is more volatile while putting an emphasis on life cycle of net-
work, but it has a higher capacity lower limit. However, while the average number of
links is larger, the routing strategy with an emphasis on load balance still gets the
similar capacity lower limit with one whose key is on service pricing, because of its
rationality of the resources allocation.

In addition, the network capacity limit’s difference between the minimum and
maximum by using the routing strategy whose emphasis is on the life cycle. But its
nodes change the moving position, which will cause large changes in resource utili-
zation of each node, then the stability of satellite network based on this routing strategy
will be worse. The satellite network routing focused on load balance can not only
increase network capacity, but also help to increase the stability of the satellite
net-work itself.
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Fig. 5. The number of link in each satellite with different routing strategies
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Fig. 6. The minimum capacity with different routing strategies

Table 3. The variances of minimum capacity with different routing strategies

Routing strategy QoS demand Service pricing Life cycle Load balance

Network capacity variance 0.55 1.00 1.50 0.72
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5 Conclusions and Future Remarks

In this paper, a satellite network Dijkstra algorithm based routing mechanism is pre-
sented and we verify the proposed routing mechanism. The mechanism uses QoS
requirements, service pricing, life cycle and load balance as the basis to select the route
and achieves to improve the QoS satisfaction, node resource conservation and reduce
link switch. The evaluation results show that the mechanism of our design is feasible,
effective, and better performance. The efficiency of this routing mechanism should be
further improved. The practical of this routing mechanism and further improvement are
the focus of our future research work.
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Abstract. This paper presents a method for dynamically optimizing business
application deployment for improving the overall stability of the SOA in Avi-
ation SWIM. The solution analyses Web Service call logs with association rules
analysis and deploys business applications, which are in a tight coupling rela-
tionship in the chain of synchronously interconnected service components, into
one physical system. The aim of this solution is to decrease long-distance calls
of Service and to enhance stability of SOA. The association rules analysis
improves Apriori Algorithm based on the incidence matrix, and Hadoop cloud
computing platform verifies that this algorithm can work out the result faster
with better parallelism.

Keywords: SWIM � SOA � Association rules � Apriori Algorithm � Hadoop

1 Introduction

SWIM (System-Wide Information Management) is a key technology to achieve sharing
and exchange of information on modern air transportation, so NGATS (Next Gener-
ation Air Transportation System) and SESAR (Single Europe Sky ATM Research)
utilize SWIM based on SOA (Service-Oriented Architecture) as the major part of
foundation framework of information exchange. With improvement and implementa-
tion of SWIM in recent years, flexibility, scalability and stability of SOA have drawn
much more attention [1].

As the core of aviation information system, SWIM integrates and shares all types of
resources in the network such as airspace management, flow management, traffic
management, surveillance management, separation management and aircraft system.
Also, SWIM manages data transmission from communication, navigation, surveillance
data, weather information, global geographic information and all flight vehicles to
provide CDT (Common Data Transmission) from civil aviation system [2] (Fig. 1).
A large number of application servers are deployed in SWIM based on SOA in order to
achieve the above functions. Civil Aviation Information System requires its SOA to
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ensure efficient availability and stability of service to minimize impact on the entire
system from unpredictable conditions, such as emergent widespread network delay,
overlong database response time and lower QoS (Quality of Service).

Thus, this paper will focus on methods of establishing resilient SOA to meet the
requirements of SWIM for continuous availability and performance of service and to
minimize the negative effects caused by changes in the network environment. Besides,
this paper presents the deployment strategy of SWIM application services on each
application server. First, analyze call relationship and coupling tightness of SWIM
business application services in operation with the association rules analysis of KDD
(Knowledge Discovery in Database). Then, re-deploy business application services in a
tight coupling relationship in one physical system according to the computation results.
This method reduces the remote procedure call to increase the service speed and
throughput of distributed application servers [3].

2 Solutions

2.1 Issues and Solutions

Setting up a highly resilient SOA architecture is an important requirement of civil
aviation network and SWIM. (“Resilience” means continuous availability and perfor-
mance of service, and the negative modification has little impact on it.) As the main
platform for the deployment of civil aviation business services, application server is an
important infrastructure of SWIM, and its work focuses on implementation of the
business logic. It has been proved that a key technical issue of setting up a resilient
SOA architecture is to work out thread block of the application server. However, a
large number of application servers of civil aviation SWIM system are decentralized
and often need to call remote threads or services. Thus, the solution to thread block of
the application server is important to improve the overall stability of the system, and
there are usually two types of solutions [3]:

• to add the aggressive timer to the application server: the key to solve the thread
block is increasing the average service speed rate of each thread by dynamically
changing the probability of a timeout and timeout values, which accelerates the
service speed rate of the entire server and enhance stability and availability of SOA.

• to optimize and improve the deployment of services or applications of SOA: The
key of such solution is deploying business applications of a close coupling in
synchronous interconnected modules chain to the same physical system as much as
possible. It is responsible for re-deploying business applications that are decen-
tralized in the network but share a large number of synchronous communications,
which reduces the RMI (Remote Method Invocation) and provides a great benefit
for business application programs so as to improve the overall condition and sta-
bility of SOA.

The strategy put forward for the above issue in reference [3] is to optimize the
deployment of the tightly coupled services and applications of SOA in the physical
system. (The tightly coupled refers to the relationship between multiple services called
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synchronously. Its feature is when a block occurs to the client calls service, the service
would not continue until it receives a response.) If multiple tightly coupled SOA
services often appear in some business, thereby synchronous interconnected modules
chain will be formed in SOA. Thus, this paper presents a solution of dynamically
optimizing service deployment with association rules analysis. That is to constantly
analyze and regulate dynamically business applications (or services) in the synchro-
nous interconnected modules chain together. Tightly coupled services are re-deployed
in the same physical system so as to improve the overall condition and stability of
SOA.

For example, such applications of synchronized dependence that are deployed in
different servers typically generate HTTP or RMI communication connection. For
example (Fig. 2), an external client calls application A in the server 1. Its work request
will be sent to the managed task of the server 1. However, the communication between
the application A and B is synchronized, so managed tasks distributing work to
application A in the server 1 have to be blocked until it receives a response from the
application B and when blocked, managed tasks are all in wait.

SWIM
(based on SOA)

Airspace
Management

Aircraft
& others

Separation
Management

Traffic
Management

Flow
Management

A/G Comm
(ACARS,VDL2,
ATN,FANS )

Navigation
(GPS,VOR,...)

Surveillance
(ADS-B,Radars,

TCAS )

Weather
(WARP,TCWF,

OASIS,TDWR )

World
(TAWS,EFB,

DTED )

Fig. 1. The architecture of SWIM base on SOA

Communication channel

Server1

Application A

Server2

Application B

Fig. 2. RMI communications connection of a server to another one.
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If the server suffers from a heavy load at this time, only a small part of managed task
resources are available, so more and more managed tasks are blocked on synchronous
remote service calls, and the ability of server 1 calling works would be further reduced,
resulting in decline of server1 in the speed rate of overall service at a fast pace. When
the service rate is lower than the arrival rate of new tasks, the server will not catch up, so
the new task will be waiting in line. The worst outcome is that all managed tasks are
blocked, and the server cannot perform any work, which seems to suspend. In this case,
queue tasks and distributed tasks will delay for a long time and eventually fail.

The solution to this problem is to deploy tightly coupled business applications in
the same server, which apparently reduces pressures from applications on resources
(Fig. 3). The application A can use the local in-process protocol to call application B,
which is a direct call. This avoids occurrence of the remote call and a series of
problems related to the remote delay. This will reduce the blocked managed tasks, so
that the server can maintain a high rate of service, effectively avoiding the queue
growth to prevent timeout of the task deployment, which in the end further reduces
instability in the environment of the SOA to establish a more stable and more resilient
SOA system.

2.2 The Association Rules Analysis Based on Hadoop Cloud Computing
Platform

To solve the above problem, this paper presents a strategy that the frequency of mutual
calling between services and threads determines their deployment to ensure the stability
of the SOA-based SWIM. By log analysis of the threads or services calling, services or
threads often calling each other are deployed in the same physical server. Since the
various types of application services in SWIM generate a large number of service
calling logs, there must emerge a huge amount of computation in the association rules
analysis for the calling relationships in the server. Therefore, this paper intends to
present a combined solution of using cloud computing platform to increase computing
speed and improving association rules analysis algorithm in the SWIM:

• To introduce the open-source Hadoop cloud computing platform [4]; The Apache
Hadoop project develops open-source software for distributed computing. The

Communication channel

Server1

Application A

Server2

Application B

Application B

Fig. 3. Deploying tightly coupled business applications on the same server.
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Apache Hadoop software library is a framework that uses simple programming
models to distribute and process large data sets across clusters of computers. It is
designed to extend single servers to thousands of machines that offer local com-
putation and storage. Instead of hardware delivering high-availability, the library is
to detect and handle failures at the application layer so as to offer a highly-available
service on top of a cluster of computers.

• To increase the computing speed by improving the Apriori algorithm of association
rules analysis and the algorithm’s parallelism with Map-Reduce. Apriori algorithm
and FP-growth are classical algorithms of association rules analysis. However, with
a large number of candidate frequent item-sets, the FP-growth algorithm takes up a
large amount of RAM, and the classic Apriori algorithm generates a large amount of
computation, none of which applies to large data processing. This paper presents
Apriori Algorithm based on Boolean Matrix in the reference [5] to improve the
computation of inner product of vectors of Boolean matrix and enhance its paral-
lelism. Finally this algorithm will be implemented on Map-Reduce parallel com-
putation framework of Hadoop.

3 Using the Map-Reduce Parallel Computing Framework
to Complete and Improve the Algorithm

3.1 Definitions and Features of the Apriori Algorithm Based on Boolean
Matrix

Definition 1: The vector quantity of each item Ij is defined: Dj ¼

t1j
t2j
..
.

tnj

0BBB@
1CCCA, Ti is the

i-item, tij ¼ 0; Ij 62 Ti

1; Ij 2 Ti

�
, support countðIjÞ¼

Pn
i¼1 tij.

Definition 2: (1) The matrix of item set I is: D ¼ ðD1;D2; . . .;DnÞ ¼
d11 d12 . . . d1n
d21 d22 . . . d2n
..
. ..

. ..
.

dp1 dp2 . . . dpn

26664
37775 , so the value (0 or 1) of dij can be worked out according to

definition 1. (2) The vector quantity of item set fIi; Ijg is Dij : Dij ¼ Di ^ Dj ¼
d1i ^ d1j
d2i ^ d2j

..

.

dni ^ dnj

26664
37775. Thus, the support count of 2-item set fIi; Ijg: support countðIi; IjÞ ¼

Pn
k¼1 ðdki ^ dkjÞ.
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Definition 3: The vector quantity of k-item set fI1; I2; . . .; Ikg: D12...k ¼
D1 ^ D2 ^ . . .Dk ¼ ðD1 ^ D2 ^ . . .Dk�1Þ ^ DkÞ; thus, support countfI1; I2; . . .; Ikg ¼Pn

k¼1 fðdp1 ^ dp2 ^ . . . ^ dpðk�1ÞÞ ^ Dkg.
Definition 4: Put any k columns vectors in Boolean matrix D into counterpoint (peer
elements) “AND” operation, and the number of “1” in the result divides the total
number of items, the result of which is called k- item set support counter. The mini-
mum number of support transaction is the product of minimum support and the
transaction number of transaction database.
The following features and inferences have been obtained according to the definition of
item set support with Apriori features.

Feature 1: Xk is a k-item set. If the number of frequent (k-1) – item set Lk-1 containing
(k-1)–subitem sets in Xk is less than k, Xk can not be maximal frequent item set of
k-dimension. I.e. the number of times that frequent k-1 item sets in frequent k-item set
appears is equal to or greater than k.

The inference from feature 1 is that the number of times that each factor of frequent
item set Xk appearing in frequent set of (k-1)-dimension is not less than k-1, so the
number of times that some item Ii in Boolean matrix D appearing in Lk-1 is less than
k-1. Thus, columns corresponding to Ij can be deleted in Boolean matrix, and then, the
number of times that Ij appearing in (k-1)-frequent item set is k in Boolean matrix, i.e.
all the subsets of (k-1)-dimension that contain Ij are in (k-1)-frequent set. Thus, k
combinations of items in this matrix don’t need tailoring.

Feature 2: Suppose that Lk is frequent item set of k item, if T contains M and |T| = k,
T is the transaction that can be deleted in database in following mining.

Feature 3: If |Lk| < k+1 (Lk is frequent k-item sets), the number of times of maximal
frequent item set in mined transaction database is k. | Lk | refers to the number of
frequent k- item sets [6].

A large number of candidate frequent item sets are generated as Apriori Algorithm
scans the database many times, so the calculation amount increases sharply. This paper
makes f: D → R(1) for any given transaction database D with the method in reference
[5], and R = f (D) = (rij)n × m, n is the number of transactions, m is the number of items,
transaction sets is Tiði 2 n), item sets is Ijðj 2 m). If Ij 2 Ti rij = 1. Or rij = 0(i = 1,2,…,
n; j = 1,2,…,m). Thus, after a scan, transaction database D can be mapped to the
Boolean matrix with f.

After transaction database is mapped to Boolean matrix, the vector inner product
computation can be applied to the row vectors in Boolean matrix to find out the
possible rows in frequent item sets so as to concentrate the row vectors of Boolean
matrix step by step. Thus, the frequent item sets that transaction database looks up will
be inducted quickly and intuitively from the concentrated Boolean matrix.

3.2 Design of Implementation Methods Based on Map-Reduce

The equivalent Boolean matrix will be obtained after the transaction database is
scanned once with Boolean matrix method (This Boolean matrix contains all data to
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mine frequent item sets next). Thus, the mining of association rules in transaction
database has turned into the analysis of the equivalent Boolean matrix [7]. However,
since the Boolean matrix generated from the large transaction database is gigantic, the
conventional computation method cannot be loaded into the RAM to compute.

This paper introduces the cloud computing platform based on Hadoop, analyses
and processes Boolean matrix with the Map-Reduce distributed computation frame.
The basic steps are as follow:

Step 1: to divide Boolean matrix generated after scanning the transaction database
once into blocks by row (to keep the transaction integrated). To decompose the huge
matrix into several Splitted-Matrixes Ai (suppose the Boolean matrix corresponding
to the transaction database D is R, R = (A1,A2,…,An)T, T is transposition, then Ai is
the m dimension row vectors of R in real number domain, i = 1,2,…,n)

Step 2: every Splitted-Matrix distributes in the node of the cluster after transposed
as the data of Map function during iteration.

Step 3: Map function is the local frequency of candidate k-item sets generated from
computing the inner product of vectors in each Splitted-Matrix.

Step 4: to use Reduce function to combine the local frequency of k-item sets to
obtain the support of candidate k-item sets.

Step5: to combine results to obtain the corresponding global frequency of frequent
k-item sets of the minimal support

Step 6: to transpose the k-item sets as candidate item sets to operate in the third
iteration until the null set occurs.

To sum up, the Map-Reduce distributed computing frame based on Hadoop solves
the storage issue of Boolean matrix with huge data, but also adds to computational
nodes to increase the computation speed of Apriori Algorithm. This method reasonably
partitions the transaction database according to the particular case of user computa-
tional node RAM during data preparation. The data sets distributed on N nodes can
serve as N partitions of the integrated transaction database, during computing and
generating the results. Therefore, each local node can search for the frequent item sets
of the integrated transaction database.

4 Experimental Analysis

This paper puts database (from http://fimi.ua.ac.be/data/) “mushroom” and “accidents”
of classic association rules analysis as a database set for verification and analysis. The
above algorithm is compiled with Java and its development environment is the com-
piler “IntelliJ IDEA 14.02”; cloud computing platform selects Hadoop 2.50(CDH
version number 5.2.0); Java JDK 1.60. The hardware environment where the experi-
ment operates are 2 Cisco Blade Server clusters (CPU is 8 cores Xeon 2.6 GHz/RAM
16 GB DDR3), and the clusters’ network connection is double 10 GB optical fibers.
The experiment is carried out in a network computing environment of “VMware
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vSphere 5 Enterprise” virtualized to 8 computers, and each computer’s operating
system is Ubuntu (version 12.04).

First the experiment computes data sets “mushroom” with single node, compares
computing results of classic serial Apriori Algorithm and Apriori Algorithm based on
Boolean matrix with different min_supports (Fig. 4).

On account of the Boolean matrix, only one complete scan has to be taken on frequent
item sets. Then, the search for frequent item sets requires more flag bits and memory space
developed by the Boolean matrix R to operate. Thus, this algorithm can save much more
time than the conventional algorithm with the frequent item sets increasing.

Compared with the classic algorithm, it is not obvious for the single-node Boolean
matrix algorithm to increase the speed. However, the divided Boolean matrix shortens
the statistical time of the candidate sets. With the increase of the matrix divisions whose
corresponding compute nodes are computing concurrently, the total computation speed
is much faster.

Thus, the computing results are analyzed on node 1, node 2 and node 4 with
Map-Reduce computation framework (Fig. 5), which indicates this algorithm owns
sound speed-up ratio with compute nodes increasing.

Fig. 5. data sets “accidents” computed by multi-nodes.

Fig. 4. data sets “mushroom” computed by single node.
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5 Conclusion

This paper discusses the performance and availability of SWIM of the civil aviation
network, presents a deployment strategy for SWIM application and service based
on the association rules analysis for the resilience issue of SOA framework in refer-
ence [3]. According to the frequent mutual calling between various types of applica-
tions and services of SWIM in the course of operating, this paper redeploys
applications and services in a tight coupling relationship into the same physical system
so as to increase the service speed rate of the application servers and the resilience of
the SOA framework.

To solve the problem of association rules analysis of a large number service calling
logs, this paper introduces Hadoop cloud computing model into the SWIM system,
using the Map-Reduce parallel computation framework to complete and improve the
Apriori Algorithm of Boolean Matrix in reference [5]. The experimental analysis on
classical data sets act to verify the accuracy of the computation results of this algorithm
and good parallelism (there is a higher speedup ratio as computational nodes increase).
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Abstract. A mobile agent is a software migrating from one node to another to
fulfill the task of its owner. The security problem of mobile agent is becoming a
bottleneck for further development. To handle the malicious host problem in the
migration path of mobile agents is one of the challenge tasks. One problem is
agent blocking: the malicious host may deny the resources required by the agent
and may kill the agent, thus the obtained data will loss. This paper proposes a
mechanism to recover the mobile agents. We use Colored Petri Nets to model
the dynamic mobile agent that owner can detect the malicious hosts and restore
point before the failure, it can continue to perform the task all the components
on the new (to skip the point of failure) mission path. The simulation result
shows the effectiveness of the propose method.

Keywords: Mobile agents � Malicious host � Fault tolerance � Colored Petri
Net � Security issues

1 Introduction

With the development of the Internet world, many network-related technologies are
constantly grow and evolve. Which due to the extensive use in distributed and heter-
ogeneous networks, mobile agent technology has been more and more people focus on
software development. Broadly speaking, agent is an autonomous energy on behalf of
someone or something (an organization or another agent) software components to
perform a specific task. Behavior of the component is not only determined by the
external event or interaction, but also determined by its own mission objectives. Agent
can be divided into two categories according mobility: static agent and mobile agent.
Collaboration and communication agent-based applications often involve multiple
different roles between agent. In addition, a mobile agent application will involve a
variety of computing environments, namely mobile agent system or server, different
environments will provide different services and resources for agent to run and operate.
Mobile agent system is a software component that is to receive agent and provide local
resources.
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For the mobile agent system to support the agents in various application areas, the
issues regarding the reliable agent execution, as well as the compatibility between two
different agent systems or the secure agent migration, have been considered. Due to the
nature of asynchronization, concurrence and distribution, the distributed systems
become more complex. The mobile agent brings new complexity, its many factors,
such as: operating in an operational environment is autonomous, open face security
attacks, agent server crash, and could not find the resources [8]. In the absence of
backup, mobile agent on a host failure will cause it to work on before the host,
including data collection and loss of some or all of the work of the state, this failure is
that we do not want to happen. In order to restore the original after a failure occurs
working condition in time, the home host of mobile agent continuously detect whether
the failure to issue it, if fails, the home host will sends a new agent to perform the task
continue.

So we propose the model to identify the malicious host or platform to skip it from
the itinerary. Here, we concentrate on agent instead of the protection of information or
its itinerary. The rest of this paper is structured as follows. The definitions of the mobile
agent and fault tolerance are given in Sect. 2. Section 3 presents an informal model of
fault tolerated mobile agent and a solution for identifying and skipping malicious hosts
in the mobile agent’s itinerary. Sections 4 and 5 describes a failure tolerance model and
then gives the simulation and analysis of the model. Section 6 contains a brief survey of
related work. Finally, we make conclusions and propose the future work of the paper in
Sect. 7.

2 Mobile Agent and Fault Tolerance

The so-called agent [12] is a program that is able to operate and migrate between the
same structure and heterogeneous networks autonomously and independently, it has
autonomy, intelligence, mobility, collaboration and so on. Agent is a software
object [14] that is situated within an execution environment and must possess the
following mandatory properties:

• Autonomous: On behalf of the user
• Reactive: Responsive to change in environment
• Goal Driven: Proactive acting in advance to deal with an expected situation
• Temporally Continuous: Continuously operating

There can be two types of operations in agent systems: Dependent and Independent
[10]. Dependent computation means that the output of one host is input to the next host.
That is to say, the agent cannot fulfill its task when at least one of the required hosts
specified in route r is either not available or denies its services to the agent.

The other type is Independent computation. Here, the agent computation does not
need the results of another host. As a consequence, the hosts contained in the pre-
scribed route r can be visited in any arbitrary order. The mobile agent is free to move
without the control of its owner, therefore the possibilities of its loss increases a lot.
When the agent moves from hi to hj, the possibility of hj being malicious is significant
and thus Blocking or Killed Agent might occur, which would result in loss of the agent
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and the partially computed result. We can also say, in the Blocking agent is not
transmitted further from the malicious host and the owner keeps on waiting for the
agent and data. There are many techniques have been developed to add reliability and
fault tolerance to mobile agent systems. These techniques include transactions, group
communications and rollback recovery, and have different tradeoffs and focuses. Fault
tolerance is achieved by periodically using stable storage to save the processes’ states
during failure free execution [15]. We provide a solution for the above problem in the
next section.

3 Informal Modeling of Fault Tolerated Mobile Agent

Here we propose a model for solving the above problem. In the model, the mobile
agent is able to detect malicious hosts and it can skip malicious hosts continue to
perform the task. There are three types of mobile agent in the model, master agent
(MA), shadow agent (SA) and shadow agent’ (SA’). A variant of this model is dis-
cussed in [13, 16].

The model shows the home host h0, which launches the agent MA, MA goes to
host h1 and then proceed further depending on the decision taken dynamically. SA is
usually on the back of a host MA current position (and SA’ is SA’s predecessor, it
produces after the MA task on a host). That is, when the SA waiting on one arbitrary
host hi−1(i = 1, 2…, n) on the route r of task, MA is running on the next host hi MA
generated SA’ after complete the calculation on hi and moving on to the next host hi+1.
While SA’ residing on the hi send a messages m1: “MA has been sent out, the target
host is hi+1” to SA on the hi−1. After MA arrived in host hi+1, a message m2 is sent to
SA and tell it: “MA has arrived hi+1”. Figure 1 shows an informal model assumed that
hi sends MA to hi+1. The SA residing on the host hi−1 waits for the messages from MA
and SA’, when it finds that the time out has occurred it consults the MA or SA’ and
checks for their states. If there is no message m1 or m2 is received SA (or beyond a
specific time window), can be regarded as hi or hi+1 is malicious. For instance, the SA
would understand a malicious hi if m1 was not received at hi−1 within a proper time out
T. This time out should be large enough to account for the longest estimated execution
time at hi including the transmission and queuing times. Then SA create a new MA and
resend it this time skipping hi from the itinerary.

After receiving m1 and m2, SA start self-destructive program, and MA go to the
next migration process. Such that the cycle until the task is completed to return to h0.

Fig. 1. Informal model
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Note that, SA received m1 and m2 instructions hi are trusted or non-malicious.
Therefore SA’ turn into the SA as a copy of MA, being stored on hi and goes to
sleep. Under the assumptions of the network is good, if SA is not received the message
sent by hi or hi+1, hi or hi+1 may be identified as malicious. If not received m1 can be
identified as problematic, located on the SA generates a new MA, skip continues a task.
Figure 2 shows an informal agent-blocking model when the m1 is not received.

There are several variations in this procedure, it may be the case that both m1 and
m2 are not received. And sometimes the case may be that m1 is received but m2 is not.
Both of cases shown in Figs. 2 and 3. All variety of situations shown in Table 1.

Fig. 2. Informal agent-blocking model

Fig. 3. Informal agent-blocking model

Table 1. All Variety of Situations

1m 2m operation

OK

Skip 1ih + and Continue

Verification ih

Skip ih and Continue
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4 Modeling Fault Tolerated Mobile Agents with CPN

Colored Petri Nets (CPNs) [2] is a discrete-event modeling language combining petri
nets with the functional programming language Standard ML. As a language for the
modeling and validation of systems, Colored Petri Nets (CPNs) play a major role in
which concurrency, synchronization and communication. The primitives for definition
of data types, describing data manipulation, and for creating compact and parametir-
sable models be provides by Standard ML. A common model shown in Fig. 4 is an
agent model without fault tolerated ability.

CPN model is an executable model representing the states of the system and the
events that can cause the system to change the state. Figure 5 is a model with detect the
malicious host ability.

The proposed model shown in Fig. 7 has been simulated using CPNs. The CPN
model has 11 places and 10 transitions. The host hi−1 is labeled as t1. There are two
transitions as the timer in the model. SA is saved in places called p7. Place p8 and p9
are used to receive m1 and m2. The data types, constants, variables used in the model
are declared in screen shot Fig. 6. The declarations are described in CPN ML. The AG
represents agent types of token in the declarations.

5 Simulation and Analysis

CPN can be simulated interactively or automatically. The goal of simulation is to debug
and investigate the system design and to investigate different scenarios and explore the
behaviors of the system. The initial marking, agent is at hi−2, there is a token 1ˋ(1,0)@0
at the p1 in Fig. 7. On reaching hi−1(t1) a new marking M is reached. In this marking t1
keeps a SA, send a token to the place p7 and waiting for the token in the place p8 to fire
the transition t5. Timing starts when SA reach the p7. If there is no token in p8,
recovery_1 will be fired after a timeout. Similarly, if there is no token in p9, recovery_2
will be fired after a timeout. After recovery 1 or recovery 2 be fired, the mobile agent
system will be shift to a recover state.

h i-1 h i h i+1 h i+2

SA m1 m2

recived m1 recived m2

m1 time out m2 time out

1

Fig. 4. Agent model without fault tolerated ability
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The basic idea of full state spaces is to calculate all the reachable states (markings)
and all state changes (occurring binding elements) of the CPN model and represent
these in a directed graph where the nodes correspond to the set of reachable marking
and the arcs correspond to occurring binding elements. The statements similar to “if…
then… else…” in the Fig. 7 are the condition of the corresponding arcs, each arc near
the same color of the sentence is the condition for it.

Simulation can only be used to consider a finite number of executions of the model
being analyzed. This makes simulations suited for detecting errors and for obtaining
increased confidence in the correctness of the model. The situation of our model shows
that the blocking host can be detected and agent can skipped it to continue the task. The
simulation of the model proved that the blocking host could be detected.

We can take an analysis of the characteristics of agent systems using the state space
tool in CPN Tools. State-space report of the model as shown in Fig. 8. According to the
analysis, the agent model with fault tolerated ability shown in Fig. 7 is active, no dead
transition, not exist deadlock in the system and a finite occurrence sequences. This state
space analysis also shows that the mobile agent can detect the malicious host and thus
prevent agent blocking in subsequent journey by skipping that malicious host.

6 Related Work

Many of the problems concerning the security of mobile agent systems, both protecting
the host from malicious agents and protecting agents from malicious hosts, have been
discussed in the literature. To recover the mobile agent after failure is the serious

Fig. 6. Declarations
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research work in the growth of the agent based distributed environment. In [9], a
distributed system recovery models are proposed to recover the agent. There is a
number of assumptions be made about the context. They assume the existence of a
close system with only controlled processes modifying the data, and then same form of
rollback is possible. In [17], an approach fault tolerance is achieved by cloning the
original agent and checkpointing. Similarly, Scales and Lam [1] proposed a model of
check pointing and logging technique to recover a system. A focus of many of these
techniques is thus how to reduce the check pointing.

The shadow model be proposed in [4–8] is significant attention within the mobile
agent failure tolerance community concerning the loss of mobile agents at remote hosts
that fail by crashing. Vogler et al. [3] propose that a mobile agent inject a replica into a
stable storage upon arriving at an agent server. However, in the event of agent server
crash, the replica remains unavailable for an unknown period. The mobile shadow
scheme proposed Pears et al. [11] is a solution of a quite similar problem. The scheme
is employing a pair of replica mobile agents, master and shadow, to survive remote
agent server crashes.

Madkour et al. [16] proposed a protocol to facilitate identifying and skipping any
blocking hosts in the mobile agent’s itinerary. It is based on launching two mobile
agents, primary and shadow, the shadow agent will be always lagging behind the
primary and always visiting hosts that did not block the primary. Whenever a malicious
host blocks the primary agent, the shadow agent will detect that event and request help
from its home host.

7 Conclusion and Future Work

The paper has presented a new model for detect and recovery of failures of mobile
agents. Simulation and analysis of the model shows that by two messages (m1 and m2)
mobile agent MA can detect the malicious host and thus prevent lost of agent in

Fig. 8. State-space report
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itinerary by skipping that malicious host. Results and analysis show that the model
offers a when fault tolerance measures are exercised.

The model discussed above is well suited for dynamic mobile agent, but there may
be a situation for having the three colluded or n-colluded attacks. For this it is not be
able to detect more than three malicious hosts at the same time. Such cases need to be
considered.
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Abstract. Use of mobile devices for the online shopping is growing ever. This
paper addresses the problem of querying the contents relevant to the current
context of the mobile node. We present a context-aware model that can incre‐
mentally learn the user preferences and location-based content retrieval for the
purpose of one-to-one marking strategy. The model is based on Monte-Carlo
sampling and tree induction method. Monte-Carlo sampling is used to construct
the synopsis structure while tree induction is used to predict the user preferences
in the current context. The model is evaluated using two benchmark datasets for
offline testing and an application is developed to test the model online. The results
show an obvious advantage of using the Monte-Carlo based tree induction method
as compare to its state-of-the-art rivals.

Keywords: Context-awareness · Mobility prediction · Monte-Carlo simulations ·
Mobile commerce · One-to-one marketing

1 Introduction

Mobile commerce (M-commerce) is growing rapidly due to easily available mobile
apps for online transactions. Two examples of such kind of apps are Boku [1] and
obopay [2]. However, the mobile apps are less effective in terms of providing relevant
contents to the user as compared to their web counterparts for online shopping. The main
challenging issues in the development of the context-aware apps for M-Commerce are
(i) the limited computational capability of the mobile devices and (ii) mobility. The user
preferences can be depending on its current location. Therefore, location plays a main
role in determining the current context of a mobile device.

The use of current context to display the relevant commerce contents is very crucial
for the success of a corporate. It is required to reach the potential clients and establish
a healthy and useful communication on one-to-one basis. The irrelevant and unfocussed
contents for a client will not develop a good communication channel between the corpo‐
rate and the client. In this work, the main focus is on determining the relevancy of a set
of contents for a client by using the context modeling.

The paper addresses the context-awareness with the notion of identifying the user
preferences based on the device’s current location, user profile and the past interaction
of the user with the app. The main emphasis is put on predicting the user preferences
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with respect to its current location. The contents of the M-commerce app are shown to
the user based on this prediction. This kind of solution are required for various commer‐
cial and social network apps, however, we choose an advertising app to explore solutions
for this problem.

In this work, we present a Monte-Carlo based tree induction approach to solve the
prediction problem. The prediction of the user preferences in a mobile app is non-trivial
and complex due to mobility and real-time constraints. The mobility offers the main
challenges e.g. a user can move to several locations in a day and can execute a transaction
at any one of them. Apparently it seems intuitive to define a context without using
location. However, we cannot ignore mobility to determine the user preferences due to
a strong association between the user interaction and location. For example, in our
testbed, most of the users performed search for electronic devices from their home and
a search for the properties while in travelling. We use a variation of decision tree for the
predication preferences, however, induction tree is applied on a summarized form of the
problem space— a synopsis structure is used to represent the summary form of the
problem space. We use a real-time Monte-Carlo sampling [3] to generate the synopsis
structure. The main contributions of this work as follow:

1. An incremental and real-time prediction technique for user-preferences
2. Evaluation of the technique using the benchmark dataset
3. Comparison with the state-of-the-art rivals technique.

2 Related Work

PhoneMonkey [4] is app that emulate the user interactions to identity the relevant
contents for the current user. This contextual model is based on page number to extract
information about user preferences. However, this approach does not consider location
as a part of context.

RTDroid [5] is a variation of Android that provides a platform for the development
of apps to run under real-time constraints. It is based on Fiji real-time VM running on
real-time OS. In our case, app impose real-time constraint on search (in problem space)
at application level rather than using the system calls to ensure outcomes in real-time.

Encore [6] is a platform that uses the context-awareness in establishing the secure
communication between any two mobile devices. The social apps are an ideal category
of mobile apps to exploit the capabilities of this platform. It uses the current context of
a device to search for the nearby users and resources; the search can identify a relevant
nearby user of a social app by using the profile of the current user. The profiles of two
neighboring users are matched using the tags.

A context-aware model is presented by [7] where a context is entirely defined by the
current location of a mobile node. It predicts the next possible location of the user. The
results show a better prediction by Monte-Carlo based Markov Model, however, it is
not clear what kind of mobile apps can take benefit of that approach.

Ehsan et al. [8] present a Naïve Bayes based approach to predict the user prefer‐
ences. Their work uses the same dataset as we have used in the evaluation of our model.
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The results in [8] shows that Gaussian Process based Naïve Bayes perform better than
Full-Gaussian Process based classifier.

A Naïve-Bayes based approach is explored by [11] where Naïve-Bayes in form of
utility function are used to predict the quality of experience in context of a mobile user.
The context-model is a combination of quality service parameters and the current context
of a mobile device. The results demonstrate the Naïve-Bayes based approach signifi‐
cantly perform better than its state-of-the-art rivals.

A context-aware model for mobile learning is presented by [12] where a fuzzy logic
based approach is used to provide the relevant contents to a student (a learner) using the
mobile device.

A novel classification method, called diversity of class probability estimation
(DCPE), is presented by [13]. DCPE requires less parameter (a kind of semi-supervised
approach) to tune for training purpose as compared other classification methods e.g.
Naïve Bayes.

3 Problem Formulation

In this paper, we address the problem of predicting the user preferences using the user’s
profile and the current location. We formulate this problem as a classification function
as shown in Eq. (1). S represents synopsis, c is the current context and P is the preference
vector. c is a tuple < l, a, e > where l is the current location, a is the current activity of
the app and e is the current event at activity a.

(1)

The context aware model learns to solve this problem by using a supervised learning
approach. In an offline evaluation, model is trained using a large set of example data.
To construct the model on the fly, S is constructed or modified periodically using the
user interaction with the app. The main focus of this research work is to build S under
real-time bound.

4 Real-Time Constraints

The construction of the synopsis structure is the main component of the context-aware
model. The structure is modified several times after constructing its initial edifice. It can
be time consuming task to build or modify a synopsis structure. If a commercial app
spends more time on this task, then it lose its competitive edge as compared to other
apps (that do not use this structure) due to slow response to the user actions in an activity
of the app. To guarantee a realistic response time to a user action, app must impose real-
time constraints on synopsis construction and its modification.

5 Synopsis Construction

Monte-Carlo (MC) sampling is a simple way to construct a synopsis and they give an
upper bound on the quality of the solution. We use a variation of a real-time Monte-Carlo
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sampling technique given in [7]. The synopsis is construction algorithm (adapted from [7])
is given in Fig. 1. A is the set of all activities in an app, L is a location value, E is the set
of all possible events in an app. The algorithm reads the current value of A, L and gets all
possible events applicable i.e. E(A) in an activity (Line 1). A probability distribution is
maintained in synopsis to find the most frequent interaction (i.e. a pair

). The frequent pairs are maintained by a vector called
V(a, e) as shown at Line 2, Fig. 1. The frequent pairs can grow very large when a user runs
different events several times at different location. To reduce the size of V without losing
the useful information, Monte-Carlo simulations are run for a fixed time T—to select half
of the promising pairs from V for the current location L (as shown in Line 3). These pairs
are stored in a vector Vu— which is main component of the synopsis structure. S is modi‐
fied once Vu is determined for the current stream.

Algorithm MCSynopsis ( A, L, E, T)
Foreach 

;
Foreach 

;
Vu(a, e, L )=Simulate(V, L, T );
Update Prod(L, a, e);
End

End

Fig. 1. MCSynopsis— high level algorithm

6 Real-Time Context-Aware Tree Induction (RCTI)

RCTI is a variation of a very fast Decision Tree (VFDT) [9]. The main motivation of
using a variation of VFDT is to keep the tree induction within the real-time bound and
reduce the overload of modeling the context-awareness for a commercial app. Since
there are several flavor of a VFDT available in the literature, we use the following Gain
function for a variation of VFDT in our work. Gain of an event ‘e’ at an activity ‘a’ is
computed using the probability distribution built during the synopsis construction. It is
expressed in Eq. (2) where .

(2)

7 Experimental Setup

RCTI is evaluated using two benchmark dataset: Car Preference dataset [8] and Mobile
Context-Aware (MCA) dataset [7]. These dataset have been used in some previous work.
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A hold-out validation method with 70 % training examples and 30 % test examples.
Performance of RCTI is measured by using precision and recall. RCTI is compared with
K-means, Naïve-Bayes and Decision Tree. We use RapidMiner 5.3 [10] to run experi‐
ments for K-means, Naïve Bayes and Decision Tree. RCTI is programming in Java and
attach with a Android App called ‘ConAware’. The app has five activities and seven
events per activity. All events are designed in the form of button click. Each button is
linked to only one table in a database. For the online experiments, we enumerated the
locations using four semantics {home, work, market, misc}. The online experiments are
run using two android tablets and three Smartphone with Android OS for a period of
two weeks. RCTI learns the user preferences incrementally and app can change the color
of the buttons on an activity with respect to the location of the user. For example, most
of the users explored property related contents while travelling. The travelling locations
are represented by ‘misc’ and as soon as the user moves to a new location, the app the
color of ‘property’ button in the search activity.

Car preference dataset [8] has four user attributes to represent a user’s profile:
education, age, gender and region. A car is also represented by four attributes which are
body type, transmission, engine capacity and fuel consumed. A user’s preference is a
pair of two cars where the first element of the pair is the user’s choice over the other
one. The user profile and car attributes are input to the model and the preference pair is
the output.

MCA dataset is based on 250 mobile app users. Each user moves to three locations:
home, shop and work. For sake of data collection, each participant manually enters the
name of the location. MCA takes location coordinates and the time spent on each coor‐
dinator as input and the semantics for the location are considered as output. The location
semantics in MCA are home, work and shop.

8 Results

The results on Car Preference dataset are given in Table 1. The recall in Table 1 repre‐
sents a ratio of correct instances to the total retrieved instances. RCTI performs better
than K-Means and Naïve Bayes. However, it is not as optimal as Decision Tree. This
difference is due to the difference in training time. RCTI being an anytime algorithm,
constructs the tree within real-time bounds while DT is given advantage of using as
much CPU cycles as it needs to converge. RCTI is better than Naïv-Bayes due to the
use of probability distribution in measuring the information gain for each attribute.

Table 1. Comparison of RCTI on Car Preference dataset.

Model Recall Precision

RCTI 0.22 0.65

K-Means 0.45 0.75

Naïve-Bayes 0.30 0.59

DT 0.13 0.89
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The results on Mobile Context-Aware dataset are given in Table 2. RCTI performs
better than all of its rival. DT is sensitive to the distinct values where RCTI can generalize
better as compared DT. Naïve-Bayes performs better than DT because the user always
moved to the same next place from some certain places e.g. work place to home move‐
ment. RCTI uses a generalized i.e. a synopsis structure, therefore, it can avoid some of
the problems that traditional DT suffers from.

Table 2. Results on Mobile Context-Aware dataset.

Model Recall Precision

RCTI 0.03 0.91

K-Means 0.26 0.34

Naïve-Bayes 0.13 0.79

DT 0.18 0.76

In the online experiments, RCTI takes more time to learn the user preferences as
compared to Monte-Carlo Simulation model given in [7] however, RCTI adapts to the
changes more quickly as compared to [7].

Fig. 2. Training time required by each Models—RCTI, K-Means (KM), Naïve Bayes (NB) and
Decision Tree (DT).
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Figure 2 demonstrates performance of models with respect to the training time
required by each model for a dataset. RCTI is less sensitive to the kind of dataset and
demonstrates a consistent performance to learn the user preferences within an upper
bound on time. RCTI performs better than its rivals with respect to learning time because
of the limits on sample size in each training episode. This is a characteristic of Monte-
Carlo search that it can run simulations with an upper bound on run-time. The quality
of solution by RCTI is given in Tables 1 and 2.

DT performs better than others models on car preference dataset (except RCTI) with
respect to training time. The car preference dataset has less number of distinct values in
each input parameter. K-Means is a better choice than DT and NB on MCA dataset.
MCA dataset has three main groups—one for each semantics. In such a case, K-Means
converges much earlier than other models (except RCTI).

Figure 3 demonstrate the learning profile of RCTI for car preference dataset. The
accuracy represents the percentage of correctly classified instances. Since RCTI is based
on a random sampling technique, therefore, the learning profile is not smooth for the
whole duration of training phase. However, the learning profile gives indication of
escaping the local-minimum during the training phase. For example, RCTI converges
to a local better solution at 0.01 ms but then it explores the solution space in other
directions and eventually discovers a globally better solution. In other words, RCTI can
balance the trade-off between exploration and exploitation.

Fig. 3. RCTI’s convergence profile for car preference dataset.
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9 Conclusion

We present a preliminary work in the direction of the self-adaptive context-aware model
which is particular suitable for the commercial apps. This model—called as RCTI—
can also be used for contextual advertising on the mobile apps. RCTI exploits the capa‐
bility of Monte-Carlo sampling to construct a synopsis data structure which contains
rich but summarized information about the user preferences and context. RCTI then use
a real-time classifier to predict a preference for a mobile user based on its current loca‐
tion. The model is evaluated using two datasets in an offline setup and shows a better
performance on both dataset. The experimentation for the online setup is still progress,
however initial results show a potential strength of RCTI in managing context-aware in
real-time.

In future work, we aim to modify the RCTI classifier to reduce the time ad memory
complexities of the model. We also aim to explore other classifier e.g. neural networks
to speed up the classification and reduce the overload of managing the context-awareness
by a mobile app.
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Abstract. Smart devices can take advantage of a specific protocol to provide
services, but they do not have open and autonomic integration capability. After
analyzing the characteristics of the existing integration middlewares, an auto-
nomic integration technology for smart devices is proposed based on DPWS
protocol. According to the requirement background of network monitoring
integration system containing different types of network cameras, an autonomic
integration prototype of network cameras is designed and implemented. Test
results on autonomic discovery and configuration for smart devices show that
DPWS is a good and open method to solve the autonomic integration problem
and demonstrate that the method is realizable.

Keywords: Smart device � Devices Profile for Web Services � Autonomic
integration � Web services � Service oriented architecture

1 Introduction

Today, with the rapid development of various types of smart devices, lack of unified
service interfaces leads to the difficulty in developing and integrating the application
system. Therefore, users tend to use a unified platform to control various smart devices
in certain domain. An interoperable architecture [1] which can be seamlessly integrated
with the terminal services [2] in IP network is needed urgently. It is possible for smart
devices to take service-oriented architecture (SOA) [3] into account.

As a component-based technology, SOA can improve scalability and reusability [4]
for distributed applications. In 1996, Gartner put forward the concept of service
computing. In 1999, the practice of XML-RPC proposed Simple Object Access Pro-
tocol (SOAP) [5] and formulated the SOAP1.0 standard. In 2000, Web services are
formed together with Web Services Description Language (WSDL) [6] and
SOAP. Then, service-oriented architecture was shaped initially.

With the development of electronic technology, the idea of applying SOA into
smart devices integration has been widely recognized in industry. Smart devices
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provide their functionalities through Web Services (WS) [7] which had been applied in
networked devices gradually. Such mode is called Service-Oriented Device Architec-
ture (SODA) [8]. Service computing researchers have been designing web services in
the smart devices, focusing on low cost SOAP protocol implementation such as
kSOAP, gSOAP.

Analyzing the characteristics of existing device integration technologies, for
achieving autonomic integration of smart devices with limited resources, an autonomic
smart devices integration solution based on DPWS is proposed. Under the background
of network video surveillance applications, the device side functions and the control
side functions of DPWS stack are designed and implemented respectively. Besides, an
autonomic network camera integration system prototype is established. Test results
about smart device discovery and configuration features of system prototype show that
the autonomic smart devices integration solution based on DPWS can provide open and
autonomic integration services.

2 DPWS-Based Autonomic Integration Solution of Smart
Devices

Device integration refers to the process of perception and access for different types of
devices. Currently, there are a variety of device integration middlewares such as
Universal Plug and Play (UPnP) [9], Open Service Gateway Initiative (OSGi) [10]
service platform, Java intelligent Network infrastructure (JINI) [11], Devices Profile for
Web Services (DPWS) [12] and so on. As a software architecture supporting inter-
operability among network devices, Web services is currently the most widely used
large-scale integration technology. With the standardization of DPWS specification
based on web service specifications set of Organization for the Advancement of
Structured Information Standards (OASIS), a new service standard for device was born.

Based on WS standards and existing Web technologies including HTTP, SOAP and
XML technology, DPWS defines the message transfer format and technical details
which have nothing to do with the platform. Comparing the main features with above
integration middlewares, as web services-based protocol stack, DPWS can not only
solve the technical problems in device integration, also has the advantages of web
services. DPWS references the WS protocol suite which contains a set of network
service specification standards including device discovery, description, transport,
security and so on. Protocols related with device integration mainly include WS-
Discovery, WS-Transfer, WS-MetadataExchange, WS-Eventing, and WS-Security.

Any device needs descript its own services information and exposes the service
access points (SAPs) in an open network environment. Through device discovery
mechanism a client can find the SAPs to get descriptions about the device services.
Device discovery has active mode and passive mode. Interactive process of device
discovery is shown in Fig. 1.

Active mode refers to that a device actively sends a multicast message named
online to inform a control side (Client Application) for its existence. When the control
side receives the multicast packet, the packet provides the necessary information of the
device. If the control side needs to know more details about the device, metadata
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exchange can be used. When the device leaves the network, a multicast message named
offline is sent. The control side informs notification management process to remove the
device information and its associated resources when receiving the offline message.

Passive mode refers to that a control side sends a multicast message named probe
which contains expected device type. All devices receive the message and match the
device type. If the matching is successful, the device will send a unicast message
named match to the control side. Then the control side allocates related resources about
the device.

In WS-Discovering specification, Hello, Bye, Probe and ProbeMatches messages
are respectively defined which represent the above messages including online, offline,
probe and match. These messages are all SOAP protocol messages and follow End-
point Reference model defined in WS-Addressing specification. Endpoint reference
model defines the address of the message sender and message recipient in a transport
protocol-independent manner and provides relative information of accessing device
service for a control side.

3 Design of Network Camera Autonomic Integration System
Prototype Based on DPWS

Autonomic smart device integration system should have platform-independent, robust,
scalable and large-scale deployment features. In order to verify the feasibility of DPWS
in device autonomic integration, under the background of network video surveillance
application, a unified network video monitoring platform integrating multi-vendors and
multi-types of network cameras is put forward.

Based on Browser/Server model, every type of network camera provides users with
a range of common gateway interfaces (CGIs). Besides configuration function, network
camera surveillance system provides online video with multiple formats, PTZ control
(tilt/swivel/preset), user management and so on. Through adapter layer, original CGIs
of different cameras are transformed to web services interfaces. Building blocks of
network camera autonomic integration system are shown in Fig. 2.

Client Device

Multicast Probe

Unicast ProbeMatch

Online(Hello)

Offline(Bye)

Fig. 1. Interactive process of device discovery
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In order to implement application interface based on web services, WSDL is used
for descripting application interfaces and detail contract for web service interface is
defined.

4 Implementation of Network Camera Autonomic
Integration System Prototype Based on DPWS

4.1 Device Description

Service interface itself cannot provide relevant semantics information and cannot guide
the control side to choose the right web service. So, ontology-based device description
is adopted to solve the problem. Device is described by XML which is also known as
the ontology-based device metadata. DPWS provide the basic information about the
device at run time. WS4D-gSOAP tool creates the appropriate code according to the
device information to send to the control side if needed. The basic description of
camera defines three parts including Relationship, ThisModel and ThisDevice.

Relationship describes the relationship among boarding services in a device
including hosting services and hosted services. Hosting services are responsible for
describing services hosted on this host which use Types label for type classification and
are identified by ServiceId tag. Hosted services use the same field Types for classifi-
cation which describes the service interface of service and uses the field Port in the
WSDL file to specify field name. Hosted services are identified by ServiceId also.

ThisModel specifies the factory information about Product such as the manufac-
turer, the manufacturer website, model name, model number and so on.

ThisDevice explains the device itself information such as aliases, firmware version,
serial number information and so on.

These description data will be sent to the entity which requires it. Development Kit
uses setMetadata function to read the metadata for the system and loads the description
when initializing the service.

IP Camera Client
Application

W
eb service interface

Interface

A
dapter

C
 SD

K

Device Config

PTZ Config

Video Config

Camera Lens 
Config

Discover

Eventing

Addressing

Security

W
eb service client

Fig. 2. Building blocks of network cameras autonomic integration system
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4.2 Device Discovery

1. Control side

The control side uses Windows Communication Foundation (WCF) to achieve
WS-discovery protocol. The key issue is how to perceive the presence of the device
side. In WCF, Find and Resolve operations are used for achieving basic functions of
WS-discovered.

Find operation is responsible for sending Probe packets and automatically calling
resolve operation. The control side can specify the type of service and other parameters
to find the right device. When the device is receiving the Probe packet, ProbeMatches
and other messages including metadata are sent to the control side.

Resolve operation is used to determine the specific location of services which is
automatically called after receiving the response of Find operation. ProbeMatches
messages received after Probe only includes limited endpoints information. However,
Resolve operation can locate the address of the service itself based on endpoint
information which is a conversion process from virtual address to actual URI.

In addition, WCF provides the user with an optional feature called Announcements.
By default, a device sends Hello packets for online and sends Bye messages for offline.
This mode allows the control side to receive online information of the devices actively,
without having to make the control side to get new messages after sending Probe
message. So, need to open the service Announcements to listen Hello and Bye
messages.

Device probing uses Find and Resolve operations provided in WCF which consist
four steps of calling process.

(a) Set version and timeout for WS-discovery protocol

(b) Set type of target device
This step hopes to find the device type of NetworkVideoTransmitter. Name space is
http://www.onvif.org/ver10/network/wsdl.

(c) Send Probe message and Perform Find operations through functions provided by
WCF4.0 and send Probe message.

(d) Listen Hello and Bye message
Probe operation in control side uses DiscoveryClient object to find a device. At the
same time control side open a bulletin service for listening Hello and Bye messages
from devices.
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The control side uses a multicast address soap.udp://239.255.255.250: 3702 to send
Probe message and specify the type of device for searching in the message.

Response message of Probe message designates UUID as the endpoint reference.
Resolve operation is responsible for transmitting the reference address into the actual
network addresses.

2. Device side

After initializing, in addition to sending Hello message for on line, the device listens
Probe multicast request. Using project code generated by WS4D-gSoap platform,
Probe handler is automatically mapped once receipt of Probe message and a thread is
established for recording MessageID in SOAP message and determining the type of
device according to the <d: Types> field contents. If the device type matches its own
type, then unicast message ProbeMatches as the response is sent to the control side.
Response message specifies RelatesTo field as MessageID in ProbeMatches message.
Thus, the control side identifies the packets which correspond to its requests using
RelatesTo field.

For device side, operations including Hello, Bye, ProbeMatches and Resolve-
Matches should be achieved.

(a) Hello message (Online) and Bye message (offline)
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Sending Hello message includes the following processes. Firstly, generate a mes-
sage ID. Secondly, generate SOAP header based on message ID. Then fill in Hello
message body and send Hello messages by calling soap_send_wsd_Hello function.

Below is the definition of Hello message structure.

Below is the Hello message sent by a device.

Hello messages are sent via multicast mode. When the control side receives the
SOAP message, it can make sense of the presence of this device. If using this device
service, by calling the Resolve operation, EndpointReference field is parsed into ser-
vice address. Meanwhile, the device sends a multicast message Bye. After receiving
this message the control side releases the resources relative of the device.

Process of Bye message is similar to the Hello message.

(b) Probe response

After receiving Probe message, devices will automatically call__wsd__Probe
function to process. Firstly, call wsd_process_probe function which is used for com-
pare device type. Function wsd_gen_response_addr and dpws_header_gen_MessageId
are used to handle Socket relevant details and message ID. Then, wsd_gen_Probe-
Matches function is called which is responsible for filling the context structure.
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Finally, the device sent the response to the corresponding control side through
wsd_send_async_ProbeMatches function. This function is a point to point transmission
and the function prototype is as follows.

A complete ProbeMatches SOAP message sent to the control side is as follows.

(c) Resolve response

The control side will receive a ProbeMatches message after the Probe message. The
ProbeMatches message provides the endpoint reference information as following.
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However, the endpoint address does not represent the address of the service pro-
vided. Therefore, Resolve/ResolveMatches operations are needed to achieve the con-
version from endpoint address to specific services URI. After receiving corresponding
Resolve messages the device will provide specific URI address and send a Resolve-
Matches message back to the control side. The ResolveMatches SOAP message is as
follows.

5 Test of Network Camera Autonomic Integration System
Prototype Based on DPWS

5.1 Test Tools

soapUI is an excellent Web service load testing tool that directly tests the Web service
interface through Web service WSDL file. It contains the complete WSDL coverage
analysis including operational level and schema level and testes all paths to reach each
element.

WS4D-explorer is a GUI tool provided by WS4D [13] which can analyze com-
patible DPWS services, also a conformable DPWS client.

5.2 Function Test

Start DPWS hosting service and sent the Hello message. The services provided by the
device are waiting for multicast message Probe.
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Run software supporting WS-discovery. The software supports the WS-discovery
and does not specify the type of device at the time of sending Probe message. It can
find the device and add the device to the management list after finding the devices.

Run command java -jar ws4d-explorer.jar to start WS4D-Explorer and find the
service provided by the device, while viewing the relevant descriptive information
about the device. Figure 3 shows the service of the discovered device and relevant
metadata through the ws4d explorer.

6 Conclusions and Future Works

In order to realize the SOA model in embedded intelligent devices and integrate
different types of devices to solve the device autonomic discovery and configuration
problems, an autonomic integration method for smart devices based on DPWS protocol
stack is put forward. According to the application requirements of network video
monitoring system of multi-types of network cameras, web services are implemented in
embedded intelligent devices. DPWS protocol stack of device side and control side
(application side) are implemented to provide a unified device automatic discovery and
configuration services. Function test results show that DPWS is a good method to solve
the autonomic integration problem for the devices and the method is realizable.

For all types of networked devices, developments on how to combine the device
services using the Business Process Execution Language (BPEL) and provide process-based
business services are the future works. In addition, researches on how to storage and deal
with the data generated by large-scale integrated devices will be done later.
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funding project of Jiangsu Province (Project No. BY2013095 - 108).
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Abstract. This paper is focused on a utilization of the web usage mining and
web structure mining methods. We tried to answer the question if the expected
visit rate of individual web pages correlates with the observed visit rate of the
same web pages. We used web server log files as a data source. We applied
several log file pre-processing methods to identify the user sessions on different
levels of granularity. We found out that the quality of acquired knowledge about
the users’ behaviour depends on the method of the session identification. We
have experimentally proved a higher dependence between the observed and
expected visit rates of the examined web pages in well-prepared files with
identified user sessions. We found out statistically significant differences
between PageRank and a real visit rate in the files with application of more
advanced methods of session identification.

Keywords: Web usage mining �Web structure mining � PageRank � Support �
Observed visit rate � Expected visit rate

1 Introduction

The aim of the website designers or creators is to provide information to users in a clear
and understandable form. Information displayed on individual web pages is intercon-
nected by hypertext references. The website creator can affect visitors’ behaviour by
defining of references between web pages. He indicates the importance of information
displayed on web pages through these references. It is probably true more references
head to more important web pages. These are directly accessible from the home page or
are referred from other important web pages.

Web pages are mostly understood as an information resource for users. They can
also provide information in an opposite direction. The website providers can collect
information about their users or about users’ behaviours, needs or interests.

The knowledge discovery from the web page structure is known as a web structure
mining (WSM) [1]. From WSM point of view, we focused on an analysis of quality
and importance of web pages based on the references (links) among web pages.
Determination of the web page importance is based on the idea that the degree to which
we can rely on the web page quality is transferred by the references to web pages. If the
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web page is referred to other relevant pages, the references on that web page also
become important.

The second research field, closely related to the topic of the paper, is a web usage
mining (WUM). In terms of WUM, a website’s visitor always sends a large amount of
information to the server during browsing the website. Most web servers automatically
save this information in the form of records stored in log files.

The goal of this paper is to point out the relationship between the estimated
importance of web pages (received by the methods of web structure mining) and
visitors’ actual perception of the importance of individual web pages (obtained by the
methods of web usage mining).

We will prove the connection between observed and expected visit rate in the
following steps:

• We will summarize results of a pre-experiment where we applied four different
approaches to data pre-processing of web server’s log file. We applied a sequence
rule analysis (the log file collects observed visit rates of individual web pages) with
the aim to assess the most suitable steps of data pre-processing for an analysis of
website’s visitors behaviour.

• We will calculate a PageRank of the individual pages of the examined website. The
PageRank represents the probability of accesses to the web pages. In our study, it
will represent an expected visit rate of the web pages.

• We will compare the PageRank values of the individual web pages and the value of
variable support explaining the actual web page visit rate during the examined
period (received from the log file). We will try to prove that the highest dependence
of PageRank on variable support will be in the file where the most suitable steps of
data pre-processing for web usage mining were applied (the most suitable steps of
data pre-processing were found in the pre-experiment). Hereby we will try to prove
the dependence between the estimated and observed probability of accesses to the
web pages of the examined website.

We will use possible differences between the expected probability and observed
probability of accesses to individual portal web pages for the purpose of identifying
suspicious web pages. A suspicious web page is defined as a web page which is not
ordered correctly in the hypertext structure of the website.

We will suggest an approach to identifying suspicious web pages based on the
comparison of the expected and observed probability of accesses, i.e., we will suggest
an approach to determine the web pages where the importance was highly assessed by
website’s developers but did not achieve the expected real visit rate. Conversely, we
will determine the web pages which were underestimated by the developers, but which
were frequently visited.

The rest of the paper is structured as follows. The second chapter deals with the
related work in the WSM and WUM research area. We describe the tasks related to the
initial experiment in the third chapter. The fourth chapter brings the detailed description
of the experiment, in which we tried to find dependencies of the value PageRank on
variable support. We provide discussion and conclusions in the last chapter.

638 J. Kapusta et al.



2 Related Work

The analysis of users’ behaviour represents the main objective of the web usage mining
[1, 2]. Data about the accesses of website’s visitors is stored in standardized text form
of the log files, referred to as Common Log File (CLF).

Data pre-processing refers to the stage of processing of the web server logs for the
purpose of identifying meaningful representations. Data cleaning methods are necessary
because a WUM is sensitive to noise data. On the other hand, data pre-processing can
represent a difficult task when the available data is incomplete or includes erroneous
information. According to Cooley, Mobasher, and Srivastava [3] data pre-processing
consists of data cleaning (removing irrelevant references and fields, eliminating erro-
neous references, adding missing references due to caching mechanisms, etc.) and data
transformation (user-session identification, path completion [4, 5], etc.).

The web server log file is the primary source of anonymous data about a user (a
website’s visitor). Anonymous data can also cause a problem with a unique identifi-
cation of a web page visitor because the visitor can visit the web page repeatedly.
Therefore, the web log file can contain multiple sessions of the same visitor.

The objective of this phase of pre-processing is the user session identification [3].
The session identification method using time-window represents the most common
method [6]. Using this method, each time we had found subsequent records about the
web page requests where the time of the web page displaying had been higher than
explicitly selected time, we divided the user visits into several sessions. Explicitly
chosen time is denoted as a Standard Time Threshold (STT) and it can take different
values: 5 min [7], 10 min [8], 15 min [9], or 30 min [10] or individual threshold [11].
This method is widely used because of its simplicity.

We should briefly mention the alternative methods of the user session identifica-
tion, which are based on the information stored in cookies files saved on the user’s
computer. The cookies are tightly bound to the web browser. Even though cookies are
considered the most common and the most simple method of user session identifica-
tion, known issues [12, 13] limit their practical use and have to be replaced by other
methods [14].

The main aim of the paper is to use the PageRank (PR) algorithm [15, 16] in WUM
domain. Several authors tried to combine WSM, web content mining and WUM
methods in several studies. Lorentzen [17] found quite a few studies using a combi-
nation of two sub-fields of web log mining.

Usually, the estimation of the web page quality was assured by the PR, HITS or
TrustRank algorithms. However, low quality, unreliable data or spam stored in the
hypertext structure caused less effective estimation of the web page quality [18, 19].
We can find a review of PR algorithms in Web Mining, their limitations and a new
method for indexing web pages in [16]. An interesting approach for using web logs for
improvement of website design and organization is described in [20].

Lorentzen [17] noticed that the structure mining is frequently used with other
methods. For example, the Markov chain-based Site Rank and Popularity Rank
combined structure and usage mining with a co-citation-based algorithm. Another
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approach used HITS algorithm, semantic clustering, co-link analysis and social net-
work analysis for an automatic generation of hierarchical sitemaps for web sites, or for
an automatic exploration of a topical structure of a given academic subject.

Ahmadi-Abkenari [21] introduced a web page importance metric of LogRank that
worked based on analysis of different levels of clickstreams in server data set. The
importance of each web page was precisely based on the observation period of log data
and independent from the downloaded portion of the web.

Agichtein et al. and Meiss et al. [22, 23] used the traffic data to validate the
PageRank random surfing model. Su et al. [24] proposed and experimentally evaluated
a novel approach for personalized web page ranking and recommendation by inte-
grating an association mining and PageRank.

We also found similar approaches, which combined WUM and WSM methods in
other experiments [12, 16, 18, 21, 22, 24–31], but these experiments did not research
quality of acquired knowledge about the users’ behaviour depending on the selected
method of user session identification.

3 Data Pre-Processing

We try to explain, how to link WUM and WSM methods effectively in this section.
Firstly, we have to note previously realized experiments, which are not included in this
paper, but their results are inevitable for the formulation of findings.

We used data stored in a standard log format in all the experiments described in this
paper. We developed a crawler, which went through and analysed web pages. The
crawler began on the home page and read all hyperlinks on the examined web page. If
the crawler found hyperlinks to the unattended web pages, it added them to the queue.
The crawler created a site map which we utilized later in the PR calculation of indi-
vidual web pages.

At the same time, we used the site map as an input to the path completion algo-
rithm. Besides the site map, the crawler collected information about the level, in which
the analysed web page has been in respect to the home page. If the home page was level
1, then all web pages, which had a reference from the home page, would have been
level 2. The ith level contained all web pages with references from the i-1 level. It is
clear that we considered the highest level of each web page. We considered two
categories of the web page levels:

• Category A included web pages of the first and second level, i.e., home page and all
web pages, which were accessible from it on one click.

• Category B included all remaining levels.

When the crawler finished, we created a hypertext matrix from the site map. Con-
sequently, we calculated PR for individual web pages according to the formula (1). The
value of damping factor d was 0.85.

We used the log files of the university web site. We considered also the session
identification method based on cookies in the experiment. It was necessary to change
the format of the logs, change the credentials and the manner of writing and reading
cookies in the web server. After that, we removed unnecessary records and accesses of
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crawlers from the log file. The final log file had 573020 records over a period of three
weeks. We also removed records, where the information about the cookies was missing
(160660 records, 28.04 %). Finally, we obtained the file log with 412360 records.

3.1 Initial Experiment

We prepared an experiment with the aim of verifying the contribution of the proposed
method of user session identification using cookies. We used reputable user session
identification methodology using STT for this purpose [1, 6, 11, 32, 33]. We applied
the proposed method to the four different files with various levels of pre-processing.

At the same time, we intended to find out which of the pre-processed log files was
the most suitable for the proposed method. We decided to identify the quality and
quantity of the acquired knowledge (behavioural patterns of the users) from the indi-
vidual log files for this purpose.

We followed the following methodology in the process of examining the influence
of data pre-processing on the quality and quantity of extracted knowledge [33]:

1. Data acquisition – definition of observed variables in the log file (IP address, access
date and time, URL).

2. Data matrices creation from the log file (information about users’ accesses) and the
site map (information about the web content).

3. Data pre-processing on the different levels.
4. Data analysis – user behavioural pattern finding in individual files. We used the

Apriori algorithm for extraction of sequence rules implemented in the Sequence
Association and Link Analysis [34] Module of STATISTICA.

5. Output data understanding – the creation of data files from the outputs of the
analysis of individual files and basic characteristics calculation.

6. Comparison of obtained knowledge from the files, which were pre-processed at the
different levels. We evaluated the acquired knowledge in terms of the quality and
quantity of found sequence rules – user behavioural patterns. We took great care in:

• Comparison of proportion of found rules in examined files.
• Comparison of proportion of useful, trivial, or inexplicable rules in examined files.
• Comparison of variables support and confidence of found rules in examined files.

We prepared data at some levels. We obtained the final set of files:

• File A1 – session identification using STT without the path completion,
• File A2 – session identification using STT with the path completion,
• File B1 – session identification using cookies without the path completion,
• File B2 – session identification using cookies with the path completion.

We used STT = 10 min in the cases of files A1 and A2 and 10 min for cookies
expiration in the case of files B1 and B2.
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3.2 Results of Initial Experiment

We examined users’ accesses to the web site of the university during three weeks. We
obtained the sequence rules from the frequented sequences, which accomplished the
minimal support (min s = 0.005) as a result of the analysis (Table 1). We obtained
frequented sequences previously from the identified sequences, i.e., from the visits of
individual users in the observed period.

We could see the high consistency (compliance) between the results of the
sequence rule analysis in terms of the portion of the found rules in the files without
the path completion (A1, B1). Simultaneously, we could see the similar compliance in
the case of files with a path completion (A2, B2).

We extracted most of the rules from the file with the identified user sessions
and completed paths. More rules were discovered in the files with the path completion
(A2, B2).

The assessment of the quality of obtained sequence rules represented the next step
in results evaluation. We assessed two characteristics - support and confidence. We
found differences in quality and quantity of the found sequence rules between indi-
vidual files regarding the values of variable support. Statistically, significant differences
were found between the files without path completion (A1, B1) and between the files
with path completion (A2, B2).

We should have considered files with path completion (A2, B2) as the
best-pre-processed files for the extraction of user behavioural patterns.

4 Finding Dependences Between Variables PageRank
and Variable Support

We merged WSM methods (PageRank) with WUM methods (sequence rule analysis)
in the following experiment. We tried to answer the question if the expected visit rate
of individual web pages (calculated using PR) correlates with the observed visit rate of
the web pages, which were found by the WUM method in the previously described
experiment and expressed by the value of variable support.

Table 1. Discovered sequence rules in individual files.

Body -> Head A1 A2 B1 B2

(/), (/admissions) -> (/admissions/admissions-results) 1 1 1 1

… -> … … … … …

(/university-structure) -> (/university-structure) 0 1 0 1

(/university-structure) -> (/university-structure/faculty-of-natural-sciences) 1 1 1 1

… -> … … … … …

(/study/accredited-
study-programs)

-> (/study) 0 1 0 1

Count of derived sequence rules 51 197 43 227

Percent of derived sequence rules (Percent 1’s) 21.52 83.12 18.14 95.78

Percent 0’s 78.48 16.88 81.86 4.22

Cochran Q test Q = 443.3120, df = 3,
p < 0.000000
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Variable support is defined as support(X) = P(X). In other words, item X has a
support s if s % of transactions contain X, i.e. the variable support means the frequency
of occurrence of given set of items in the database. It represents the probability of
visiting a particular web page in identified sequences (sessions). We assumed that the
data reliability used in WUM would be increasing with the growth of dependence
between values of PR and support.

4.1 Results

The value of PR and the level of the web page were added to the data obtained from the
log file. It means that we calculated PR and assigned the appropriate level to each
record of the log file. We made these changes to the log file examined in the initial
experiment (Sect. 3.1). We analysed not only this log file, but also the log files which
have been pre-processed in the same manner.

The variable support means the probability of individual web page visits in iden-
tified sessions. We examined the variable support from available statistics, and sub-
sequently we analysed only the web pages with minimal support 0.5 %.

Table 2 shows the dependence of PR on the variable support calculated from the
files with different level of data pre-processing. A directly proportional relationship was
identified in all examined files. There were evident variations from normality. There-
fore, we used non-parametric correlation [35] for calculation of dependence rate
between PR and support.

We identified the medium dependence of PR on variable support (Table 2). The
dependence was greater in the files with identified paths. The correlation coefficients
were statistically significant at the 1 % significance level. The greatest dependence was
reached in file B2. Following these findings we could assume that the method of
session identification using cookies in conjunction with the path completion had the
greatest impact on the data reliability.

If we considered the web structure, i.e. the position of the web page in web site, we
obtained similar results. We regarded two categories of web pages:

• Category A contains web pages of the first and second level.
• Category B contains remaining levels.

The impact of data pre-processing was not significant in category A. The coeffi-
cients of correlation (Table 3) were not significant (Spearman R < 0.4; p > 0.05).

Table 2. The dependence between PR and variable support in examined files.

Total Valid N Spearman R t(N−2) p-level

PageRank & support (A1) 47 0.4052 2.972739 0.004728
PageRank & support (A2) 42 0.4248 2.967526 0.005049
PageRank & support (B1) 46 0.4004 2.898073 0.005834
PageRank & support (B2) 39 0.4687 3.227136 0.002619
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On the opposite, we could suppose the path completion had an impact on the data
reliability (Spearman R > 0.4; p < 0.05) in the case of category B (Table 4).

We also compared the values of PR and variable support for given categories. We
considered the position of the web page in the structure of the web site. The distribution
of observed variables was asymmetric. Therefore, we used non-parametric Mann-
Whitney U Test for differences testing.

We found statistically significant difference of PR values in categories A and B at
the 0.1 % significance level from the results of Mann-Whitney U Test (Table 5). The
value of median was 10.3 and middle 50 % values were from the interval 9.4–10.6 in
the category A. The value of median was 0.5 and middle 50 % values were from the
interval 0.2–1.2 in the category B.

The statistically significant differences in variable support between categories A
and B in examined files (Table 6) were not proven (p > 0.05).

Table 3. The dependence between PR and variable support in category A.

Category A Valid N Spearman R t(N−2) p-level

PageRank & support (A1) 19 0.3809 1.698370 0.107664
PageRank & support (A2) 18 0.3635 1.560512 0.138198
PageRank & support (B1) 19 0.3668 1.625806 0.122384
PageRank & support (B2) 17 0.3936 1.658376 0.118001

Table 4. The dependence between PR and variable support in category B.

Category B Valid N Spearman R t(N−2) p-level

PageRank & support (A1) 28 0.3710 2.037140 0.051936
PageRank & support (A2) 24 0.4476 2.347991 0.028276
PageRank & support (B1) 27 0.3568 1.909797 0.067698
PageRank & support (B2) 22 0.4245 2.096915 0.048918

Table 5. Testing differences: PR x category.

Rank sum A Rank sum B U Z p-level

PageRank 664.5 463.5 57.5 4.519811 0.000006

Table 6. Testing differences: variable support x category.

Rank sum A Rank sum B U Z p-level

support (A1) 534.0 594.0 188.0 1.690864 0.090864
support (A2) 448.5 454.5 154.5 1.563110 0.118028
support (B1) 520.0 561.0 183.0 1.639722 0.101064
support (B2) 402.0 378.0 125.0 1.755968 0.079095
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The median of variable support (A1) was 1.6 and the middle 50 % of values were
from the interval 0.6–5.2 in the category A. In contrast to these values, the median was
0.9 and the middle 50 % of values were from the interval 0.6–1.5 in the category B.
This means the values of support were more homogeneous in category B than in
category A from the variability point of view.

We also achieved similar results in files A2, B1 and B2. We noticed the differences
in the variable support only in the variability between categories A and B.

5 Discussion and Conclusion

The authors of the original idea of PR introduced PR as a probability that the random
visitor accessed a particular web page. The log file and WUM methods represented the
observed visit rate of individual web pages in realized experiment. We proved
experimentally that the found expected visit rate (PR) correlate with the observed visit
rate expressed as a value of the variable support.

As we noted previously, we have to modify the log file in the pre-processing phase
in order to obtain the real user sessions. The quality of acquired knowledge about
user’s behaviour depended on the selected method of the session identification and
executed changes.

We proved in the experiment that there was a higher dependence between PR and
the variable support in the visit rate of the examined web pages in well-prepared files
with identified user sessions.

We found out statistically significant differences between PR and variable support
in the files with the application of more advanced methods of session identification. We
obtained the same results in the initial experiment (Sects. 3.1 and 3.2), where we tried
to compare session identification methods in the four files with different levels of data
pre-processing. We proved the results of the initial experiment by using a different
methodology.

We verified a new proposed methodology for the comparison of methods of data
pre-processing in WUM in terms of the reliability of the obtained data. We could
follow these steps:

1. Data acquisition.
2. Creating of data matrices from the log file and site map.
3. Data pre-processing at different levels.
4. PR calculation for individual web pages.
5. Variable support calculation of the web page selected from the log files and

assignment of PR to the individual web pages. In this case, we considered only web
pages with value of support > 0.5 %.

6. Data understanding and creation of data files from the calculated characteristics.
7. Comparison of obtained characteristics in term of the dependence of PR on variable

support from log files, which were pre-processed at different levels.

We omitted some steps in contrast to the method introduced in the Sect. 3.2. We did
not extract the rules and did not analyse the extracted rules in terms of their quantity
and quality. We verified suitability of these steps in terms of the dependence on PR and
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variable support. We focused on the suitability verification of proposed steps from the
point of view of the dependence between PR and variable support.

The proposed methodology did not involve the extraction of sequence rules from
examined files. It only claimed that well-prepared files are files which best reflect the
dependence of the expected and observed visit rate (expected and the real probability).

On the other hand, the usage analysis involved rules extraction. It means that the
proposed methodology is only an alternative or supplementary method. It serves
mainly for experimental purposes and results verification of the original methodology
(used in Sect. 3.1).
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Abstract. O-glycosylation means that sugar transferred to the protein. It can
adjust the function of protein. To improve the prediction accuracy of
O-glycosylation sites in protein, we used a new method of combining kernel
independent component analysis with support vectors machine (KICA + SVM).
The samples for experiment are encoded by the sparse coding with window size
w = 51, 48 kernel independent components (feature) are extracted by kernel
independent component analysis (KICA), then the prediction (classification) is
done in feature space by support vector machines (SVM). The results of
experiment show that the performance of KICA + SVM is better than that of
KPCA + SVM, ICA + SVM, and PCA + SVM. Furthermore, we investigated
the same protein sequence under various window size (w = 5, 7, 9, 11, 21, 31,
41, 51), and used the sum role to combine all the pre-classifiers to improve the
prediction performance. The results indicate that the performance of ensembles
of KICA + SVM is superior to that of pre-classifier. The prediction accuracy is
about 90 %.

Keywords: Prediction � Protein � KICA � SVM � Ensemble classifier

1 Introduction

Glycosylation is the most common post-translation modification of protein in
eukaryotic cells, and has important functions in secretion, antigenicity, and metabolism
of glycoproteins. There are four types of glycosylation: N-linked glycosylation to the
amide nitrogen of asparagines side chains, O-linked glycosylation to the hydroxyl of
serine and threonine side chains (Fig. 1), C-linked glycosylation to the tryptophan side
chains and GPI. Here we only focus on O-linked glycosylation protein sequence. In
fact, not all serine or threonine residue are glycosylated and about 10 %–30 % protein
can’t be glycosylated. There are many factors which affect this process, so it is very
important to predict the O-glycosylation sites.

In the engineering of biological pharmacy, the treatment effect of medicine can be
improved and the toxicity of medicine can be reduced by choosing appropriate bearer
protein for glycosylation modification, if the glycosylation sites is predicted. The
glycosylation degree and abnormity of Glycan structure is one of the symbols of
cancer, so the prediction of glycosylation sites is also important for disease survey.
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Many computational methods based on artificial neural networks (ANN) and
support vector machines (SVM) have been developed for prediction of O-glycosylation
sites. The prediction accuracy can be achieved more than 70 % [1–3]. Yong-zi Chen [4]
used a new protein bioinformatics tool, CKSAAP_OGlySite, to predict mucin-type
O-glycosylation serine or threonine sites in mammalian proteins, under the composition
of k-spaced amino acid pairs (CKSAAP) based encoding scheme, with the assistance of
SVM. His method yielded a higher accuracy of 83.1 % and 81.4 % in predicting
O-glycosylated S and T sites, respectively.

Since there are complex structure features in the protein sequence, the prediction
performance is not satisfied if one classifies the original data directly without extracting
the meaningful features.

Principal component analysis (PCA) is a statistical method for feature extraction, it
can reduce the dimension and eliminate relativity of the original data, so it plays a key
role in many research areas of science and engineering. In the reference [5], Yang XM
et al. used PCA for pattern analysis and feature extracting, they first found and verified
by computational methods that O-glycosylation is abundant near the C terminus for
serine.

But PCA only considers about the second order statistics information of the original
data, it can’t eliminate the high-order relativity of each components of the data, and the
most part of information of data are included in the high-order statistics feature, so PCA
can’t recognize the data accurately.

Independent component analysis (ICA) is a statistics method based on the
high-order statistics feature of the original data, it is an linear transform which can
eliminate the high-order relativity of each components of data, and make each com-
ponents independent [6], so the data after ICA transform can be recognized more
accurately. But similar to PCA, it only draws the linear character of the samples.

Since the nonlinear features of the original data are usually important to recogni-
tion, we need to extract the nonlinear features of the original data to improve the
prediction performance.

Kernel principal component analysis (KPCA) [7] is the application of PCA in a
kernel-defined feature space making use of dual representation. It can capture the
nonlinear feature of the original data and make the recognition of objective more
accurate. Yang XM [8] predicted the O-glycosylation sites in protein by combining
KPCA with SVM or Mahalanobis distance, and obtained better performance.

Fig. 1. The structure of o-glycosylation
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In this paper, we used a new method of KICA + SVM to predict the
O-glycosylation site in protein sequence. We first extracted features of original data by
KICA [9], then used support vector machine (SVM) for classification in the feature
space. At last, we used the sum role to ensemble the all pre-classifiers [10] to improve
the prediction accuracy.

The remainder of the paper is organized as follows. Section 2 describes the algo-
rithm of KICA + SVM for prediction. Section 3 presents protein sequence data and their
coding. Prediction results are shown in Sect. 4. The conclusions are given in Sect. 5.

2 Kernel Independent Component Analysis and Support
Vector Machines for Prediction

The prediction can be view as a two-class classification problem (positive and nega-
tive). For samples in various window size w = 5, 7, 9, 11, 21, 31, 41, 51, we first extract
features of training and test samples with KICA, then classify the test samples by SVM.
At last, we use the feature subspaces under various window sizes to construct indi-
vidual classifiers, and assemble the individual SVM classifiers by the sum role to give
the final prediction.

2.1 ICA

ICA is a statistics method based on the high-order statistics feature of the original data.
In fact, most of the important information is included in the high-order statistics feature.
Since each component of data after ICA transform is independent, we can recognize
them more accurately.

The model of ICA can be showed as

x ¼ As ð1Þ

where s is the blind source, we suppose that each component of s is independent, A is
an unknown hybrid matrix, x is known signal. We need to find a matrix W, such that

y ¼ Wx ð2Þ

y should approximate s:
There are many methods for learning the separating matrix W. The learning

algorithm for W based on information maximization is as the following:

DW ¼ ðI þ gðyÞyTÞW ð3Þ

Where gðyÞ ¼ 1� 2=ð1þ e�yÞ:
Before the learning procedure, x is centered and whitened by the following

x ¼ W0ðx�mxÞ ð4Þ
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Where mx is mean vector of x, and W0 ¼ C�1=2, C is the covariance matrix of x.
Therefor the component transform is calculated as the product of the whitening matrix
and the learning matrix:

W ¼ WW0 ð5Þ

2.2 KICA

ICA is a linear method that can reduce the redundancy and extract the linear feature of
the data, but there often exists nonlinear feature in the original data, and these nonlinear
feature are often important for the pattern recognition of the data.

Kernel independent component analysis is a new algorithm which combining ICA
with a kernel trick [9], named kernel ICA (KICA).

KICA solve a problem of ICA through a method to calculate a loss function by
using kernel canonical correlation analysis. KICA algorithm is based on minimization
of a contrast function based on the kernel idea. A contrast function measures the
statistical dependence between components, so when applied to estimate components
and minimize over possible demixing matrix, components that are as independent as
possible are to be found.

The basic idea of KICA is to map the input data into an implicit feature space F
with the kernel trick:

U : X 2 RN ! UðxÞ 2 F ð6Þ

The data in the input space X ¼ ðx1; x2; . . .; xmÞ 2 RN is mapped to a potentially
much higher dimensional feature space F and the data is converted to easier form for
analysis.

We run ICA in F to produce a set of nonlinear features of input data. First, the input
data X is whitened in the feature space F.

The whitening matrix is expressed as follow:

WU
w ¼ ðKUÞ1

2ðVUÞT ð7Þ

where ðKUÞ1
2and (VUÞT are the eigen value and eigen vector matrix of covariance

matrix

Ĉ ¼ 1
n

Xn

i¼1

UðxiÞUðxiÞT ; respectively

.
We obtain the whitened data XU

W by

XU
W ¼ ðWU

w ÞTUðXÞ ¼ ðKUÞ�1aTK ð8Þ

where K is the kernel functions, and “.” denotes an inner product:
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Kij :¼ ðUðxiÞ � UðxjÞÞ ¼ kði; jÞ ð9Þ

and a denotes the eigen matrix of K. The ICA learning iteration algorithm described by
Eq. (3) is executed as follows:

yUI ¼ WU
I X

U
W ð10Þ

DWU
I ¼ ½I þ ðI � 2

1þ ey
U
I

ÞðyUI ÞT �WU
I ð11Þ

ŴU
I ¼ WU

I þ qDWU
I ! WU

I ð12Þ

until WU
I converges, where the learning rate q is constant. Then, a new feature rep-

resentation in the feature space of a test data y can be obtained:

s ¼ WU
I ðKUÞ�1aTKðX; yÞ ð13Þ

where, KðX; yÞ ¼ ½kðx1; yÞ; kðx2; yÞ; . . .; kðxn; yÞ�; k is a kernel function.
The choice of kernel function must be subject to the Mercer’s theorem. In

this paper we use the following kernel function: (1) polynomial kernel func
tion, kðxi; yÞ ¼ ½ðy � xiÞ þ c�d , (2) Gaussian radial basis kernel function (RBF),

kðxi; yÞ ¼ expð� xi�yk k2
2r2 Þ.

We can run KICA on the vectors of the acid sequence, and obtain the kernel
independent components of the data, then predict the o-glycosylation sites by using the
kernel independent components.

2.3 SVM

Support Vector Machine (SVM) is a kind of supervised machine learning technology
for many two classes of classification problem. The classification idea of SVM is
mapping the training vectors into multidimensional space by a kernel function, and
then construct a hyperplane optimally positioned between the positive and negative
samples, a testing sample is then projected into the multidimensional space to deter-
mine its class affiliation based on its relative position to the hyperplane.

For a given training set fðx1; y1Þ; � � � ; ðxM ; yMÞg; xi 2 Rd; yi 2 f�1; 1g, the equa-
tion of separating hyperplane is

w � /ðxÞ þ b ¼ 0

Then the objective function of SVM is

min
w;b;n

1
2 wk k2þC

PM

i¼1
n2i

s:t: yi ¼ w � /ðxiÞ þ bþ ni; i ¼ 1; . . .;M
ð14Þ
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Where 2
wk k is the margin, n is the margin slack vector, the parameter C controls the

trade-off between the margin and the size of the slack variables.
By using Lagrange multiplier method, we can obtain the solution of (14)

w� ¼ PM

i¼1
a�i /ðxiÞ, and b� ¼ yj �

PM

i¼1
a�i Kðxj; xiÞ � aj

2C ; here a� is Lagrange multiplier,

Kðxi; xjÞ is kernel function (we use kernel function again). So the classifier (decision
function) is shown in (15)

f ðxÞ ¼
XM

i¼1

a�iKðxi; xÞ þ b� ð15Þ

We can classify the kernel independent components of the acid sequence by using
SVM.

2.4 Sum Role

The sum role [10] is a kind of ensemble method. Assume fiðxÞði ¼ 1; . . .;MÞ are the
outputs of M individual SVM classifiers, the sum role calculates the average value of
these outputs

�f ðxÞ ¼ 1
M

XM

i¼1

fiðxÞ; ð16Þ

and the category of sample is decided by the sign of �f ðxÞ.
For a same serine or threonine site, we can use the samples with different window

size to predict whether it is o-glycosylated or not, thus we will obtain several outputs of
SVM classifiers, the sum role can be used to assemble the results of these outputs and
decide the category of the site.

3 Protein Sequence Data and Encoding

The protein sequence data used in this research is from glycosylation database Uniprot
(v8.0) [11]. We selected 99 mammalian protein entries, each entry contains some serine
and threonine residue sites which are annotated experimentally as being glycosylated,
together with other serine and threonine residue sites which have no such annotations.
We call the former a positive site (positive S or positive T), while the latter a negative
site (negative S or negative T). Each selected protein entry (sequence) is truncated by a
window (window size: w) into several subsequences with S or T residues at the center.
Figure 2 shows an example of subsequences (w = 5).

The protein sequence (exclude S or T at the center) with a length of w-1 are used for
analysis. We use the sparse coding scheme for representation of the protein sequence.
In sparse coding, 21-binary sequence is used to code one site of amino acid or vacancy,
for example, the site of amino acid I is coded as 100000000000000000000, the site of
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amino acid V is coded as 010000000000000000000. Thus the total length of coded
sequence or dimension of sample vector is (w-1) *21.

The number of samples for each class is summarized in Table 1. Since the number
of negative sites is much larger than that of positive sites, we randomly chose 100
samples from each class for training, and 50 samples from each class for testing.

4 Results and Analysis of Experiment

4.1 Position Probability Function

We experiment by using the KICA + SVM method, comparing with ICA + SVM,
KPCA + SVM, and PCA + SVM. The algorithm is implemented in MATLABr2013a.
Figure 3 shows the position probability function of four types of protein sequence
(positive T, positive S, negative T, negative S). The color from dark blue to dark red
represents a digital from 0 to 0.3074, which means the probability of one amino acid
appearances at a position (−25–25). It can be seen that positive and negative have
different characters. There are higher contents of proline, serine, threonine, and null in
positive site.

N T L Q G A P T A P S L

A P T A P

null N T L Q

A P S L null

protein (Amino acid sequence)

carbohydrate chain carbohydrate chain

negative T

positive T

positive S

-2 -1 0 1 2

Fig. 2. Subsequences (w = 5) with serine or threonine at the center

Table 1. Number of samples for experiments

Type Total number Number for training Number for testing

Positive S 174 100 50
Positive T 292 100 50
Negative S 693 100 50
Negative T 841 100 50
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4.2 Kernel Independent Components

In order to make a more quantitative analysis and comparison, we calculate the top four
independent components and kernel independent components (the basis of subspace)
for protein sequence. Figures 4 and 5 show these basis. It can be seen that the content
of proline, serine, threonine and alanine is high in the first and the second kernel
independent components, while null has a high content in the third and the forth kernel
independent components. Comparing with the kernel independent components, the
information included in the independent components are not obvious and abundant
enough.

4.3 Prediction

We first experiment by using the samples with window size w = 51. we extracted the
first 48 kernel independent components as the input data of SVM. The kernel function
is polynomial kernel function and RBF, in our algorithm, we used the same kernel
function in KICA and SVM. The parameter C of SVM is varied from 0.01 to 100. We
tested 200 testing samples. The results of prediction are shown in Tables 2 and 3.

From Tables 2 and 3, we can see that, when using polynomial kernel function, the
best performance of KICA + SVM is 83.5 %, and the best performance of
KICA + SVM is 87 % when using RBF, they are better than the best performance of
SVM and PCA + SVM, it’s because that KPCA captures the nonlinear feature of the
original data and makes the recognition of objective more accurate. We also see that the
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Fig. 3. Position probability function of protein sequence (w = 51) (Colour figure online)
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best parameters for polynomial kernel function and RBF are c = 5, d = 2 and r = 5.5
when using KICA + SVM.

Furthermore, we investigated the same protein sequence with the window size
w = 5, 7, 9, 11, 31, 41, 51, by using the method of KICA + SVM, the results of
experiment are shown in Tables 4 and 5.

It can be seen that, (1) The best performance of prediction is obtained at the
window size 21, this is because that if the window size is too small, such as 5 or 7,
some input data of such short protein sequence contradict each other for the prediction,
that is, some are positive and the others are negative with the same input sequence; and
if the window size is too large, such as 41 or 51, the dimension of input data is higher,

Fig. 4. The top 4 basis of ICA subspace

Fig. 5. The top 4 basis of KICA subspace
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so the features of samples are too complex to extract easily. So in the experiment, the
window size of samples should not be too small or too large. (2) When using poly-
nomial kernel function, the best order d of it is different for different window size, when
the window size is smaller, d is larger, and when the window size is larger, d is smaller,
this is because that a sample with smaller window size needs a higher order polynomial
kernel function to extract its feature. (3) Since r is a width parameter, the parameter r is
increased with the increasing of window size, when using RBF kernel function. (4) We
find that, the prediction accuracy for positive is increased with the increasing of
window size, and it is on the contrary for negative, this indicates that a classifier under
smaller window size can predict a negative sample more accurate, but a classifier under
larger window size can predict a positive sample more accurate. To improve the

Table 2. Prediction results (kernel function: polynomial c = 5)

Method PCA + SVM

ICA + SVM KPCA + SVM KICA + SVM

d 1 2 3 1 2 3 2 3 4 2 3 4
Prediction accuracy (%) 81 82 80 81 82 83.5 84.5 83 80 82.5 85.5 83.5

Table 3. Prediction results (kernel function: RBF)

Method PCA + SVM ICA + SVM KPCA + SVM

KICA + SVM

r 10 12 14 10 13.5 15 14 15.5 16 13 16.5 18
Prediction accuracy (%) 83 83 84 81.5 84.5 80 84 86 85 85.5 86.5 86

Table 4. Prediction results (kernel function: RBF)

Window size 5 7 9 11 21 31 41 51

r 5.5 5.4 6.8 8 10.5 12.9 14 16.5
Negative (%) 93 94 92 91 88 85 83 79
Positive (%) 75 73 79 84 90 92 96 94
Average (%) 84 83.5 85.5 87.5 89 88.5 88.5 86.5
The ensemble result with the sum role: 90

Table 5. Prediction results (kernel function: polynomial)

Window size 5 7 9 11 21 31 41 51

c, d c = 4,
d = 4

c = 7,
d = 4

c = 8,
d = 3

c = 8,
d = 2

c = 6,
d = 2

c = 6,
d = 2

c = 7,
d = 2

c = 5,
d = 3

Negative (%) 87 85 86 84 88.5 85 81 78
Positive (%) 77 83 85 86 85.5 88 91 93
Average (%) 82 84 85.5 85 87 86.5 86 85.5
The ensemble result with the sum role: 88
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prediction performance, we consider to design an ensemble classifier. We use the sum
role, combining all the pre-classifiers under different window size, and obtain the better
performance.

5 Conclusions

We proposed a new method of KICA + SVM to realize the prediction of O-linked
glycosylated sites in protein sequence. We also used the ensemble classifier to combine
the advantage of every pre-classifier. The result of experiments shows that, KICA can
extract the nonlinear features of data, the ensemble classifier can improve the prediction
accuracy. The proposed method is effective and accurate.
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Abstract. Semantic role labeling (SRL) is a natural language processing (NLP)
task that finds shallow semantic representations from sentences. In this paper, we
construct a biomedical proposition bank and train a biomedical semantic role
labeling system that can be used to facilitate relation extraction and information
retrieval in biomedical domain. Firstly, we construct a proposition bank on the
basis of the GENIA TreeBank following the Penn PropBank annotation.
Secondly, we use GenPropBank to train a biomedical SRL system, which uses
maximum entropy as a classifier. Our experimental results show that a newswire
SRL system that achieves an F1 of 85.56 % in the newswire domain can only
maintain an F1 of 65.43 % when ported to the biomedical domain. By using our
annotated biomedical corpus, we can increase that F1 by 19.2 %.

Keywords: Semantic role labeling · Dependency parsing · Maximum entropy ·
Biomedical corpus

1 Introduction

The volume of biomedical literature available has experienced unprecedented growth
in recent years. Automatically processing lots of literature would be an invaluable ability
for large-scale experiments. For this reason, more and more information extraction (IE)
systems using the technique of natural language processing (NLP) have been developed
in the biomedical field. A task in the biomedical field is extraction of relations, such as
protein-protein and gene-gene interactions. Currently, most biomedical relation-extrac‐
tion systems fall under one of the following three approaches: cooccurrence-based,
pattern-based, and machine-learning-based. However, they have the same limitation in
extracting relations from complex natural language. They only extract the relations
between the targets (e.g., proteins, genes) and the verbs, overlooking many adverbial
and prepositional phrases describing location, manner, timing, condition, and extent.
The information in such phrases may be important for precise definition and clarification
of complex biological relations.

Semantic role labeling (SRL) is a shallow semantic processing task that has
become increasingly popular in the NLP field over the last few years. The task is
to identify many parts of a sentence that represent arguments for a given predicate
and label each argument with a semantic role. The main semantic roles include
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Agent, Patient, Instrument, etc., and adjunctive semantic roles indicating Location,
Time, Manner, Cause, Condition, and Extent. The input of the SRL system is a
single sentence with a predicate in it and the output is the same sentence with
labeled semantic roles. Consider the following example:

Input: Transcription factor GATA-3 [stimulates]PRED HIV-1 expression.
Output: [Transcription factor GATA-3]ARG0 [stimulates]PRED [HIV-1 expression]ARG1.

In this example, the semantic role ARG0 is the cause of stimulate and the semantic
role ARG1 is the thing stimulated. This information is most valuable for IE and other
tasks like question answering and automatic summarization. In the newswire domain,
Morarescu [7] have demonstrated that full-parsing and SRL can improve the perform‐
ance of relation extraction which increases F1 from 67 % to 82 %. This significant result
leads us to conclude that SRL may have potential for relation extraction in the biomedical
domain. In this paper, we aim to firstly construct a biomedical proposition corpus based
on phrase structure parsing on the basis of the Genia corpus, and then build an automatic
system of semantic role labeling for the biomedical corpus which used the maximum
entropy classifier based on phrase structure parsing with common features and some
extended features.

2 Biomedical Proposition Bank

Traditionally in open domain, most research in SRL has focused on corpus consisting
of the newswire documents. SRL performs well on test sentences from the same domain,
while it shows a sharp performance drop when the system tests sentences from different
domains [9]. Although there have been a number of efforts to apply SRL to the biomed‐
ical domain in recent years [1, 4], the development of state-of-the-art SRL systems for
the biomedical domain is hindered by the shortage of large biomedical corpora that are
labeled with semantic roles. The main reason is the construction of such corpora is time
consuming and expensive.

Since Penn PropBank [8] is annotated on the basis of Penn TreeBank [6], we selected
a biomedical corpus which has a Penn-style treebank as the basic corpus. We choose
the GENIA corpus, a collection of MEDLINE abstracts selected from the search results
with the following keywords: human, blood cells, transcription factors, etc. The Penn-
style treebank for GENIA currently contains 2000 abstracts which include MEDLINE
UID, the title and the content annotated with part-of-speech tags and coreferences [11].
However, GENIA lacks a proposition bank in contrast with Penn TreeBank. Therefore
we use the GENIA TreeBank as our basic corpus to build a biomedical proposition bank,
GenPropBank, which we add the PropBank annotation into the GTB annotation. The
specific steps of the GenPropBank construction as follows: First, we train an SRL system
on the Penn PropBank (Wall Street Journal corpus) which can achieve an F1 of 85.56 %.
Second, we use this SRL system to automatically annotate our basic corpus, and then
human annotators check the system’s results and correct the errors. Thus we can get the
biomedical proposition bank, GenPropBank.
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3 Semantic Role Labeling

Semantic role labeling (SRL) [10] is a popular semantic analysis technique of shallow
semantic parsing. It can be used in a variety of natural language processing application
systems in which some kind of semantic interpretation is needed, such as question and
answering, information extraction, machine translation, paraphrasing, and so on. In this
section, we introduce how to build a SRL system to construct the GenPropBank and test
on it. The task of semantic role labeling is to find all arguments for a given predicate in
a sentence and label them with semantic roles.

The first step is to parse the sentence into a syntactic parse tree. The parse tree consists
of the words in the sentence, their part-of-speech tags (e.g., NN, VBZ, etc.), and nodes
with syntactic categories (e.g., S, NP, VP, etc.). Figure 1 shows the syntactic parse tree
for the example sentence from Sect. 1 (the semantic role labels ARG0 and ARG1 are
not part of the syntactic parse tree). The gold standard SRL corpus, PropBank, was
designed as an additional layer of annotation on top of the syntactic structures of the
Penn TreeBank [3]. The second step is to identify all the predicates in the sentences.
This can be easily accomplished by finding all instances of verbs and check their POS.
The next step is the argument identification in which the SRL system has to find the
boundaries for all arguments in the sentence. The annotation standard for semantic roles
demands that the boundaries align with nodes in the syntactic parse tree. Thus, argument
identification is to decide which nodes in the parse tree are the possible semantic roles.
For example in Fig. 1, the system should find that the NP node that dominates Tran‐
scription factor GATA-3 and the NP node that dominates HIV-1 expression span argu‐
ments and all other nodes do not. Finally, the system has to determine the semantic role
for all identified nodes, which is called argument classification. In our example, the first
identified NP node should be labeled ARG0 and the second identified NP node should
be labeled ARG1, as shown in Fig. 1.

S

NP/Arg0 V

N N N

NN

NP/Arg1VB

Tran- fa GAT

HIV-1 Expression

Stimu-

Fig. 1. A syntactic parsing tree with semantic roles added
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For the predicate stimulate, ARG0 and ARG1 represent the cause of stimulate
and the thing stimulated. In general, ARG0 refers to the agent and ARG1 refers to
the object of the predicate. Each of the semantic roles ARG2-5 does not have a
general meaning for different predicates. For example the semantic role ARG2 is the
instrument for the predicate stimulate, but for the predicate increase, ARG2 is the
amount increased. The semantic roles ARG0-5 are called core semantic roles,
because they represent the essential arguments of a predicate. A predicate and the
semantic roles of it are called a predicate-argument structure (PAS) or proposition.
In addition to its core arguments, a predicate can have some adjunctive arguments.
Adjunctive arguments express general attributes like time, location, manner,
purpose, etc. They are labeled with ARGM and a functional tag, e.g., ARGM-LOC,
ARGM-TMP, or ARGM-MNR.

In our SRL system, we select maximum entropy as a classifier to implement the
semantic role labeling system. Because of the high speed and no affection in the number
of classes with efficiency of maximum entropy classifier, we use one stage to label all
arguments of predicates. It means that the “NULL” tag of constituents is regarded as a
class like “ArgM-NULL”.

4 Maximum Entropy Model and Features

By considering SRL as a machine learning problem, there are two critical problems to
be solved: the choice of features and the choice of the machine learning algorithm. In
this paper, we adopt the features used in other state-of-the-art SRL systems, which
include the seven baseline features from the original work of Gildea and Jurafsky [2],
additional features taken from Pradhan et al. [10], and feature combinations that are
inspired by the system in [14, 15]. All features can be extracted from the syntactic parse
tree. The features that we use in the classifier are as follows:

Baseline Features: predicate lemma; path from constituent to predicate; syntactic cate‐
gory; relative position to the predicate; active or passive voice; syntactic head word of
the phrase; subcategory (rule expanding the predicate’s parent).

Advanced Features: POS of the syntactic head word; head word and POS of the right‐
most NP child if the phrase is a prepositional phrase; first/last word and POS in the
constituent; syntactic category of the parent node; head word and POS of the parent;
type of left and right brother; head word and POS of left and right brother; temporal key
words present; partial path to predicate; projected path without directions.

Feature Combinations: predicate and phrase type; predicate and head word; predicate
and path; predicate and relative position.

The machine learning algorithm in our experiments is a maximum entropy
(maxent) classifier [5]. Maximum entropy classifiers do not require any independ‐
ence assumptions which allow great flexibility in encoding linguistic knowledge
via features. The model takes the form where y is a semantic role, x is an input
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vector, fi are feature functions, λi are the weights that are learned during training,
and Z is a normalization term. A detailed description of maximum entropy classi‐
fiers can be found in (Ratnaparkhi 1998).

5 Experiments

In biomedical domain, there is one available treebank for GENIA. In contrast to WSJ,
however, GENIA lacks any proposition bank. Since predicate-argument annotation is
essential for training and evaluating SRL systems, we constructed GenPropBank. We
adopted a semi-automatic strategy to annotate GenPropBank. Firstly, we used the Penn
PropBank to train a SRL system which achieves an F1 of over 85.56 % on section 24 of
the PropBank. Secondly, we used this SRL system to annotate the GENIA TreeBank
automatically. Finally human annotators check the system’s results and as far as possible
to correct the errors. Thus we can get the biomedical proposition bank, GenPropBank.

The experiments are conducted using four fold cross validation on the biomedical
data set. The 2000 abstracts in the biomedical data set are divided into four portions,
and the separation is done randomly to guard against selection bias. The SRL system is
trained on the three portions and tested on the remaining portion for four times.

6 Results and Discussion

The experimental results are reported in Table 1. Our experimental results show that a
newswire English SRL system that achieves an F1 of 85.56 % can only maintain an F1
of 65.43 % when ported to the biomedical domain. By training the semantic role labeling
system on GenPropBank, we can increase the F1 by 19.2 % on GENIA TreeBank. As
can be seen from Table 1, the results of four experiments is relatively stable, indicating
annotation effect of the GenPropBank is relatively steady. In the biomedical field,
Dahlmeier [1] and Tsai [12, 13] have conducted similar experiments which achieve the
F1 of 85.38 % and 84.25 %, compared with the performance of our systems higher 1.7 %
and 0.6 %. Because the experimental data and the methods used in the experiments are
completely different and there is no uniform evaluation criteria, we can not make an
accurate judgment of performance differences in these similar experiment.
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Table 1. The results of semantic role labeling on the biomedical test data

Precision (%) Recall (%) F1 (%)

1 84.13 80.25 82.14

2 86.76 82.69 84.68

3 85.67 81.32 83.44

4 86.45 82.37 84.36

Average 85.75 81.66 83.66

Tsai [12] 87.03 81.65 84.25

7 Conclusions and Future Work

The contribution of this paper is as follows: Firstly, we construct a biomedical
proposition bank, GenPropBank, on the basis of the biomedical GENIA TreeBank
following the PropBank annotation. Secondly, we build a biomedical SRL system
which uses GenPropBank as its training corpus. In the future, we will construct a
SRL system for the nominal predicate in the biomedical corpora. In the other hand,
we try to use other classifiers instead of maximum entropy classifier, and
strengthen post-processing to improve system performance.

Acknowledgement. This work is supported by the Natural Science Foundation of China under
Grant Nos. 61173095, 61202304.

References

1. Dahlmeier, D., Ng, H.T.: Domain adaptation for semantic role labeling in the biomedical
domain. Bioinformatics 26, 1098–1104 (2010)

2. Gildea, D., Jurafsky, D.: Automatic labeling of semantic roles. Comput. Linguist. 28(3),
245–288 (2002)

3. Gildea, D., Palmer, M.: The necessity of syntactic parsing for predicate argument recognition.
In: Proceedings of ACL 2002, pp. 239–246 (2002)

4. Gormley, M.R., Mitchell, M., Durme, B.V., et al.: Low-resource semantic role labeling. In:
Proceedings of the 52nd Annual Meeting of the Association for Computational Linguistics,
pp. 1177–1187 (2014)

5. Liu, T., Che, W.X., Li, S.: Semantic role labeling system using maximum entropy classifier.
In: Proceedings of CoNLL 2005, pp. 189–192 (2005)

6. Marcus, M.P., Santorini, B., Marcinkiewicz, M.A.: Building a large annotated corpus of
English: the Penn Treebank. Comput. Linguist. 19, 313–330 (1993)

7. Morarescu, P., Bejan, C., Harabagiu, S.: Shallow semantics for relation extraction. In:
Proceedings of IJCAI 2005 (2005)

8. Palmer, M., Gildea, D., Kingsbury, P.: The Proposition bank: an annotated corpus of semantic
roles. Comput. Linguist. 31(1), 71–106 (2005)

SRL for Biomedical Corpus Using Maximum Entropy Classifier 667



9. Pradhan, S., Ward, W., Martin, J.H.: Towards robust semantic role labeling. Comput.
Linguist. 34(2), 289–310 (2008)

10. Pradhan, S., Hacioglu, K., Krugler, V., et al.: Support vector learning for semantic argument
classification. Mach. Learn. J. 60(3), 11–39 (2005)

11. Tateisi, Y., Yakushiji, A., Ohta, T., Tsujii, J.: Syntax annotation for the GENIA corpus. In:
Proceedings of the 2nd International Joint Conference on Natural Language Processing
(IJCNLP-2005) (2005)

12. Tsai, R.T., Chou, W.C., Lin, Y.C., et al.: BIOSMILE: a semantic role labeling system for
biomedical verbs using a maximum-entropy model with automatically generated template
features. BMC Bioinformatics 8, 325 (2007)

13. Tsai, R.T., Lai, P.T.: A resource-saving collective approach to biomedical semantic role
labeling. BMC Bioinformatics 15, 160 (2014)

14. Xue, N., Palmer, M.: Calibrating features for semantic role labeling. In: Proceedings of the
EMNLP 2004, pp. 88–94 (2004)

15. Xue, N., Palmer, M.: Automatic semantic role labeling for chinese verbs. In: Proceedings of
IJCAI2005, Edinburgh, UK, pp. 1160–1165 (2005)

668 L. Han et al.



Automatic Detection of Yeast and Pseudohyphal Form
Cells in the Human Pathogen Candida Glabrata

Luis Frazao1, Rui Santos2, Miguel Cacho Teixeira2, Nipon Theera-Umpon1,3(✉),
and Sansanee Auephanwiriyakul1,4

1 Biomedical Engineering Center, Chiang Mai University,
Chiang Mai 50200, Thailand

{luis.frazao,nipon.t}@cmu.ac.th
2 Department of Bioengineering and IBB - Institute for Bioengineering and Biosciences,

Instituto Superior Tecnico, Universidade de Lisboa, 1049-001 Lisbon, Portugal
rui.ramos.santos@tecnico.ulisboa.pt, mnpct@ist.utl.pt

3 Department of Electrical Engineering, Faculty of Engineering, Chiang Mai University,
Chiang Mai 50200, Thailand

4 Department of Computer Engineering, Faculty of Engineering, Chiang Mai University,
Chiang Mai 50200, Thailand

Abstract. The morphological switching shown by Candida glabrata between
oval-shaped budding yeast cells and elongated pseudohyphal growth structures
has been found to be related to its ability to undergo invasive growth, and thus,
predicted to affect virulence. Therefore, the morphological analysis of C. glabrata
cell cultures is a procedure of clinical relevance. In the present study, a pioneering
algorithm was developed to automatically detect both yeast and pseudohyphal
form structures from a database of 82 phase contrast microscopy images of C.
glabrata cell cultures. The algorithm produced robust results, despite some limi‐
tations in the quality of the images, having detected correctly 84.56 % and 51.94 %
of the yeast form cells and pseudohyphal structures, respectively. Future work
should focus on improving these results by incorporating the analysis of cell
nuclei or septa positions, extracted from fluorescence images.

Keywords: Cell detection · Candida glabrata · Pseudohyphae · Yeast form cells

1 Introduction

Systemic fungal infections are a problem of increasing clinical significance, since the
extensive use of antifungal drugs, both as treatment and prophylaxis, has led to a huge
increase in the number of intrinsically resistant infections with fungal pathogens [1, 2].
This is particularly true for the non-albicans Candida species Candida glabrata.
C. glabrata arose, in the past few decades, as the second most frequent pathogenic yeast,
after C. albicans, in mucosal and invasive human fungal infections, representing 15–
20 % of all infections caused by Candida species [3]. Unlike C. albicans, which is known
to exhibit dimorphic growth, that is, switching from yeast to hyphal growth, C. glabrata
is only able to switch between yeast and what is called pseudohyphal growth.
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This morphological switching has been found to underlie C. glabrata ability to undergo
invasive growth [4], being thus an important feature to be analysed in lab strains and
clinical isolates.

The purpose of the present study is to develop an algorithm that will automatically
detect the cells present in phase contrast microscopy images of C. glabrata cell cultures.
Some of such images are shown in Fig. 1. One can see here that there are essentially
two kinds of structures in each image: (1) approximately circular ones, known as yeast
form cells; (2) elongated filaments, known as pseudohyphae, composed of several cells
with no distinct individual boundary. By detecting the elongated structures, our algo‐
rithm helps to find the regions where cells showing a pseudohyphal growth can probably
be found. And by detecting the remaining oval-shaped cells, the algorithm is an indis‐
pensable aid in the calculation of the ratio between the cells showing and not showing
a pseudohyphal growth, which is a measure commonly used by human analysts.

To our knowledge, this is the first time that such automatic analysis of microscopy
images of Candida cells has been developed. Despite the inherent limitations of the
quality of phase contrast microscopy images, the results obtained were impressively
good, mainly for the detection of yeast form cells, since 84.56 % of these structures were
detected. As for the elongated filaments, the algorithm detected approximately 51.94 %
of these structures.

The remainder of this paper is organized as follows: First, the methodology that was
developed to detect both yeast form and elongated form cells is described in Sect. 2.
Then, the results obtained are described and discussed in Sect. 3. The final conclusions
are drawn in Sect. 4.

Fig. 1. Some images to be analyzed

2 Methodology

In the present work, a software was developed to automatically detect C. glabrata cells
both in the form of budding yeast (approximately circular) and pseudohyphae (elongated
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structures composed of several aggregated cells, linked at the mother-to-daughter septa‐
tion locus) from microscopy images of C. glabrata cell cultures. The algorithm was
developed in MATLAB and a database of 82 images were analyzed. In order to obtain
the used images, C. glabrata KUE100 wild-type cells were cultivated over-night in
YEPD medium, containing per liter, 20 g of glucose (Merck), 20 g of peptone (Liofilm‐
chem) and 10 g of yeast-extract (VWR Chemicals), with agitation (250 rpm). An inoc‐
ulum was then prepared with an initial OD600nm = 0.05 ± 0.0025 in YEPD medium
supplemented with 0.5 % (v/v) of isoamyl alcohol, to induce pseudohyphae formation
[5], and cells were cultivated for 48 ± 1 h. After the 48 h of incubation, 5 μL of the cell
suspension was observed by optical microscopy (Zeiss Axioplan Microscope, Carl Zeiss
Microimaging). Images were collected with a coupled CoolSnap fx camera (Roper
Scientific Photometrics).

The procedure involved in the detection of yeast form cells and pseudohyphal struc‐
tures is described next.

2.1 Detection of Yeast Form Cells

Image normalization was initially performed such that the range of pixel intensities was
the same for all images. One can see (e.g. in Fig. 1a) that sometimes there are high
intensity blobs present in the images, which correspond to out of focus cells. Still, it is
important to detect these cells along with the focused structures. A well known technique
to detect bright blobs was used to detect these cells, namely the filtering of each image
with a negative Laplacian of Gaussian (LoG). A scale of σ = 5 proved to produce the
best results. Next, a top hat filtering was performed, using a disk structuring element
with a radius of 12. The resulting image was then thresholded with a value chosen
empirically. The binary components on the image boundaries were discarded from
further analysis. An area opening operation was then performed, removing the compo‐
nents with an area below a certain value chosen empirically. Afterwards, the holes that
could be present were removed with a morphological filling operation. Each object was
then reduced to a point using morphological shrinking. This point was considered to be
the center of the circle corresponding to the out of focus cell. The radius was then esti‐
mated using the following procedure applied to the LoG filter response image obtained
before: starting from each point obtained in the last step, an array of consecutive pixels
with a certain length was analyzed for each of four directions — up, down, left and right;
if, for all the four directions, there is a change of sign between two consecutive pixels,
namely from a positive valued to a zero or negative valued pixel, the minimum of the
four distances from the center point for which such change of sign was observed was
considered to be the radius of an out of focus cell; otherwise, if there is at least one
direction for which no change of sign was observed, the component was discarded.
Finally, to avoid estimating more than one circle for the same cell, intersections of circles
above a certain amount were avoided. Namely, a circle was discarded if its center was
inside a previously detected circle.
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After having considered the out of focus cells, the focused yeast form cells were
detected. To avoid the influence of the out of focus cells on further analysis, the binary
area of their circles was dilated with a disk structuring element with radius 5, and the
corresponding intensities were then replaced by the mean intensity value of the entire
image. Each image was then filtered with a positive LoG with σ = 2. This method tended
to highlight the cell boundary region corresponding to the cell wall. However, several
discontinuities were present in these highlighted structures. Therefore, the method
developed in [6] was applied in order to remove these discontinuities. This method was
originally developed to detect blood vessels in medical images, using a multiscale
second order structure approach. We used the same scales and parameters’ values as in
the original vesselness application [6] to detect bright “vessels” in the positive LoG filter
response image. The results were then thresholded with a value chosen empirically. The
components lying on the image boundaries were then discarded from further analysis.
Afterwards, a parallel thinning algorithm [7] was applied in order to reduce each compo‐
nent to its skeleton, by removing pixels on the boundaries but not allowing objects to
break apart. From the resulting skeletonized binary image, we applied a Circular Hough
Transform (CHT) based algorithm, that uses a Phase Coding technique to compute the
accumulator array [8, 9]. Circles with radius between 10 and 25 pixels were detected,
and the sensitivity of the method was chosen empirically. Excessive intersection
between circles was avoided by discarding a circle if its center was inside a previously
detected circle.

After applying this sequence of steps, there were still a considerable amount of
focused yeast form cells that were not detected. Therefore, an additional complementary
approach was performed. One can easily notice from Fig. 1 that the cell wall region
often appears as darker than its surroundings. Based on this characteristic, a sequence
of steps similar to the one described above was used to detect focused yeast form cells,
but now the vesselness technique [6] was applied to detect dark “vessels” (instead of
LoG image filtering followed by bright “vessel” detection, as done before). From the
set of detected circles, each circle with its center inside a previously detected circle was
discarded.

2.2 Detection of Pseudohyphal Structures

After having detected the approximately circular structures, corresponding to yeast form
cells, the next step in our algorithm was to detect the elongated structures, which
contained the pseudohyphal cells.

We started by increasing the contrast of the images by mapping the intensity values
such that 1 % of data would be saturated at low and high intensities. Next, a top hat
filtering operation was performed, using a disk structuring element with radius of 10.
From the resulting image, we were interested in the long structures, brighter than the
background, with an arbitrary orientation. Therefore, a filtering operation was performed
using a bank of the second order derivative (in x-direction) of the Gaussian filter, rotated
at angles between 0º and 180º with a 15º interval. The scales that were used σx = 5 and
σy = 15. Then, the response was maximized for each pixel position. The vesselness
technique [6] was then used to detect bright “vessels”, using the same parameters as
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before (Sect. 2.1). The response was thresholded with a value chosen empirically. Then,
the components of the binary image were reduced to their skeletons. Since this tended
to produce excessively long skeletons, linking structures that were actually not related
to each other, each skeleton component was then “cut” at its branch points, unless the
branch point was close enough to an endpoint (maximum 3 pixels apart). Next, an area
opening operation was performed, discarding the components with an area less than a
certain value chosen empirically. Pixels inside the area of previously detected circles
were discarded. A second area opening operation was performed, using again a threshold
chosen empirically. Then, the components that were too close to the image boundaries
were discarded.

Some of the remaining lines did not correspond to cellular elongated structures. For
instance, sometimes they were on the extracellular gap between clusters of yeast form
cells. Thus, in order to remove these lines, the following approach was performed: when
travelling along the longitudinal direction of a line, select various pixels approximately
at an equal distance from each other; for the first pixel, search for the 2 pixels that lie in
the transverse direction to the line (in opposite directions) and at a same distance from
the line; if both pixels are inside circles previously detected as yeast form cells, the line
is discarded; otherwise, search for other 2 pixels, farther apart from the line until a
maximum transverse distance is reached; repeat the same procedure for the next pixel
along the longitudinal direction of the line, until the line is discarded or until there are
no more pixels to analyze. The distance between pixels along the longitudinal and trans‐
verse directions, as well as the maximum transverse searching distance, were chosen
empirically.

Afterwards, a component (line) was discarded if any of its pixels was outside
the cellular region. To find this region, the following approach was performed:
calculate the edge indicator function as described in [10], using a Gaussian kernel
with a standard deviation σ = 1.5; apply a morphological opening operation using
a disk structuring element with a radius of 3; apply a morphological closing oper‐
ation using a disk structuring element with a radius of 10; threshold the image with
a value chosen empirically.

After having obtained a set of lines that were believed to be located inside and along
the elongated structures of interest, a segmentation technique was applied in order to
identify the area of these structures. Specifically, the distance regularized level set
evolution (DRLSE) [10] segmentation technique was performed, since it can be initial‐
ized by a small area inside the elongated structures (say, the lines detected before) and
evolve outwardly towards the boundary of the filaments. However, before applying this
technique, an image sharpening was performed in order to increase the contrast on the
edges of the structures, and thus avoiding boundary leakage during the segmentation
procedure. The image was thus sharpened with an unsharp masking technique using a
Gaussian kernel with a standard deviation σ = 2. Besides, there were often inhomoge‐
neities in intensity values inside the elongated structures to be detected, which could
cause the segmentation algorithm to stop before reaching the cellular boundary. There‐
fore, these inhomogeneities were attenuated by performing an anisotropic non-linear
diffusion filtering [11, 12]. The DRLSE segmentation [10] was then performed. The
segmentation algorithm was run for each detected line. The area of the plateau of the

Automatic Detection of Yeast and Pseudohyphal Form Cells 673



initial binary step function corresponded to the line dilated with a disk structuring
element with radius of 2. The value of the plateau was set to 10. Using the double-well
potential approach, the following parameters were set up: the coefficient of the weighted
length term λ = 5, the parameter specifying the width of the Dirac Delta function ε = 1.5,
the coefficient of the weighted area term α = −5, the coefficient of the distance regula‐
rization term μ = 0.04 and the time step Δt = 5. The number of iterations using this set
of parameters were 500, and 10 additional iterations were run with α = 0 in order to
refine the contour (as suggested in [10]). Finally, an attempt to eliminate segmented
areas not corresponding to any cellular content was performed, by discarding every final
segmented area that contained a minimum amount of pixels (chosen empirically) outside
the cellular region.

3 Results

The high variability of shape, resolution and contrast between structures in different
microscopy images made it hard to choose parameters that produced good results glob‐
ally. For instance, sometimes the cell border was not well defined (low contrast), which
originated missed detections of both yeast form and elongated form cells. However,
some interesting results were obtained for both types of detection.

3.1 Detection of Yeast Form Cells

The detection of oval-shaped yeast form cells produced good and robust results. From
the total 4021 yeast form cells present in the database, the algorithm detected correctly
3400, i.e. 84.56 %. Some results are shown in Fig. 2. Even for cells included in dense
agglomerates (Fig. 2a and b), the algorithm was often able to identify the individual
structures.

Nevertheless, some limitations were observed. For instance, some isolated circular
cells were missed (Fig. 2c) and groups of aggregated cells were sometimes considered
as individual cells. Besides, the algorithm produced some false detections, such as in
non-cellular regions or by tracing more than one circle for the same cell. However, these
missed and false detections were not seen as a major problem, since the goal of the
human analyst is often to calculate the percentage of cells in an image that show pseu‐
dohyphal growth in different cell populations. Thus, missing or detecting some circular
cells in excess may change absolute values but will not alter significantly the relative
level of pseudohyphal cells observed in different cell cultures.

A major limitation of the algorithm is, however, when it identified some portion
of an elongated structure (mainly its extremities), or even the entire filament, as a
group of yeast form cells (Fig. 2d). This leads the human analyst to miss a region
of possible pseudohyphal growth, by assuming that only yeast form cells are
present.
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Fig. 2. Detection of yeast form cells. Detected structures are identified as blue circles (Color
figure online).

3.2 Detection of Pseudohyphal Structures

Some results of the detection of elongated structures are shown in Fig. 3. The detection
was very accurate for some images, where a segmentation of the entire area of interest
was observed (Fig. 3a). As for several other images, only part of the area of the filaments
was segmented, mainly due to intensity inhomogeneities inside these structures and a
low number of iterations in the DRLSE algorithm (Fig. 3b).

Some major limitations were observed, such as missing the detection of elongated
structures (Fig. 3c). This was sometimes due to excessive boundary leakage during the
segmentation process, because of the low contrast in cell border regions, causing the
algorithm to discard the final segmented area.

Still, from the 258 elongated structures that were observed in the database, the algo‐
rithm identified correctly 134, i.e. 51.94 %, either highlighting part of their area, the
entire area or slightly more than their area.

Automatic Detection of Yeast and Pseudohyphal Form Cells 675



The algorithm also showed several false detections. For instance, it tended to detect
some yeast form cells that were missed in the previous steps (Fig. 3d). Besides, non-
cellular content was sometimes wrongly identified as elongated structures.

These limitations in the detection of filaments could be attenuated by the comparative
parallel study of fluorescence images highlighting the cell nuclei and/or cell septa posi‐
tions. This study would allow to discard segmented areas with no cellular content and
to count the number of pseudohyphal cells inside an elongated structure.

Finally, the analysis of the performance of any software should take into account its
processing time. This was another limitation of our algorithm, mainly during the detec‐
tion of elongated structures, which took in average about 7 min for each image, using a
3.30 GHz Intel Core i5-2500K processor (while only about 9 s were needed to detect
circular cells). One would expect this limitation, since it takes a considerable amount of
processing time to run the DRLSE algorithm, and thus, running it several times for an
image proved to be computationally expensive.

Fig. 3. Detection of elongated structures. Segmented areas are identified with red color (Color
figure online).
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4 Conclusion

The pioneering fully automatic tool that was developed in the present study produced
useful and robust results, despite some limitations in the quality of the microscopy
images, which we believe are representative of the average images to be analysed by
the potential users of such a software.

To overcome these limitations, future work should focus on incorporating other
information, such as the cell nuclei or septa positions, extracted from fluorescence
images.

Despite the limitations shown by the algorithm, it can still be used to aid in tedious
tasks such as identifying and counting the number of C. glabrata cells present in an
image, and as a method for the preliminary classification of cell structures, to be followed
by manual completion and correction.

Furthermore, we believe that this algorithm could be incorporated as a first stage of
an automatic system that would further extract certain features from each cell and clas‐
sify it as showing or not pseudohyphal differentiation.
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Abstract. It is of urgency to effectively identify differentially expressed genes
from RNA-Seq data. In this paper, we propose a novel method, semi-supervised
feature extraction, to analyze RNA-Seq data. Our scheme is shown as follows.
Firstly, we construct a graph Laplacian matrix and refine it by using labeled
samples. Secondly, we find semi-supervised optimal maps by solving a gen-
eralized eigenvalue problem. Thirdly, we solve an optimal problem via joint
L2,1-norm constraint to obtain a projection matrix. Finally, we identify differ-
entially expressed genes based on the projection matrix. The results on real
RNA-Seq data sets demonstrate the feasibility and effectiveness of our method.

Keywords: Feature extraction � L2,1-norm constraint � Spectral regression �
RNA-Seq data analysis

1 Introduction

An important research topic of analyzing RNA-Seq data is to identify genes that are
located in a position to differentiate across treatments/conditions. These genes are
known as differentially expressed genes (DEGs).

The feature extraction methods have been proposed to identify the DEGs. Among
feature extraction methods, principal component analysis (PCA) [1] is the most fre-
quently used one. Recently, sparse methods have sprung up like mushrooms. L1-norm
(LASSO) [2] is the most well-known sparse method. Journée et al. used L1-norm
constraint to propose a Sparse PCA (SPCA) [3] which was used to identify charac-
teristic genes by Liu et al. [4]. Witten et al. used L1-norm constraint to propose a
penalized matrix decomposition (PMD) [5] which was used to discover some molec-
ular patterns [6].
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In machine learning and pattern recognition, semi-supervised learning methods
become more and more attention. Because of its simplicity, k-nearest-neighbor
(kNN) graph Laplacian method is widely used and many related methods have been put
forward for dimension reduction [7]. In [8], Cai et al. proposed a spectral regression
(SR) method by using kNN graph Laplacian.

In order to benefit from both SR and L2,1-norm, we suggest a semi-supervised
feature extraction (SFE) to identify DEGs. Firstly, we refine the graph construction
method based on Laplacian matrix [8] to obtain semi-supervised optimal maps. Sec-
ondly, we solve an optimal problem via joint L2,1-norm constraint to get a projection
matrix. Finally, we identify DEGs based on the projection matrix.

The main contributions of our work are described as follows. Firstly, it proposes a
method to refine the Laplacian graph by using labeled samples. Secondly, the L2,1-
norm constraint is used to reduce outliers and noises.

2 Methodology

In this section, we propose a semi-supervised feature extraction (SFE).

2.1 Notations and Definitions

Given a p� n matrixM ¼ mij
� �

whose i-th row and j-th column are denoted bymi and

mj, respectively. The L2-norm and L1-norm of matrix are defined as Mk k22¼Pp
i¼1 mik k22 and Mk k1¼

Pp
i¼1 mik k1, respectively. The L2,1-norm of matrix is defined

as Mk k2;1¼
Pp

i¼1 mik k2. Let Xl ¼ x1; � � � ; xl½ � 2 Rp�l and Xu ¼ x1; � � � ; xu½ � 2 Rp�u be
labeled and unlabelled samples, respectively. Without loss of generality, let n ¼ lþ u
be the total number of samples and p be the number of features. These samples belong
to c classes and let lk be the number of labeled samples in k-th class (

Pc
k¼1 lk ¼ l). Let

Y ¼ y1; � � � ; yl½ � be the labels of samples.

2.2 The Graph Construction

We introduce the method of graph construction in this subsection as follows.

Step 1: Let GðV;WÞ denote a graph model with n vertices. The i-th vertex vi
corresponds to the samples xi.
Step 2: Construct the adjacency graph. Similarly to [9], the weight matrix W can be
defined as follows:

wij ¼ exp � xi � xj
�� ��2.

s

� �
xi and xj are k nearest neighbors,

0 otherwise,

8<: ð1Þ
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Step 3: Refine the graph by using the sample labels. For Xl, theW can be defined as
follows.

wij ¼ 1=lk if xi and xj have the same label,
0 if xi and xj have the different labels,

�
ð2Þ

where lk is the number of labeled samples in k-th class. We compute the graph La-
placian matrix L ¼ D�W, where D is a diagonal matrix with the i-th diagonal
element as dii ¼

Pn
j¼1 wij.

Then, we solve the following eigenvalue problem to get Z.

Lz ¼ kDz; ð3Þ

where z is the eigenvector.

2.3 Solving the Optimal Problem via Joint L2,1-norm Constraint

In [8], Cai et al. proposed a spectral regression (SR) framework for subspace learning.
Find A which satisfies

XTA ¼ Z: ð4Þ

The most popular way to solve this problem is to impose a penalty on the L2-norm of a:

a ¼ argmin
a

Xc

i¼1
aTi xi � zi

�� ��2
2 þ c aik k22

� 	
: ð5Þ

In our paper, we will replace the L2-norm regularization in Eq. (5) with an L2,1-
norm to extract features across all data points with row sparsity. In addition, we will
impose L2,1-norm on the regression loss function and/or regularization.

Situation 1. Due to the row sparsity of L2,1-norm, the optimal problem in Eq. (5)
becomes:

A ¼ argmin
A

XTA� Z
�� ��2

2þc Ak k2;1
� 	

: ð6Þ

Solving the problem in Eq. (6), we can get

A ¼ W�1X XW�1XT þ cI
� ��1

Z; ð7Þ

where W�1 is a diagonal matrix with the i-th diagonal element equal to w�1
ii ¼ 2 aik k2.

Situation 2. If we impose L2,1-norm on both the regression loss function and regu-
larization simultaneously, the solution of Eq. (5) can be obtained by solving the fol-
lowing optimal problem:
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A ¼ argmin
A

XTA� Z
�� ��

2;1þc Ak k2;1
� 	

: ð8Þ

The problem in Eq. (8) is equivalent to

ðD;AÞ ¼ argmin
A;D

Dk k2;1þ Ak k2;1
� 	

s:t: XTAþ cD¼ Z : ð9Þ

According to the algorithm proposed by Nie et al. [10], we can obtain

U ¼ G�1HT HG�1HT� ��1
Z; ð10Þ

where H ¼ XT cI

 � 2 Rp�k, U ¼ A

D

� 
2 Rk�c, and the i-th element of diagonal

matrix G�1 can be defined as 2 uik k2.

2.4 The Algorithm

The algorithm of our method is summarized as follows.

3 Results and Discussion

We apply our feature extraction methods (called Situation 1 and 2 as L21SFE and
DL21SFE, respectively) to RNA-Seq data set to validate their performances. For
performance comparisons, we use our methods to extract differentially expressed genes
on real RNA-Seq data set. We compare our methods with several popularly used
methods in bioinformatics, such as Sparse LDA(SLDA) [11], SPCA [3], PMD [5] and
PS [12]. The publically available RNA-Seq data set, MAQC [13], is used to evaluate
our method. Here, our methods use the data set of BodyMap [14] as unlabelled one to
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improve their performances. Table 1 lists an overview of the data sets. Here, these sets
of RNA-Seq count data are downloaded from http://bowtie-bio.sf.net/recount [15]. For
a comparison, 500 genes are identified by each of these methods.

The MAQC data set contains 14 samples which are derived from Stratagene’s
human universal reference RNA and Ambion’s human brain reference RNA.

We investigate the enrichment of functional annotations by inputting the 500 genes
identified by these methods into the ToppFun [16] which is publicly available at http://
toppgene.cchmc.org/enrichment.jsp. The p-value of ToppFun is set to 0.01 and addi-
tional parameters are used as default. The closely related GO terms found by ToppFun
are listed in Table 2.

As listed in this table, the term of ‘Genes with HCP bearing histone H3K27me3 in
MEF cells’ has the lowest p-value, so it is considered as the most probable enrichment
term. Moreover, L21SFE, DL21SFE, SPCA, PMD and PS can identify genes with
p-value 8.60E-63, 2.64E-34, 1.41E-54, 1.41E-54, 1.84E-52 and 1.89E-21, respectively.
This table also lists some other significant terms.

Table 1. An overview of the data sets

Data Number of samples Number of classes Number of reads

MAQC 14 2 71,970,164
BodyMap 19 17 2,197,622,796

Table 2. The GO terms of genes identified by these methods on MAQC data

Rank Name L21SFE DL21SFE SLDA SPCA PMD PS

1 Genes with HCP
bearing histone
H3K27me3 in
MEF cells

8.60E-63 2.64E-34 1.41E-54 1.41E-54 1.84E-52 1.89E-21

2 Synaptic
transmission

2.95E-51 2.68E-28 1.45E-37 1.21E-37 1.33E-30 4.17E-28

3 Set ‘H3K27 bound’:
genes in human
embryonic stem
cells

7.30E-42 1.52E-24 5.12E-33 2.65E-32 4.46E-28 1.64E-18

4 Cell-cell signaling 6.44E-37 5.46E-21 9.84E-31 8.07E-31 4.14E-25 2.97E-22
5 Set ‘Suz12 targets’:

genes in human
embryonic stem
cells

2.95E-33 9.83E-25 1.01E-27 4.85E-27 2.12E-22 3.52E-06
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4 Conclusions

In this paper, we propose a semi-supervised feature extraction method to identify
differentially expressed genes. Firstly, we refine the graph construction method to
obtain the semi-supervised eigenmap. Then, we solve an optimal problem via joint
L2,1-norm constraint to get a projection matrix. Finally, we identify differentially
expression genes based on the projection matrix. Our graph construction method can
make full use of a large number of unlabelled samples. Furthermore, our methods can
reduce the impact of noises and outliers by the use of L2,1-norm constraint and produce
more precise results.
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Abstract. In general, compound identification through library searching is
performed on original mass spectral space by using some developed similarity
measure. In this paper, the original mass spectral space was transformed into
binary space by random projection. The hamming distance between query and
reference the vector of binary space are calculated. The Mass Spectral Library
2005 (NIST05) main library is used as reference database and the replicate
library is used as query data. With the number of binary digits increasing, the
accuracy of compound identification is also increased. When the number set as
2076 bits, random projection achieve better identification performance than
corresponding three similarity measures.

Keywords: Random projection �Mass spectrometry � Compound identification

1 Introduction

Gas chromatography coupled to mass spectrometry (GC-MS) is one of the most widely
employed analytical technique for analyzing chemical or biological samples in many
fields [1]. Many mass spectral similarity measures have been developed for the spec-
trum matching-based compound identification [2–5]. In recent year, Koo et al. intro-
duced wavelet and Fourier transform based composite measures and showed that the
proposed similarity scores perform better than the original dot product version [6]. Kim
et al. use some statistical approach to find the optimal weight factors through a ref-
erence library for compound identification and declare that the widely used original
weights is not the optimal one with the mass spectral library updated [7]. Kim et al. also
proposed a composite similarity measure based on partial and semi-partial correlations
[8]. Koo et al. compared the performance of several spectral similarity measures and
found that the composite semi-partial correlation measure is the best one, but it is also
the most time-consuming similarity measure [9].

During the past decades, in one side, the size of some commercial mass spectral
libraries have been increased remarkably. If the original mass spectra data can be
transformed into binary vector and keep their relative space distance, the library search
will be speeded up. Local sensitive hashing (LSH) [10, 11] is a technique which use
different hash function to map the original real vectors into binary vector and keep their
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relative distance with each other. Among all kinds LSH algorithm, random projection
hashing algorithm [12] is designed to approximate the cosine distance between vectors.
It is a very useful method known for its simplicity.

The objective of this work was to use random projection hashing method to map
original mass spectra into binary vector. After conversion, by calculating hamming
distance between two molecular binary vector, the computational time of library search
will be reduced greatly. Furthermore, the mass spectra can be mapped to any number of
binary digits according to requirement since random projection hashing is very flexible.

2 Materials and Methods

2.1 NIST EI Mass Spectral and Repetitive Library

Currently, two mass spectral libraries are available in existing commercial
NIST/EPA/NIH Mass Spectral Library: the main and replicate library. In this study,
Mass Spectral Library 2005 (NIST05) main library containing 163,195 mass spectra is
used as reference database. The replicate library containing 23,290 mass spectra is used
as query data. The chemical compounds are identified by Chemical Abstracts Service
(CAS) registry number.

2.2 Spectral Similarity Measures

The mass spectra can be treated as vectors. Let X = (x1,x2,…,xn) and Y = (y1,y2,…,yn)
be the query and reference mass spectra, respectively. Stein use the weighted spectra to
calculate similarity [13], which are defined as follows:

Xw ¼ ðxw1 ; . . .. . .; xwn Þ ð1Þ

Yw ¼ ðyw1 ; . . .. . .; ywn Þ ð2Þ

where xwi ¼ xai � mb
i and ywi ¼ yai � mb

i , i = 1,…,n, mi, is m/z value of the ith fragment
ion, n is the number of mass-to-charge ratios considered for computation, a and b are
the weight factors for peak intensity and m/z value, respectively. In this work, the
weight factors are set as (a, b) = (0.53, 1.3).

2.2.1 Stein and Scott’s Composite Similarity Measure (SS)
The similarity measure is derived from a weighted average of two items. First item is
the cosine similarity. The second item is defined a ratio of peak pairs as follows:

SRðX; YÞ ¼ 1
Nc

XNc

i¼2

ð yi
yi�1

� xi�1

xi
Þn ð3Þ

where n = 1 if the first intensity ratio is less than the second, otherwise n = −1. xi, yi are
non-zero intensities having common m/z value and Nc is the number of non-zero peaks
in both the reference and the query spectra. The composite similarity is calculated as:
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SssðXw; YwÞ ¼ Nx � ScðXw; YwÞ þ Nc � SRðX; YÞ
Nx þ Nc

ð4Þ

where Nx is the number of non-zero peak intensities in the query spectrum.

2.2.2 Discrete Fourier and Wavelet Transform
Composite Similarity Measure
The original spectral signal X ¼ ðx1; x2; . . .; xnÞ is converted by discrete Fourier
transform (DFT) into a new signal Xf ¼ ðx f1 ; x f2 ; . . .; x fn Þ as follows:

x fk ¼
Xn

d¼1

xd expð� 2pi
n

kdÞ; k ¼ 1; . . .; n ð5Þ

where i is imaginary unit and exp(−(2πi/n)kd) is a primitive nth root of unity. The
original Eq. (5) can also be converted into the following formula:

x fk ¼
Xn

d¼1

xd cosð� 2pi
n

kdÞ þ i
Xn

d¼1

xd sinð� 2pi
n

kdÞ; k ¼ 1; . . .; n ð6Þ

The converted signal consists of real and imaginary part. The real part of a signal is
XFR ¼ ðxFR1 ; xFR2 ; . . .; xFRn Þ, which can be calculated by the following equations:

xfrk ¼
Xn

d¼1

xd cosð� 2pi
n

kdÞ k ¼ 1; . . .; n ð7Þ

The discrete wavelet transform (DWT) convert a discrete time domain signal into a
time-frequency domain signal. A signal pass through a low-pass filter and a high-pass
filter, two subsets of signals are formed: approximations and details. The approxima-
tion and details are defined as follows:

Approximation DWT: xAk ¼
Xn

d¼1

xdg½2k � d � 1� k ¼ 1; . . .; n ð8Þ

detail DWT: xDk ¼
Xn

d¼1

xdh½2k � d � 1� k ¼ 1; . . .; n ð9Þ

where g and h are low-pass and the high-pass filter respectively. The detail DWT is
converted into YFR ¼ ðyFR1 ; yFR2 ; . . .; yFRn Þ. In literature [14] only use real part in DFT
and detail part in DWT to replace the second item of composite similarity measure
defined in Eq. (4).

SDFT :FðXw; YwÞ ¼ Nx � ScðXw; YwÞ þ Nc � SRðXFR; YFRÞ
Nx þ Nc

ð10Þ
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SDWT :DðXw; YwÞ ¼ Nx � ScðXw; YwÞ þ Nc � SRðXD; YDÞ
Nx þ Nc

ð11Þ

2.3 Random Projection

The random projections algorithm implements the Johnson and Lindenstrauss lemma.
In order to reduce the dimensionality of a given mass spectral vector X defined before
(with n variables), a set of random vectors c ¼ fqigni¼1 is generated where qi 2 Rm are
column vectors and qik kl2¼ 1. In this work, the vector qik kl2¼ 1 follow a normal
distribution N(0,1) over the m dimensional unit sphere. The vectors in c are used to
form the columns of a m� n conversion matrix:

W ¼ ðq1 q2j j. . . qnÞj ð12Þ

The lower-dimensional (m-dimensional) subspace is obtained by:

Xi

� ¼ sgnðXi �W 0Þ ð13Þ

where the Sgn function is added to make the conversion into binary vector, if the digit

of X*W > 0, the corresponding bit set as 1, otherwise set as 0. X
�
is the m bits binary

vector.

2.4 Performance Measurement

The identification accuracy is used to evaluate the performance of three spectral sim-
ilarity measures and our converted binary vector. In this work, the compound is con-
sidered as correct identification through identical Chemical Abstract Service
(CAS) registry number. Therefore, the accuracy of identification is calculated by:

accuracy ¼ number of spectramatched correctly
number of spectra queried

ð14Þ

3 Results and Discussion

The NIST replicate library including 23290 mass spectra is used as query data and the
main spectral library is used as reference database. Random projection are used to
convert the original mass spectral data into different numbers of binary digits for library
searching. The number of binary digits is set as 64, 128, 256, 512, 768, 1024 and 2176
bits respectively. Hamming distance between the binary vector of query and reference
spectrum is calculated to measure the similarity.

Figure 1 and Table 1 show the identification accuracy of random projection and
three corresponding similarity measures. Since the randomness of random projection,
five experiments are performed for each number of binary digits setup. With the
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increase of the number of binary digits, the accuracy of compound identification is
increased. Even the number of binary digits setup as 64 bits, the identification accuracy
of rank 1 can reach to 65.5 %. When the number of binary digits setup as 256 bits,
random projection easily overcome SS measure, as to 768 bits, it achieve the same
identification performance with DFT.R and DWT.D measures. With the number of
binary digits set as 1024, the identification accuracy of rank 1 reach 82.5 %, random
projection even excels DFT.R and DWT.D in identification performance. Since the
growth rate is slow when the number of binary digits over 768 bits, a large number
2176 bits are set up for comparison. At this setup, the identification accuracy of rank 1
even reach to 83.1 %.

Table 1 depicts the relationship between identification accuracy and the number of
top ranks. Only top ten ranked compound are listed in Table 1. The identification
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Fig. 1. Compound identification results of random projection and three similarity measures in
rank 1.

Table 1. Compound identification performance

Random
projection
and
similarity
measures

Accuracy at rank (%)

1 1–2 1–3 1–4 1–5 1–10

SS 0.787 0.897 0.928 0.947 0.957 0.973

DFT.R 0.821 0.915 0.949 0.964 0.972 0.986

DWT.D 0.823 0.914 0.947 0.962 0.97 0.984

64 bits 0.655 ± 0.0051 0.779 ± 0.0044 0.831 ± 0.0048 0.86 ± 0.005 0.879 ± 0.005 0.922 ± 0.004

128 bits 0.758 ± 0.0011 0.87 ± 0.0008 0.912 ± 0.0006 0.932 ± 0.0008 0.944 ± 0.0004 0.969 ± 0.0007

256 bits 0.798 ± 0.0013 0.9 ± 0.0018 0.937 ± 0.0011 0.953 ± 0.0021 0.963 ± 0.0018 0.985 ± 0.0009

512 bits 0.816 ± 0.0006 0.913 ± 0.001 0.947 ± 0.0011 0.962 ± 0.0009 9.97 ± 0.0007 0.984 ± 0.0004

768 bits 0.823 ± 0.0011 0.917 ± 0.0017 0.95 ± 0.0009 0.964 ± 0.0009 0.973 ± 0.0004 0.986 ± 0.0006

1024 bits 0.825 ± 0.0013 0.919 ± 0.0009 0.952 ± 0.0009 0.966 ± 0.0003 0.974 ± 0.0003 0.987 ± 0.0002

2176 bits 0.831 ± 0.0007 0.923 ± 0.0004 0.954 ± 0.0008 0.968 ± 0.0007 0.975 ± 0.0002 0.987 ± 0.0002
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accuracy can be increased to 98.7 ± 0.0002 % by the random projection (1024 bits to
2176 bits) if the top 10 compounds were considered (Table 1).

4 Conclusions

Mass spectral library searching through spectrum matching is widely used method for
compound identification in analysis of GC-MS data. In order to reduced computational
time, the original mass spectral space was transformed into binary space by random
projection. The library searching was performed based on hamming distance between
query and reference binary vector. The experiments show that the random projection
achieved high identification accuracy than three corresponding similarity measures (SS,
DFT.R and DWT.D).
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Abstract. Drug-target interaction prediction is very important in drug devel-
opment. Since determining drug-target interactions is costly and time-
consuming by experiments, it is a complement to determine the interactions
by computational method. To address the issue, a random projection ensemble
approach is proposed and drug-compounds are encoded with feature descriptors
by software “PaDEL-Descriptor”, while target proteins are encoded with
physicochemical properties of amino acids. From 544 properties in AAindex1,
34 relatively independent physicochemical properties are extracted. Random
projection on the vector of drug-target pair with different dimensions can map
the original space onto a reduced one and thus yield a transformed vector with
fixed dimension. Several random projections build an ensemble REPTree sys-
tem. Experimental results showed that our method significantly outperformed
and ran faster than other state-of-the-art drug-target predictors.

Keywords: Random projection � Drug-target interaction � REPTree �
Ensemble system

1 Introduction

Drug-target interaction is to identify whether a pair of drug and target can be interacted
or not. It is a key in the drug discovery for specific disease [1]. Before a drug candidate
was synthesized [2], several difficulties need to be overcome. The first difficulty is how
to find out the drug effects to different people [3] and the second one is to trace and
elucidate the drug effects along the biological interaction pathways in human beings.
Moreover, since drug discovery is costly and time-consuming and the number of new
drug approvals is quite low per year, computational methods are complement to the
drug discovery. Computational methods can be used to identify the sensitivity and
toxicity before a drug candidate was approved [2], and they can save time and money
to a great extent.

Many works have developed different computational methods for analyzing and
identifying drug-target interactions. They can be divided into various classes: docking
simulations [4], literature text mining [5], methods combining chemical structure,
genomic sequence, and 3D structure information [6], and so on.
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Here we propose a random projection ensemble approach for drug-target interac-
tions based on the REPTree algorithm [7] by using random projection [8] to map
original data onto a rather smaller space. To encode the input to the classifier ensemble,
drug-compounds are encoded with feature descriptors by software “PaDEL-Descriptor”,
while target proteins are encoded with physicochemical properties of amino acids. From
AAindex1, 34 relatively independent physicochemical properties are extracted. Random
projection on the vector of drug-target pair with different dimensions can map the
original space into a reduced one and thus yield a transformed vector with fixed
dimension. Several random projections build an ensemble REPTree system. Experi-
mental results showed that our method significantly outperformed and ran faster than
other state-of-the-art drug-target predictors, on the commonly used drug-target bench-
mark sets.

2 Methods

2.1 Feature Vector Representing a Target Protein

To encode target protein, AAindex1 database is used which contains 544 amino acid
properties [9]. Most of them are relevant, so like as our previous work [10], irrelevant
ones with a correlation coefficient (CC) of 0.5 are extracted. The CC of each two
properties is computed and the number of relevant properties is counted. Ranking the
relevant number in descend, a list of properties is obtained. For the top one property,
we remove all of the next properties related to the top one. Step by step, each property
related to the previous one is removed from the list. Finally, 34 properties are retained,
where each two properties have a CC less than 0.5 [10].

For the ith target protein chain, the whole chain is considered in this work. In order
to investigate the evolution of protein residue in terms of physicochemical property, an
encoding schema integrating amino acid properties and sequence profile is used to
represent the residue. The sequence profile for one residue created by PSI-Blast with
default parameters is then multiplied by each amino acid property, where the property
for one amino acid is multiplied by the score of the sequence profile for the same amino
acid. Therefore, the profile SPk for residue k and one amino acid property scale, Aap,
are both vectors with 1� 20 dimensions. Thereafter, MSKk ¼ SPk � Aap for residue
k represents the multiplication of the corresponding sequence profile by the scale,
whose jth element MSKk;j ¼ SPk;j � Aap j; j ¼ 1; . . .; 20. The standard deviation of
MSKk, TPk, is used to represent the kth residue. As a result, the th target protein is
vectorized as TP ¼ ½TP1; . . .; TPk; . . .; TPlenSeq�T , where lenSeq is the length of the
target sequence. A similar vector representation can be found in our previous work
[10–12].

2.2 Feature Vector Representing a Drug Candidate

In order to encode drug candidate, PaDEL-Descriptor software is used. PaDEL-
Descriptor is a software for calculating molecular descriptors and fingerprints which
currently calculates different descriptors (1D, 2D descriptors, and 3D descriptors) and
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10 types of fingerprints [13]. A molecular descriptor is the final result of a logic and
mathematical procedure which transforms chemical information encoded within a
symbolic representation of a molecule into a useful number or the result of some
standardized experiment [14]. In this work, 1D and 2D descriptors are used, meanwhile
salt is removed from a molecule which assumes that the largest fragment is the desired
molecule. In addition, aromaticity information is removed and aromaticity is auto-
matically detected in the molecule before calculation of descriptors. As a result, 1444
descriptors are used to encode one drug molecule. So the th drug candidate can be
formulated as Di ¼ ½Di

1;D
i
2; . . .;D

i
1444�T . These 1D and 2D descriptors and fingerprints

are calculated mainly using The Chemistry Development Kit [13]. These descriptors
include atom type electrotopological state descriptors, McGowan volume, molecular
linear free energy relation descriptors, ring counts, and count of chemical substructures
identified by Klekota and Roth [15].

For the pair of drug-target, DTi, whose target is encoded by the AAindex1 property
Aap, it can be formulated as a (1444 + lenSeq)-D vector given by

Vi;Aap ¼ ½Di; TPi
Aap�T ¼ ½Di

1;D
i
2; . . .;D

i
1444; TP

i;Aap
1 ; TPi;Aap

2 ; . . .; TPi;Aap
lenSeq�T ; ð1Þ

where lenSeq is the length of the target sequence.
The corresponding target value Ti is 1 or 0, denoting whether the drug-target pair is

in interaction or not. Actually, our method expects to learn the relationship between
input vectors VAap and the corresponding target arrays T and try to make its output as
close to the target T as possible, where Aap denotes that the target is encoded in terms
of the irrelevant AAindex1 property Aap.

2.3 Random Projection on REPTree

Random projection is a data reduction technique that projects a high dimensional data
onto an low-dimensional subspace [16, 17]. Given the original data vector, X 2 R

N�L1 ,
the linear random projection is to multiply the original vector by a random matrix
R ¼ R

L1�L2 . The projection

XR ¼ XR ¼
X

i

xiri ð2Þ

yields a dimensionality reduced vector XR 2 R
N�L2 , where xi is the ith sample of the

original data, ri is the ith column of the random matrix, and L2 � L1. The matrix
R consists of random values and each column has been normalized to unity. In the
Eq. 1, each original data sample with dimension L1 has been replaced by a random,
non-orthogonal direction L2 in the reduced-dimensional space [17]. Therefore, the
dimensionality of original data is reduced from (1444 + lenSeq) to a rather small value.

REPTree is a fast tree learner that uses reduced-error pruning [7], based on
information gain/variation reduction as the splitting principle, and optimize for speed
by sorting values for numeric attributes once. This work adopts the default numFolds
parameter of the REPTree (default 3 in WEKA software) that determines the size of the
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pruning set: the data is divided equally into that number of parts and the last one used
as an independent test set to estimate the error at each node.

Previous results showed that the generalization error caused by one classifier can be
compensated by other classifiers, therefore using tree ensembles can lead to significant
improvement in prediction accuracy [18]. For our drug-target interaction prediction
problem, the ensemble of simple trees votes for the most popular class of drug-target

interaction. Given the set of training data Vk;Aap
tr ¼ fðXRk ;Aap

i ; YiÞgjNi¼1 in terms of
AAindex1 property Aap, after multiplied by the random projection Rk, let the number
of training instances be N, the number of features in the classifier be L2. Then the data
Vk,Aap is generated as an input to a REPTree and thus it forms a classifier CFk,Aap(x),
where x is a training instance.

After all of REPTree classifiers with random projection are generated, they vote for
the most popular class and thus the prediction of the ensemble is

RðXÞ ¼ majority vote fCFk;AapðxÞg34Aap¼1; ð3Þ

where x is a query instance.

2.4 Data Sets and Prediction Evaluation

We used the drug-target datasets in literature [6] for our study. It excluded drug-target
pairs that lack experimental information and finally contains a total of 4797 pairs, of
which 2,719 for enzymes, 1,372 for ion channels, 630 for GPCRs, and 82 for nuclear
receptors. The lists of the pairs can be found in reference [6]. All these datasets were
regarded as the positive ones and a total of 9588 negative ones were extracted as the
same as in the literature [6].

In this work we adopted four evaluation measures to show the ability of our model
objectively, criteria of Recall (Rec), precision (Prec), F-measure (F1), and Matthews
correlation coefficient (MCC) [11, 19].

3 Results

3.1 Performance of Drug-Target Interaction Prediction

In this work, each dataset of drug-target interactions is divided into training data set trא
and test one tsא by 10-fold cross-validation. That is to say, the dataset is divided into 10
subsets with roughly the same number of instances and one subset is regarded as the
test set while the others are grouped as training set. The test subset is selected
one-by-one and finally all of the instances are tested. Then different random projections
are used to map the original dataset onto a rather lower space, in this work 5 dimen-
sionality space mapped. For achieving better random projection, the training data set trא
is divided into training subset @sub

tr and test subset @sub
ts by 10-fold cross-validation.

Running the REPTree classifier by the random projection technique, predictions on the
test subset @sub

ts by the training subset @sub
tr are obtained. Only random projections
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yielding top performance are retained. Running REPTree classifier, given the top
random projection, on the training data set trא and test one tsא yields the final
predictions.

In details, there are 34 random projections Rk on the original data matrix for each of
34 independent AAindex1 properties Aap. The ensemble of the 34 classifiers by ran-
dom projections yields prediction for the training data subset @sub

tr and the prediction for
the test data subset @sub

ts . The 34 random projections are retained if the prediction
accuracy is larger than 0.75 for .trא Repeating the classifier ensemble by random
projections Rk, several top predictions are obtained by random projections Rk

(k = 1 * K), on trא and .tsא Combining the K predictions yields the final prediction.
Table 1 shows the performance comparison of the ensemble ones for the four protein
target classes. Here the dimensionality of the original data is reduced from
(1444 + lenSeq) to 5. For drugs, they are encoded as vectors with fixed length, 1444;
while for protein targets with different sequence lengths, they will be encoded as
vectors with different sequence lengths. The longest sequence length is obtained for the
original space dimensionality maxLenSeq of random projections. Target sequence with
shorter length lenSeq is encoded into a subspace WlenSeq in the space WmaxLenSeq, i.e.,
WlenSeq 2 WmaxLenSeq. From the Table 1, it can be seen that the ensemble system tested
on nuclear receptors class performs better than that on other classes. It yields an
accuracy of 0.911 as well as a precision of 0.889 at a recall of 0.837.

3.2 Comparison with Other Methods

We compare our method with other two methods: the work in reference [6] and the
random predictor on the same datasets. Table 2 shows the performance comparison in
accuracy of our method with other two methods. The random predictions implemented
here and ran 100 times. The average performance is appended at the bottom of the
table. Our method yields accuracies of 0.900, 0.89, 0.852, and 0.911 for classes of
enzymes, ion channels, GPCRs, and nuclear receptors, respectively, and achieves

Table 1. Prediction performance of the REPTree classifier ensemble with majority vote
technique, i.e., the ensemble system predicts a drug-target pair to be interacting if all of REPTree
classifiers in the ensemble predict it to be interacting.

Dataset Class Rec Acc Prec F1

Traininga Enzymes 0.970 0.944 0.876 0.921
Ion-channels 0.986 0.886 0.751 0.853
GPCRs 0.994 0.892 0.758 0.0860
Nuclear-receptors 0.709 0.812 0.722 0.716

Testb Enzymes 0.972 0.900 0.782 0.867
Ion-channels 0.993 0.89 0.755 0.858
GPCRs 1.002 0.85 0.693 0.818
Nuclear receptors 0.8371 0.91 0.889 0.862

aPrediction on the training dataset Ntr .
bPrediction on the test dataset Nts.
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improvements of 4.5 % to 8.2 % than the work [6]. Also results showed that our
method outperforms the random predictor by 2 times of score.

4 Conclusions

This paper proposes an ensemble of REPTree classifiers by random projection to
identify drug-target interactions. For each independent AAindex1 property, the original
encoders for drug-target interaction transformed by different random projections are
input into a REPTree classifier. There are 34 REPTree classifiers with respect to
AAindex1 property. The ensemble of these REPTree classifiers can yield good pre-
diction on drug-target interactions. Therefore, our method is simple for only statistical
amino acid properties are applied. Moreover, the dimensionality reduction of random
projection is adopted here to reduce the original encoder space. More importantly, the
random projection technique can handle protein chains with different numbers of amino
acids and get unified encoder space. Actually, the random projection technique pro-
vides a useful mechanism such that it reduces the high dimensional original data and
makes the data more diverse and thus, the method yields a good prediction on
drug-target interactions. Results show that our method outperforms other
state-of-the-art methods of drug-target interaction prediction.
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Abstract. O-glycosylation means that sugar transferred to the protein. It can
adjust the function of protein. To obtain a higher prediction accuracy of
O-glycosylation sites, we used a method of Kernel Local Fisher Discriminant
Analysis (KLFDA). The original data are projected into the subspace con-
structed by KLFDA, and the local feature vectors are extracted. Then the pre-
diction (classification) is done in feature subspace by support vector machines
(SVM). The results of experiments show that compared with LFDA, FDA,
KPCA, PCA and ICA, the prediction accuracy of KLFDA is the best.

Keywords: KLFDA � Glycosylation � Prediction � Protein � SVM

1 Introduction

Glycosylation means that sugar transferred to the protein under glycosyltransferase, it
is an important post-translation modification of protein. The position of O-linked
glycosylation is the hydroxyl of serine(S) and threonine (T) side chains. In fact, not all
S or T residues are glycosylated, so we need to predict the O-glycosylation sites [1].

In recent years, some computational prediction approaches such as artificial neural
network (ANN) and support vector machine (SVM) were applied to carry out the
prediction [2–4].

Since there are complex structure features in the protein sequence, the prediction
performance is not satisfied if one classifies the original data directly without extracting
the meaningful features.

Principal component analysis (PCA) [5] is a statistical method for feature extrac-
tion. In our previous work, we used PCA for pattern analysis, and verified some
properties of glycosylated protein.

The characters drawn by PCA are the best characters for description, but not the
best characters for classification. Fisher discriminant analysis (FDA) [6] searches for a
linear transformation which aims at the best characters for classification. However, it
can not obtain a satisfied result if the data are multimodal. Local Fisher discriminant
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analysis (LFDA) [7] can deal with effectively the multimodal data, but it’s still a linear
method. Kernel Local Fisher discriminant analysis (KLFDA) [7] overcomes this fault,
which can extract the nonlinear characters of the sample. Nobody used this method to
predict the O-glycosylation sites up to now.

Since the glycosylated acid sequence(positive) includes positive T and positive S,
and the non-glycosylated acid sequence(negative) includes negative T and negative S,
they have different characters, namely, though positive T and positive S are both
positive, they also have different characters. So the data are multimodal data.

In this paper, we tried to use KLFDA for extracting the nonlinear characters of
protein sequence, and predicted the O-glycosylation sites by using SVM [8].

The rest of the paper is organized as follows. In Sect. 2, KLFDA and SVM is
briefly reviewed. In Sect. 3, we describe protein sequence data and the prediction
results. Finally, we give conclusions in Sect. 4.

2 Kernel Local Fisher Discriminant Analysis and Support
Vector Machine

2.1 Kernel Local Fisher Discriminant Analysis

KLFDA is a method that extends LFDA to non-linear circumstance by projecting the
samples into a kernel feature space.

Consider the problem of classification. Let xi 2 Rdði ¼ 1; 2; � � � ; nÞ denote the d-
dimensional samples with corresponding class labels yi 2 f1; 2; � � � ; cg. Let /ðxÞ be a
non-linear projection from the original space Rd to a reproducing kernel Hilbert space
H, we define an affinity matrix A which element Ai,j denotes the affinity between xi and
xj as the follow

Ai;j ¼ expð� xi � xj
�� ��2

s2
Þ; ð1Þ

where s(> 0) is a tuning parameter. Let

~W ðwÞ
i;j � Ai;j

�
nl if yi ¼ yj ¼ l

0 if yi 6¼ yj

�
; ð2Þ

~W ðbÞ
i;j � Ai;jð1=n� 1=nlÞ if yi ¼ yj ¼ l

1=n if yi 6¼ yj

(
: ð3Þ

where nl is the sample number of class l. Then we have

~LðwÞ � ~DðwÞ � ~W ðwÞ ð4Þ

where ~DðwÞ is the n-dimensional diagonal matrix with the i-th diagonal element being

~DðwÞ
i;j � Pn

j¼1

~W ðwÞ
i;j . We also have
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~LðbÞ � ~DðbÞ � ~W ðbÞ ð5Þ

where ~DðbÞ is the n-dimensional diagonal matrix with the i-th diagonal element being

~DðbÞ
i;j � Pn

j¼1

~W ðbÞ
i;j .

Defining kernel function ~Ki;j ¼ /ðxiÞ;/ðxjÞ
� � ¼ Kðxi; xjÞ, solving the following

equation,

~K~LðbÞ ~K~a ¼ ~k~K~LðwÞ ~K~a: ð6Þ

We obtain the generalized eigenvectors f~akgnk¼1 and the corresponding generalized
eigenvalues ~k1 � ~k2 � . . .� ~kn. Then the projection of the sample x by KLFDA is

ð
ffiffiffiffiffi
~k1

q
~a1j

ffiffiffiffiffi
~k2

q
~a2j � � � j

ffiffiffiffiffi
~kn

q
~anÞT

Kðx1; xÞ
Kðx2; xÞ

..

.

Kðxn; xÞ

0BBB@
1CCCA: ð7Þ

2.2 Support Vector Machine

SVM is a statistics learning method, which aims to seek a hyperplane w � /ðxÞþ
b ¼ 0, which can separate optimally the positive and negative samples. The objective
function of SVM is

min
w;b;n

1
2 wk k2þC

Pn
i¼1

n2i

s:t: yi ¼ w � /ðxiÞ þ bþ ni

; ð8Þ

where 2
wk k is the margin, ξ is the margin slack vector, and the parameter C is the penalty

factor. The decision function of SVM is

f ðxÞ ¼
XM
i¼1

a�iKðxi; xÞ þ b�; ð9Þ

where α* is Lagrange multiplier. The category of test sample is decided by the sign of f(x).

3 Prediction on Protein Sequence Data

The training and the test samples of acid sequences used in the experiments are the
same in the reference [5], and the sparse coding scheme is employed to code one site of
acid or vacancy.
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The prediction can be view as a two-class classification problem (positive and
negative). We first extract features of training and test samples by KLFDA, comparing
with FDA, LFDA, PCA, ICA and KPCA, then classify the test samples by SVM.

The algorithm is implemented in MATLAB7.8.0. We take the window size w = 21.
In this paper, we use the Gaussian kernel function, the parameter C in SVM is
1 * 100.
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Fig. 1. Samples embedded in the 2-dimensional space
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3.1 Projection

Figure 1 depicts the samples projected into the two-dimensional subspace founded by
each method. The horizontal axis and the vertical axis represent respectively the first
feature and the second feature. For FDA, the second feature is selected randomly.

From Fig. 1, we see that both KLFDA and LFDA can well separate the positive
samples from the negative samples, and clearly preserves within-class multimodality
simultaneously, but KLFDA extracts more meaningful information due to its nonlinear
property. FDA separates the samples in different classes well, but losses the within-class
multimodality, namely, ‘*’ and ‘Δ’ are mixed. For PCA, ICA and KPCA, samples in
different classes are all mixed in one cluster.

3.2 Prediction

Table 1 shows the prediction accuracy rate by different methods. It’s shown that the
results of FDA is better than PCA. This is because that the characters drawn by PCA is
the best characters for description but not for classification, and FDA aims at the best
characters for classification. ICA is a method of high-order statistics, so its performance
is better than that of PCA and FDA. Since there are many complex nonlinear features in
the protein sequence, and KPCA can extract the nonlinear features of original data,
KPCA classifies more accurately than PCA, ICA and FDA. KLFDA works the best,
owing to its capability to capture the nonlinearity and multimodality. LFDA also works
well, since it can deal with multimodality, but it does not compare favorably with
KLFDA.

4 Conclusion

We predict protein o-glycosylation sites by using KLFDA. KLFDA projects the
samples onto a nonlinear space H, and LFDA is used in H for dimensionality reduction
and feature extraction. The experimental results show that KLFDA is superior to other
methods for the classification of multimodal data.

Acknowledgment. This work is partially supported by the Scientific Research Project of
Education Department of Shaanxi Province (No. 2013JK1125), the Nature Science Fund Project
of Shaanxi Province (No. 2014JM1032), and the Science and Technology Project of National
Bureau of Quality Inspection (No. 2013QK152).

Table 1. Recognition performance of different methods (window size:21)

Method PCA FDA ICA KPCA (σ = 10) LFDA (s = 3) KLFDA (σ = 4)

Feature number 66 1 64 66 2 2
Accuracy(%) 81.5 82.5 83.5 84.5 85 87

704 X. Yang and S. Sun



References

1. Hansen, E.L., Tolstrup, N., Gooley, A.A., Williams, K.L., Brunak, S.: NetOglyc: prediction of
mucin type O-glycosylation sites based on sequence context and surface accessibility. Gly-
coconj J. 15, 115–116 (1998)

2. Nishikawa, I., Sakamoto, H., Nouno, I., Iritani, T., Sakakibara, K., Ito, M.: Prediction of the
O-glycosylation sites in protein by layered neural networks and support vector machines. In:
Gabrys, B., Howlett, R.J., Jain, L.C. (eds.) KES 2006. LNCS, vol. 4252, pp. 953–960.
Springer, Heidelberg (2006)

3. Chen, Y.Z., Tang, Y.R., Sheng, Z.Y., Zhang, Z.D.: Prediction of mucin-type O-glycosylation
sites in mammalian protein using the composition of k-spaced amino acid pairs. BMC Bioinf.
9, 101–112 (2008)

4. Sakamoto, H., Nakajima, Y., Sakakibara, K., Ito, M., Nishikawa, I.: Prediction of the
O-glycosylation by support vector machines and semi-supervised learning. In: Köppen, M.,
Kasabov, N., Coghill, G. (eds.) ICONIP 2008, Part I. LNCS, vol. 5506, pp. 986–994.
Springer, Heidelberg (2009)

5. Yang, X.M., Chen, Y.W., Masahiro, I., Ikuko, N.: Principal component analysis of O-linked
glycosylation sites in protein sequence. In: Proceedings of IEEE 3rd International Conference
on Intelligent Information Hiding and Multimedia Signal Processing, Taiwan, pp. 121–126
(2007)

6. Zhou, K., Ai, C.Z., Dong, P.P., Fan, X.R., Yang, L.: A novel model to predict O-glycosylatin
sites using highly unbalanced dataset. Glycoconj J. 29, 551–564 (2012)

7. Masashi, S.: Dimensionality reduction of multimodal labeled data by local fisher discriminant
analysis. J. Mach. Learn. Res. 8, 1027–1051 (2007)

8. J, Shawe Taylor, Sun, S.L.: A review of optimization methodologies in support vector
machines. Neurocomputing 74(17), 3609–3618 (2011)

Kernel Local Fisher Discriminant Analysis-Based Prediction 705



Identification of Colorectal Cancer Candidate Genes Based
on Subnetwork Extraction Algorithm

Ran Wei1, Hai-Tao Li2, Yanjun Wang1, Chun-Hou Zheng2, and Junfeng Xia1(✉)

1 Key Laboratory of Intelligent Computing and Signal Processing, Ministry of Education,
and Institute of Health Sciences, School of Computer Science and Technology,

Anhui University, Hefei 230039, Anhui, China
jfxia@ahu.edu.cn

2 College of Electrical Engineering and Automation, Anhui University,
Hefei 230601, Anhui, China

Abstract. Colorectal cancer (CRC) is one of the most common malignancies that
could threaten human health. As the molecular mechanism of CRC has not yet been
completely uncovered, identifying related genes of this disease is an important area of
CRC research that could provide new insights into gene function as well as potential
targets for CRC treatment. Here we used a subnetwork extraction algorithm (Limited
K-walks algorithm) to discover CRC related genes based on protein-protein interac‐
tion network. In particular, we computationally predicted two genes (UBC and SMAD4)
as putative key genes of CRC. Therapy targeting on the functions of these two key
genes may provide a promising therapeutic strategy for CRC treatment.

Keywords: Colorectal cancer · Pathway analysis · Protein-protein interaction
network · Subnetwork extraction algorithm

1 Introduction

Colorectal cancer (CRC) is one of the digestive tract tumors that threaten human health
seriously. As the second leading cause of malignant tumor mortality in the developed
countries [1], the incidence of CRC is also showing a rising trend in developing countries
[2]. A larger number of genetic and environmental factors have been established for the
CRC. The molecular mechanisms in CRC are not only involved in the cell proliferation,
but also related to the regulation of cell apoptosis [3]. Many patients with CRC are
diagnosed at a late stage, leading to high mortality rates and low survivals. So the early
diagnosis and detection are very important for CRC patients. It can significantly improve
the treatment and reduce the risk of recurrence. Therefore, it is very crucial to identify
candidate genes associated with CRC, which can be acted as biomarkers for further
clinical application.

Many efforts have been made on discovering the genomic changes in CRC [4]
and recently the Cancer Genome Atlas Network has cataloged recurrent genomic
abnormalities in CRC [5], which provides a unique resource for comprehensive
discovery of mutations and genes that can be further mined. In addition, with the
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available of high-quality protein-protein interaction (PPI) data, network analysis has
been used to detect cancer genes, pathways and biomarkers for precision medicine.
Lots of PPI network-based algorithms have been developed to discover cancer
associated genes, including gastric cancer [6] and hepatocellular carcinoma [7].

In this paper, we develop a method to discover candidate genes related to CRC by
constructing a functional protein interaction network. The Limited K-walks algorithm
[8] in GenRev [9] was utilized to extract the significant network modules and detect new
candidate genes in CRC. Further analysis suggests that some of the identified candidate
genes are of great importance to the development of CRC. The result may help us to
find the mechanism of CRC, and then design an effective way to treat CRC.

2 Materials and Methods

2.1 Collection of Known CRC Related Genes

CRC related genes are collected from the following three datasets: (1) 13 genes were
picked up from Gene Associated with a High Susceptibility of Colorectal Cancer
(http://www.cancer.gov/cancertopics/pdq/genetics/colorectal/HealthProfessional/page2)
by setting the keywords as human colorectal cancer; (2) 67 colorectal cancer related genes
were found from [5]; (3) 38 genes were obtained from Atlas of Genetics and Cytoge‐
netics in Oncology and Haematology database (http://atlasgeneticsoncology.org/Tumors/
colonID5006.html). After combing these genes, we obtained 74 known colorectal cancer
related genes.

2.2 Protein-Protein Interaction (PPI) Network

PPI networks provide a lot of valuable information in terms of understanding of cellular
function and biological processes. In the PPI network, the nodes represent genes and
edges represent interaction. Innumerable studies have shown that proteins in the same
subnetwork are most likely to share similar or common biological functions [10, 11]. In
this study, the PPI network was constructed based on the protein interaction information
retrieved from BioGRID (the Biological General Repository for Interaction Datasets,
http://thebiogrid.org/) (version 3.2) [12], which is an online interaction repository with
data compiled through comprehensive curation efforts.

2.3 Methods for Selection of New Candidate Genes

The Limited K-walks algorithm [8] in GenRev [9] was used to explore the functional
relevance genes, which is freely available at http://bioinfo.Mc.vanderbilt.edu/
GenRev.html. It can map the genes to the network and extract the subnetworks that are
interacted with each other by giving an interconnected network or a set of seed genes.
For detailed description, please refer to [9].
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2.4 Gene Set Enrichment Analysis

DAVID [13], a functional annotation tool, was used to analyze gene lists in order to
understand the biological meaning. In this study, the Gene Ontology (GO) enrichment
analysis tool in DAVID was use to functionally analyze the gene set. We selected the
GO terms with the enrichment P-value smaller than 0.05 followed by Benjamin multiple
testing correction method. For details, please see [13].

3 Result and Discussion

3.1 Identified Candidate Genes

In our method, the known CRC related genes were denoted as terminal genes, and the
linker genes were the identified CRC candidate genes in the functional subnetwork.
Overall, 114 candidate genes were obtained. We obtained the degree and betweenness
of these 114 candidate genes and 74 known CRC related gene, where the top 20 of these
genes were listed in Table 1. The degree and betweenness are two significant topological
properties in PPI network. The degree is the number of edges adjacent to a node (gene).
The betweenness of a node is defined as the ratio of the total number of shortest paths
going through a node to the number of paths that pass through the nodes. As detailed
information were listed in Table 1, we can see that the UBC has a highest degree of 121
and highest betweenness of 0.7502.

3.2 Result of Gene Set Enrichment Analysis

As a functional annotation tool, DAVID can be performed GO and KEGG enrichment
analysis. In our research, we used GO to analyze the 114 significant candidate genes.
There were 193 terms enriched by the 114 candidate genes. The “Count” (the number
of genes associated with the gene set) items in the output of DAVID for these 13 GO
terms with the FDR smaller than 0.05 were shown in the Table 2. We can find that some
biological processes are involved in cancer pathways, including regulation of phos‐
phorylation, signal transduction, signal pathway and so on. Overall, the GO enrichment
analysis elucidates that the identified candidate genes may implicate in tumorigenesis.

3.3 Analysis of the Relationship of Two Candidate Genes

In Table 1(a), we can find seven linker genes with a high degree of top 20 genes,
including UBC, SMAD4, SMAD7, HDAC2, ERBB2IP, AR, and TSC22D1. Meanwhile,
the betweenness of top 20 genes contained eight linker genes in Table 1(b), including
UBC, SMAD4, FBCN1, HPCA, PEX5, NOV, ADAM12, HDAC2. In the following
section we will discuss two linker genes (UBC and SMAD4) with higher degree and
betweenness.

UBC (ubiquitin C) is the gene encodes ubiquitin C protein in mammals and maintains
cellular ubiquitin (Ub) levels [14]. Conjugation of ubiquitin monomers or polymers can
lead to various effects within a cell. These ubiquitin proteins participate in many cellular
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processes in a variety of eukaryotic cells, including the degradation of abnormal and
short-lived proteins, chromatin structure, cell cycle regulation, DNA repair kinase
modification, endocytosis, and regulation of other cell signaling pathways. It is known
that many proteins investigated by clinical cancer researchers are involved in ubiquitin
pathways. Some researchers suggested that the UBC is the best selection for future
expression profiling of liver tissues [15]. In addition, Xiang et al. revealed that the UBC
gene network is helpful in the prognosis of multiple subtypes of breast cancers [16].
Based on the aforementioned discoveries [17], we may conclude that the UBC gene is
also a promising target for CRC therapy.

SMAD4 (SMAD family member 4) is a protein coding gene that codes a member of
the Smad family of signal transduction protein. The Smad family can be activated by
transmembrane receptor kinases, and are involved in numerous physiological and patho‐
logical processes. SMAD4 can accumulate in the nucleus and regulate the transcription

Table 1. List the top 20 Genes ranked according to their degree and betweenness in the subnet‐
work, respectively.

                           (a)                                                                        (b) 

Gene Degree   Gene betweenness 

*UBC 121   *UBC 0.7502 

SMAD2 33   CTNNB1 0.0727 

SMAD3 31   SMAD3 0.0495 

TP53 31   SMAD2 0.0449 

MYC 28   *SMAD4 0.0407 

CTNNB1 28   PIK3R1 0.0377 

*SMAD4 22   MYC 0.0367 

TGFBR1 20   TP53 0.03578 

*SMAD7 18   *FBLN1 0.0291 

*HDAC2 15   APC 0.0274 

*ERBB2IP 14   BMPR1A 0.0274 

MSH2 14   *HPCA 0.0212 

*AR 14   *PEX5 0.0212 

PIK3R1 13   LRP5 0.0194 

ATM 12   ACVR1B 0.0186 

AXIN1 12   *NOV 0.0175 

MLH1 12   TGFBR1 0.0167 

PIK3CA 10   *ADAM12 0.0167 

*TSC22D1 10   PTEN 0.0162 

APC 10   *HDAC2 0.0148 

*represents the linker gene (the identified CRC candidate gene) 
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of target genes with other activated Smad proteins. It is noteworthy that the mutation of
SMAD4 gene can lead to human CRC [18]. In addition, previous study has revealed that
the SMAD4 link to pancreatic cancer [19]. Further work will be needed to explore and
confirm the function of SMAD4 in CRC.

4 Conclusion

As one of the most common malignancies and a major cause of cancer-related death,
the CRC related genes need to be found urgently. These genes may help to reveal the

Table 2. List the top 13 GO terms with the FDR small than 0.05

Term Count P-value Benjamini FDR

GO:0010605: negative regulation of
macromolecule metabolic process

19 4.62E-06 7.92E-04 0.0076

GO:0019220: regulation of phosphate
metabolic process

17 3.67E-07 5.02E-04 6.03E-04

GO:0051174: regulation of phosphorus
metabolic process

17 3.67E-07 5.02E-04 6.03E-04

GO:0010558: negative regulation of
macromolecule biosynthetic process

17 1.80E-06 6.16E-04 0.0030

GO:0031327: negative regulation of
cellular biosynthetic process

17 2.49E-06 6.84E-04 0.0041

GO:0009890: negative regulation of
biosynthetic process

17 3.28E-06 7.49E-04 0.0054

GO:0042325: regulation of phosphory‐
lation

16 1.21E-06 5.51E-04 0.0020

GO:0007167: enzyme linked receptor
protein signaling pathway

14 1.06E-06 7.29E-04 0.0017

GO:0009968: negative regulation of
signal transduction

11 4.41E-06 8.64E-04 0.0073

GO:0010648: negative regulation of cell
communication

11 1.22E-05 0.0017 0.0200

GO:0007507: heart development 10 2.53E-05 0.0029 0.0416

GO:0007178: transmembrane receptor
protein serine/threonine kinase
signaling pathway

8 9.47E-06 0.0014 0.0156

GO:0030509: BMP signaling pathway 6 1.56E-05 0.0019 0.0257
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CRC mechanism and then can design an effective way to take care of the cancer patients.
Our study utilized the Limited K-walks algorithm to discover novel genes that are linked
with known CRC genes. Some genes, which were participated in signal transduction or
pathway, have a direct relationship with CRC. However, others, which took part in the
metabolic process or biosynthetic process, may play an indirect role in CRC. Our result
may give a new insight to understand CRC.
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Abstract. Protein-protein interactions (PPIs) play an essential role in almost all
cellular processes. In this article, a sequence-based method is proposed to detect
PPIs by combining Rotation Forest (RF) model with a novel feature represen-
tation. In the procedure of the feature representation, we first adopt the
Physicochemical Property Response Matrix (PR) method to transform the amino
acids sequence into a matrix and then employ the Local Phase Quantization
(LPQ)-based texture descriptor to extract the local phrase information in the
matrix. When performed on the PPIs dataset of Saccharomyces cerevisiae, the
proposed method achieves the high prediction accuracy of 93.92 % with
91.10 % sensitivity at 96.45 % precision. Compared with the existing
sequence-based method, the results of the proposed method demonstrate that it
is a meaningful tool for future proteomics research.

Keywords: Protein-Protein interactions � Rotation forest � Local phase
quantization � Physicochemical property response matrix (PR)

1 Introduction

Since the Human Genome Project (HGP) has made great progress in biotechnology, the
proteomics, a cutting-edge research direction, springs up. However, PPIs play extre-
mely important roles in nearly all cellular processes. In the last decades, many
researchers have proposed innovative techniques for detecting PPIs. And PPIs data for
various species have been amassed, which is ascribable to the advancement of
large-scale experimental technologies such as yeast two-hybrid (Y2H) screens [2, 4],
tandem affinity purification (TAP) [1] and other high-throughput biological techniques.
Nevertheless, PPI pairs from experiments are just a small part of the whole PPI
networks [3, 5, 6], and the experimental methods also consume too much time and
money with low rates of true positive and true negative predictions [7–11].

Great deals of computational methods emerge in response to the needs of the PPIs
prediction. The methods are based on different data types such as gene neighborhood,
sequence conservation among interacting proteins, phylogenetic profiles, gene fusion,
literature mining knowledge and combining interaction information with various data
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sources. But these methods are hardly employed with such unavailable pre-knowledge
of the proteins. Lately, many particular methods that gain information indirectly from
transforming the amino acid sequence to the image and directly from the amino acid
sequence [19, 20]. Large numbers of computational experiments proved that PPIs can
be predicted by using the information of amino acid sequences alone [23].

Among them, Shen’s work based on SVM is one of the well-performance works
[20], in which it clusters the 20 amino acids into seven classes corresponding to their
dipoles and volumes of the side chains and applies the conjoint triad method to extract
the feature from the protein pair. But it is unable to express the effect of neighboring in
which the PPIs are more likely to be responded in the non-continuous segments of the
sequence. And Guo’s work used the auto-covariance method that is to discover the
information in the segments of the non-continuous amino acids sequence with accuracy
rate of 86.55 % [14], while we got well performance by employing correlation coef-
ficient and auto-correlation descriptors in our previous works, respectively [12, 15, 16].

In this study, we report a particular sequence-based method that combines Rotation
Forest and the feature extraction of the image processing methods. In detail, we adopt
the Physicochemical Property Response Matrix (PR) method and the Local Phase
Quantization (LPQ) method for feature extraction. Specifically, PR method is to
generate a matrix from the protein sequence. And the LPQ method is to extract the
feature vectors that represent the complex and essential coefficients. Then we employ
the RF model for predicting PPIs. To evaluate our proposed method, Saccharomyces
cerevisiae dataset is applied. The accuracy, precision and sensitivity of the experiment
results are 93.92 %, 96.45 % and 91.10 % respectively.

2 Materials and Methodology

2.1 Generation of the Data Set

In the proposed method we evaluated, the data are derived from yeast used in the study
of Guo et al. [14]. The Saccharomyces cerevisiae core subset of Database of Interacting
Proteins (DIP) offers the PPI dataset we need. The tautological protein pairs that hold a
protein that the residues are fewer than 50 or the sequence identity is more than 40 %
are filtered. The whole dataset is assembled by protein pairs of the number of 11,188, in
which half of the dataset is positive and the rest is negative. It must note that the
non-tautological dataset we have used is same as Guo’s.

2.2 Feature Vector Extraction

For more effective prediction of PPIs, it is inevitable to extract feature vectors from the
protein sequences. What’s more, feature vectors represent the essence of information of
the encoded proteins. In this section, we adopt a protein representation model and an
effective texture descriptor. Before feature extraction, it is necessary to undertake the
preprocessing referred to a protein representation—Physicochemical Property Response

714 L. Wong et al.



Matrix (PR) [13]. First the physicochemical property response matrix PRMði; jÞ 2 RN�N

is generated from the protein sequence P = (p1, p2,…, pN) corresponding to a specific
physicochemical property such as Hydrophobicity index, alpha-CH chemical shifts,
Signal sequence helical potential and so on, and setting the value of the sum of the two
values by indexing the position i and j in the physicochemical property for PRMði; jÞ.
Consider

PRM i; jð Þ ¼ indexðpiÞ þ indexðpjÞ i; j ¼ 1; . . .;N; ð1Þ

where index(a) returns the value of the specific property for amino acid a.
In our method, we apply the Hydrophobicity index as the physicochemical property

and the values are 0.61, 0.60, 0.06, 0.46, 1.07, 0, 0.47, 0.07, 0.61, 2.22, 1.53, 1.15,
1.18, 2.02, 1.95, 0.05, 0.05, 2.65, 1.88, and 1.32 corresponding to the amino acids ‘A’
‘R’ ‘N’ ‘D’ ‘C’ ‘Q’ ‘E’ ‘G’ ‘H’ ‘I’ ‘L’ ‘K’ ‘M’ ‘F’ ‘P’ ‘S’ ‘T’ ‘W’ ‘Y’ and ‘V’. For
example, if the protein sequence P = ‘ARN’, the PRM is as follow:

PRM ¼
0:61þ 0:61 0:61þ 0:60 0:61þ 0:06
0:60þ 0:61 0:60þ 0:60 0:60þ 0:06
0:06þ 0:61 0:06þ 0:60 0:06þ 0:06

24 35:
Then the PRM matrix is treated as an image and compressed to 250 × 250 if larger.

And Local Phase Quantization (LPQ) is an effective texture descriptor. The foundation
of the LPQ is the blur invariance property of the Fourier phase spectrum. And the
operation is as follow:

g xð Þ ¼ f xð Þ � h xð Þ; ð2Þ

where g(x) is denoted as the observed image, f(x) is as the original image, and h(x) is as
the blur function. And the Fourier is as follow:

GðxÞ ¼ FðxÞ � HðxÞ; ð3Þ

where the function G(x), F(x) and H(x) are the Fourier transforming of g(x), f(x) and
h(x) respectively.

In LPQ, it operates the Fourier Transform on the local image to reflect the local
information effectively. That is, the operation of the Fourier Transform is as follow:

Fðu; xÞ ¼
X

y2Nm�n

f ðx� yÞe�j2puTy¼wT
u fx : ð4Þ

The local phase information is extracted from the 2-D short-term Fourier Transform
(STFT) that is worked out a rectangular neighborhood transformed from each pixel
position. After STFT, it could retain four complex coefficients that match four fied 2-D
frequencies. And that are divided into real and imaginary parts and then quantized as
integers between 0–255 using a binary coding scheme. A normalized histogram of such
coefficients generated is as the final feature vector we need.
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2.3 Rotation Forest Classifier

Rotation Forest is an excellent classifier without processing the trade-off between the
accuracy and diversity in the design of multiple classifier system [22]. Due to its high
classification accuracy and non-coincident errors, multiple classifier system is an active
research field in machine learning and pattern recognition.

Assuming that the size of a training sample set matrix X is N × n. The matrix
X represents for N training samples and n features. Set a label of figure 1 or −1 for each
sample, in which figure 1 means PPI and figure −1 means non-PPI, and the labels are
denoted as Y = [y1, y2, …, yN]

T. Set K for the amount of the feature subset and L for the
amount of the decision trees in RF. Denote the Di as a decision trees. Note that the
parameters L and K must be set before training. The process of the training for an
individual classifier Di is as following steps:

Step 1: Split the feature set F into K subsets at random. Arranging that each feature
subset holds M = n/K features.
Step 2: Put Fij to be the jth subset of features for training classifier Di, and Xij to be
the dataset X for the features in Fij. In each nonempty subset, it is picked out from
X

0
ij at random. Then to organize a new training set, three fifth of the dataset describe

a bootstrap subset of targets that is denoted as the new set X
0
ij. Subsequently, apply

PCA on X
0
ij to generate the coefficients that are stored in a matrix Cij denoted by the

coefficients of principal components, a 1ð Þ
i1 ; . . .; aMj

ij ; the size of each is M × 1.
Step 3: Build a sparse rotation matrix Ri by organizing the obtained vectors Cij with

the coefficients of principal component, a 1ð Þ
i1 ; . . .; aMj

ij , as follows:

Ri ¼

a 1ð Þ
i1 ; . . .; aMj

ij f0g . . . f0g
f0g a 1ð Þ

i2 ; . . .; aM2
i2 f0g . . .

..

. f0g . . . . . .

..

.
. . . . . . . . .

f0g f0g . . . a 1ð Þ
iK ; . . .; aMK

iK

266666664

377777775
: ð5Þ

For matching the order of the features set F, it is necessary to rearranging the
columns of Ri and then build Ra

i ðsizeN � nÞ. ðY ;XRa
i Þ is set as the training set for

building classifier Di. After the training phase, for a given test sample x, the probability
di;j xRa

i

� �
is assigned by the classifier Di, and the classifier assumes the sample x has

correlation with the decision trees. Then, calculate an average ljðxÞ of all the proba-
bilities as follow:

lj xð Þ ¼ 1
L

XL
i¼1

di;jðxRa
i Þ; j ¼ 1; . . .; c: ð6Þ

Finally, assign x to the class with the largest confidence.
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3 Experiments and Results

3.1 Evaluation Measures

In order to measure the prediction performance of the proposed method, Sensitivity,
Precision, Matthews’s correlation coefficient (MCC), and overall Accuracy were cal-
culated. The definitions of these measures are defined as follows:

Accuracy ¼ TPþ TN
TPþ FPþ TN þ FN

; ð7Þ

Sensitivity ¼ TP
TPþ FN

; ð8Þ

Precision ¼ TP
TPþ FP

; ð9Þ

MCC ¼ TP� TN � FP� FNffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TPþ FNð Þ � TN þ FPð Þ � TPþ FPð Þ � TN þ FNð Þp ; ð10Þ

where true positive (TP) stands for the numeral of true PPIs that are of correct pre-
diction; false negative (FN) stands for the numeral of true PPIs that are predicted
incorrectly for its non-interacting; false positive (FP) represents the numeral of the true
non-interacting pairs that are predicted to the opposite side, and true negative (TN)
represents the numeral of true non-interacting pairs that are of correct prediction;
Mathew’s correlation coefficient is abbreviated to MCC.

3.2 Parameter Selection

In our method, we need to set the two vital parameters that the parameter L represents
the amount of the decision trees in the RF and the parameter K is for the amount of the
split features. In Fig. 1, we set the K = 8 and let L be from 3 to 30. After finishing the
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Fig. 1. Overall accuracy rate with an increased L of decision trees’ amount
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training with the increased L by the interval of 3, the accuracy achieves at 94.01 % with
L of 24. For the best result, we train the RF at K = 8 and L from 21 to 27. Finally, 25 of
the L make a best result with accuracy at 94.32 %. The following is to find the best
value of K that is set to the nth power of 2 because the amount of the features is 512 and
we split it evenly. Figure 2 shows that the best parameter of K can be set to 8.

3.3 Prediction Performance of Proposed Model

For the stability of calculation result, a 5-times random selecting is operated. For each,
the four fifth of the processed dataset are as the training set and the rest are for testing.

Table 1 shows the results of the proposed method. From Table 1, it is obvious that
the precisions are more than 95.9 %, and the sensitivities are more than 90.72 %.
What’s more, employing the proposed method the accuracy of the PPI prediction
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Fig. 2. Overall accuracy rate with an increased K of features subset amount

Table 1. The prediction result of the test dataset using proposed method.

Model Testing set Sensitivity
(%)

Precision
(%)

Accuracy
(%)

MCC (%)

Proposed
method

1 91.35 97.03 94.32 89.27
2 90.72 95.90 93.47 87.78
3 91.35 96.76 94.19 89.03
4 91.26 96.38 93.97 88.64
5 90.81 96.18 93.65 88.09
Average 91.10 ± 0.31 96.45 ± 0.45 93.92 ± 0.36 88.56 ± 0.63

Zhou’s
work

SVM + LD 87.37 ± 0.22 89.50 ± 0.60 88.56 ± 0.33 77.15 ± 0.68

Guo’s
work

ACC 89.93 ± 3.68 88.87 ± 6.16 89.33 ± 2.67 N/A
AC 87.30 ± 0.22 87.82 ± 4.33 87.36 ± 1.38 N/A

Yangs’
work

Cod1 75.81 ± 1.20 74.75 ± 1.23 75.08 ± 1.13 N/A
Cod2 76.77 ± 0.69 82.17 ± 1.35 80.04 ± 1.06 N/A
Cod3 78.14 ± 0.90 81.86 ± 0.99 80.41 ± 0.47 N/A
Cod4 81.03 ± 1.74 90.24 ± 1.34 86.15 ± 1.17 N/A
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model is 93.92 % ± 0.36. From the statistics of the table, it shows that an average MCC
value of 88.09 % represents that the proposed method perform well. Moreover, the
standard deviation values of the sensitivity, precision, accuracy and MCC are as low as
0.31 %, 0.45 %, 0.36 %, and 0.63 % respectively.

Besides, many other researchers who are keen on investigations of predicting PPIs
come up with their own sequence-based methods. We compare our method with those
of Guo et al. [14], Zhou et al. [18], and Yang et al. [19] so as to evaluate the prediction
performances of the RF model. It can be observed from Table 1 that the proposed
method can achieve better performance than all of these methods which highlights the
superiority of the proposed method. Moreover, From Table 1 we can see that the
proposed method is robust and of high accuracy.

4 Discussion and Conclusions

In this study, we propose a novel approach for detecting PPIs by combining the RF
classifier with a LPQ method. The RF classifier is employed to build up the prediction
model, and the LPQ method is applied to extract the sequence information of proteins.
As a popular feature extraction approach widely used in the image processing,
LPQ-based texture descriptor can extract the local phrase information from a matrix.
Experiments on S. cerevisiae dataset demonstrate the superiority of the proposed
method over existing predictors. We believe that the proposed method will be a bright
and meaningful method for future proteomics research.
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Abstract. So far, the pulse rate variability (PRV) analysis methods cannot
effectively extract the nonlinear changes of heart beat and need long time
data. So a non-linear approach, sign series entropy analysis (SSEA), is
employed to derive age-related alterations from short-term PRV, and a prob‐
abilistic neural network (PNN) is designed to classify subjects according to
their ages. Continuous non-invasive blood pressure signals are chosen to
generate short-term PRV signals as the experimental data, and their time
domain and frequency domain parameters are also extracted for comparison.
The experimental results show that the sign series entropy has a significant
difference between young and old subjects, even if the PRV is corrupted by
heavy noises; and PNN can accurately classify subjects. SSEA is more suit‐
able for analyzing short-term PRV signals.

Keywords: Short-term pulse rate variability · Sign series entropy · Probabilistic
neural network · Age classification

1 Introduction

Heart rate variability (HRV) is the result of balance between sympathetic and parasympathetic
systems. Various studies have shown that HRV contains abundant physiological and patholog‐
ical information on cardiovascular neural systems [1]. HRV is derived from ECG signals.
However, during recording ECG signals, multiple electrode attachments and cable connections
is not convenient for data sampling. Compared with HRV, Pulse rate variability (PRV) can be
derived from pulse signals, which are easily collected [2]. In addition, a wide range of studies
have shown that PRV can be a surrogate of HRV [3, 4].

At present, HRV is analyzed either in the time domain or in the frequency
domain. In addition, there are geometric and nonlinear approaches [5] to deal with
it. Some nonlinear approaches have shown that aging has a profound impact on HRV
[6]. However, most methods need long-term HRV or PRV signals, some even over
24 h. In clinical applications, methods suitable for short-term PRV (<10 min) are
more useful.
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The nonlinear method, sign series entropy analysis (SSEA), was employed to
analyze short-term HRV signals [7], and the experimental results showed that the
sign series entropy (SSE) evidently changed along with aging. Up to present, it is
unknown whether SSEA is suitable for analyzing short-term PRV signals.

In this study, the principle of SSEA is first introduced. Then, the SSEA method is
employed to analyze short-term PRV signals from young and old subjects. Moreover,
the parameters of PRV signals in the time and the frequency domains are extracted for
comparison. Finally, a probabilistic neural network is utilized to classify subjects based
on SSE, the time and the frequency domain parameters, respectively.

2 Materials and Methods

2.1 Data

The PRV signals are extracted from the continuous non-invasive blood pressure signals
from the MIMIC/Fantasia database [8]. Two groups of healthy subjects, 20 young and
20 old subjects undergo 120 min of supine resting while continuous ECG and respiration
signals are collected. All subjects watch the movie, Fantasia (Disney, 1940), to maintain
wakefulness, and all signals are digitized at 250 Hz. Only a half of subjects of each group
are investigated to record continuous non-invasive blood pressure signals with the dura‐
tion of 66 min.

Compared to ECG signals, the pulse beats in blood pressure signals are uncalibrated.
So the dynamic difference threshold detection algorithm [9] is used to calibrate the pulse
beats, and each beat annotation is verified by visual inspection. Then the pulse rate
variability is obtained from continuous pulse beat intervals.

2.2 Sign Series Entropy Analysis of Short-Term Pulse Rate Variability

Denote PRV signals as {PP(i)}, i = 1, 2, …, N, where PP(i) is the interval between the
i-th and the (i + 1)-th pulse beat, and N is the number of pulse beat intervals. Here, three
symbols are employed to represent the variation directions of PRV signals:

(1)

Where, s(i) = 0, 1, 2 indicates the pulse beat interval is descendant, invariant, and
ascendent, respectively. From Eq. (1), the magnitude of PRV signals is coarse-grained,
and only the change direction is remained.

To seek for the rule of signal s(i)’s change, a vector series with the size of
 is defined as:

(2)
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Equation (2) show the process of generating S(i). Each vector replaces a kind of
changing mode of PRV signals. When the length of S(i) is m, there will have M = 3m

continuous modes. The probability of each mode is:

(3)

Where Nj is the number of the j-th mode in S(i). Then the information entropy of
each mode is:

(4)

Here, we rename the above information entropy as the sign series entropy (SSE),
and its value indicates the average irregularity of S(i).

2.3 Probabilistic Neural Network

Probabilistic neural network (PNN) proposed by Donald F. Specht has been widely
applied for its capabilities in learning and generalization. It consists in three layers,
i.e., input, hidden and output layers, where the input layer just receives input signals.
The hidden layer has a number of neurons for classifying these input signals by multi-
dimensional kernels. Here, we choose the Gaussian function as the kernels of PNN. The
output layer outputs the final results of PNN [10].

In this study, the PRV signals are derived from 20 subjects. Each PRV signal is
divided into 6 successive segments as the short-term PRV signals.

Then, the SSE of these short-term PRV signals is computed and input into PNN.
Meanwhile, some parameters in the time and the frequency domains are extracted for
comparison to determine whether SSE evidently changes along with aging. In the time
domain, the parameters are the mean value (MEANPP), the standard deviation (SDPP),
the root mean square of successive differences of pulse beat to beat intervals (RMSSD),
and the proportion of successive intervals differences over 50 ms (pNN50). In the
frequency domain, we compute the power spectrum density (here we use the Welch
PSD) after resampling the short-term PRV signals at 2 Hz with cubic spline interpola‐
tion. Then, the normalized low frequency (LF) power (0.04–0.15 Hz), high frequency
(HF) power (0.15–0.4) and the location of their peaks (peakLF and peakHF), as well as
the LF/HF ratio are extracted from the Welch PSD.

We extract these parameters from the short-term PRV signals. For each parameter,
we can obtain 120 samples. Then, t-test is used to test whether the parameter significantly
changes between the young and the old. Those parameters that significantly change are
chosen and combined as new models (here, model just represents the different types
inputs consist of the parameters). For each parameter with 120 samples, 100 of them are
randomly chosen as the training data, and the rest are as the testing data when training
a PNN. Further, we compare the accuracy in classification between SSE and the other
types of inputs.
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3 Results

3.1 The Results of Sign Series Entropy Analysis

The Result of SSE. Figure 1 shows the SSE distribution of the young and the old
subjects, where the first 60 samples are the SSE values of the old subjects, and the rest
are the SSE values of the young subjects. From this figure, the SSE value increases as
the increase of aging, and there is a significantly difference between these two groups
(P = 6.4885e-23).

Fig. 1. The comparison of SSE (m = 2) between the young and the old group where ‘*’ represents
the old subjects, and ‘ο’ means the young subjects

Fig. 2. The SSE results with different length of construct vector when the length of short-term
PRV is 10 min (mean ± standard deviation), where ‘*’ represents the old subjects, and ‘ο’ is the
young subjects

The Influence of the Length of Construct Vector to SSE. According to the
theory of SSEA, the longer the construct vector, the more kinds the variation
modes of PRV, the more computation time of SSEA. So it is important to choose
an appropriate value of m. The result with different values of m is shown as Fig. 2.
From this figure, the SSE value increases as the increase of m. The t-test results
corresponding to m = 2 to 6 are P = 0.0016 to 0.0019. The computation time
increases from 0.6936 ms to 1.0301 ms (The computation time is obtained under
the implementation environment of Intel (R) Core (TM) i7-4510U CPU). From the
t-test results, the difference of SSE values between the young and the old subjects
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is not significant along with m. However, the computation time of SSEA evidently
increases. Considering both the accuracy and real-time performance of SSEA,
m = 2 is a good choice in SSEA.

The Noise Immunity of SSEA. The PRV signals, which are corrupted by random noise
to imitate the effect of inaccuracy of beat intervals detection, are analyzed by SSEA.
The result is shown as Fig. 3, as the signal to noise rate decreases from 34 dB to 16 dB,
the SSE values of the old subjects decrease, whereas those of the young subjects do not
obviously change. There are significantly difference in the SSE values between the
young and the old subjects, even if the PRV signals have heavy noise.

Fig. 3. The noise immunity of SSEA when the length of short-term PRV is 10 min and m = 2
(mean ± standard deviation), where ‘*’ represents the old subjects, and ‘ο’ is the young subjects

3.2 The Results of Probabilistic Neural Network

The Results of t-test. For each parameter, we extract 120 samples from the short-term
PRV signals, and the t-test is employed to determine whether there is a significant
distinction between the young and the older subjects for this parameter. The results are
as follows: MEANPP: P = 0.9159. SDPP: P = 1.6251e-06. RMSSD: P = 0.0013.
pNN50: P = 1.0564e-19. LF: P = 3.5892e-08. peakLF: P = 0.1678. HF: P = 1.7986e-05.
peakHF: P = 0.1678. LF/HF: P = 0.8992. SSE: P = 3.8432e-22.

The Results of Model Building. From the t-test results, SDPP, pNN50, LF, HF and
SSE, which have more significantly difference than other parameters, are chosen to build
models for classifying the subjects based on aging. There are 15 models with 5 param‐
eters, as listed in Table 1, where ‘*’ means that the parameter in this row is chosen, and
1–15 in the first row refer to the number of models.

The Results of PNN. In this study, PNN is trained based on the samples of 15 models
to classify the young and the old subjects. The accuracy of all models are over 70 %;
model 1 is the most accurate, with its accuracy of 93.3 %; the accuracy of model 10 is
90 %; and the accuracy of models 2, 3, 6, 7 are above 85 %. Model 1 has only one
parameter, SSE, so SSE is the most related with aging among all these parameters.
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Table 1. The models consist of SSE, SDPP, pNN50, LF and HF.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

SSE * * * * *

SDPP * * * * * * * *

pNN50 * * * * * * * * *

LF * * * * * * * *

HF * * * * *

4 Discussion

In this work, SSEA is employed to extract the temporal and structural information
of the short-term PRV signals of the young and the old subjects. Compared with the
SSEA results of the short-term HRV signals in [7], the same conclusion we get about
the SSE values of HRV and PRV, they all increase as the increase of aging, but the
SSE values of PRV change significantly compared with those of HRV (HRV:
P = 3.5686e-12, PRV: P = 6.4885e-23). Moreover, the result of PNN for model 1
(only contains SSE) shows that the SSE value is valid to classify the young and the
old subjects (the accuracy >93 %).

In addition, to compare the parameters of the time and the frequency domains with
SSE, the 15 models are employed as the inputs of PNN to classify the subjects. The
accuracy of models with one parameter (as list in Table 1, model 1, 6, 10, 13 and 15)
are 93.3 %, 86.7 %, 90 %, 76.7 % and 80 %, respectively; the model that consists of SSE
is the most accurate. In conclusion, the SSE value of short-term pulse rate variability is
evidently related with the variation of age.

5 Conclusion

In this study, the sign series entropy analysis method is employed to derive the alterations
of aging from the young and the old subjects, and the probabilistic neural network is
designed to classify the subjects by their ages. The experimental results show that,
compared with the commonly used parameters, SSE is significantly changed as the
increase of age; and the PNN trained with SSE is efficient to classify the subjects.
Therefore, because of the simplicity and the computational efficiency of SSEA method,
it can be employed to analyze the short-term PRV signals in the portable medical devices.
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Abstract. In the study and practice of the tongue characterization, experienced
doctors found that a large number of the tongue images collected by tongue image
instrument don’t meet the clinical requirement, which will directly affects the
final result of tongue image analysis. In this paper, the automatic quality evalu‐
ation of tongue image is designed for the first time through the following steps.
First, the original tongue images are processed. Second, statistics of local normal‐
ized luminance based on natural scene statistics (NSS) model, color, geometric
and texture features of tongue images are extracted respectively. Finally, the
Random Forest classifier is used to classify. Experimental results show that the
method we proposed can get a better evaluation of tongue image quality. This
approach can provide reliably reference data for assisted tongue image analysis.

Keywords: Tongue image · Quality assessment · NSS · Random forest

1 Introduction

Traditional tongue diagnosis mainly depends on the doctor’s subjective analysis and
manual record, which can’t collect and save the features of the tongue images automat‐
ically. In Signal and Information Processing Lab of Beijing University of Technology,
tongue image analysis instrument (TIAI) has been built to acquire and analyze the tongue
image [1, 2]. The emergence of TIAI can solve the manual record problem of tongue
images characteristics and can give a relatively accurate diagnosis result. But there exist
some problems. Tongue image analysis by TIAI includes four steps: image acquisition,
pre-processing, feature extraction and recognition. But in the process of acquiring an
image, there is not a system that can evaluate the quality of tongue image. The judgment
whether the tongue image is qualified or not belongs to the domain of image quality
evaluation in essence.

In this paper, we propose an assessment method of tongue image quality based on
the Random Forest in TCM in order to pick out the qualified images. In Diagnostics of
Chinese Medicine [3], the requirements of tongue inspection are sticking out tongue,
fully exposing tongue, to be natural, relaxed, and the tongue should be flat diastole. But
in the study of tongue characterization, experienced doctors found that a larger number
of tongue images collected by TIAI don’t meet the clinical diagnostic requirement.
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Those images are shown by Fig. 1(b) and (d). So, we put forward a method to distinguish
the qualified and unqualified tongue images. So far, we haven’t found the papers on
TCM tongue image quality evaluation at home and abroad.

(a) (b) (c) (d)

Fig. 1. (a) Qualified image. (b) Unexposed fully tongue image. (c) No relaxed tongue image.
(d) Blur tongue image

2 Pre-processing Image

In this paper, the tongue images (all labelled by medical experts) we used are collected
from the people who undergo a medical examination by tongue image acquisition device
(see Fig. 2(a)) in hospital of Beijng University of Technology. Size of the original image
is 4271 × 2848 as shown in Fig. 2(b).

(a) (b)

Fig. 2. (a) Tongue image acquisition device. (b) Original image.

The original tongue images includes tongue (target area), and background regions.
For the whole image, there are a lot of backgrounds having nothing to do with the study
object. So target area will be found through pre-processing.

3 Feature Extraction

In the process of acquisition, there will be a variety of unqualified tongue images due
to the shaking of human or human tongue. In order to determine whether it is qualified
or not, feature based on NSS model is extracted. Color and geometric features are
extracted to determine whether it is the fully exposed tongue image, and texture features
are extracted to determine whether the tongue image is relaxed or not.

3.1 Feature Extraction Based on NSS

In [4, 5] we know that natural images are not necessarily images of natural environments
such as trees or skies. Any natural light image that is captured by an optical camera and
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is not subjected to artificial processing on a computer is regarded as a natural image.
Tongue images also are the natural images, and also possess certain regular statistical
properties [6, 7]. We use locally normalized luminance coefficients to quantify possible
losses of “naturalness” in the image. So in this paper, we have the same features with
recently introduced NSS based Blind/Referenceless Image Spatial Quality Evaluator
(BRISQUE) proposed in [4, 5].

GGD (Generalized Gaussian Model) to Fit the MSCN Coefficients. Ruderman [8]
found that normalized luminance values strongly tend to a unit normal Gaussian char‐
acteristic for natural image. We utilize the pre-processing model to transform lumi‐
nances as mean subtracted contrast normalized (MSCN) coefficients. The MSCN coef‐
ficients have characteristic statistical properties that are changed by the presence of
distortion. Figure 3 shows that MSCN coefficient distributions are symmetric. In this
article, we use GGD distribution where the GGD with zero mean is given by Eq. (1).

(1)

(2)
Where,  is the gamma function,  controls the shape of the distribution while 
control the variance.

As illustrated in Fig. 3, we also can see that unqualified tongue images have a heavy
tail, which can distinguish two kinds of tongue images.
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Fig. 3. Distribution of MSCN coefficients of qualified and unqualified tongue images

AGGD (Asymmetric Generalized Gaussian Distribution) to Fit the Paired
Products of Neighboring MSCN Coefficients. We model the statistical relationships
between neighboring pixels using the empirical distributions of paired products of adja‐
cent MSCN coefficients in four orientations–horizontal, vertical, main-diagonal and
secondary-diagonal. We utilize AGGD model to fit the paired products of adjacent
MSCN coefficients, as illustrated in Eq. (3):

(3)

(4)

732 X. Zhang et al.



(5)
 controls the shape of the distribution.  and  are control the left and right variances

of the model, respectively.

Feature Selection. For each tongue image, the parameters ( ) of the best GGD fit
and parameters ( ) of the best AGGD fit are extracted. For each paired product,
16 parameters (4 parameters × 4 orientations) are computed as 16 features. Thus, a total
of 18 features of each tongue image. Images are naturally multiscale, and distortions
affect image structure across scales. Research [5] has demonstrated that increasing the
number of scales beyond 2 did not improve the performance. Thus, the features are
computed at two scales.

3.2 Feature Extraction of Color

In the image, the main colors are tongue color and complexion. According to statistics
on the probability of all colors, we choose four most frequently occurring colors as the
color feature. Images we used are in RGB color space. So we convert it into HSV [9]
color space, because the HSV is closer to the way of human vision. Quantify hue (H),
saturation (S) and value (V) respectively with unequal interval. Then H, S, V can be
divided into 16 portions, 4 portions, 4 portions respectively, and integrated them into a
one-dimensional histogram according to L = 16 h + 4 s + v.

3.3 Feature Extraction of Geometric

As shown in Fig. 1(a) and (b), the area of qualified tongue image is relatively large, and
the aspect ratio is relatively small. But the unqualified tongue image is just on the
contrary. Before we extract the geometric features, we should find the tongue body. In
[10], we know that binary H component can display the contours of tongue and both
sides of tongue and binary V component can present the contours of tongue base in HSV
color space. So we use HSV color space. Convert RGB color space into HSV color
space, and extract the H, S, V component respectively. Then binarize the image of H
and V component, as shown by Fig. 4(a) and (b). We implement closing and opening
operation of mathematical morphology on binary H component (Fig. 4(c)). Binary H
component and V component are fused (Fig. 4(d)), and there are some lips, so we remove
small area (Fig. 4(e)). The area and aspect ratio are extracted as the geometric features.

(a) (b) (c) (d) (e)

Fig. 4. (a) Binary tongue image of H. (b) Binary tongue image of V. (c) Morphological operations
of H. (d) Fusion of tongue image. (e) Remove small area.
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3.4 Feature Extraction of Texture

As shown in Fig. 1(c), unqualified tongue images have a big coarseness in tongue body
edge. So, the tongue body edge should be found, and then the texture features are
extracted. These features are more complex, and they don’t have the regularity or perio‐
dicity and so on characteristics. So, statistical-based method can be used for extracting
the features of the texture. In statistical-based method, Tamura [11] texture is the method
that based on the human visual property. Thus, we utilize this method to extract the
texture features. Consider the coarseness, contrast, roughness as the texture features.
We can get the tongue body though the method of 3.3. Then we set the pixel value of
the tongue image’s middle region to zero automatically and then get the tongue body
edge. Texture features of target tongue images are extracted.

4 Random Forest

Random Forest [12, 13] grows many classification trees. To classify a new object from
an input vector, put the input vector down each of the trees in the forest. Each tree gives
a classification, the forest chooses the classification having the most votes. It gives esti‐
mates of what variables are important in the classification. Therefore, we used Random
Forest in this paper. Each tree is grown in the following way: If the number of cases in
the training set is N, sample N cases at random – but with replacement, from the original
data. This sample will be the training set for growing the tree. If there are M input
variables, a number m ≪ M is specified such that at each node, m variables are selected
at random out of the M and the best split on these m is used to split the node. The value
of m is held constant during the forest growing. Each tree is grown to the largest extent
possible. There is no pruning.

5 Experimental Results

We verify the generalization ability by oob error estimate and cross-validation (CV)
using same data set.

Table 1. Time efficiency and generalization error comparison of CV and oob error rate

Method Cross-validation OOB error rate

Time(s) 64.1467 3.8604

Generalization error      0.1975 0.1848

From Table 1, we know that oob and CV have the similar generalization error. But
the time complexity of CV is much bigger than oob. So Random Forest has a better
performance. RF also can give estimates of what variables are important in the classi‐
fication (see Fig. 5). Gini index and accuracy decreases for each feature over all trees in
the forest gives a fast feature importance. From Fig. 5, we can know that the features
that we choose are useful.
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The performance of classifier is based on the scale of the RF. In order to study the
identification of the RF under different number of decision tree, we use the same date
set, same candidate attributes and different RF size. As illustrated in Table 2, different
number of RF trees has different identification accuracy. We set the number of RF trees
between 20 and 300, and get the best number automatically. The highest classification
accuracy is 87.65 %.

In our experiment, we select 324 qualified and 324 unqualified tongue images. A
quarter of samples are randomly selected as testing samples, the remaining 3/4 as
training. We extract 36 dimensions of normalized luminance features, 4 dimensions of
color features, 2 dimensions of geometric features and 3 dimensions of texture features,

Table 2. The number of decision trees influence on the identification accuracy

Number of trees Accuracy (%) Testing set Training set

10 77.78% 98.77%
30 87.04% 100%

50 84.57% 100%

100 82.10% 100%

200 84.57% 100%

500 85.80% 100%
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a total of 45 dimensions, then take the characteristics of data into normalization, using
the RF and SVM to classify. Different testing and training samples are randomly selected
respectively. Take 20 groups of experiments, the results distribution of testing samples
and training samples are illustrated in Fig. 6. As shown by Fig. 6, for the same date, the
classification accuracy rate of RF is higher than SVM on testing and training samples.
Through the above experiment, we can know that RF is benefit to picking the qualified
tongue images automatically.

6 Conclusions

Through the method we proposed, we can automatically pick out the qualified and
unqualified tongue image in the clinical medicine and development of tongue charac‐
terization. Experiment results show this method can evaluate the quality of tongue image
and have a better classification results. This approach is expected to be applied to the
next generation of TIAI. We expect that the tongue image quality can be evaluated when
it is acquired, which is our further work.
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Abstract. Epilepsy is a common neurological disorder and characterized by
recurrent seizures. Although many classification methods have been applied to
classify EEG signals for detection of epilepsy, little attention is paid on accurate
epileptic seizure detection methods with comprehensible and transparent inter‐
pretation. This study develops a detection framework and focuses on doing a
comparative study by applying the four rule-based classifiers, i.e., the decision
tree algorithm C4.5, the random forest algorithm (RF), the support vector machine
(SVM) based decision tree algorithm (SVM + C4.5) and the SVM based RF
algorithm (SVM + RF), to two-group and three-group classification and the most
challenging five-group classification on epileptic seizures in EEG signals. The
experimental results justify that in addition to high interpretability, RF has the
competitive advantage for two-group and three-group classification with the
average accuracy of 0.9896 and 0.9600. More importantly, its performance is
highlighted in five-group classification with the highest average accuracy of
0.8260 in contrast to other three rule-based classifiers.

Keywords: Seizure detection · EEG · Random forest · SVM · Ensemble learning
approach

1 Introduction

Epilepsy is a common brain disorder, characterized by recurrent seizures [1]. EEG
(electroencephalogram) signals are widely in use to detect the epilepsy by directly
recording the brain’s electrical activity. However, they still encounter the clinical diffi‐
culties. Generally, as stated in [2], there are two techniques involved in the detection
system which are feature extraction techniques on the EEG input signals and classifi‐
cation techniques on extracted features. In this study, in order to achieve an accurate
epileptic seizure detection with comprehensible and transparent interpretation, we
develop a detection framework in which the often-used short time Fourier transform
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(STFT) method [3] is used to extract features of EEG signals, and four rule-based
classifiers - decision tree algorithm C4.5 [4], RF [5] and two ensemble learning
approaches – SVM + C4.5 and SVM + RF [6] - are taken to do comparison for the
detection of epileptic seizures in EEG signals in two-, three- and the most challenging
five- group classification.

This paper is organized as follows. Section 2 describes the proposed detection
framework. Section 3 discusses the EEG dataset and the STFT algorithm for feature
extraction. The experiment results and conclusion are given in Sects. 4 and 5.

2 The Proposed Detection Framework

The proposed detection framework for two-, three- and five-group classification in EEG
signals can be described as three stages.

In the first stage, a feature extraction method – STFT is run on EEG signals to
generate the training and testing datasets with the extracted features.

In the second stage, four rule-based classifiers – the decision tree algorithm C4.5 [4],
the RF algorithm [5], two ensemble learning approaches called SVM + C4.5 and
SVM + RF are utilized on the training dataset to construct comprehensive and trans‐
parent rules for classification on extracted features. As two comprehensible decision tree
classifiers, C4.5 learns rules by splitting the training dataset into subsets based on an
attribute value test, and RF is an ensemble learning method for classification, which
consists of many decision tree classifiers and aggregates the results. As we may know
well, SVM is the most typical kernel-based classifier in supervised learning [6–8]. In
order to save the space of the paper, here we do not review these three classifiers, and
their details can be seen in [6, 7]. SVM + C4.5 and SVM + RF here begin with the
training dataset which is used to construct the SVM model by tuning the parameters
through cross-validation (CV). And then they extract the support vectors (SVs) from the
model constructed by the best fold of cross validation. After that, the SVs are put into
the built SVM model to get the predicted labels, and these predicted labels will take
place of the original actual labels of the SVs to form an artificial dataset. The purpose
of the replacement of labels is to maximize the simulation of the prediction by the SVM
model [7]. The reasons we perform this rule extraction technique from SVM is that it is
a way to have an insight into black-box model and eliminate the noise which is class
overlapping in the data [8]. The SVs are used to construct two rule sets separately by
C4.5 and RF, which are fixed by tuning the parameters through cross validation.

In the third stage, the rule sets generated from four classifiers are evaluated on the
testing dataset and the corresponding results are compared.

Let us keep in mind that SVM has been applied in the analysis of EEG signals and
C4.5 has been used only for two-group and three-group seizure classification. However,
RF and the ensemble learning approaches SVM + RF and SVM + C4.5 have never been
applied to classification of EEG signals before, especially for multi-class classification of
EEG signals. Although the ensemble learning approach SVM + RF exhibits the superi‐
ority over other three rule-based classifiers in [7] for diagnosis of diabetes, we indeed need
evidence to support its feasibility in detection of epileptic seizures in EEG signals.
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3 Datasets and Feature Extraction

3.1 Datasets

The dataset used in this study is from the University of Bonn, Germany [9]. This dataset
has five subsets (A, B, C, D, E) and each contains 100 single-channel EEG segments
captured in 23.6 s. The sampling rate of all subsets is 173.6 Hz. Subsets A and B consist
of EEG signals taken from five normal volunteers using standardized electrode place‐
ment scheme. The volunteers were relaxed in awake state with eyes open (subset A) and
eyes closed (subset B) respectively. Subsets C, D and E are EEG signals carried out on
epileptic subjects of presurgical diagnosis. Segments in subset C were recorded from
the hippocampal formation of the opposite hemisphere of the brain and those in subset
D were recorded from the epileptogenic zone. Both subsets C and D contain signals
measured only during seizure free intervals, while subset E contains data recorded only
during seizure activity. Figure 1 shows the EEG signals of the five groups.

Fig. 1. EEG signals from Group A to Group E

Three experiments (Expt 1, 2 and 3) are carried out to evaluate the performance of
classifiers in classifying the EEG signals into two, three and five groups respectively.

Expt 1: Two-group classification. The goal is to find the distinctive features extracted
from sub-band frequency analysis and to accurately classify healthy and epileptic
subjects. The EEG signals of data sets A and B are used to represent a group of 200
healthy subjects, whereas the epileptic seizure EEG signals in set E are used to represent
a group of 100 epileptic subjects. Here we use the SVM model [6].
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Expt 2: Three-group classification. The goal is to accurately classify three groups of
subjects, namely Group 1, the healthy subjects; Group 2, the epileptic subjects during a
seizure-free interval; and Group 3, epileptic subjects during a seizure. The data used in
this experiment are arranged such that data sets A and B are combined to represent Group
1; sets C and D are merged to represent Group 2, and finally, set E represents Group 3.
Here we use the multi-class SVM model [10].

Expt 3: Five-group classification. As stated in [11], differences between all five groups
of subjects in the original dataset should be recognized. Therefore the goal of the third
experiment is to classify the EGG segments from different extracranial and intracranial
recording regions, and particularly from different physiological states brain activities.
Here we use the multi-class SVM model [10]. This is the most challenging task and so
far no previous research has been conducted for five-group classification by using the
complete EEG dataset from Bonn University of Bonn.

3.2 Feature Extraction

In this study, short time Fourier transform (STFT) [3] is utilized for feature extraction.
To perform STFT, a small sliding window is used for the Fourier transform. The spec‐
trogram is computed with a one second hamming window for every half second, which
is a widely adopted approach in EEG signal processing systems. For a given continuous
EEG signal , a function of limited width window  and the centre of a small
window , STFT can be computed by

(1)

where  is a transformation function, mapping the EEG signals into the time-frequency
plane.

Firstly, the STFT method distributes EEG signals into different local stationary
signal segments. A group of spectra of local signals is then obtained through Fourier
transform. Also, the time-varying characteristics of the signals with discrepancy in local
spectrum at different times can be seen. Finally the energy of the EEG signals is separated
into five frequency bands which are listed in Table 1. Figure 2 illustrates the extracted
EEG signals of group A.

Table 1. Five frequency sub-bands

Band Delta Theta Alpha Beta Gamma

Frequency range (Hz) 0–4 4–8 8–15 15–30 30–60
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Fig. 2. Extracted features of EEG signal in group A by STFT

4 Results and Discussion

In this experimental study, STFT technique is first applied on the original EEG
signals to get the dataset with extracted features. After that, we utilize the rule based
classifiers – RF, C4.5, SVM + RF and SVM + C4.5 – on the dataset with extracted
features on detection of epileptic seizures.

For SVM + C4.5 and SVM + RF, we run on the dataset ten times in which each time
we separate the dataset into training and test dataset with a ratio 9:1 randomly. In the
first running time, 90 % of the dataset is used for training SVMs by 10-fold Cross Vali‐
dation (CV). 10-fold CV is to search for the optimal parameter C and kernel parameter
delta of SVM by the grid-search. Also the SVM model is constructed by the best fold
which obtains the best classification rate on that fold’s test set, and finally the built SVM
model is tested on the remaining 10 % dataset. For the remaining nine times, in order to
ensure the fair performance of the trained model, the nine shuffled datasets are trained

Table 2. Average accuracy results in experiments of 10-Fold CV for 10 runs

Expt 1 (mean ± SD) Expt 2 (mean ± SD) Expt 3 (mean ± SD)

SVM 0.9963 ± 0.0117 0.9660 ± 0.0325 0.6704 ± 0.0501

RF 0.9930 ± 0.0044 0.9569 ± 0.0369 0.8311 ± 0.0515

C4.5 0.9852 ± 0.0259 0.9311 ± 0.0286 0.7178 ± 0.0555

RF on SVs 0.9900 ± 0.0161 0.9432 ± 0.0467 0.9216 ± 0.0348

C4.5 on SVs 0.9917 ± 0.0118 0.9218 ± 0.0708 0.9102 ± 0.0362
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by SVM with the same chosen parameters. Additionally, RF and C4.5 are implemented
on the same dataset for ten runs. The average accuracy results of SVM, RF and C4.5 in
three experiments of 10-fold CV for 10 runs are shown in Table 2. After SVM, in terms
of SVM + RF and SVM + C4.5, RF and C4.5 run with the obtained SVs with the
predicted labels. Their results are also listed in Table 2.

In terms of Table 2, both RF and C4.5 work well on the obtained SVs, but SVM + RF
and SVM + C4.5 are heavily dependent on SVM’s performance. Therefore, these five
classifiers actually perform well in Expt 1 and Expt 2. However, RF has obvious
advantage over other four classifiers for five-group classification in Expt 3.

In order to evaluate the proposed detection framework, SVM + RF, SVM + C4.5,
RF and C4.5 are tested on the corresponding testing dataset for 10 runs. The average
accuracy results for the testing set for 10 runs were shown in Table 3.

Table 3. Average accuracy results for the testing sets in experiments for ten runs

Expt 1 (mean ± SD) Expt 2 (mean ± SD) Expt 3 (mean ± SD)

SVM + RF 0.9967 ± 0.0105 0.9720 ± 0.0253 0.6980 ± 0.0797

SVM + C4.5 0.9933 ± 0.0141 0.9433 ± 0.0312 0.6820 ± 0.0649

SVM 0.9940 ± 0.0123 0.9400 ± 0.0351 0.6600 ± 0.0736

RF 0.9896 ± 0.0157 0.9600 ± 0.0311 0.8260 ± 0.0525

C4.5 0.9920 ± 0.0144 0.9367 ± 0.0416 0.7220 ± 0.0537

Table 3 demonstrates that in Expt 1, two ensemble learning approaches SVM + RF
and SVM + C4.5 show the best average classification results on two-group classification
which are 0.9967 and 0.9933, respectively. RF obtains the worst accuracy result which
still achieves at 0.9896. Thus, for two-group classification, all the classifiers perform
very well without significant performance difference among them. In Expt 2, SVM + RF
and RF yield better classification results, i.e., 0.9720 and 0.9600, respectively, on three-
group classification. The remaining classifiers’ performances are below 0.9500. In Expt
3, RF stands out in five-group classification with the highest accuracy of 0.8260 in four
classifiers. C4.5 obtains the second highest accuracy of 0.7220 and the other two clas‐
sifiers are with the accuracies below 0.7000. SVM gets the average accuracies of 0.9940,
0.9400 and 0.6600, respectively, in two-, three-, and five-group classification, which
means that SVM has the general performance but no explainable ability at all.

As the result, we can conclude that among all four rule-based classifiers, due to its
strong decision-tree-based ensemble learning capability, RF is at least comparable to
and even outperforms C4.5, SVM + RF and SVM + C4.5 in detection of EEG signals
in two-, three-and five-group classification. In the most challenging five-group classifi‐
cation, it has significant advantage over C4.5, SVM + RF and SVM + C4.5. It might be
due to the SVM’s poor performance on five-group classification (0.6704) in Table 2,
which directly affects the rule extraction from SVM by the ensemble learning
approaches. On the other hand, during the experiments, RF does not need to tune a bunch
of parameters like SVM which also makes it easy to implement and scale up.
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5 Conclusion

This study utilizes the comprehensive and transparent rule-based approaches – RF, C4.5,
SVM + RF and SVM + C4.5, to detect epileptic seizures in EEG signals for two-, three-
and five- group classification. STFT is for feature selection at the data preparation stage.
Experimental results indicate that RF has the competitive advantage in two- and three-
group classification of EEG signals. Moreover, it has the obvious advantage in the most
challenging five-group classification with the highest average accuracy of 0.8260 in
contrast to other three rule-based classifiers. These rule sets generated by RF can be
regarded as a second choice for diagnosis of epilepsy and the results from the model are
easy to understand by users after a brief explanation. Further research is to prune the
rule set of RF such that the obtained rule set is much less without degrading the classi‐
fication accuracy of EEG signals a lot.
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Abstract. The regularization plays an important role in the sparse-view x-ray
computer tomography (CT) reconstruction. Based on the piecewise constant
assumption, total variation (TV) regularization has been widely discussed for the
sparse-view CT reconstruction. However, TV minimization often leads to some
loss of the image edge information during reducing the image noise and arti-
facts. To overcome the drawback of TV regularization, this paper proposes to
introduce a novel Mumford-Shah total variation (MSTV) regularization by
integrating TV minimization and Mumford–Shah segmentation. Subsequently, a
penalized weighted least-squares (PWLS) scheme with MSTV is presented for
the sparse-view CT reconstruction. To evaluate the performance of our
PWLS-MSTV algorithm, both qualitative and quantitative analyses are executed
via phantom experiments. Experimental results show that the proposed
PWLS-MSTV algorithm can attain notable gains in terms of accuracy and
resolution properties over the TV regularization based algorithm.

Keywords: Statistical image reconstruction � Regularization � Image
segmentation � Mumford-Shah total variation

1 Introduction

With the increasing concerns on the x-ray radiation exposure to patients, minimizing
the exposure risk has been one of the major endeavors in current computed
tomography (CT) examinations [1, 2]. In order to reduce radiation dose, two classes
of strategies have been extensively discussed: (1) lower the x-ray flux towards each
detector bins by lower x-ray tube current-measured by milliampere-seconds (mAs) or
lower x-ray tube voltage-measured by kilovoltage-peak (kVp); and (2) lower the
required number of projection views during the inspection. Although the two strat-
egies can reduce the radiation exposure risk considerably, noisy and artifacts would

© Springer International Publishing Switzerland 2015
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be inevitably introduced into the resulting image. Acquiring a high-diagnostic CT
images from low-dose or sparse-view acquisitions would naturally be an important
and interesting research topic in the CT field. In this work, we focus on the
sparse-view CT image reconstruction.

Due to the data inconsistency in the sparse-view acquisitions, the CT image
reconstructed by the conventional filtered back-projection (FBP) algorithm usually
suffers serious streak artifacts and noise. To address this problem, various image
reconstruction methods by incorporating adequate prior information about the desired
image have been widely studied [3–11]. Based on the piecewise constant assumption of
the desired image, the total variation (TV) based projection onto convex sets (POCS)
reconstruction strategy has shown its effectiveness for dealing with the data insuffi-
ciency from sparse-view sampling [3, 4]. Furthermore, to address the limitations of the
original TV constrain with isotropic edge property, different weighted-TVs, as exten-
sions of the original one, were proposed recently [9–13].

In this work, aiming to improve the TV regularization, we introduce a useful
variation of TV called Mumford-Shah TV, namely MSTV [14], which not only con-
siders the TV norm of to-be-estimated image, but also considers the corresponding
edge of to-be-estimated image. With considering the measure of corresponding edge, a
higher resolution and a better quality of the reconstructed image can be achieved. To
compare the MSTV regularization with the TV regularization fairly, the MSTV reg-
ularization was adapted under the penalized weighted least-squares (PWLS) criteria for
CT image reconstruction from sparse-view projection measurements. For simplicity,
the present algorithm is termed as “PWLS-MSTV”. Compared with the TV recon-
struction algorithm (namely, termed as “PWLS-TV”), qualitative and quantitative
evaluations were carried out on the digital phantoms in terms of accuracy and reso-
lution properties.

2 Description of the Proposed Method

2.1 Mumford-Shah Total Variation

The MSTV was first proposed by Shah [14] in the image segmentation and extensively
studied in image segmentation and image restoration [12, 15]. Actually, the widely
used MSTV is an approximation proposed by Alicandro et al. [16]:

MSTVeðu; vÞ ¼
Z
X
v2 ruj jdxþ a

Z
X

e vj j2þ v� 1ð Þ2
4e

 !
dx ð1Þ

where X is a bounded domain, ru is the gradient of image u, and v is the edge function
of image u, which is approximate to zero in the edge of image u while it is approximate
to one in other region of image 300th, e is a small positive constant and a is a
positive weight which needs to be tuned manually. Alicandro et al. [16] also proved the
C-convergence of this function to
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MSTVðuÞ ¼
Z
XnK

ruj jdxþ a
Z
K

uþ � u�j j
1þ uþ � u�j jdH

1 þ Dcuj j Xð Þ ð2Þ

where uþ and u� denote the image values on two sides of the edge set K, H1 is the
one-dimensional Hausdorff measure and Dcu is the Cantor part of the measure-valued
derivative Du. Through the definition of MSTV as shown in (2), it is obvious that
MSTV not only considered the TV norm of image u in the image domain except for the
edge, but also considered the measure of edge set K. Therefore, MSTV regularization
brings more powerful regularity of solution than TV regularization.

2.2 PWLS-MSTV Minimization

Inspired by the studies of MSTV in image restoration [12], we propose the cost
function for CT image reconstruction as follows:

min
u� 0;v

ðy� HuÞTG�1ðy� HuÞ þ b2MSTVeðu; vÞ ð3Þ

where G ¼ 1
b1
HHT þ R, b1 and b2 are two hyperparameters to balance these two terms,

namely, the fidelity term and the regularization term. And u is the vector of attenuation
coefficients to be reconstructed, symbol T denotes the matrix transpose. The operator H
represents the system or projection matrix with the size of M � N. The element of hij is
the length of the intersection of projection ray i with pixel j. R is a diagonal matrix with
the ith element of r2

i which is the variance of sinogram data yi. Additionally, by
introducing a new vector f , we have

min
f
ðy� Hf ÞTR�1ðy� Hf Þ þ b1 f � uk k2¼ ðy� HuÞTG�1ðy� HuÞ: ð4Þ

Hence, solving formula (4) is equal to solve the below formula:

min
u� 0;f ;v

ðy� Hf ÞTR�1ðy� Hf Þ þ b1 f � uk k2þb2MSTVeðu; vÞ: ð5Þ

Namely,

min
u� 0;f ;v

ðy� Hf ÞTR�1ðy� Hf Þ þ b1 f � uk k2þb2

Z
X
v2 ruj jdx

þ c
Z
X

v� 1ð Þ2
4e

þ e rvj j2dx ð6Þ

Here, the parameter c ¼ b2a for simplifying the redundant parameters. To solve the
cost function in Eq. (6), an alternating optimization method referring to [7] was adopetd
in this work.
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3 Experimental Results

Figure 1 is a slice of the XCAT phantom, which contains head anatomy structures
with a tumor lesion. We find a geometry which was representative of a monoen-
ergetic fan-beam CT scanner setup. The imaging parameters of the CT scanner were
as follows: (1) each rotation includes 1160 projection views that are evenly spaced
on a circular orbit; (2) the number of channels per view was 672; (3) the distance
from the detector arrays to the X-ray source is 1040 mm; (4) the distance from the
rotation center to the X-ray source is 570 mm; and (5) the space of each detector
bin is 1.407 mm. All the reconstructed images were composed 512 × 512 square
pixels and the size of pixel was 0.625 × 0.625 mm. Each projection datum along an
X-ray through the sectional image was calculated based on the known densities and
intersection areas of the ray with the geometric shapes of the objects in the sec-
tional image.

As previous studies mentioned in [11], we first simulated the noise-free sinogram
data ŷ, then generated the noisy transmission measurement I according to the statistical
model of the prelogarithm projection data, namely,

I ¼ PoissonðI0 expð�ŷÞÞ þ Normalð0;r2
eÞ ð7Þ

where I0 is the incident X-ray intensity and r2
e is the background electronic noise

variance. In the simulation, I0 and r2
e were set to 1:0� 106 and 11:0, respectively.

Finally, the noisy sinogram data y were calculated by performing the logarithm
transformation on the transmission data I.

Figure 2 represents the visualization-based evaluation among recontruced results.
The reconstructed images are corresponding to the FBP, PWLS-TV and PWLS-MSTV
methods in the column. From top to bottom corresponds results reconstructed from 30-,
40-, 60- view projections, respectively. It can be seen that the reconstructed images by
PWLS-MSTV are superior to other methods from each projection view, especially
from 30-view, with more structure details preserving. The result also illustrates that the
PWLS-MSTV method can achieve more close results to the true phantom image than
the PWLS-TV method.

Fig. 1. A slice of digital XCAT phantom that contains head anatomy structures.
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For comparing the ability of noise reduction with both the PWLS-MSTV and the
PWLS-TV methods, the peak signal to noise ratio (PSNR) is used. Table 1 lists the
PSNRs of the resulting images by both the PWLS-MSTV and the PWLS-TV methods
from 30-, 40-, and 60- view projections, respectively. The proposed PWLS-MSTV
method achieves higher PSNRs than the PWLS-TV method, which means more strong
ability of noise reduction.

For comparing the ability of keeping the similarity between the reconstructed and
ideal images with PWLS-TV, the universal quality index (UQI) [18] is studied in the
region of interest (ROI)-based analysis. UQI is employed for measuring the similarity
between the reconstructed and true images. The higher value UQI has, the higher
similarity to the true image the reconstructed image have. Figure 3 shows the UQI
comparison among the FBP, PWLS-TV and the proposed PWLS-MSTV methods. The
result demonstrates that the reconstructed image with PWLS-MSTV has higher simi-
larity than the reconstructed images with both FBP and PWLS-TV.

Table 1. The PSNRs of results by both the PWLS-MSTV and the PWLS-TV methods.

Projection views PWLS-TV PWLS-MSTV

30 views 34.82 dB 36.56 dB
40 views 37.62 dB 38.90 dB
60 views 39.13 dB 40.59 dB

Fig. 2. Images reconstructed by the FBP with ramp filter, PWLS-TV andPWLS-MSTV methods
from 30-, 40-, 60- view projections, respectively. The first, second and third row correspond
results from 30-, 40-, 60- view projections, respectively. The first, second and third column
correspond FBP, PWLS-TV and PWLS-MSTV.
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4 Conclusion

To improve the performance of TV regularization for the sparse-view CT recon-
struction, we introduced an improved TV-based regularization, namely MSTV regu-
larization, which integrates TV minimization and Mumford–Shah segmentation. The
proposed PWLS-MSTV algorithm jointly solves the CT image reconstruction and
segmentation simultaneously. The Mumford–Shah segmentation information could
make good the loss resulted by TV regularization. And these reconstruction and seg-
mentation results mutually promote. Experimental results demonstrated that the pro-
posed PWLS-MSTV algorithm can attain notable gains in terms of accuracy and
resolution properties over the PWLS-TV algorithm.
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Abstract. Various recurrent neural networks have been utilised for medical data
analysis and classifications. In this paper, the ability of using dynamic neural
network to medicine related problems has been examined. Furthermore, a survey
on the use of recurrent neural network architectures in medical applications will
be discussed. A case study using the Elman, the Jordan and Layer recurrent
networks for the classifications of Uterine Electrohysterography signals for the
prediction of term and preterm delivery for pregnant women are presented.
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1 Introduction

The development of medical information systems has played an important role in medical
societies. The aim of these developments is to improve the utilisation of technology in
medical applications. Expert systems and different Artificial Intelligence methods and
techniques have been used and developed to improve decision support tools for medical
purposes. One of the most widely-used classification tools for medical application is Arti‐
ficial Neural Network (ANN). ANNs have the ability to identify differences between
groups of signals, which were utilised to identify different types of diseases and illnesses.
This is related to their characteristics of self-learning, self-organization, non-linearity, and
parallel processing compared with linear traditional classifiers [16]. However, the feed‐
forward neural networks suffer from some limitation specially when dealing with
temporal pattern. Recurrent neural networks (RNNs) have advantages over feedforward
neural networks. They have the ability to discover the hidden structure of the medical time
signal. Existing studies have indicated that RNN has the ability to perform pattern recog‐
nition in medical time-series data and has obtained high accuracy in the classification of
medical signals [5, 11, 19]. In addition, it has been shown that RNN has the ability to
provide an insight into the feature used to represent biological signals. Therefore, the
employment of a dynamic tool to deal with time-series data classification is highly
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recommended. This type of neural network has a memory that is capable of storing infor‐
mation from past behaviours [10]. One of the most important applications of RNN is to
model or identify temporal patterns, as Chung et al. have stated in his work [4]. Different
studies have indicated that RNN can be applied to non-linear decision boundaries [9]. In
addition, the main advantages of recurrent neural networks is their ability to deal with
static and dynamical situations.

In this paper, the applications of recurrent neural networks for medical data clas‐
sification will be discussed. Furthermore, there is a strong body of evidence emerging
that suggests the analysis of uterine electrical signals, from the abdominal surface
(Electrohysterography – EHG), could provide a viable way of diagnosing true labour
and even predict preterm deliveries. Hence, the performance of three types of recur‐
rent neural network architectures including the Elman, the Jordan and the Layer
recurrent networks for the classifications of Uterine EHG signals for the prediction
of term and preterm delivery for pregnant women will be presented and discussed
as a case study to validate our research for the applicability of recurrent neural
networks as classification algorithms for medical data.

2 Recurrent Neural Networks for Classification

In the last couple of years, various medical applications based on RNN have been devel‐
oped. One of the most prominent applications of RNN is pattern recognition, such as
automated diagnostic systems. The RNN can utilize nonlinear decision boundaries and
process memory of the state, which is crucial for the classification task [9, 19]. Numbers
of studies have confirmed that RNN has the ability to distinguish linear and nonlinear
relations in the signals. In addition, they have proven that RNN enjoys signal recognition
abilities [19]. The researchers are attempted to investigate the ability of RNN to classify
biological signals (e.g. EEG, ECG and EMG). The procedure for signals classification
is performed in two stages. The first step is extracting the features. These features will
be used as an input to RNN classifier. This will follow by preforming the classifier
techniques.

Currently, most research work is based on using recurrent neural network for EEG
signals classification. Koskela et al. [12] have been addressed the utilising of recurrent
self-organising map (RSOM) to EEG signals for epileptic. It has been applied to detect
the activity of epileptic on EEG signals. The EEG sample was 200 Hz. The features that
have been used on this experiment are spectral features and they were extracted with
256 size of window. They used wavelet transform to extract signals from each window,
and sixteen energy features from the wavelet domain have been computed for each
window. The data divided into training and testing set, the training set contains
150987 × 16 dimension vectors, and the epileptic activity was 5430 patterns on the
training set. The RSOM network has been run to classify the EEG signal to normal or
epileptic activity. Their results show that RSOM achieved better clustering result than
self-organising map (SOM). They conclude that using context memory for detecting the
EEG epileptic activity has enhanced the classification performance on SOM [12].

Another study was presented using the Elman network to classify the mental diseases
on EEG signals combined with wavelet pre-processing. Petrosian et al. [19] investigated
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the ability of RNN employed with wavelet pre-processing methods for diagnosis of
epileptic seizures in EEG signals and for the early detection of Alzheimer’s Disease
(AD) in EEG signals. For diagnosis of epileptic seizures in EEG signals analysis task,
the authors examined the ability of recurrent neural networks (RNN) combined wavelet
transformation methods to predict the onset of epileptic seizures. The signals were
collected from EEG channel. The recurrent neural network was trained based on decou‐
pled extended kalmen filter (DEKF) algorithm. In Alzheimer’s disease in EEG signals
detection task, the RNN has been used to distinguish between AD and healthy groups.
In that study, the authors have used network training algorithm based on Extended
Kalman Filter (EKF). The signals were obtained from ten healthy persons and ten early
AD patients. The EEG signals were recorded using 9 channels with 2 min length and
with 512 Hz sampling rate. EEG has been recorded to monitor the subject during the
eyes closed resting state. The Fourier power spectra methods have been used to analysis
the row EEG signals. The band pass FIR filter has been used to filter each EEG signals
into four sub groups (delta, theta, alpha and beta). Furthermore, the fourth levels wave‐
lets filter has been used on raw EEG signals. In the study, the inputs of the RNN were
the original channel signals and the derived delta, theta, alpha and beta for each signal
as well as their wavelet filtered subbands at levels 1–6. From their experiments, the best
RNN result was achieved using parietal channel P3 raw signals as well as wavelet
decomposed sub-bands at levels 4 as inputs. RNN achieved high performance to classify
AD with 80 % sensitivity and 100 % specificity. Petrosian et al. in their work [19] have
been shown that the combination between RNN and wavelet approach has the ability to
analysis EEG signals of early AD detections.

In addition, their study attempted to classify different type of conditions related to
human muscles. For example, Ilbay et al. [11] used the Elman recurrent neural network
(RNN) for automated diagnosis of Carpal Tunnel Syndrome (CTS). It has been applied
on patients suffering from various Carpal Tunnel Syndrome symptoms such as right
CTS, left CTS and bilateral CTS.   In this experiment, the study has collected EMG
signals from 350 patients who suffer from CTS (left, right and bilateral) symptoms and
signs. Nerve conduction study (NCS) was applied by using surface electrode to record
the EMG signals on both hands for each patient. NCS measures how fast electrical
signals can be sent through nerves. Therefore, they are able to diagnosis the Carpal
Tunnel Syndrome and the result of this test are used to evaluate the degree of any nerve
damage. During NCS test, surface electrodes are located on patient’s hand and wrist,
and then electrical signals are created to stimulate the nerves in the wrist, forearm and
fingers. Sensory responses are collected from the index finger (median nerve) or little
finger (ulnar nerve), with ring electrodes. The features were extracted from these signals.
They were right median motor latency, left median motor latency, right median sensory
latency, left median sensory latency which has been used as RNN inputs. RNNs are
trained with the Levenberg-Marquardt algorithm. The result of this research has shown
that RNN obtains 94 % classification accuracy, which is higher than MLPNN with 88 %.

In the field of biomedical, the analysis of EHG signals with powerful and advanced
methodologies is becoming required. EHG is a technique for measuring electrical
activity of the uterus muscle during pregnancy, through uterine contractions [8, 18].
EHG is one form of electromyography (EMG), the measurement of activity in muscular
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tissue. Electromyography (EMG) technique is considered as helpful and effective
method to detect the preterm labour.   EHG is very sufficient measurements of recording
electrical activity, because it measures the contraction directly, rather than the physical
respond of contractions, which may get lost amongst other physical noise and disturb‐
ance [14].   In this section, the ability of recurrent neural networks to forecast EHG signals
will be investigated. The analysis and characterization of Uterine EHG signals is very
challenging and this is related to their low signal to noise ratio (SNR). The ability of
RNNs to forecast EHG signal can be used for pre-processing EHG signal. The signal
pre-processing aim to improve signal to noise ratio [3]. The main objective of this
experiment is to explore the possibility of applying RNNs network as filtering method
to increase uterine EHG signal to noise ratio value.

The data used in this research were recorded at the Department of Obstetrics and
Gynaecology, Medical Centre, Ljubljana between 1997 and 2006 [20]. In the Term-
Preterm ElectroHysteroGram (TPEHG) database, there are 300 records of patient. These
records are openly available, via the TPEHG dataset, in Physionet website. The signals
in this study were already collected by [6].   Each record was collected by regular exami‐
nations at the 22nd week of gestation or around the 32nd week of gestation. The signal
in records was 30 min long, had a sampling frequency (fs) of 20 Hz, and had a 16-bit
resolution over a range of ±2.5 mV.

Prior to sampling, the signals were sent through an analogue three-pole Butterworth
filter, in the range of 1–5 Hz. The recording time shows the gestational age. Each
recording was classified as a full-term or preterm delivery, after birth. Figures 2 and 3
show two examples of EHG signals from different record. The recordings were cate‐
gorised as four types as follows:

1. Early – Term: Recordings made early, signed as a term delivery
2. Early – Preterm: Recordings made early, signed as a preterm delivery
3. Late - Term: Recordings made late, signed as a term delivery
4. Late – Preterm: Recordings made late, signed as a preterm delivery

Two experiments have taken place on 76 EHG signals with 38 preterm and 38 term
values. The model was trained over channel 3 following the recommended of Fele-Žorž
et al. [6]. The first experiment used the RNNs to model EHG signals before filtering.
While the second experiment modelled the EMG signals with the RNNs after using a
band-pass filter configured between 0.3 Hz and 4 Hz.

3 Modelling RNN for Forecasting

In this section, the steps that have been used to build the RNNs to model the EHG signals
are presented. The maximization of the quality of uterine EHG signal that produced by
RNN networks can be achieved by evaluating signal-to-noise ratio. These measurements
have been designed to hold the highest amount of information from EHG signal as
possible and smallest amount of noise.

An experiment was taken place to examine the performance of the network. The
performance was evaluated using the Mean Squared Error (MSE), and Signal-to-Noise
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Ratio (SNR). Table 1 shows the average results for the mean squared error, correlation
coefficient (r), and signal-noise-ratio (SNR) using 76 Uterine EHG signals. The best
forecasting performance is measured by the SNR, which is a key measure of predicta‐
bility with higher values for SNR indicating better predictability. Table 1 shows the
performance comparison of different type of recurrent neural networks for EHG noise
reduction. These different recurrent neural network models were used to reduce the
noises in the uterine EHG signals.

Among these models, it compared: Elman, Jordan network, and Layer recurrent
neural networks with each layer has a recurrent connection with a tap delay associated
with it (layrecnet). The results show that RNNs are able to model the nonlinear relation
on the EHG signals. The layrecnet model provides the highest SNR measurement.
Furthermore, the MSE and correlation coefficient values on this result indicated that
layrecnet neural network is better predictor than other recurrent neural networks. There‐
fore, layrecnet is considered the best model among the benchmarks recurrent neural
network to remove noise from EHG signals.

In this experiment, the ability of using recurrent neural network architectures to
forecast EHG signals to obtain high SNR has been presented. In the experiments, the
result demonstrated that recurrent neural networks are capable to filtering the Uterine
EHG signals, achieving very high signal to noise ratio. In order to assess the performance
of the various neural networks for processing EHG signals, the means error (MSE), and
the correlation coefficient (r), have also been calculated. The result demonstrated that
recurrent models are able to capture temporal behavior of the signals.

To further analyse the results and to compare with more standards types of machine
learning algorithms, an additional 11 items of clinical information representing the
pregnancy duration at the time of recording, maternal age, number of previous deliveries
(parity), previous abortions, weight at the time of recording, hypertension, diabetes,
bleeding first trimester, bleeding second trimester, funnelling, smoker are added to the
original TPEHG feature set. The data set consists of 150 preterm data samples and
108 term data samples. The data have been split up as follows: 40 % of the data has been
selected randomly as training data, with 20 % for validation and 40 % as testing data.
The performance of the machine learning algorithms was evaluated using the mean error
and the percentage accuracy.

Table 1. Comparison of different types of recurrent neural networks

SNR r MSE

Elman (before filtering)      7.9256 0.4506 0.0033

Elman (after filtering 0.3 Hz–4 Hz) 13.7702 0.2363 1.4504e-04

Jordan (Before filtering) 16.138 0.856 0.0011

Jordan (after filtering 0.3 Hz–4 Hz) 16.7627 0.8550 4.0464e-04

layrecnet(Before filtering) 21.1003 0.8445 0.0066

layrecnet(after filtering 0.3 Hz–4 Hz) 33.0693 0.9642 5.1178e-05
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4 Conclusion

This paper has introduced different applications of recurrent neural network for the
purpose of analysing medical time series. Previous studies have demonstrated that RNN
had considerable achievement in discriminating the biological signals. Some of these
studies had compared the RNN result with MLP and their results were confirmed that
RNN obtained better classification accuracy than MLP. RNN have the higher ability to
analysis and classify the different types of biomedical signals. This paper has also
presented the application of recurrent neural network for filtering EHG signals, which
is one of the diagnosing approaches to detect labour. Various recurrent neural networks
are applied for the prediction of EHG and filtering. Results showed that the RNNs can
successfully filtering EHG signals with high SNR.
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Abstract. In this paper, we present a Computer Aided Diagnosis that implements
a supervised approach to discriminate vessels versus tubules that are two different
types of structural elements in images of biopsy tissue. In particular, in this work
we formerly describe an innovative preliminary step to segment region of interest,
then the procedure to extract from them significant features and finally present
and discuss the Back Propagation Neural Network binary classifier performance
that shows Precision 91 % and Recall 91 %.

Keywords: Computer aided diagnosis · Neural network · Image segmentation ·
Vessels · Histological image · Haralick features

1 Introduction

Computer-aided diagnosis (CAD), are procedures in medicine that assist physicians in the
interpretation data such as medical images. These systems analyze the image to detect and
characterize regions of interest, with the aim to help the physicians to improve diagnostic
accuracy, paying his attention to the most suspicious areas of the image for the presence of
pathology. CAD systems have been applied to several methods of diagnostic imaging [1, 2],
all of which are generally based on radiological images. Within a few years, this field of
research is also expanding in other medical fields, such as histopathology [3], in which the
type of images is completely different than the radiological images. In this paper we present
the design and the implementation of CAD system for segmentation and discrimination of
blood vessels versus tubules from biopsies in kidney tissue through the elaboration of histo‐
logical images. This is an important step for the evaluation of the suitability of a kidney
transplant by the Karpinski score [4]. The final Karpinski score is in turn composed of 4
scores (glomerulosclerosis, interstitial fibrosis, tubular atrophy and vascular disease). The
vascular score which is calculated in correspondence of the vessels, is important because
donor vessel score of 3/3 was associated with a 100 % incidence of delayed graft function.
The objective of the segmentation of the vessels is to identify not completely closed vessels,
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on which it is possible to determine the vascular score. The work presented in this paper is
a single task of a wider project that we are developing for the determination of all four score
of Karpinski.

2 Materials and Methods

In this section, we describe in details the image acquisition of the kidney biopsies, the
vessel segmentation, the feature extraction and the vessel classification on a data set
composed of 221 regions of interest consisting of: 71 vessels and 150 tubules.

2.1 Histological Slide Preparation and Acquisition

Kidney biopsy slide (KBS) preparation and digital acquisition have been conducted at
the Department of Emergency and Organ Transplantation (DETO), University of Bari
Aldo Moro (Bari, Italy). All KBSs have been prepared by expert lab technicians of
DETO according to Renal Biopsy Guidelines of the Ad Hoc Committee appointed by
the Renal Pathology Society [5]. Once the KBS is ready, it can be analysed at the micro‐
scope by nephropathologist of DETO and digitally acquired. In details, each KBS was
digitally acquired using the microscope Aperio ScanScope CS featuring a 20× optical
zoom. The acquired RGB images have the following characteristics: Resolution:
0.50 μm/pixel; Compression Standard: JPEG. For evaluation of vessel we used PAS
(Periodic Acid Schiff) staining slide.

2.2 Vessel Segmentation

This task consists of three main steps: detection the lumen position; feature extraction
of the membrane; classification.

Lumen Position Detection. The first step of the segmentation is to detect the position
of the lumen in the acquired image. In order to identify the position of each lumen, the
RGB image was converted in gray-scale image. Lumens are detected using a combina‐
tion of a thresholding process and a morphological evaluation [6]. In particular, all pixels
with a value greater than or equal to a threshold (a value of 0.6 guarantees good results)
are labelled as lumen components. A new black and white image was created. Each pixel
of the mask was stained white if the corresponding pixel in the RGB image is labelled
as lumen pixel, black otherwise. In order to have a final lumen mask with a number of
connected components equal to the number of lumens, some morphological operations
are executed successively:

1. Labelling of connected components;
2. Removal of blobs with area lower than 6000 pixel and greater 180000 pixel(which

represent noise);
3. Evaluation of each connected component on the basis of its shape factors: solidity

and Area/Filled Area ratio.

The result of these steps showed in Fig. 1.
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Fig. 1. (a, b) RGB image. (c) Gray-scale image. (d) Lumen mask obtained after the step 3.

This mask is processed for remove false positive lumen. In general this false positive
consist in lumen of tubules.

A metric M that considering 3 factors has been developed: (1) Number of the closer
connected components; (2) Distance among the closer connected component; (3) Area
ratios with the closer connected components.

The metric M is based on a specific feature of the kidney tissue: tubules are very
close to each other while the vessels are distant to each other, so with this metric we
find this feature to remove tubules from the mask preserving the near vessels.

As follows:

(1)

Where:

– NDC: Distant Components Number - Is the number of components that have a distance
≥65 pixels. The bigger is the number of distant components, the more likely the
membrane is thicker.

– NCCSA: Number of Close to each other Components with a Small Area. - Is the number
of components that have a distance in the range [30, 65] pixels and that have a small
area compared to one of component in analysis, ≤20 %. It is most likely that tubules
with small lumen are near the vessels.

– NVCCSA: Number of Very Close to each other Components with a Similar Area. - Is
the number of components that have a distance <30 pixels and which have an area
comparable to the component in analysis, ≥60 %. This parameter is used to compen‐
sate the rare situations in which two vessels are close and have a lumen with similar
area.

– NCN: Number of Components in the Neighbourhood - Is the number of components
in the neighbourhood of the component in analysis.

The result of the application of this metric is shown in Fig. 2.

Fig. 2. (a) Mask of Fig. 1. (b) Lumen Mask obtained after processing with defined metric.
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Extraction Features. This subsection describes differences between the two classes
(vessels/tubules) and the corresponding extracted features used for classification.

Vessel Vs Tubule. Vessels and tubules are composed of two basic elements: the lumen
and the membrane. The first is positioned at the centre of the element and is distin‐
guishable for its white colour. In the membrane are present the cell nuclei. Differences
between the membrane of the vessels and tubules are in the texture and colouring. As
regards tubules, the membrane has an irregular texture and a reddish colour with a high
saturation level. The PAS staining causes a high degree of saturation of this component.
Furthermore, this staining causes at the membrane a saturation that is reduced in intensity
going to the outside.

Extracted Features. This subsection describes the membrane features that were
extracted for the classification step and the adopted methodology to extract the
membrane itself.

The small sizes of ROIs obtained by preliminary segmentation step, ensure that
processing algorithms of ROIs are not time-consuming.

In this work, a Region Growing [6] procedure was developed for the extraction of
the membrane. Results of region growing algorithm is shown in Fig. 3.

Fig. 3. (a) ROI Vessel. (b) Lumen. (c) Pixel seed for start procedure. (d) First iteration (e) i-th
iteration. (f) End procedure.

In literature, there are 3 kinds of histological features: geometric, chromatic and
texture-based. In this work was chosen a texture-based feature, in particular 5 Haralick
texture features [7] to describe the texture of membrane: Contrast, Correlation, Energy,
Homogeneity and Entropy. This 5 descriptors are calculated on the values extracted
from each of the 4 asymmetric co-occurrence matrices associated with each of the
following 5 images:

1. a RGB image normalized by using the method explained in [8] on the original RGB image;
2. a RGB image representing the Haematoxylin component [8];
3. a RGB representing the Eosin component [8];
4. a gray-scale image normalized by using the stretching contrasted of the relative section;
5. a gray-scale image representing the saturation channel of HSV image. For every

image is calculated the 256 × 256 gray-scale co-occurrence matrix in to 4 directions
showed in the Fig. 4, with fixed distance D = 1.
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So for each of the 5 images we obtained 20 features corresponding to 4 co-occurrence
matrices multiplied by the 5 Haralick descriptors. One more most important feature is
evaluated considering an index of the saturation of membrane and finally we used a 101
features pattern.

Classification. The binary classifier (Vessel vs Tubule) classification step was
performed with Back Propagation Neural Network (BPNN) [2, 9]. The classifier was
trained using all the 101 features presented previously extracted from a data set randomly
divided in three parts: Training Set (50 %), Validation Set (30 %) and Test Set (20 %).
The classifier has been trained using the Early Stopping algorithm in order to monitor
the validation error during training phases. We implemented a 101 inputs BPNN. Since
the NN is used as a classifier, the output layer is composed of 1 logsig neuron. Since
output neuron values can range [0, 1], the result of the classification is the class corre‐
sponding to the output neuron. The optimized topology is composed of only one hidden
layer with 101 neurons. The activation function is the Hyperbolic Tangent Sigmoid
function for the hidden layer and Log-Sigmoid function for the output layer.

The BPNN was trained with the Neural Network toolbox of Matlab.

3 Experimental Results

This section reports the experimental results obtained during the training and test phase.

Training Results. Table 1 shows the confusion matrix of the NN obtained for the
validation set.

Table 1. NN confusion matrix - validation set.

Prediction outcome

Vessel Tubule

Actual
value

Vessel 23 3 88,5 %

Tubule 1 39 97,5 %

95,8 % 92,9 % 93,9 %

Fig. 4. Co-occurrence matrix: 4 directions with D = 1.
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The classification performance are evaluated with three metrics [10]: Accuracy,
Recall, Precision and Specificity, where:

(2)

(3)

(4)

(5)

Test Results. Table 2 shows the confusion matrix and the performance metrics
obtained for the test set.

Table 2. NN confusion matrix - test set.

Prediction outcome

Vessel Tubule

Actual
value

Vessel 11 1 91,7 %

Tubule 1 31 96,9 %

91,7 % 96,9 % 95,5 %

4 Discussion

The classification performance of the validation set shows that the NN is able to classify
Vessels and Tubules with a Precision greater than 88 %, Accuracy greater than 93 %
and Recall greater than 95 %. Analysing the performance on the Test Set, the Neural
Network assures good performance in terms of Precision (91 %) and Recall (91 %).
Concluding the classifier performed the Test Set classification with good results. It is
worth to note that the precision and recall level have been reached with poor number of
example for training and validation.

5 Conclusion and Future Work

Good results on discrimination between vessels and tubules shows how the phase
discussed and implemented in this work, taking into account only the determination of
the angiosclerosis score, can validly be used to design and implement, in the future, a
new CAD to support the evaluation of the overall index of Karpinski, depending from
other scores like glomerulosclerosis, interstitial fibrosis and tubular atrophy. At present,

764 V. Bevilacqua et al.



the performance, in terms of recall index of the proposed classifier, shows that despite
the reduced number of samples of vessels used to build the training set, the features,
discussing in this paper, perform to generalize the detection of vessels extracted from
the same section.
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Abstract. In order to minimize healthcare cost and maximize the utility of the
system, healthcare service must be automated in a patient-centric open distributed
system that will provide dependable services for all people, in particular the elderly,
physically challenged, and those who live in remote areas, at all times. Healthcare
providers are often driven by economic factors, whereas patients look for depend‐
able services. In order to promote dependability the creation of healthcare services
must be founded on accurate medical knowledge and delivered through certified
medical devices and professionals. Hence, it is necessary to integrate Trust determi‐
nants of Service Requester with Economic aspects of Service Provider and Medical
Knowledge Science aspects of healthcare experts in automating a healthcare system.
Motivated by this goal we discuss a holistic approach for developing a dependable
service automation system in which the inherent relationships of Trust, Economic
principles, and Knowledge are harmoniously integrated.

Keywords: Healthcare service automation · Personal health model · Economic
theory · Trust theory · Knowledge science

1 Introduction

In most of the countries in the world the demand for dependable healthcare far exceeds
the capabilities of existing healthcare systems. An open patient-centric distributed
service system in which patients, physicians, medical devices, and clinical units are
networked, and are empowered to share knowledge in a trustworthy manner seems to
be the best way to maximize the health service utilization and minimize service cost.
Such a network can offer not only universal health coverage but also universal health
awareness. Some of the challenges to overcome in developing such a system include
getting regulatory approvals, developing cyber medical devices and software-based
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solutions for their interoperability, and automated knowledge-sharing among experts.
In this paper we address the impact of knowledge-sharing and consumer trust on health
service creation. From the many unofficial reports available on the Internet we under‐
stand that health care in most of the countries, developed or under-developed, are not
available for the poor, those living in remote areas, and the elderly. Given the huge size
of this population and the might of modern day mobile technology, achieving an accept‐
able level of healthcare for all should certainly be a priority. It is certainly not beyond
the means of health care industry, because cost of communication and knowledge
sharing is much lower than in current monolithic models. Patients can communicate
with remote health care facility through wearable devices attached to them and receive
timely medical help, if not medication. Of course, communication across borders should
be allowed for timely care of patients. Physicians who are willing to be counseled on-
line for free should be allowed by health care providers. The framework that we put
forth in this paper supports these features and may be adapted and modified by health
care providers to suit their policies in creating a dependable knowledge sharing medium
for health care.

1.1 Contributions

Motivated by the economic, social, and knowledge science aspects the paper puts forth
a conceptual model of Healthcare Service Automation. The distinguished features of
the model and its merits are discussed in Sect. 2. In Sect. 3 we argue that the primary
goal of on-line health care giver must be to earn the trust of consumers. We explain the
consumer-side expectations in using on-line healthcare and how these should be met by
the health service provider. In Sect. 4 we explain different dimensions of intelligence
and creativity that are fundamental to the creation of intelligent systems, such as health‐
care, and suggest the importance of wisdom, ethics and trust in automating healthcare

Fig. 1. Conceptual model of healthcare service automation
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services. We conclude the paper in Sect. 5 with remarks on implementation issues, and
a summary of our ongoing work in Healthcare Cyber Physical System.

2 Conceptual Model of Healthcare Service Automation

We reckon that a total automation of a healthcare service system may not be possible
and desirable. Healthcare systems that integrate patients, medical devices, physicians,
and clinical staff will always need a “supervisory control” to manage crisis situations
and offer expert opinions. The “knowledge and wisdom” of medical experts are required
for a dependable diagnosis. Often a team of experts may need to share their knowledge
and experience in deciding the treatment process. Such a collaboration among experts
uses tacit knowledge, whereas the phase preceding that might use cognitive knowledge.
In order to share and use these two types of knowledge, trust is required [13, 18].

The essence of trust is that the confidence it builds does not happen instantaneously,
rather it is built gradually over a series of stages. Initially, its effect is to make patients
comfortable in believing the quality of advertised procedures and services. Once the
initial trust is formed, patients ultimately purchase the service through the healthcare
provider whom they trust. Following this stage, patients might share personal health
information (their medical records) with total confidence. Next, they share their expe‐
rience among social groups, acting as agents in recommending the healthcare providers
they trust and the quality of services they received. These trusting stages have been
studied from clinical side in [11], and from service automation side in [10, 15]. An
important conclusion in these studies is that social trust adds economic value to the
service provider. Motivated by this study [12] the three trust dimensions purpose,
process, and performance may be associated with patient behavior. Because some
patient groups might be more knowledgeable than other patient groups about the health‐
care domain and the technology through which services can be obtained, we must add
cognitive and affective trust to behavioral trust and generate additional trust dimensions
for patient groups.

The above trust considerations are factored into the generic conceptual healthcare
service model shown in Fig. 1. This model absorbs the features from the service auto‐
mation model introduced by us [2], specializes it for healthcare services and enriches it
by adding user-centric health model and knowledge-centric service creation platform.
It is also generic in the sense that it is general to fit a family of healthcare providers. A
Healthcare Service Provider (HSP) in a region or in a specific health domain can adapt
this model to meet the requirements mandated by regulatory and health policies. A HSP
has a team of Healthcare Market Researchers (HMR) who survey the health scenario of
the population for whom the HSP intents to serve. Clearly the HSP and its HMR should
agree on a Health Model. Among the many research reports from governments and other
agencies on healthcare the three most comprehensive reports are World Health Organ‐
ization Report [7], World Health Organization Report [14], and Canadian Report [23].
These reports solely target Social Determinants of Health, but do not discuss a wide
range of health determinants arising from individual behavior, environmental impact,
and health care availability. The model that we have created [20], shown in Fig. 2, is

768 K. Wan and V. Alagar



much richer and more comprehensive. In our model health determinants are grouped
into three spiral layers. The determinants within each layer are tightly coupled, in the
sense that they strongly influence one another. The determinants in a layer have a rela‐
tionship with each determinant in the next inner layer. Thus, the determinants in layer
INDIVIDUAL are most important to be included in the “Personal Mobile Device” of a
client. That is, each client (patient) must collect her information on “genetics”, “child
development”, “biological information”, “lifestyle that impacts health”, and “the health
goals” to be achieved. To this set of determinants an individual should add social deter‐
minants and environmental determinants. This personal model of a patient is the
Personal Domain Knowledge (PDM) of an individual. A collection of PDMs charac‐
terize the health profile of a region that is of interest for a HSP. Healthcare Market
Researchers (HMR) assess patient groups, their health status, health goals, required
medical treatments, and quality of service expectations and communicate it to HSP and
HSC. A patient can simply upload it’s PDM to the HMR site, with privacy restrictions
and constraints. That is, patients voluntarily provide their health determinants, their
health goals, privacy and safety requirements to HMR. Thus our model promotes volun‐
tary trusting of patients in their HSP.

Fig. 2. Personal health care model

Domain experts, and cognitive psychologists in Health Service Creation (HSC) layer
receive the collection of patient profiles, and create a Healthcare Service Model in HSC
layer. The health experts are aware of the domain knowledge requirements, knowledge
to be shared by them for collaborative decision making and interpreting information
streams from medical devices. The software engineers are guided by health experts and
turn the health goals received from patients into “functional requirements” of the system.
From the safety and privacy requirements of patient profiles they create “patient-centric
trust determinants”. A software can automatically transform it into “trustworthiness
specifications” which is a contract to be met by the HSP in producing and delivering
healthcare services. MBA is a Trusted Authority for Healthcare Domain who needs to
certify the publication of services in HCS. Such a certification is to ensure that published
healthcare information and quality attributes of service are both accurate, and trust‐
worthy. Most importantly the MBA team will initially validate the contract and will
allow publication of services that fulfills the contract. Since the contract is formulated
from patient profiles and the MBA validates it prior to service publication, at the instant
of browsing and selecting services patients are guaranteed to get only trustworthy serv‐
ices. Without certification of healthcare services and information associated with every
step of their application, no healthcare provider can publish it in layer HCS. Patients
and other devices (agents) acting on their behalf (HCR layer) can browse, match and
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select the services they need from those services published in HCS layer. These two
layers can be implemented following IoT principles.

3 Integrating Consumer Trust and Economic Goals of HSP

In this section we justify the conceptual model with respect to the trust relationship
between HCR (consumer) and (HSC, HSP). A consumer’s trust of the automated system
is a combination of trusting the HSP who provides health services, and trusting the
automation which is the medium for providing heath services. The former is a combi‐
nation of cognitive trust (CT), which is consumer’s confidence and willingness to rely
on the competence and reliability of the HSP, and affective trust (AT), which is char‐
acterized by the confidence placed on HSP from “emotions” generated by the level of
concern demonstrated by the HSP.

3.1 Consumer Determinants for Trusting HSP

The important determinants to be included in determining CT are (1) Expertise of HSP:
which will convince the consumer on the competence, understanding, faith, and motives
of the HSP, (2) Service Performance: which informs the consumer in advance the set of
quality attributes of healthcare service, (3) Similarity: which will affirm that the goals
of consumer (getting services) and HSP (delivering services) have many commonalities,
and (4) Reputation: which lists the rating of HSP by the MBA and the social reputation
of the HAP. Affective trust (AT) is built from Reputation. An on-line healthcare service
system might also advertise “promotional items”. Consumers who participate in this
“socialization” process might be persuaded to get into trusting relationship with HSP.

3.2 Consumer Determinants for Trusting the Automation

In this section we list the consumer trust determinants for trusting the automation itself.
According to Lee and See [15] trust in automation is “the belief that the system will help
consumers achieve their goals, even in situations characterized by uncertainties and
vulnerabilities”. Based on this definition, trust of consumer in automation was classified
[15] into one of three dimensions Performance, Process, and Purpose (PPP). We can
specialize them for healthcare service automation. Performance is to be regarded as a
combination of Competence, Information Accuracy, Reliability, and Accountability.
Competence is patient’s estimate of the suitability of the healthcare system to achieve
her goal. Information accuracy is patient’s judgment on the level of precision of the
information given by the system. Reliability over time is patient’s prediction on how
long (and how far) in the future the information given by the system will remain valid.
Responsibility reflects patient’s assessment on the functional completeness of the
system. Process is to be regarded as a composition of Dependability, Understandability,
Control, and Predictability. Dependability is patient’s assessment on the consistency
and reliability of system response to her interactions. Understandability reflects the
patient’s ability to grasp the functionality of the system. Control stands for the patient’s
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emotion “am I in control of my personal information or not?” Predictability is patient’s
assessment of “whether or not her expectations are met”. Purpose is defined to include
Motives, Benevolence, and Faith. Motives assess “whether or not the intended use of
the system is truthfully communicated”. Benevolence is patient’s view on “whether or
not the system has her interests and goals while delivering services”. Faith is the belief
that the system can be relied upon in future.

3.3 Consumer Trust-Based Economic Goals of HSP

In this section we invoke the economic theory classification from AgriFood Sector [9]
and adapt it to healthcare industry. The economic theory [9] has been classified into
three broad areas, respectively called Transaction Cost Economics (TCE), Information
Economics (INE), and Socio-Economics (SOE). We explain how this may be adapted
for healthcare sector. According to Johnson [10] earning trust adds economic value. As
such we explore the kinds of trust that add economic value under each of the classified
areas, and suggest service creation activities that will enhance system exhibit depend‐
ability properties [3] in all contexts.

The theory of TCE [9] states that every service transaction has a quantifiable direct
and indirect cost, as well as an unquantifiable cost. In healthcare sector, the direct cost
is the cost involved in patient monitoring, diagnosis, clinical testing, and healthcare
service implementation. The indirect cost may include cost of healthcare information
dissemination through healthcare network and other media, and monitoring the different
transaction phases. The unquantifiable cost is usually the “cost of disadvantage” in the
event of posting inaccurate or misleading or incomplete information, contract violation,
and not meeting service provision rules within certain time constraints. This TCE theory
may be adapted by HSP in the following manner, especially to trust building by offsetting
the cost of disadvantage.

– Information should be disseminated to patients without interruption in a proactive
manner. Human interaction and processing associated information in a timely fashion
are central to healthcare. So, information processing and dissemination must be opti‐
mized. The goal of HSP must be to increase understanding, and improve protocols
for patient-physician interaction. All collected information in every interaction
scenario must automatically be recorded. This requires the inclusion of system avail‐
ability and system reliability aspects in trustworthy contract of HSC layer.

– HSP should explain to patients how complexity will be contained, because
complexity causes errors. The patients should understand the medical treatment, be
convinced that the treatment is suitable, become aware of diagnostic process, and
steps and available choices. The patients should be educated on drug doses, times of
administration, correct methods for using medical devices, and different methods of
surgical dressings.

– The information communicated by HSP to HCR must be correct and current. That
is, HSP must ensure integrity of information in HCS layer. Patients must be informed
on security and privacy aspects for sharing their medical information in the healthcare
network, and told the conditions for delivering services in total confidence.
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– A service whose quality violates the ethical and social values in an environment
should not be provided by the HSP. That is, safety, respect for social and cultural
norms, and ethical principles (especially for servicing elderly and physically chal‐
lenged) must be explicitly included in the set of non-functional requirements of HSC
layer.

In summary, the trust attributes related to Health TCE are safety, security (privacy
and integrity included), availability, accountability (transaction monitoring), and relia‐
bility. The HSP and its HMR must gather these trust attributes and communicate to HSC
layer.

The INE theory [9] can be adapted for healthcare because the relationship between
HCR and any HSP is asymmetric. In general, HSP is expected to be fully knowledgeable
about its services, whereas HCR may have little or no knowledge on what services to
expect from a HSP. Since the patient is most likely to accept only services that have
potential benefits for her and high economic value (low cost), the HSPs should provide
knowledge-intensive tutoring to the HCR before delivering health services. HSPs should
employ intelligent yet simple to use interfaces in HCS layer to convey the knowledge
to consumers in order that they may be able to evaluate the value potential of offered
services. An important aspect of INE theory is that “feeding copious information to
patients may not help to sell health services”. The theory suggests that in order to over‐
come information asymmetry, accurate health knowledge must be filtered, screened, and
delivered directly to patients. Another important implication is that the learning curve
required by patients must be made “less steep” through “long term” contacts and tuto‐
rials. In essence, through INE theory the HSP should learn to “trust building through
direct interaction with patients”. Since the PMDs of individuals are directly uploaded
to HMR site, it becomes easier for HSC and HMR to collaborate in building trust with
patients. This must be done at HCS (interface design). Both HSP and HMR should
collaborate in fulfilling INE trust at HCS layer (drafting patient contract description),
and HCF layer (delivering services to satisfy user preferences).

We adapt the SOE theory [9] to healthcare in suggesting that the HSP pay attention
to “trust recommendations” and publish them in their service. Social networks, family
and cultural links, and environmental determinants influence patient behavior. That is
the reason why we included them in our spiral health model (Fig. 2). Patients may seek
recommendations from their families, and social groups. They may consult Environ‐
mental Agents and other trusted healthcare authorities (such as government reports) to
guide them in choosing best healthcare vendors. Hence the HSP might receive rankings
from independent authorities and by patient groups. We suggest that the HSP include
these rankings in HCS layer.

4 Healthcare Knowledge Sharing

In this section we explore the trust factors that are necessary for sharing knowledge
in healthcare system automation. Healthcare professionals (physicians, experts in
specific medical domains) need to share domain knowledge, knowledge arising out
of experience, evidence-based knowledge, and knowledge gained from mining
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patient and clinical data. In addition, medical experts and software engineers need
to share their knowledge in automating healthcare services, and HMR and HSP
should share knowledge identified from the data gathered from patient domain.
Without knowledge sharing, time-critical and patient-centric decision making in an
automated environment is not viable.

4.1 Essential Knowledge Types for Healthcare

In a survey of healthcare knowledge types, their modalities, and mechanisms for
managing knowledge Abidi [1] has enumerated a set of knowledge types that have an
impact on clinical decision-making process. These include Patient Knowledge, Practi‐
tioner Knowledge, Healthcare Domain Knowledge, Resource Knowledge, Process
Knowledge, and Organizational Knowledge. Clinical decision support systems (CDSS)
have been hailed for their potential to reduce medical errors [4], and improve healthcare
quality [24]. Evidence plays a crucial role in CDSS. Evidence can be categorized as
Literature-based Evidence (LBE), Practice-based Evidence (PBE), Patient-directed
Evidence (PDE). Hence to support CDSS in the healthcare network, three knowledge-
bases, one for each evidence type, should also exist in the healthcare network. We
summarize below these knowledge-bases, and explain how each will be shared.

– Domain Knowledge: This is the core medical domain knowledge. Typically, domain
knowledge is an aggregation of knowledge from different sub-domains, and from
related domains.

– Patient Knowledge: This knowledge-base includes patient medical records, history
of administered medicines, medical observations and clinical readings, physician’s
remarks and inferences, and history of experts and treatments given by them.

– Practitioner Knowledge: Both cognitive and tacit knowledge will be part of this
knowledge-base. Knowledge representation methods [1] are suitable for recording
cognitive knowledge, whereas tacit knowledge can only be annotated with pointers
to the experts who should be consulted off-line. The accumulated wisdom with refer‐
ence to specific patient populations is part of tacit knowledge. This knowledge may
undergo changes as more patient medical history becomes available. It may even be
refined after a collection of experts share their experiences.

– Organizational and Process Knowledge: Organizational policies and case-based
work-flows are recorded in this knowledge-base. This knowledge will be shared by
the entire healthcare staff and patients will be given access to this knowledge.

– CDSS Knowledge-bases: This contains three collections: research literature (for
LBE), practice-based evidences (for PBE), and patient-directed medical information
(for PDE). The first two are intended for the use of clinical healthcare personnel, and
the third one is targeted to patient community.

– Design Knowledge: Because design is “creative” and comes out of “wisdom, intel‐
ligence, and accumulated experience” design knowledge is both cognitive and tacit.
All design decisions, design artifacts, domain-specific design patterns, and illustra‐
tions on their use are part of this knowledge-base. There is a need for “mutual trust”
in sharing the design wisdom in order that the software engineers in HSC layer
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develop healthcare service automation that can be used with minimal learning effort
by every segment of society in other layers.

– Market Research Knowledge: The purpose of this knowledge-base is towards devel‐
oping the system components that meet consumer expectations, as explained in
Sect. 3.2. This knowledge-base will contain the PMDs of consumers, their environ‐
mental constraints, their trust expectations, and goals.

– Social Knowledge: This knowledge-base, collected by Social Psychologists, includes
individual and social profiles of patients, physicians, and other actors who will
interact with the healthcare system. This knowledge needs to be shared with HMR
and HSC in order to synthesize it with the knowledge gathered by them.

4.2 Trust for Sharing Knowledge in Healthcare Automation

Regardless of specific representations, knowledge management study [8, 21] places Data
(D), Information (I), Knowledge (K), Wisdom (W) (called DIKW hierarchy) in a
pyramid structure, with D at the bottom of the pyramid and W at the peak of the pyramid.
To this pyramid we can add Ethics (E) on top of W and get the hierarchy DIKWE. The
lower part of the pyramid (DIK) can be called cognitive or explicit knowledge, because
all of data, information, and some parts of knowledge (for information processing) can
be explicitly written down and hence formally represented. The higher part of the
pyramid (KWE) can be called tacit knowledge because not all aspects of this knowledge
may be explicitly written down. It is possible to map the knowledge types enumerated
in Sect. 4.1 with the levels in this hierarchy.

Many publications on knowledge hierarchy remark that wisdom is to be used for the
well-being of others [8, 21]. For healthcare, wisdom involves a balanced coordination
of (medical) mind and ethics. It is agreed by many researchers that “intelligence is a
prerequisite for creativity since creative people generate lots of new ideas, analyze them,
and choose the better ones”. In essence, creativity leads to making head ways in a given
field, generating new knowledge and wisdom. In particular, Intelligence “for intelligent
healthcare” can be injected in system development by a collection of creative system
developers. This “group effect” in creating large service systems will be reflected in the
“intelligent behavior of the system” created by the experts. So, we may regard intelli‐
gence and wisdom with ethics as essential prerequisites for creativity in healthcare. The
creativity arising from this combination will have six desirable effects [22]. These are

– ability to recognize similarities and differences between medical ideas, things
(devices), and case studies (knowledge, wisdom, ethics),

– ability to put together known/old information (literature research and clinical expe‐
rience) and theories in a novel manner (wisdom, ethics),

– aesthetic taste and imagination (for discovering new design paradigms) (usability,
social welfare),

– ability to make decisions (at critical moments), change directions after weighing the
pros and cons (sharing knowledge, ethical collaboration),

– drive for accomplishment of chosen goal (completing goal-oriented task), and
– intuition and inquisitiveness (necessary ingredients for discovery).

774 K. Wan and V. Alagar



In sharing knowledge there is both risk and advantage. The risk is that unauthorized
access to knowledge may lead to loss of integrity. The integrity of explicit knowledge
can be preserved by applying security mechanisms based on trusted cryptography,
authentication, and information flow controls [19]. However, to reduce the level of
uncertainty associated with tacit knowledge transfer trusting relationship is essential.
Tacit knowledge transfer requires willingness to share and capacity to communicate.
The main barriers for tacit knowledge transfer are (1) difficulty in identifying the persons
who have tacit knowledge on a specific topic (domain), (2) unwillingness of a group
member to share and his incapacity to communicate, and (3) a feeling of competitive
disadvantage (risk) in sharing. To overcome these barriers trust relationship must be
promoted among the members of the groups who will share a knowledge-base. The two
kinds of trust studied towards improving trust are (1) affect-based trust, and (2) cogni‐
tion-based trust. Affect-based trust is grounded in mutual care and concern for members
of the group, and in the ability to reach a compromise on the goal-oriented creative
process of the system. Cognition-based trust is grounded on the competence of individ‐
uals in the group, and their reliable cooperation among themselves in using explicit
knowledge. Based on the statistical evidence [13] we may say that affect-based trust has
a positive effect on the willingness to share tacit knowledge, while cognition based trust
has a positive effect on the willingness to use tacit knowledge. When trusted collabo‐
ration among the experts and system developers are based on affective and cognitive
trust the automated system can be expected to provide dependable medical services.

Fig. 3. Trust flow in healthcare model

5 Conclusion

The conceptual healthcare model in Fig. 1 can be expanded to include the Integrated
Clinical Environment (ICE) [17] and trusted interoperable medical devices and regula‐
tory issues (TIMDR) [11, 16]. The expanded model is intended as a blueprint for health‐
care service automation. The rationale to develop our healthcare model independent of
ICE and TIMDR is that their trust domains are different and mechanisms for enforcing
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them are different. In the case of ICE and TIMDR, it is necessary to verify that medical
devices and their manufacturers are trustworthy, and protocols for their communication
are free of errors. Whereas the nature of trust in our model permeates through “humans
and their agents” (not only through objects) that interact in the healthcare network.

Consequently, independently investigating the trust determinants do not affect the
overall trustworthiness of the system. In reality, such a “divide and conquer” approach
can only strengthen the overall trustworthiness factor. The study [5] proposes an auto‐
matic framework to integrate ISO/IWA1 practices to reduce excessive efforts of patient
image quantity examination in a nuclear medicine department. They claim to have vali‐
dated this approach with a pilot study and prove its correctness vis-a-vis traditional
processes. Our healthcare model has several stakeholders and a validation of our model
would require a huge amount of their combined time and effort. Moreover we want to
emphasize that “a model is neither correct nor incorrect, it should only be useful”. We
need to build prototypes based on our model and field test them. Based on that experience
the model will evolve. However, a theoretical analysis of trust propagation scenario
shown in Fig. 3 is rather straightforward. In this diagram, each edge is labeled by a
number, and reading them in sequence will convince us that trust determinants flow
across appropriate stakeholders. On this basis we conclude that our approach leads to
integrating consumer-centric trust with system-centric dependability criteria. We
believe that this trust propagation model is consistent with the theoretical issues raised
on trust and human interaction of automated systems [18]. A rigorous comparison
between different dependable healthcare models is part of our ongoing work.
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Abstract. As the proposing of concurrent signatures, the bottleneck of the third
party is completely gotten rid of in the electronic payment system, which greatly
improves the safety and fairness of electronic payment systems. In order to
further improve the operation efficiency of it, a concurrent signature based on
conic curve was put forward, which greatly improved operational efficiency of
signature. However, it can’t fulfill un-forge ability. In order to compensate for
this defect, an improved concurrent signature protocol on conic curve is pro-
posed. By analyzing this scheme, it can not only fulfill the un-forge ability, but
also has higher efficiency comparing with the one proposed by Chen L as well.
Furthermore, the scheme is also based on discrete logarithm in conic curves, so
it has the same security.

Keywords: Concurrent signature � Conic curve � Discrete logarithm

1 Introduction

In 2004, Chen [1] proposed the Concurrent Signatures (CS) the first time in Cryptology
– EUROCRYPT, which changes the traditional mode of fair exchange message. The
core idea of it is using ring signature technology to generate an ambiguous agreement
between each signature, while the signature information is bound with the corre-
sponding signer identity. Its main purpose includes two aspects: first, though the either
party knows the identity of signer, none of them can prove it to the third party. Second,
the receiver can ensure the true signature information source, the signer can ensure that
only his designated receiver can verify the validity of the signature as well.

In the initial stage, the initiator randomly selects a private key and generates a
key-stone through a single mapping function, and hides it in the signature. Finally, the
initiator sends the signature to recipient. After the recipient receives the message, he
uses the same method to generate an equally ambiguous signature structure, One thing
to note is that the key-stone used by the recipient must be the one sent by initiator.
Before opening the private key, even though both sides know the identity of the
signature, neither can prove it to the third part. Once opening the private key, the third
part can distinguish the identity of signer by using the signature and private. So the
ambiguity of signature is removed, both signatures have true validity. Therefore, the
application of concurrent signature have aroused great interest of many researchers and
scholars [2–5].
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In 90’s of last century, the studying of applications of conic curve over finite field in
the large number factorization and cryptography aroused great interest. In 1996, for a
conic curve over finite field, Zhang Mingzhi produced the addition operation on conic
curve for the first time, and proved that was a additive Abel group [6]. In 1998,
Cao Zhenfu [7, 8] proposed a public key cryptosystem based on a conic curve over finite
fields. As the advantages of embedding plaintext conveniently, easy points operating,
and fast in speed etc., especially the easy calculating of inverse on conic curve, the
cryptographic algorithm design has a strong attraction to more and more peoples.

In 2002, the authors of reference [9–11] denoted that there existed an algorithms of
high speed of calculating the integral multiple operation of pointing in expression integer
by standard binary system, which could reduce about 1/4 calculation by using it on the
operation between points of conic curve. In 2005, Sun Qi and Wang Biao [12, 13]
expanded the conic curve over finite field onto ring Zn, and denoted that it had the
advantages of embedding plaintext conveniently, easy points operating, and fast in speed
etc. The author of reference [14] further studied the characters of Cn(a, b) over ring Zn.
They pointed out that there was always a basic point which order was Nn in Cn(a, b). they
also pointed out that the protocol they produced had the advantage of the easier calcu-
lating under some condition compared with the one on En(a, b). In 2010, Li Guojing [15]
further studied the add operations between point on conic curve, and designed a new
algorithm to calculate multiplication. The results show that it makes a great improvement
in multiplication compared with the one defined in reference [14]. In reference [16], an
anonymous proxy signature based on the conic curves over Zn was produced, and in
reference [17], a digital signature based on conic curve over Eisenstein ring was put
forward.

In 2011, the author put forward a CS scheme by using the cryptology on conic
curve [18]. Though it achieved a great efficiency, it can not fulfill un-forgeable. In this
paper, we use the advantages of conic curve to propose an improved CS scheme on
conic curve over ring Zn, which not only fulfills the un-forge ability, but also has higher
efficiency comparing with the one proposed by Chen L as well. Furthermore, the
scheme is also based on discrete logarithm in conic curves, so it has the same security.

2 The Conic Curve Cn(a, b) Over Ring Zn

Let Zn be a module ring of n. In reference [12], the conic curve Cn(a, b) over ring Zn is
defined as the set of all solutions of congruence equation

y2 ¼ ax2 � bxðmod nÞ

Where n = pq, p, q are two large different odd prime numbers. ða; nÞ ¼ ðb; nÞ ¼ 1.

Theory [12]. Let A 2 Cnða; bÞ, we define the lest integer number k as the order of
A satisfied kA = 0, and denote it as O(A). 8A 2 Cnða; bÞ, there is a only point ðAp;AqÞ
correspondence to A in Cpða; bÞ � Cqða; bÞ, and it’s order is equal to
lcm½OðApÞ;OðAqÞ�.
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Deduction [12]. Let n ¼ pq, where p; q are two large different odd prime numbers,

and a
p

� �
¼ a

q

� �
¼ �1, pþ 1 ¼ 2r; qþ 1 ¼ 2s, r; s are also prime numbers, then there

exist a point G in conic curve Cnða; bÞ, which order is Nn ¼ 2rs. G is a basic point of
Cnða; bÞ, and set S ¼ f0;G; 2G; . . .ðNn � 1ÞGg is a subgroup of Cnða; bÞ.

The hardness problem on conic curve—discrete algorithm problem in S: Given two
different points M;N 2 S, it is hard to compute e 2 Z; e[ 0 such that M ¼ eN.

About the details of the operation between points of conic curve and public key
encryption protocols over conic curve we can see them from references [6–15].

3 Concurrent Signature on Conic Curve

The concurrent signature on conic curve mainly is composed following parts:

(1) Setup of parameters

PKG chose a conic curve with cryptography Cnða; bÞ as defined in the above
part. Let G be a basic point of Cnða; bÞ, which order is Nn ¼ 2rs, H : 0; 1f g�! Z�

Nn
is a

secure hash function. Let d 2 Z�
Nn

be private key, and Q ¼ dGðmod nÞ the public key
corresponding to d.

Open n; a; b;G;Q;Nn as public key, take d as the private key.

(2) The algorithm of CS

Let A be the signature sponsor and B match signer. Their key-pairs is dA;QAð Þ and
dB;QBð Þ respectively. The algorithm of CS is following two steps.

(1) A randomly selects two integer numbers k; t such that ðk;NnÞ ¼ 1, and computes
P0 ¼ kG ¼ ðx0; y0Þðmod nÞ, c ¼ x0ðmodNnÞ;

(2) uA ¼ tG� cQBðmod nÞ, vA ¼ t þ cdAH mð Þ modNnð Þ,
If c ¼ 0 or uA ¼ 0, reselects the integer numbers k; t. Else the A’s signature for a

message m is SA ¼ c;mA; uA; vAð Þ.
(3) Verification

After receiving the SA, B first examines if vAG ¼ 0 is holds, output error, else,
B verifies if following equation holds:

vAG ¼ uA þ cQB þ cHðmÞQAðmod nÞ

if not, output error, else, B generates his signature of mB, which method is similar to A,
and not generate c by himself, but use the one sent by A. Finally B generates his
signature: SB ¼ c;mB; uB; vBð Þ, and send it to A. After A receives the SB, she also
verifies the correctness of SB, and she must ensure that the c B used is the one she sent,
else she corrupt the protocol. If A verifies that the B’s signature is true, then she opens
the k.
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4 Analysis of Scheme

(1) Correctness

Let uA ¼ tG� cQBðmod nÞ, vA ¼ t þ cdAH mð Þ modNnð Þ, then equation

vAG ¼ uA þ cQB þ cHðmÞQAðmod nÞ

is established.

Proof: vAG ¼ tGþ cQAðmod nÞ ¼ uA þ cQB þ cHðmÞQAðmod nÞ

(2) Ambiguity: For any outside party, either A or B is able to generate this signature.
Before opening the keystone k, both A and B know who is the initial signer, but neither
of them can prove it. While opening the keystone k, anyone can ensure who is the
initial signer at once.
(3) Verifiability. When any authenticator obtains the k and ðc; u; vÞ, he can work out
the c by k, then he examines vG ¼ uþ cQi þ cHðmÞQiðmod nÞ, i 2 A;Bf g. If c is the
coefficient of QB, he can deduce that A is the initial signer and B is receiver. Else c is
the coefficient of QA, he can deduce that B is the initial signer and A is receiver. If
neither of them is established, then he output error.
(4) Un-forge ability. Suppose Eve poses as A send a legitimate signature to B. As the
keystone k is operated in the course of signature through integral multiple of point, it is
hard to solve the k through P0 and G based on the discrete logarithm on conic curve. As
a result, he can’t work out the private key of A. On the other hand, if Eve picks a
appropriate k

0
by himself, and works out corresponding c

0
and u

0
. However, to calculate

v
0
, he can wok out the true v

0
just only under knowing the private key of A. So the

protocol proposed in this paper is un-forge ability.
(5) Analysis of operation efficiency: In reference [1], there are four times modular
index operation and five times multiple operation altogether in the course of signature
and verify. In this paper, there are four times integer multiple point and one time
additive between points on Cnða; bÞ altogether in the course of signature and verify.
Because the computation order of complexity of x� yðmod nÞ is Oðq2Þ [19], and the
one of xyðmod nÞ is Oðq3Þ [20], where q is the bit length of x; y; n expressed by standard
binary, then comparing the times of operating and computation order of complexity,
where the times of operating denotes the hash operation as Inv on group, integer
multiple point as Pm, additive between points as Ad, modular index operation as Em,
integer multiple as P, we can deduce that the protocol in this paper has an improvement
of efficient of signature and verify under the same secure condition from Table 1.
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5 Conclusion

As the exist CS scheme on conic curve over ring Zn can’t resist un-forge ability, an
improved scheme is put forward in this paper. Compared with the finite field, conic
curves have advantages of embedding plaintext conveniently, easy points operating,
and fast in speed etc. So it has higher efficiency than the one proposed in reference [1]
as well. Furthermore, the scheme has the same security based on the discrete logarithm
in conic curves.
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Abstract. In this paper, we propose a novel scheme to detect double MPEG-4
compression with block artifact analysis. An adaptive measurement of block
artifact in decompressed frames is proposed and then combined with the Vari-
ation of Prediction Footprint (VPF) in an effective way. Based on such mea-
surement, periodic analysis is used to detect double compression. The proposed
scheme is verified on several publically available standard videos and compared
with the state-of-the-art method. Experimental results demonstrate that it has
more robust detection capability.

Keywords: Video forensics � MPEG-4 � Double compression � Block artifact

1 Introduction

In recent years, MPEG-4 based codec has been applied for a considerable proportion of
surveillance systems and video cameras. There are imperative needs to detect the
integrity and authenticity of MPEG-4 videos when digital videos are proposed as the
evidence in front of a court of law. Double compression detection method is one of the
important authentication methods in video forensics [1], since almost all the tampered
videos must go through at least twice encoding processes.

According to whether the structure of GOP between the primary and the secondary
compression are the same or not, video double compression can be categorized into two
classes. For the double compression detection with the same GOP structure, some suc-
cessful methods have been proposed. In [2–4], distributions of quantized DCT coeffi-
cients are the main clue to expose double compression. The first digit statistics is used as
another powerful tool to detect double compression in [5, 6]. In [7], Subramanyam and
Emmanuel used principles of estimation theory to detect double quantization. In [8],
Wang et al. apply the Markov based features to detect double compression in MPEG-4
videos. For double compression detection with different GOP structures, most of the
above-mentioned methods fail to achieve satisfactory performance. Luo et al. [9] con-
sider this issue by analyzing the feature curve of recompression videos after removing
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different frames for a given sequence. In [10], Bestagini et al. proposed a method to
identify the type of codec used in the first coding step of doubly encoded videos. The
main drawbacks of [9, 10] is that the performance drops rapidly when the strength of last
compression increases. In [11], the technique based on the variation of the macroblock
prediction types in the re-encoded P-frames is proposed. However, the method in [11]
still has some limitations: this method may become unreliable when the content of videos
contains complex texture.

To overcome these drawbacks, we propose a double MPEG-4 compression detection
scheme based on block artifact measurement with VPF. The proposed scheme first
obtains the strength of block artifact from differences between decompressed frames of
the input video and their deblocked versions using an adaptive deblocking algorithm.
Then, the strength of block artifact is combined with the VPF extracted from video
stream to generate the measurement sequence. Finally, periodic analysis is applied to the
measurement sequence to detect double compression. Experimental results demonstrate
the proposed approach has more robust double compression detection capability com-
pared with the state-of-the-art method.

The rest of this paper is organized as follows. Section 2 introduces the properties of
block artifact. Section 3 detailedly presents the proposed scheme. Section 4 reports the
results of experimental tests and Sect. 5 draws the conclusions.

2 Analysis of Block Artifact

In MPEG-4 encoded video sequences, there are three types of frames: intra-coded frames
(I-frames), predictive-coded frames (P-frames) and bi-directionally predictive-coded
frames (B-frames) in each GOP. For simplicity, B frames are not considered in this work.
Since the transform coding and quantization is independent from one block to another in
MPEG-4 compression, the discontinuity often exists in the boundaries of 8� 8 blocks.
This kind of distortion is called as block artifact. Block artifact may exist in both I-frames
and P-frames. However, the block artifact of P-frames is different from that of I-frames,
since the texture coding step is carried out in prediction residues in inter-coded mac-
roblocks (P-MBs) instead of content in current blocks.

Different from single compression, the block artifact of recompressed frames is
affected by compression degradations in the first compression. If a MPEG-4 video is
double compressed with different GOP structure (referred to as double compression
hereinafter), there will be four kinds of re-encoded frames: I-P frames (the P-frames
previously encoded as I-frames in the first compression), I-I frames, P-P frames and P-I
frames. In first compression, the quantization error introduced by intra-coding can
weaken the correlation between the I-frame and its previous P-frame. Because of it, the
difference between the current block and the corresponding reference block increases.
When quantiser scale is relative small, the degradation due to recompression is slight.
The block artifact of original I-frames will be retained in the second inter-coding
process. Thus, in decompression domain, the I-P frames always perform more severe
block artifact on boundaries between on-grid blocks than adjacent P-P frames. Please
note this kind of block artifacts in P-I and I-I frames (referred to as double compressed I
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frames) are also distinct. However, block artifact in double compressed I frames cannot
be used as the clue of double compression directly, since it is caused by intra-coding
process in second compression.

3 The Proposed Approach

In this section, a novel double compression detection scheme based on block artifact
analysis is described.

3.1 The Measurement of Block Artifact

As discussed in Sect. 2, block artifact between on-grid blocks is more distinct in I-P
frames than adjacent P-P frames. It is used as the clue of double compression in this
work. In order to measure the strength of block artifact, differences between the
decompression frames and their deblocked versions are computed. Inspired by [12], an
adaptive postfiltering method based on both spatial and frequency information is
applied to deblock decompressed frames. Denote a decompressed video sequence of
the input video as X ¼ fX1;X2; . . .;XNg, where N is the length of the video sequence
and Xn represents the luminance component of n-th decompressed frame. The
deblocking method for each decompressed frame runs as follows:

Step 1. Setting Block Semaphores: The decompressed frame is first divided into
non-overlapping blocks. Then, the 8� 8 transform coefficients of each block are
computed using discrete cosine transform. A block having only DC component can
cause both horizontal and vertical blocking artifact. In this case, both the horizontal
blocking semaphore (HBS) and the vertical blocking semaphore (VBS) of the corre-
sponding block are set to 1. When only the coefficients in the top row of 8� 8
transform coefficients are nonzero, the block may have vertical block artifact. In this
case, the VBS is set to 1. When only the coefficients in the far left column have nonzero
values, the HBS is set to 1. Do such operation for all the non-overlapping blocks in
each decompressed frame.

Step 2. Horizontal Deblocking: If the HBS of the block and its horizontally adjacent
block are both equal to 1, a seven-tap low pass filter f1 is applied to smooth the
boundary between these blocks. The seven-tap is of the form: f1 ¼ 1

8 ;
1
8 ;

1
8 ;

1
4 ;

1
8 ;

1
8 ;

1
8

� �
. If

this condition is not satisfied, the absolute value of difference between pixels near the
boundary is calculated. When the difference is smaller than 2� QP (quantizer scaler),
the weak low pass filter f2 is applied to smooth the block boundary, where the weak
filter is 1

4 ;
1
2 ;

1
4

� �
in this work.

Step 3. Vertical Deblocking: The vertical filtering is performed in the same way as
horizontal filtering.

After deblocking, the deblocked version ~Xn of Xn is generated. This measurement of
n-th frame can be calculated as follows:
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EðnÞ ¼
XL
n¼1

XM
m¼1

j~Xnðl;mÞ � Xnðl;mÞj ð1Þ

Then, apply this operation for each decompressed frame to get measurement
sequence EðnÞ of the input video, where n ¼ 0; 1; . . .;N � 1. Since I-frames have
strong block artifact both in single encoded videos and double encoded videos, EðnÞ of
such frames cannot be used directly. The elements located at frames kG2, where G2 is
GOP size in second compression and k ¼ 0; . . .; N=G2b c, are replaced to the average
value of its previous element and following element, formally:
EðkG2Þ ¼ ðEðkG2 � 1Þ þ EðkG2 þ 1ÞÞ=2. Finally, the ratio between the local strength
and the sequence’s average strength is calculated to get the measurement sequence of
block artifact ~EðnÞ as follows: ~EðnÞ ¼ EðnÞ=Eave, where Eave ¼ 1

N

PN�1
n¼0 EðnÞ.

3.2 Combination Between Block Artifact and VPF

To further improve robustness of the proposed method, the measurement of block
artifact is combined with VPF. In [11], the abnormal fluctuation of marcoblocks is
applied to locate the VPF and the strength of VPF is measured as the function of
numbers for different macroblock types between the current frame and its adjacent
frames. In this work, we still use the condition in [11] to locate VPF and get the set X
containing VPFs of the input video. Different from [11], the strength of block artifact is
used as the measurement for VPF. Besides, the block artifact of frames not in X is also
considered with the adjustable parameter. Formally, the modified measurement
sequence VðnÞ is defined as follows:

VðnÞ ¼ ~EðnÞ; if n 2 X
a~EðnÞ; otherwise

�
ð2Þ

where a 2 ½0; 1� is the parameter to adjust the strength of block artifact in frames not in
X and n ¼ 0; 1; . . .;N � 1. By selecting a 2 ½0; 1�, the detector can obtain the tradeoff
between block artifact measurement and VPF to get more effective double compression
detection ability.

3.3 Periodic Analysis

Periodic analysis is applied to the measurement sequence VðnÞ to expose double
compression. Since coding error propagation can severely degrade the quality of the
MPEG-4 compression video, it is reasonable to assume that the number of candidate
GOP sizes is finite. We empirically set that the maximum value of GOP as 300 and
regard videos whose length are less than 1500 frames as short clips in this work. The
set of candidate GOP size C ¼ f2; 3; . . .Cmaxg is defined. Cmax is set as one-fifth of the
video length when the input video is the short clip, otherwise Cmax is set as 300.
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Then, a function wðcÞ is defined to measure how well the choice of c 2 C models
the periodicity of signal VðnÞ. The function wðcÞ maps each candidate value c to a
fitness value w. Different from [11], the composite fitness function wðcÞ ¼ w1ðcÞ �
w2ðcÞ is defined as follows: w1ðcÞ calculates the average value of elements in integer
multiples of the candidate GOP size c; w2ðcÞ penalizes the presence of periodic caused
by other GOP candidates as follows: w2ðcÞ ¼ max

z2½1;c�1�
w1ðzÞ.

Finally, the value of wðcÞ is calculated, iterating over each of the candidate GOP
size in C. The highest value is compared to the threshold Tw to assign the class to the
input video where Tw is a preset threshold. If the highest value is above the threshold
Tw, the input video is classified as double compression.

4 Experiments

In this section, the performance of our algorithm in double compression detection is
evaluated. Fourteen widely known YUV sequences1 with 352� 288 resolution
(CIF) are selected as source sequences. In order to test the reliability of the proposed
scheme in presence of short clips, only the first 250 frames for each YUV sequence are
considered. According to the definition of Cmax, it is easy to extend the proposed
scheme to longer clips. For all the experiments, the codec built in MPEG-4 of liba-
vcodec library (through FFmpeg) is used to encode and decode all the videos. In our
tests, the first bitrate B1 and second bitrate B2 were both selected from the set {100,
300, 500, 700}(kbps) with constant bit rate (CBR) mode. The values of G1 were
selected from the set {10, 15, 30, 40} while G2 from the set {9, 16, 33, 50}. We create
a set S containing 224 singly encoded videos with all combinations of G2 and B2 for all
YUV sequences and another set D containing 3584 doubly encoded videos with all
combinations of G1, B1 in first compression and G2, B2 in second compression for all
YUV sequences. In order to provide a fair comparison, we replace the GOP candidate
selection method in [11] to our proposed method in all experiments.

The performance of double compression detection is investigated as a function of
first and second bitrate. The area under the Receiver Operating Characteristic
(ROC) curve is adopted to depict the performance of detector. The area under the ROC
curve (AUC) is averaged over 20 times of experiments by randomly selecting double
compressed videos with the corresponding combination ðB1;B2Þ in set D. The values
for AUC achieved by the proposed methods and [11] are shown in Table 1. The values
of a is experimentally set as 0.8. The best results for each combination ðB1;B2Þ are
highlighted.

As shown in Table 1, it can be observed that our method always performs better.
The proposed method gets distinct improvement when videos have relatively good
quality (e.g. B1 [ 100 kbps and B2 [ 100 kbps). Concretely, the average AUC of the
proposed method is 0.947 while the method in [11] is 0.921 in these cases. And we

1 Freely available at this website: http://trace.eas.asu.edu/yuv/. Chosen sequences are: akiyo,
bridge-close, bridge-far, coastguard, container, foreman, hall, highway, mobile, news, paris, silent,
tempete, waterfall.
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observed that the fingerprint of VPF is inefficient in videos containing moving complex
texture while the proposed method still performs well. In such videos, magnitudes of
high-frequency components in motion residual are relatively large, (e.g. “waterfall”
sequence). On the other hand, the improvement of the proposed method compared with
[11] is marginal when perceptual quality of the recompressed video is very low (e.g.
B1 ¼ 100 kbps or B2 ¼ 100 kbps). It is because the severe quantization error may be
propagated to following P-frames in the same GOP and such quantization error may
degrade the block artifact of I-P frames measured by the post-filtering method. How-
ever, all the values of the AUC still arrive 0.95 when B1 �B2 for our method.

5 Conclusion

In this paper, a novel double MPEG-4 compression detection scheme with analysis of
block artifact is proposed. The block artifact measurement is combined with VPF using
the adjustable parameter a to get more robust detection ability. Experimental results
show that the proposed scheme provides better discriminative performances compared
with [11]. The future works focus on finding another deblocking algorithm to reduce
the influence of low compression bitrate and extending this scheme to other video
compression standards.
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