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Preface

The International Conference on Intelligent Computing (ICIC) was started to provide
an annual forum dedicated to the emerging and challenging topics in artificial intelli-
gence, machine learning, pattern recognition, bioinformatics, and computational biol-
ogy. It aims to bring together researchers and practitioners from both academia and
industry to share ideas, problems, and solutions related to the multifaceted aspects of
intelligent computing.

ICIC 2015, held in Fuzhou, China, August 20-23, 2015, constituted the 11th Interna-
tional Conference on Intelligent Computing. It built upon the success of ICIC 2014,
ICIC 2013, ICIC 2012, ICIC 2011, ICIC 2010, ICIC 2009, ICIC 2008, ICIC 2007, ICIC 2006,
and ICIC 2005 that were held in Taiyuan, Nanning, Huangshan, Zhengzhou, Changsha,
China, Ulsan, Korea, Shanghai, Qingdao, Kunming, and Hefei, China, respectively.

This year, the conference concentrated mainly on the theories and methodologies as
well as the emerging applications of intelligent computing. Its aim was to unify the picture
of contemporary intelligent computing techniques as an integral concept that highlights
the trends in advanced computational intelligence and bridges theoretical research with
applications. Therefore, the theme for this conference was “Advanced Intelligent Com-
puting Theories and Applications.” Papers focusing on this theme were solicited,
addressing theories, methodologies, and applications in science and technology.

ICIC 2015 received 671 submissions from 25 countries and regions. All papers went
through a rigorous peer-review procedure and each paper received at least three review
reports. On the basis of the review reports, the Program Committee finally selected 233
high-quality papers for presentation at ICIC 2015, included in three volumes of pro-
ceedings published by Springer: two volumes of Lecture Notes in Computer Science
(LNCS) and one volume of Lecture Notes in Artificial Intelligence (LNAI).

This volume of Lecture Notes in Artificial Intelligence (LNAI) 9227 includes 84
papers.

The organizers of ICIC 2015, including Tongji University and Fujian Normal
University, China, made an enormous effort to ensure the success of the conference.
We hereby would like to thank the members of the Program Committee and the
reviewers for their collective effort in reviewing and soliciting the papers. We would
like to thank Alfred Hofmann, executive editor at Springer, for his frank and helpful
advice and guidance throughout and for his continuous support in publishing the
proceedings. In particular, we would like to thank all the authors for contributing their
papers. Without the high-quality submissions from the authors, the success of the
conference would not have been possible. Finally, we are especially grateful to the
International Neural Network Society and the National Science Foundation of China
for their sponsorship.

June 2015 De-Shuang Huang
Kyungsook Han
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Abstract. Bayesian network (BN) is one of the most classical probabilistic
graphical models. It has been widely used in many areas, such as artificial
intelligence, pattern recognition, and image processing. Parameter learning in
Bayesian network is a very important topic. In this study, six typical parameter
learning algorithms were investigated. For the completeness of dataset, there are
mainly two categories of methods for parameter estimation in BN: one is suit-
able to deal with the complete data, and another is for incomplete data. We
mainly focused on two algorithms in the first category: maximum likelihood
estimate, and Bayesian method; Expectation-Maximization algorithm, Robust
Bayesian estimate, Monte-Carlo method, and Gaussian approximation method
were discussed for the second category. In the experiment, all these algorithms
were applied on a classic example to implement the inference of parameters. The
simulating results reveal the inherent differences of these six methods and the
effects of the inferred parameters of network on further probability calculation.
This study provides insight into the parameter inference strategies of Bayesian
network and their applications in different kinds of situations.

Keywords: Bayesian network : Parameter learning - Conditional probability
table

1 Introduction

A Bayesian Network (BN) is a graphical representation of knowledge with intuitive
structures and parameters [1-3], which was first proposed by J. Pearl. In the past few
decades, Bayesian networks has been combined with expert systems and decision
theory, and gained rapid development [4, 5]. F.V. Jensen, R.G. Cowell, and R.
Neapoliton, et al. conducted a detailed discussion for Bayesian network [6, 7]. More
recently, researchers have developed methods for learning Bayesian networks
from data.

Bayesian network encodes the conditional dependencies between a set of random
variables using a directed acyclic graph (DAG). It can be described as a pair (G,0),
where G is the topological structure of the network, and 6 is the set of parameters of the

© Springer International Publishing Switzerland 2015
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conditional probability functions of each variable (a node in the graph) given its parents
in the network. Both the graph of conditional dependencies and the model parameters
can be estimated from a set of observed examples of a domain of interest or can be
provided by means of domain-expert knowledge. When only a dataset is provided, a
method that learns Bayesian network models usually implements two stages: the
extraction of the network structure (structure learning) and the estimation of the model
parameters (parameter learning) [8]. In real learning problems, structure learning is
looking for relationships among a large number of variables; while the parameter
learning is estimating the conditional probability tables (CPT) which involve in the
casual relationships among variables. Although some structure learning approaches can
infer the candidate network topologies from the observed data, adding sufficient
domain knowledge can effectively guide the searching process and quickly obtain an
optimal solution. Given a network topology, estimation of all the parameters in the
network is obviously much more challenging. Only structure and parameters are both
known, the computation of a probability of interest on this model can be expected. In
this study, we investigated six typical parameter learning approaches in Bayesian
network to provide insight into the differences and scopes of these algorithms. We
focused on two categories of parameter learning approaches: one category is for
complete data: such as Maximum Likelihood Estimate (MLE) [9], and Bayesian
method [9] ; another category is for incomplete data: such as Expectation-maximization
(EM) [10], Robust Bayesian Estimate (RBE) [8], Monte-Carlo Method [11, 12], and
Gaussian approximation [13]. In the simulation part, we selected a classical example
[14] to represent the characteristics of each method. We believe that this study will
promote the application of Bayesian network in much more real problems.

2 Parameter Learning in Bayesian Network

A Bayesian network is a graphical model for probabilistic relationships among a set of
variables. This graphical model is represented by a directed acyclic graph (DAG). It
can be denoted as G(V, E), in which V is the set of all the nodes (with index
1,2, ...,n) and E is the set of all the edges. The states of j-th node in V can be denoted
by discrete variable x;, in which j € V, x; € X and X = {x, x5, ..., x,}. For the node j € V,
pa(j) is the parents of node j. Therefore, we have pa(j) C V and the corresponding
variable set of pa(j) is PAX; (PAX; C X). We assumed that there is a conditional
probability P(x; | PAX;) for each node j, then the joint probability distribution of the
model can be represented as following:

P(x) = [ P | PAX;) (1)

jev

where P(x;j|PAX;) is the local conditional probability of node j. If the states of all the
nodes in the network are discrete, we usually use conditional probability table (CPT) to
represent the causal relationship between a child node and its parent nodes. Parameter
learning is the task to estimate all the CPTs from the observed sample data if the
network structure is known.
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Figure 1 is a classic example to elaborate the conception of Bayesian network.
There are four nodes included in the BN shown in Fig. 1: Cloudy (C), Sprinkler (S),
Rain (R), WetGrass (W). In a Bayesian network, each directed edge indicates a type of
conditional probability, which can be expressed with a CPT. The nodes are indepen-
dent if there are no any edges connecting them. Form Fig. 1, we can see C is inde-
pendent to W; the conditional probability P(S|C) indicates the probability of S under
the condition C. So, P(R|C) and P(W|S, R) also have the similar meaning. Therefore, the
joint probability distribution in Fig. 1 can be represented as:

P(C,S,R,W) = P(C)P(S|C)P(R|C)P(W|S,R) (2)

Bayesian networks provide decision results for expert system, which is based on the
network structure and conditional probability tables (CPT). If the conditional proba-
bility table is unknown, we only learn from the observed data to obtain the conditional
probability parameters. Bayesian network parameter learning is an important part of
learning Bayesian networks: Giving a Bayesian network structure and a number of
known observation data set, estimate the conditional probability parameters for all the
casual relationships in the network. Parameter learning algorithm can be divided into
two categories: one is based on a complete data; the other is based on incomplete data.
We will discuss several typical algorithms for these two categories.

P(C) P(C=F)  P(C=T)
0.5 0.5

P(S|C)
c |Ps=F) P(s=T)

P(R|C)
C | P(R=F) P(R=T)

Sprinkler

F 0.5 0.5 F 0.8 0.2

T 0.9 0.1 T 0.2 0.8

WebGrass

P(W[S,R)

P(W=F) P(W=T)

Fig. 1. A simple Bayesian network, adapted from [13].

2.1 The Parameter Learning for Complete Data

We assumed that a Bayesian network included n nodes, which states can be represented

by X = {x1, X2, ..., X, ..., X,}, in which x; is the state of j-th node. If each node is
observed m times, a sample dataset OSS = {D;, D,, ..., D,,} will be obtained. The
sample D; = {xy;, x2;, ..., X,,;} indicates the observed values of all the nodes in the i-th

sampling. If there is no missing values occurred in dataset OSS, it was considered as
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complete data; otherwise, incomplete data. In this section, we firstly introduced max-
imum likelihood estimate (MLE), and Bayesian methods for complete data.

2.1.1 Maximum Likelihood Estimate

Maximum Likelihood Estimate (MLE), is a common strategy of parameter learning for
complete data. The basic idea of MLE is: a random test for an event (C) may induce
several possible outcomes C!, C2, ..., C". If the result of this test is C* (1 < k < n), it
appeared in the maximum likelihood for this event. Hence, the estimated value of C
will be set as parameter € if it can maximize the value of likelihood function P(C|0).
Likelihood is a standard to judge if 8 is good or bad. Based on the possibility of  to
sample, the bigger value of likelihood function L(f : D) is the better, where
L(0: D) = P(D|0) = [[ P(Dnl0).

Extended to a general Bayesian network with n nodes, the likelihood function is
denoted as:

:Hlem,.. s Xum|6) :HHP Xim | pa(i) 'nl,Qi)
_HHPx,m|pa e 0 HL 0; : D) 3)

If the probability P(x|pa(i)) satisfies a polynomial distribution, the local likelihood
function can be further decomposed as following:

= HP(x,-m|Pa(i)m, 0;)
_HHHP ‘pa m7 i HH xpzpal (4>

m. pa(i)’

Considering that the dataset is complete, for each possible value (pa(iy) of the
parent nodes pa(i), the distribution of probability of P(x|pa(i)) is the independent
polynomial distribution which is not related to all other values (pa(i)l(l # ) of pa(i).

Therefore, MLE method can obtain the estimated parameter 6 as following:

g, _ N paliy) 5
T Npal))

Based on Eq. (5), we can easily obtain the conditional probability tables on a known
network topology. Actually, MLE method uses frequency to instead of probability.
It converges slowly due to no prior knowledge was used in the process of parameter
estimation.

2.1.2 Bayesian Method
The basic idea of Bayesian method for parameter learning is: given a distribution with
unknown parameters and a complete set (C) of instance data (observed data), 8 is a



A Review of Parameter Learning Methods 7

random variables with a prior distribution p(); the changes of parameter 0, namely p(6)
(), can be estimated according to the previous knowledge or the assumption of p(6) as
the uniform distribution. p(f|C) is therefore called as the posterior probability of
parameter 6. Here, the aim of this method is to calculate this posterior probability,
which will be considered as the basis of parameter learning.

Here, we assumed that prior distribution p(6) is Dirichlet distribution:

p(0) = Dir(Oloy, . . .,0,) = — He“‘* (6)
1j ( LS
Where o = Z o, ap >0, k=1,...,r, a,...,0, are hyper parameters; I'(:) is

I'x+1)=xI"(x)
ray=1

Gama function, I'(x f #le~'ds satisfies { . Hence, the proba-

bility of observed samples is:

o) = [ popoioan = [ T < [T okan =

I F OC +Nk
H k
H (o) #= =

+N I'(o

k 1

In Bayesian method, it assumes that the no prior distribution is uniform distribution,
which is consistent with the principle of maximum entropy in information theory, it
maximizes the entropy of random variables. Thus, if there is no information used for
determination of prior distribution, we set a; = oy = ... = @,

Here, the Dirichlet distribution was applied as the prior distribution, and we
illustrate the parameter learning process in Bayesian network from three situations:

(1) The calculation of non-conditional probability p(x;|6) (nodes which have no parents)

p(0|D) = pw;l()(?'e) HFF(E;,TL,-) H Ok*™" = Dir(ay +ny,..,ay +ny) - (7)

Therefore,

o + n;

p(0iID) = I N

(8)

where n; is the number of occurrences of i-th possible values for variable x; in the whole
dataset, and N is the number of occurrences of all the possible values for variable x; in
the dataset.

(2) The calculation of conditional probability for each node which has unique parent
node.
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We assume that the relationship between nodes X and Y can be denoted as X — 7,
and they both are discrete variables. Hence,

p(y|xi, 0) = Dir(oi + nip, 0 + ni, - ., 0 + nig) )

(3) The calculation of conditional probability for each node which has multiple parent
nodes.

Firstly, an assumption of parameter independence was given: the parameters, which
might have different distribution, are mutually independent. Here, 6, is represented as
the conditional probability when pa(a) = j and x; = k. r; denotes the number of possible
values for variable x;. ¢; = ﬂxlel,u<,-)r,» indicates all the situations for its parent nodes.
With the assumption of parameter independence, each variable x; and its parent
pa(i) = j obey Dirichlet distribution:

o

P01, 02, -, Onlc) = c [ [ 05" (10)
k
Hence, the value of 6;; can be estimated by following Eq. (11):

O = +—25 (Ocijzzocijk,nijzznijk) (11)
Ojj -‘rl‘lij

2.2 The Parameter Learning for Incomplete Data

2.2.1 Expectation-Maximization

The basic idea of Expectation Maximization (EM) is: when the observed data is
incomplete, we can use the inference algorithms of Bayesian network to estimate the
missing value of the dataset so that the dataset will be complete. Little and Rubin
confirmed that EM will be an excellent learning approach when the statistical model
can be constructed. EM algorithm includes two steps: (1) initialization: 6, is assigned
with a random value; (2) calculation of the exception. We will calculate the statistical
expectation factor of each event “X; = k, pa(i) = j”” under the condition 6;; For discrete

N
variables, we have E,x\p o, s)(Nijix) = >_ p(xi = k, pa(i) = j| ¥, 0y, S), where Ny is the
i=1

sufficient statistical factor of the event “X; = k, pa(i) = j”; (3) maximize the exception.
The exception sufficient factor was applied to convert the incomplete data D to com-
plete data samples; (4) if the accuracy is reached, stop the process; otherwise, return to
(2). Hence, we can calculate the conditional probability via Eq. (12):

Ep (x\D,-O,vSk) (lellk)
1 Ep(x‘Di()jSk) (Nij )

Oyjx = (12)

EM approach uses a Bayesian network inference algorithm to calculate the exception of
variables which are un-observed. The selection of inference algorithm is the key for
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EM approach. Junction Tree algorithm is widely used in EM approach for parameter
learning.

2.2.2 Robust Bayesian Estimate
Robust Bayesian estimate (RBE) [8], is a parameter learning method on incomplete
data. The basic idea of RBE is: probability interval-based strategy was applied to
estimate the minimal and maximal values of conditional probabilities for each node;
and use probability interval to represent the ranges of conditional probabilities. With
difference from EM approach, RBE does not need to make any assumptions about the
missing data when implementing parameter learning, but directly represent the con-
ditional probability with probability interval. Furthermore, the width of the interval
indicates the reliability of estimation [8].

For the complete data, similar as Eq. (5), the conditional probability for
“X; =k, pa(i) = is

n(xi = k,pCl l) :])
n(pa(i) = j)

Where n(x; = k, pa(i) = j) is the number of occurrence of event “x; = k, and pa(i) = j”
in the observed dataset, n(pa(i) = j) is the number of occurrence of j-th situation of pa
@) (pai) = j).

For the incomplete data, the statistics in Eq. (13) could not be implemented so that
we have to use RBE method to estimate the conditional probability. Please see the steps
of RBE as following.

Firstly, we clarify that n(x; = k, pa(i) = j) and n(pa(i) = j) denote the situations of
non-missing values in the observed dataset. For incomplete data, there are only three
kinds of situations:

Ok = (13)

(1). n(?|pa(i) = j): samples fit the event “pa(i) = j”, but the value of x; is missing.
(2). n(x; = k|?): samples fit the event “x; = k”, but the values of pa(i) is missing.
(3). n(?|?): samples are missing on both x; and pa(i).

If the samples fit one of above three situations, the data might be fit the condition
“x; = kand pa(i) = j” or not before the data were lost.
Therefore, we can calculate the ranges of parameters. We set:

(o = Klpa(i) = ) = n(?lpa(i) =) + nlx = K2) +n(2l7)  (14)
n(x; = klpa(i) = j) = n(?|pa(i) = j) + Y _n(x = hlpa(i) = j) +n(?[2) ~ (15)
h+#k

Equation (14) denotes the numbers of all the situations occurred event
“x; = kand pa(i) = j” in the observed data, which at least fit one of above three cases.
Equation (15) indicates the numbers of all the situations did not occur event
“x; = kand pa(i) = j” in the observed data, which at least fit one of above three cases.
Equations (14-15) restricts the ranges of conditional probability. For incomplete
dataset, the value of 0 can be restricted by both Egs. (16-17):
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i + n(x; = k,pa(i) = j)
w; + n(pa(i) = j) + n(x; = k|pa(i) = j)

p(xi = klpa(i) = j) = (16)

wi + n(x; = k,pa(i) = j) + n(x; = klpa(i) =)
;i +n(pa(i) = j) + n(x; = klpa(i) = j)

p(xi = klpa(i) = j) = (17)

In here, a;j is hyper parameter, which represents prior knowledge. Therefore, we
have

O € [P(xi = klpa(i) = j), p(xi = klpa(i) = j)]

We can clearly see that RBE applied probability interval to represent conditional
probability.
So the probability P(X,) = [[ P(X,y,) can be represented as P(X,) €

veV

[P(X,), P(X,))]. where P(X,) = [] P(X,y,).P(X,) = HP( o, )-

veV

2.2.3 Monte-Carlo Method

The Gibbs sampling strategy proposed by Geman is belong to the well-known
Monte-Carlo method. The basic idea is: the expectation f{X) of joint probability dis-
tribution P(X) on variable set X was estimated with Gibbs sampling. This method
includes following steps: (1) initialization. Randomly initialization is implemented on
incomplete dataset D and obtain a complete dataset D.. (2) An un-observed variable
X, in dataset D was selected out (the m-th sample instance of i-th variable), and it was
randomly assigned with the following probability distribution:

(Xz/m‘DC\Xim7 S)
> P(Xip|D\Xim, S)

P (X DX, S) = (18)

Where D.\ X, indicates the situation moving the observation X;, from Xj;,;
(3) Base on step 2, each un-observed variable in D was assigned, so that a new
randomized complete dataset D’C was finally obtained. (4) calculate p(64D, S);
(5) repeat step 1 to step 4 so many times, and get the estimated value as the mean value
of all the p(64D, S).

Monte-Carlo methods are very flexible when other methods are not applicable. The
larger the samples, the more accurate results; however, the computational complexity is
exponential power of the number of instances of the sample. Gibbs sampling is the
most typical one in Monte-Carlo methods.

2.2.4 The Gaussian Approximation

The Gaussian approximation method also can handle large samples and get accurate
results; and it has lower complexity than Monte Carlo. The basic idea is: for the large
scale data, we can use multivariate Gaussian distribution to approximately simulate p

0D, ) & p(D|,, S), g(6y) = log (p(D|0,, SP(B,IS)). 0, = arg maxy {g(6,)}, so 0,
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make p(6,D, S) reach to maximum; the second-order Taylor expansion of g(6;) in point
~ ~ ~ ~ T
0, was used to calculate g(0;) ~ g(6;) — 1/2(0,— 0,)A (6, — 0,) , A is the Hess

determinant of g(6,) in the point ES. Therefore,

p(0,|D, 8)oop(D|0;, )p(0y]s) ~ P(D|937S)p(és|5)
= exp{—% <9S - és)A(Hs — Q)T}

As can be seen from the above equation, it is necessary to find Aés to complete
the Gaussian approximation, and calculate the Hess determinant exp{—%

(0, — 5s)A (0, — ES)T} of g(6,) at the point 0.

3 Discussion and Conclusion

This paper firstly described the structure and representation of Bayesian network; the
mainly focus is the parameter learning strategy in Bayesian network. We introduced six
typical parameter learning methods of Bayesian network, which were suitable to
complete and incomplete dataset, respectively. In the simulation experiment, the
detailed comparison of these algorithms was carried out. The results suggest us how to
use a reasonable one for different applications in real questions. There are several areas
that require further research. First, some methods or approaches can be proposed to
process the continuous data for parameters learning. Second, the fast algorithms for
incremental learning should be established.
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Abstract. The mixture of Gaussian Processes (MGP) is a powerful and fast
developed machine learning framework. In order to make its learning more
efficient, certain sparsity constraints have been adopted to form the mixture of
sparse Gaussian Processes (MSGP). However, the existing MGP and MSGP
models are rather complicated and their learning algorithms involve various
approximation schemes. In this paper, we refine the MSGP model and develop
the hard-cut EM algorithm for MSGP from its original version for MGP. It is
demonstrated by the experiments on both synthetic and real datasets that our
refined MSGP model and the hard-cut EM algorithm are feasible and can out-
perform some typical regression algorithms on prediction. Moreover, with
sparse technique, the parameter learning of our proposed MSGP model is much
more efficient than that of the MGP model.

Keywords: Mixture of Gaussian Processes - Sparsity - Hard-cut EM algorithm -
Big data

1 Introduction

Gaussian process (GP) is a powerful model for a wide range of applications in machine
learning, including regression [1], classification [2], dimensionality reduction [3],
reinforcement learning [4], etc. Nevertheless, GP model fails to describe multimodality
dataset and the training of GP consumes O(N?) time for N training samples [5, 6]. In
order to solve these problems, Tresp [7] proposed the Mixture of Gaussian Processes
(MGP) in 2000, which was adjusted from Mixture of Experts. Since then, various MGP
models have been proposed, and the most of them are special cases of mixture of
experts where each expert is a GP.

Another useful way of reducing the time cost of training a GP is to adopt the model
of sparse Gaussian Process (SGP), which computes the GP likelihood with a pseudo
dataset being smaller than the training dataset in size [8]. To combine the advantages of
MGP and SGP, the Mixture of Sparse Gaussian Processes (MSGP) has been also
proposed, in which each component is a SGP instead of a GP to accelerate the
parameter learning [5, 6, 9-11].

For these MGP and MSGP models, there are three main training algorithms: Monte
Carlo Markov Chain (MCMC), variational Bayesian inference (VB), and EM algo-
rithm. Actually, MCMC approximated the posterior of parameters by sampling several

© Springer International Publishing Switzerland 2015
D.-S. Huang and K. Han (Eds.): ICIC 2015, Part III, LNAI 9227, pp. 13-24, 2015.
DOI: 10.1007/978-3-319-22053-6_2
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long sequences of Markov Chains [12—19]. However, it was quite time consuming as
pointed out in [9]. VB tried to approximate the posterior of parameters with factorized
forms, which actually may deviate a lot from the true posterior [20-24].

Generally, EM algorithm is an effective approach to the learning of mixture models.
However, since the exact posterior of latent variables and the Q function are intractable
for MGP and MSGP models, several approximation strategies have been adopted. For
example, variational EM algorithm approximated the posterior in E step with varia-
tional inference [5, 911, 25], which had the same drawbacks as VB. In [26, 27], the Q
function was decomposed via leave-one-out cross-validation (LOOCV), which was a
complicated form involving much computation. Stachniss et al. [6] and Tresp [7]
attempted to simplify the learning process with the help of heuristic estimation in M
step. However, kernel parameters were predetermined without learning in [7], whereas
the parameters were sampled from data-irrelevant distributions in [6]. Therefore, both
learning processes in fact needed more guidance by datasets.

Recently, some hard-cut EM algorithms have also been adopted to improve the
learning efficiency, which partition each sample into the component with the maximum
posterior in E-step and learn the parameters of each component independently in
M-step [9, 28]. Moreover, in the same way, Yang and Ma [26] has adjusted its pro-
posed soft EM algorithm for MGP with the LOOCYV probability decomposition into a
hard-cut EM algorithm for MGP, which is here referred to as the LOOCV hard-cut EM
algorithm for convenience.

After all, these algorithms resorted to some approximation strategies since MGP
and MSGP models are usually very complex. Recently, Chen et al. [29] refined the
MGP model to a more simplified form, and strictly derived a precise hard-cut EM
algorithm for it. In this paper, we develop this approach by adding sparsity constraints
and adjusting the refined MGP model into the MSGP model. As a result, the parameter
learning becomes more efficient as the MSGP model is refined and the hard-cut EM
algorithm is still strictly derived. The experimental results demonstrates that our pro-
posed model and algorithm are feasible and can outperform some typical regression
algorithms.

2 The Mixture of Sparse Gaussian Processes

2.1 Gaussian Process (GP)

A GP model for regression is mathematically defined by

fi m(x;) K(xi,x1) K(x,x) - K(x,xy)
bH m(xy) K(x2,x1) K(xa,x2) -+ K(x2,xn)
F= ~N :
: : : : . : ;o (1)
fv m(xn) K(xn,x1) K(xn,x2) -+ K(xn,xy)
Vi NN(fh 02)
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where x;, f, and y, denote the input, latent response and output of a training sample,
respectively, K(u, v) is a mercer kernel function, and a2 denotes the noise intensity. As
in most cases, we adopt zero mean function (m = 0) and the most popular kernel
function—the squared exponential (SE) kernel [30]:

d
K(”v V) =r 28Y [_ %;bi(uk - Vk)2‘| ) (2)

where d is the dimensionality of inputs and each dimension has a different weight by to
realize automatic feature selection.

There are several ways for learning the hyper-parameters of a GP model, including
the approaches of maximum likelihood estimation (MLE), maximizing a posteriori
(MAP), surrogate predictive probability (GPP), cross validation (CV), etc. [31].

With the estimated hyper-parameters, the predictive distribution of the output at a
test input x* can be obtained as follows:

p(y|X) ~N|K(x*, X)K(X,X) "y, K(x*, x*) — K(x*,X)K(X,X)_lK(X,x*)}, (3)

where K(x*, X) = [K(x*, x))]1xn: KX, x*) = [K(X;, x*)Inx1, KX, X) = [K(x;, X)) Inxn
are kernel matrices [30].

2.2 Mixture of Gaussian Processes (MGP)

MGEP is a special mixture model in which each component is just a Gaussian process,
and these components are independent in most existing MGP models. Denote z, = c iff
(X, yo) belongs to the c-th GP, and denote
/" I

X = [Xr(.(mxz,(z), “ s X (Ne) Y. = [yt(.(1)7yt((2)a “ sy Vi (N,)

as the inputs and outputs from the c-th GP, respectively, where N is the number of
samples in the c-th GP. Therefore, the output likelihood is mathematically given by

YCNN[O7K(XC’XC|0(') + 0-(21]76' = 1727 A Ca (4)

where the SE kernel given by Eq. (2) is parameterized by 0. = {l., 0.} U{bx :
k=1,2,---,d} for the c-th GP.

MGP has two main advantages over a single GP. Firstly, MGP can capture the
heterogeneity among different input locations by fitting them with different GPs. For
example, the toy dataset used by some MGP models [12, 17, 26, 29] was generated by
4 continuous functions with Gaussian noise, as is shown in Fig. 1. Therefore, it is better
to fit the Toy dataset by MGP with four GPs than only one GP. Secondly, the com-
putational cost can be reduced by dividing the large kernel matrix of one GP into small
matrices of components.
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Fig. 1. Toy dataset

2.3 Sparse Gaussian Process (SGP)

Another good scaling technique for GP is to use the model of Sparse Gaussian Process.
The main idea of SGP is to approximate N training samples with M pseudo samples
(M<<N) [32]. Mathematically, we denote inputs of the training data, test data and pseudo

data X = [x,xp,---,xy]"s X* = [x0,x5, -, x5]", U =[ur,up,---,up]" respectively,
and their corresponding latent responses are denoted as F = [fi,f, -, fN]T, F* =
it ,fL*]T and V = [vy, vy, -, vM]T, respectively. Almost, the sparse GP models

can be mathematically defined by the following equations [32]:

V ~N[0,K(U,U)), (5)
p(F,F'|V) = q(F|V)q(F*|V), (6)
wilfi ~N(fi, 0%) iid., (7)
Y~ N 6% did., (8)

where Eq. (5) means the latent pseudo outputs V fulfill a GP, as in Egs. (1), and (6)
gives the crucial assumption of SGP, i.e., the latent responses for training dataset and
test dataset are conditionally independent given V. In Eq. (6), q(F|V) and q(F*|V) can
be approximations of the following GP predictive distributions

p(F*|V) ~N[K(X*, UK (U, UV, KX, X) — K(X*, U)K(U, U)’lK(U,X*)}
p(F|V)~N [K(X, U K(U,U)"'V,K(X,X) — K(X, U)K(U, U)”K(U,X)] ,
)

respectively, and the forms of q(F|V) and q(F*|V) determine the kind of SGP models,
including SoR, DTC, FITC and PITC models [32]. Among these models, the Fully
Independent Training Conditional (FITC) model proposed in [8] was highly recom-
mended in [32], due to its rich covariance. Experimental results have shown the great
advantage of FITC over the other sparse GPs on predictive accuracy, whereas the
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increase on time consumption is trivial [8]. Therefore, we will use FITC as each
component for our proposed mixture of sparse Gaussian Processes model (MSGP).

In FITC model, the conditional distribution of the latent test outputs is the exact GP
predictive distribution:

q(F*|V) = p(F'[V)

10
~N[K(, U KW,0) YK X) - K, 0K 0) k@)
whereas the latent training outputs are assumed to be conditionally independent given
the latent pseudo output V, as suggested by the name “Fully Independent Training
Conditional”, i.e.

g(FIV) ~N[K(X, U)K(U,U)"'V. A, (11)

where A = diag [K(X,X) — K(X, U)K(U, U)*IK(U,X)]

It can be inferred that the marginal likelihood for the outputs is
p(Y)NN[O,K(X7 U)K(U, U)flK(U,X)—f—A—Fazl}7 (12)
and the predictive distribution can be derived as follows.

p(Y|Y) NN{K(X*, U)O'K(U, X*)(A + 621)'Y, ;
K(X*,X*) — K(X*, U)[K(U,U)"" — 07K (U,X*) + 021}, 13

where O = K(U,U) + K(U,X)(A + ¢*I) 'K (X, U).

The crucial issue on training a SGP is to find appropriate pseudo inputs. One
method is to greedily select a fixed number of training inputs one by one with a certain
criterion [33-36]. Snelson and Ghahramani [32] have extended the range of pseudo
inputs from the training sets to the whole Euclidean space, and learnt pseudo inputs and
the hyper parameters together by maximizing the likelihood, which is more flexible
than greedy selection and has better performance in experiments.

2.4 The FITC Mixture Model

As the MGP model proposed in [29] is refined and can be trained by the precise
learning algorithm, we can inherit its general framework for our MSGP model. The
only difference is that SGP is adopted for each component for higher speed in the
training process.

As in [29], we adopt the following gating function and Gaussian inputs.



18 Z. Chen and J. Ma

Pr(zy =c¢)=n;5c=1~Ciidfort =1~N, (14)
p(xilzs = ¢)~N(p,,S);c=1~C, iid for t=1~N. (15)

Furthermore, for each component, we use the FITC model due to its advantages
mentioned in Sect. 2.3 to describe the SGP input-output relation

PYelXe, Uy 00) ~ N[0, K (Xe, Uel00)K (U, Uel0) ™K (Ues Xel0) + A + 21, (16)
where U, denotes the pseudo inputs in the c-th component,
Ae = diag[K (X, X100) = K (Xe, 0K (Ue, Uol00) ' K (U XJ0) |, (17)

and X, Y., 0. follow the meanings in Sect. 2.2.

Our MSGP model can be fully described by Egs. (14)—(16), and it has fewer
parameters than previous MSGP models [5, 6, 9-11]. However, it still retains the
advantages of combining sparse GPs with the mixture model. For this refined model,
we strictly derive its training algorithm, called the precise hard-cut EM algorithm.

3 The Hard-Cut EM Algorithm for the FITC Mixtures

Since the outputs from both MGP and MSGP models are dependent, the computational
complexity of Q function is exponential with summation over multiple labels. In order
to avoid such an expensive computation, a hard-cut EM algorithm can be adopted by
partitioning the training samples into the corresponding component with the maximum
posterior in E-step, so that the parameters of each component can be learnt separately
via the MLE in M-step. Because our model is developed from the MGP model in [29],
where the precise hard-cut EM algorithm was strictly derived and performed quite well
on both the prediction accuracy and the learning efficiency, we adjust its general
learning framework to train the FITC mixture.

It can be easily derived that the marginal output likelihood for each sample in fact
remains exactly the same as [29], i.e.

p(ilxi, 2 = €) = N [yi[0, K (x1,%10.) + 02| = N(3[0,2 + 7), (18)
so, the same posterior in E-step can be derived using the Bayesian formula:

TN (x| ey Se )N lf + af
Pr(z = c|xi, y;) = C Loln NG ) . (19)

> N (x| e SN (04| 2 + 02)
k=1

However, in M-step, the GP likelihood in [29] can be replaced by the FITC like-
lihood given by Eq. (16) with less computation, thus pseudo inputs are added during
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the learning of the hyper-parameters. With such an adjustment from [29], we obtain the
procedure of our proposed precise hard-cut EM algorithm as follows.

e Stepl (Initialize the partition of the training data). Divide the vectors {[x/,y,] }iv:l
into C clusters, and set z<—the indicator of the t-th sample to the cluster.
e Step2 (M-step). Learn the parameters with MLE for each component:

N N N ,
=5 FZ Z=c)x,  Se Z a =)0 — pe) (% — 1)
(20)

(UC, éc) = argmax Inp(Y.|X., U, 0.), (21)

U0,
where N, is the number of samples in the c-th component, Eq. (20) is the same as
learning the parameters of the Gaussian mixture model and Eq. (21) follows from [8].

e Step3 (E-step). Repartition the samples into the corresponding component based on
the maximizing a posterior criterion:

7« argmax Pr(z = c|x;,y;) = arg max[m.N (x|, S )N (v | 1> + 62)] (22)

e Step4. Stop if the number of changed labels falls below 11 % of the number of
training samples (0 < n<10 is a threshold). Otherwise, return to Step 2.

After the learning process above, we have obtained the estimated parameters and
the partition of the training data. Then, for a test input x*, we can classify it into the z-th
component of the MSGP by maximizing the posterior as in [29]:

7" — argmax Pr(z* = ¢|D,x") = arg max[n.N(x*| 1, S¢)] (23)

According to this classification, we can predict the output of the test input via the z-th
component using Eq. (13).

4 Experimental Results

4.1 On a Small Synthetic Dataset from the MGP Model

In order to evaluate the validity and feasibility of the FITC mixture model and its
hard-cut EM algorithm, we generate a typical synthetic dataset from MGP model with
3 components. Actually, there are 500 training samples and 100 test samples in each
component and each input has 3 features. Then we compare our algorithms with the
following typical baselines for regression:
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The FITC model and its MLE algorithm [8].

The MGP model and its precise hard-cut EM algorithm [29].

The MGP model and its LOOCV hard-cut EM algorithm [26].

The mixture of sparse GPs model and its variational hard-cut EM algorithm [9].
Linear regression [37].

SVM regression with Gaussian kernel [38].

Sl

Each of these algorithms is implemented on this synthetic dataset five times, with
an Intel (R) Core (TM) i5 CPU and 4.00 GB of RAM running Matlab R2014b source
codes on Secure CRT. For each of these algorithms, the mean and standard deviation of
the root mean squared errors (RMSEs) for prediction and the training times are listed in
Table 1. In addition, to make the prediction of FITC and its mixture model more
accurate, we initialize the kernel parameters by training a GP model on 20 randomly
selected training samples before the MLE learning process, as did in [8].

Table 1. The mean and standard deviation of the predictive RMSEs and the training times for
each algorithm on the typical synthetic dataset from MGP model

RMSE Training time (s)
Our proposed precise hard-cut EM algorithm 0.5139 + 0.0222 27.0198 + 3.9183
for FITC mixture (C = 3 components, M = 20
pseudo inputs, threshold n % =5 %)
MLE for FITC model (M = 20) 0.6495 + 0.0994 22.2497 + 1.5894
Precise hard-cut EM algorithm for MGP 0.4963 + 0 190.4125 + 42.4939
(C=3)
LOOCYV hard-cut EM algorithm for MGP 04977 + 0 2552.0 + 559.5477
(C€=3)
Variational hard-cut EM algorithm (C = 3, 0.6086 + 0.1634 93.4882 + 11.3112
M = 20)
Linear regression 0.8514 0 0.0571 £ 0.1273
SVM 0.7109 + 0 221.1791 + 5.5132

It can be seen from Table 1 that on the synthetic dataset, our proposed algorithm is
much more accurate than the single FITC since the dataset is multimodal. With sparse
technique, our algorithm is much more efficient than the two EM algorithms of the
MGP models, whereas the loss of accuracy is trivial compared with the increase on
speed. The variational hard-cut EM algorithm makes a coarse conditionally indepen-
dent assumption to the posterior and thus it is not as accurate as our proposed algo-
rithm. Besides, the variational hard-cut EM algorithm also takes longer to train than our
proposed algorithm. Traditional regression algorithms like the linear regression and the
SVM are rough for such a non-linear synthetic dataset.

Furthermore, our proposed algorithm correctly partitions all the training samples
and test samples into their components each time, which, along with the results in
Table 1, means that our algorithm is feasible and effective.
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4.2 On a Large Synthetic Dataset from the FITC Mixture Model

Moreover, to test the advantage of FITC mixture model and its hard-cut EM algorithm,
we generate a typical synthetic dataset from FITC mixture model with 100 compo-
nents. In each component, there are 200 training samples and 200 test samples, with 1
dimensional inputs. Then we compare our algorithm with the baselines above. The
computational environment and experimental details remain the same as above.

On such a big dataset (20000 training samples), some algorithms are prohibitively
slow and fail to converge, such as the SVM, the precise hard-cut EM algorithm and the
LOOCYV hard-cut EM algorithm of MGP, so we omit them in the experiment. It also
indicates that our proposed hard-cut EM algorithm is more efficient than the precise
hard-cut EM algorithm of the MGP model due to sparsity mechanism.

All the other algorithms are implemented on this synthetic dataset five times and the
mean and standard deviation of their RMSEs for prediction and training times are listed
in Table 2. Similarly, for FITC model and our proposed FITC mixture model, we
initialize the kernel parameters by training a GP model on 10 randomly selected
training samples before the MLE learning process, as in [8].

Table 2. The mean and standard deviation of the predictive RMSEs and the training times for
each algorithm on the typical synthetic dataset from FITC mixture model

RMSE Training time (s)

Our proposed precise hard-cut EM algorithm 0.1115 + 0.0106 86.9691 + 2.8167
for FITC mixture (C = 100, M = 10,
n%=5%)

MLE for FITC model (M = 10) 1.0149 + 0.0190 25.3531 + 12.8932

Variational hard-cut EM algorithm (C = 100, 0.8649 + 0.0339 [890.1411 + 159.3509
M = 10)

Linear regression 1.0492 £ 0 0.0006 + 0.0001

Table 2 indicates that for the synthetic dataset with much more components, our
proposed FITC mixture model has greater advantage than the FITC model, on both
predictive precision and learning efficiency. The conditionally independent assumption
of the variational hard-cut EM algorithm, as well as the linear assumption of the linear
regression, is not suitable for such a highly non-linear dataset with dependent samples.
Therefore, the two algorithms have big prediction errors on this dataset.

4.3 On Kin40k Dataset

Finally, we compare these algorithms on a popular real dataset called kin40k, which is
generated by a robot arm simulator, with 10000 training samples, 30000 test samples
and 9 attributes [34]. The computational environment and implementation details
remain the same as above. The mean and standard deviation of the predictive RMSEs
as well as the training times for each algorithm are listed in Table 3. Similarly, for FITC
and FITC mixture model, we initialize the kernel parameters by training a GP model on
500 randomly selected training samples before the MLE learning process.
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Table 3. The mean and standard deviation of the predictive RMSEs and the training times for
each algorithm on kin40k dataset

RMSE Training time (s)
Our proposed precise hard-cut EM 0.2007 + 0.0094 | 14358.4108 + 5321.6807
algorithm for FITC mixture (C = 4,
M =650, % =5 %)
MLE for FITC model (M = 650) 0.2823 + 0.0033 1547.4120 + 66.1614
Variational hard-cut EM algorithm for 0.2475 £+ 0.0269 2627.1 + 84.1696
MGP (C =4, M = 650)
Linear regression 1.0492 + 0 0.0006 + 0.0001

Still, on the large dataset, the SVM, the precise hard-cut EM algorithm and the
LOOCYV hard-cut EM algorithm of MGP are prohibitively slow and fail to converge.

From Table 3, we can observe that on the kin40 k dataset, our proposed algorithm
is more precise than the other algorithms due to fewer approximations. A possible
reason why our algorithm consumes so much time is that on a real dataset that doesn’t
come from a GP or MGP model, our algorithm needs much more iterations. Therefore,
a further improvement can be made by preprocessing a real dataset so that it is more
like a dataset simulated from a MGP. Linear regression is still rather coarse since the
kin40k dataset is highly non-linear [34].

In general, our algorithm is practical on the real dataset, and its computational cost
is acceptable with 10000 training samples.

5 Conclusion

We have refined the MSGP model and developed the hard-cut EM algorithm for its
parameter learning. The general framework is adapted from [29] whereas the learning
efficiency significantly improves with the sparsity mechanism. The experimental results
on both the synthetic dataset and the real dataset demonstrate that the developed
hard-cut EM algorithm for MSGP model is precise and efficient, and generally out-
performs the conventional linear regression, SVM and some other learning algorithms
for GP, MGP and MSGP models.
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Abstract. In this paper, through polar coordinates and constructing an auxiliary
function we prove the maximum principle in the unbounded domain Q as fol-

lowing: suppose that there exists u(&) € C(€2) bounded above, solution of

{Lu(r:) +c(&u(&)>0& € Q, c(&) <0,
u(€)<0¢ € 0Q,

then u(&) <0 in Q. Here Q is an open connected subset of Heisenberg type
group G such that the following condition holds: there exists &, € G such that
&g 0 Q lies on one side of an hyperplane parallel to y; axis.

Keywords: Heisenberg type group * Polar coordinates - Sub-Laplace operator
1 Introduction

In 1995, Birindelli [1] defined a compact operator in the bounded domain of Euclidean
space, And proved that it had positive eigenvalue and eigenvector. In 1997,
H. Berestycki and L.N irenberg [2] proved the maximum principle in the unbounded
domain of R*: let M C R" be unbounded, M doesn’t intersect with the infinite open
connected cone ¥ C R", if z is bounded on C(M) and meets

Az +c(x)z>0, x € M, c(x) <0
z<0,x €M

then z <0.

In 2001, Birindelli (see [3]) generalized the principle to Heisenberg group by
compact operator in [1] and the polar coordinates on groups of Heisenberg, precisely as
following: let N C H" be unbounded, there exists v/ € R™ such that

oNC {¢eH" x>0},
suppose that there exists u(¢) € C(N) bounded above, solution of

Apu(&) +cu(é) >0, E €N, c<0
u(¢) <0, L€ 0N
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then u(¢) <0 in N. Now we will further generalize the maximum principle to Hei-
senberg type group G as following:

Theorem 1. Let Q be an open connected subset of G such that the following condi-
tions hold: there exists &, € G such that &, o Q lies on one side of an hyperplane
parallel to y; axis, suppose that there exists u(¢) € C(Q) bounded above, solution of

{Lu(f)—i—cu(ff >0,¢eQ, <0,
0

)>0
u()<0, ¢ € 00 W
then u(£) <0 in Q.

The following definitions are introduced in [4] by Kaplan.

Definition 1. Let G be a Carnot group of step 2, with Lie algebra g = V| @ V;. the
map J : V, — End(V;) meets

(J(&)&, &) = (&, 18,8, 8.8 evié eV,

for every & € V, and |&,| = 1, the mapping J(&,) : Vi — V| is orthogonal, then G is
called Heisenberg type group. There exists a set of left invariant vector fields

fi+li<[éx] vi>2L it m
axi 2j:1 s Aify L) ayja = L,...,m.

If we let

é: (x7y)ﬂ X = (X],...,Xm),y: (ylv"'vyﬂ)v
é = (}’y)7 X = (}17"'7}"1)7.)) = (’.)717-“75;}'1)7

the calculation law in G as following

_ N I RN
605:()61-’-)(1,.. x'11+xm7y1+yl+ Zbk[xkxl;~"1yn+yl1+§Zb]:lxkxl)~
kl 1 k=1

The sub-Laplace operator L on G written as

or
L =div(c"aV), X =0V,

here V stands for ordinary gradient, and
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1 O %([é,XI],Y1> %<[§7X1]7Yn>

6 1 %<[5,X.m]7yl> %<[57Xm]7Yn>

Measurable function on G is

I

p(&) = (WO +16pEP ), cea,
Koranyi unit ball on G is

Bale,1) = {¢e6||¢ el <1}, e = (0,...,0).

The above contents can be seen in [4-6]. Now we introduce the concept of polar
coordinates on G (see [7, 8]).

Let p=p(&,e) = ||€|lg, 0 € O0Bs(0,1), then (p,0) € Ry x Q' are polar coordi-
nates on G, here Q is a subset in the Koranyi unit sphere S, = dBg(e, 1), let p = ||€||
and u : 0Bg(e, 1) — R be smooth functions, then

Xi(u(0)p*) = (Reu(0)p* (i =1,....m), 2)
Yi(u(0)p") = (S7u(0))p* 2 i =1,...om), (3)
and
R* = R; + oa;, (4)
S? =S+ opby, (5)

here a; = X;(p), b; = pYi(p), R, § are all tangent vectors of X; and ¥; on S, they are
equal to zero when acting on constants, and comply with [R k, ] Z b S i. A simple

computation with (2) and (4) shows that

m m m

Lw(0)p*) = = > X (0)p*)= = > X:[(Ru(0))p* '] = = > R (Ru(0)) p*

i=1 i=1 i=1

S R0 = 55 (0 ) (20 (0
“Zi[ — aRa; + (I*a)ai§i+(1*“)°‘aﬂ”(9)'

i=1

i
O(
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m
Let h = Y a?, we also introduce the following operator
i=1

A Zi: (~R? = oRiay + (1~ 2)aiR:) + (1~ 2o, (7)

=Y (~R2 - ). (8)
i=1

Definition 2. If A > 0 meets

Diu—hu=0,EeQ),
u=20,¢%e€0Q,
we call A the principal weighted eigenvalue of operator D;.
Lemma 1. (see [9]) (Young inequality with ¢) For every ¢ >0 and a,b>0,
1<p,g<oo, 117 + 5 = 1, the following inequality holds

ea? g AP pa
ab< —+ .
4 q

Proof. By the Young inequality, we can get

a’ b
abg*‘i’iv
p q
hence
Ip -1ppya P AP pa
ab = (Way oy < LA (T e T
eP p q p q

2 The Proof of Theorem 1

When Q is bounded there is nothing to prove, we focus on the condition that Q is
unbounded. Now we will give the proof in the unbounded case of Theorem 1.
Proof. Firstly we construct an auxiliary function g to satisfy the following equation

{Lg(f) +cg(£) <0, €Q
8(¢)>0,leQ
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and lim g(&) = 400, £ € Q. Without loss of generality, we will suppose that the

[¢lg—o0
hyperplane parallel to y; is {x; = 0}, in addition, Q C {&[x; > 0} = n. Also let
Xy = NS, for Lx; = 0, we define the function u = on S, to satisfy

Lx; = L(pu) = p~'L'(u) = 0.

Due to

Z R2u+a,Ru ]+ (0 —1Dhu=0,¢ € X,

i=1
we get

Dyu(¢) +(Q — Dhu(&) =0, £ € Zo

M(é) = 07 é S az0
u(&) >0, €3

i.e. (Q—1) is the principal weighted eigenvalue of —D; in Zy. Let £, D X, close
enough to Xy that 4; = 4;(¢) the principal weighted eigenvalue of —D; in X, satisfies
0 —1—¢=17;<Q — 1. We can choose X, such that it has no characteristic points on
the boundary. Therefore there exists ¥, > 0 in X, such that

Dy, (&) + My, (£) =0, ¢ € 2, (9)
Wa(é) = O’ f € 625

If ¢ meets §(3+Q —2)h<Q —1—¢, the operator —(Dy +1 (3 + Q — 2)h) will
have a positive principal weighted eigenvalue %(%—i— 0 —2) in X,. In addition, it is
known that

m m
A'=—>"R'R! = Z R? — (24 — D)a;R; — a( — 1)a® — aR;q;
i=1

= — zm: IAQf—(Zu — l)a,ﬁi — O((O( - 1)h - OC(Q - l)h

i=1

Il
|
=
(i8]
S
K
|
=
Q
=
|
2
Q
Y
_l’_
2
=

so that

Let D;=>" (—R? — Ria;), this leads to the following:

i=1
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Claim 1. there exists ¢ > 0 such that there exists a function y(£) > 0 and a constant
w1 > 0 such that

Proof. Firstly let us compute A%(l//E ), 0< i< 1. For the following equations hold
Ri(yl) = ™" Ra,,
RAW) = BB — VW™ (Ra)” + By~ R

Let y = Y/, we get

m N 1 1
— R%v+— (= —2)h
; 3G+ 0 -2y

= IR R+ B O R 45 5+ 0 - 2

i=1

Using (9) we can get D1y + A1hy = 0, due to D1=> (—ﬁf - IAQiai). Hence

i=1

)vlh)) = —Dlj) = Z (ﬁlZ + IA?,-a,-)y = Z IA?llef + Za,ﬁ,lﬁzﬁ
i=1 i i

= " BB - W (Ry,) +ZW’ ‘RM#ZW’ ‘@R,
i=1
therefore
ST BB - YR +iﬁwﬁ Ry, —mh/—zﬁwﬁ aRab,

i=1

From (1) we know

m N m boq I m B. ‘2 p—2
S gt akar, =3 put Ry, and <p 30 0r - py BTV
i=1 i=1 i=1

+2(1 - ) ﬂ] = Zm: B(1 — B)(R,)*y? oy VA
2 i=1 (I=p)

: b, B,
;B DR (17/;)}”’
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here ¢ = 2(1 — f8). Therefore

2 = DBV R+ B~ W R+ 56+ 0~ 2
—mh/—zl:ﬁlk’“ aRi, + (+Q 2)hy
il B— DR, + dahy — ZW R, + (+Q—2)hy
zhhwﬁhwééw—z)m
:(/11—4(1[3_ﬁ)+é(;+Q—2))hy

Let k(B) = — /4 +ﬁ — 3G+ Q—2), if we prove k() >0 for ¢ sufficiently

small, then Lemma 1 is proved by choosing u = k(f) and y = lﬁf. Now we use the
analysis method to prove k(f) > 0.

In fact, if k() = —4; + 4(%/;) —1(3+0—2) >0, we can get

6(0—1)—60+7+4e—4pe >0,
ase— 0

6(0—-1)p—-60+7>0,
60 —17 1
g7 L
6(0—1) 6(Q—1)
It is easy to see that k(f) >0 for O0<f<1 while ¢ sufficiently small. Let
po € (1 — Ql) 1), 50 = k() >0 and y =y > 0.
This completes the proof of claim 1, Next we continue to prove Theorem 1.
Step 1. To choose the auxiliary function g(¢) = p2y(¢) > 0. from Lemma 1, we
know there exists ¢ <0 such that A%y + cp?y >0, then

pIAT) + cpty >0,
Lg +cg = L(p*) + cg = p2A% + cpy > 0,
i.e.

{Lg(f) +¢cg(8) >0, £ € Q,
g(§)>0,¢eqQ.
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Step 2. To construct the function ¢ = % defined in Q, which satisfies the following

equation

Lo+2¢'Vio-Vig+ (Lg+cg)g '6>0,l€Q,
0<0, ¢ € 0Q.

putting u = og into (1) we get
Xi(og) = gXio + 0Xg,

Xiz(ag) = X;(gXio + 0X;g) = gXl.za +2X;0 - Xig + o*Xizg.

while
VLJ:(XIJ Xmo—)7ng:(X1g Xm )’
then
m
VLO' . ng = ZXiU~X,-g.
i=1
therefore

i=1 i=1 i=1

=glLlo—2 zm:X,-a - X;g+olLg
i=1
=glo—2V,0-V, g+ olg.
Using (1) we can get
L(og) +cu=gLo —2V0-Vig+olg+cu>0,

i.e.

Lo —2g'V,06-Vig+ (cLg+cu)g ' >0, £ € Q,
6<0, £ €0Q

then

. . u
Iim ¢ = lim — <O0.
p—00 p—oo g

By applying the standard maximum principle we obtain that ¢ <0 in Q i.e.
u(£) <0, & € Q. This completes the proof of Theorem 1.
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Abstract. An SIRS model with constant immigration of susceptible and satu-
rated infection rate is established according to the propagation of the infectious
viruses in a small world network. By using the mean-field theory and qualitative
theory of differential equations, the existence and stability of equilibrium points
of the system was analyzed. It also prove that the transmission threshold of this
model is not entirely concerned with the topology of networks but also related to
other factors such as immunization rate of the susceptible people. By using
numerical simulation method to study the different factors which control the
viruses, we obtained the conclusion that rewiring probability and the average of
the nodes had an evident effect on the computer viruses’ propagation in a small
world network.

Keywords: Small-world network - SIRS model - Saturated infection rate -
Global asymptotical stability

1 Introduction

One of the main struggles between human and disease is about the infectious disease.
The spread of smallpox, plague, cholera, HIN1virus has being made people’s life
suffering a serious threat. And complex network provides a new platform for the study
of the spread of the virus in terms of network topology.

The study found that not only social network has features of high concentration,
short-distance et al., the computer network also has the characteristics of such
small-world network. The regular networks [1, 2] and random networks [3, 4] are not
well reflecting the network evolution mechanism. Therefore, small-world network in
the study of the propagation of virus get more attention. Liu and Watts [5, 6] used the
discrete time to marked the virus state in the cycle of virus propagation status and
researched the influences of rewiring probability on the spread of the virus with WS
small network. Newman and Watts [7] believe that the propagation of virus is
equivalent to physical percolation problems, and find out the scale of the probability
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distribution of infectious people. Jin [8] proposed a “De-small world” model which use
the average size of a neighborhood to define the node degrees, by limiting the contact
between the rate of nodes to achieve control and slow the spread of the virus. Zhien [9]
achieve the same purpose by immunizing part of the nodes.

According to the status quo of the propagation of the virus in the small-world
network, we can summarize in the following key points:

1. The epidemiological model has been adapted to research the propagation of viruses,
and considered the total population of virus, which is not conform to the reality.

2. The former models usually using linear incidence, but in a certain time, an infected
contact the other susceptible is limited, thus the infectious ability is limited.

3. The traditional model of virus did not take into account people’s subjective
behavior affect the spread of the virus.

Based on the above, we introduce the topology of the network to the transmission
dynamics equation; assume the susceptible with constant immigration and the number
of people is changed during propagation of the virus. Use the saturated infection rate,
which depends on the structure of the network and simulate the propagation of the virus
in the small-world network. Consider the influence of people’s behavior on the prop-

agation of the virus, we not only establish the SIRS model with the saturated infection
p<k>1'S
14004

rate of the form but also the stability and dynamic behavior are studied.

2 The SIRS Model in Small-World Network

1. Construction of Small-World Networks

The main mechanism to construct small-world networks is the Watts -Strogatz
mechanism. Then NW model [7], JB [10], KA [11] model et al. is proposed. We adapt
the small world network model proposed by Newman and Watts [12]:

Start with a nearest-neighbor coupled ring lattice with N nodes, in which each node
is connected to its K/2 neighboring nodes, where there is an even integer. Add edges
between nodes with probability p at random, of which self-connections and duplicated
links are excluded.

2. Model Establishment

ds B<k > IPS

—=A-C " "L yR—wS

dt 1+ ol t @

ﬂ_ﬁ<k>IPS_5I

%’ 1 + ol4 (L.1)
N=S+I+R

Where A is the recruitment rate of population, J is the infections’ removal rate, vy is
the rate of removed individual who lose immunity and return to susceptible class, o is
the rate of susceptible people who has immunity go into the recovery. The parameters p

p<k>1S

is positive constant, the incidence rate in this model is el

6 is the rewiring
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probability, > 1, a = 1/0 < k>, Hﬁ express that susceptible behavior will hinder the
virus’ spread while the number of infected people increase. It means that the infected
people who contact with the susceptible people will be reduced during the increase of

the number of infected people. Therefore, the incidence rate is more reasonable.

(S,R,1)[0<S<A/,,0<I,0<R,

Theorem 1. The region B =
I+R<N

} is the positively
invariant region of system (1.1).

Proof. The region B is positively invariant: any solutions originating within this region
remain confined to it. because S’ = A + yR(0) > 0, if S(0) = 0, R(0) = 0, when t > 0,
S(t) > 0 in (1), no solution can exit the feasible region across the boundary I + R < N.
Similarly, R’(0) = 61(0) > 0 for R(0) = 0 and 1(0) > 0. Therefore, no solution can exit the
feasible region across the boundary R = 0, I > 0. At the boundary I = 0, the situation is
somewhat more complicated. Let’s discuss it.

Because 0 < P < 1. in this case replace I by the new variable U = I'"P, then the
system (1.1) can replaced by

e L

I-TaUl_*l’
48 _ §UTT — 3R + oS (1.2)
s — A~ UPI=EZ IS 4 yR — S
1+alUl-»

By our assumptions of system (1.1), because q/(1-p) > 1, if q > 1, therefore, when q = 1,
the right hand sides of the first two equation of system (1.2) are continuously partial
differential coefficient in the first quadrant of U and R. So system (1.2) satisfy the
conditions of Existence and uniqueness theorems in UR plane.(1) S(0) > 0 when
U(0)=0and 0 <R(0) <N, thus U'(0) = (1- p) <k > BS(0) > 0, no solution of system (1.1)
can go beyond the boundary of region B.(2) U'(0) = (1-p) < k > S(0) > 0 if U(0) =R
(0) =0, When t is sufficiently small U(t) > 0 and I(t) = U(t)1/(1- p) > 0; R'(t) > - yR(t), R
(t) 2 e-yt, R(0) = 0, so no solution of the point (0,0) of system (1.1) can go beyond the
boundary of region B.(3) S(0) = 0 when U(0) = 0, R(0) =N, so if R'(t) =- YN < 0 as
t — 0, we can get U"(0) = (1- p) < k>B(A + yN) > 0; similarly, as t — 0, we can get
U'(ty>U'(0)=0, U(t) > U(0) =0, I(t) = U(t)1/(1- p) > 0, no solution can exit the feasible
region across the boundary I + R = N has been proved, so no solution of the point
(ILR) = (O,N) of system (1.1) can go beyond the boundary of region B. B is the positively
invariant region of system (1.1). All the solution of system (1.1) (S, R, I), ultimately tend
to, enter or stay in region B. O

3 Equilibrium Points and Their Stability

(1) The system (1.1) always exist disease-free equilibrium point (L., R.) = (0,0), and
the disease-free equilibrium is unstable in region B.

(2) The system (1.1) has the unique positive equilibrium point (L, R.) in addition to the
disease-free equilibrium states. And (I, R.) is globally asymptotically stable in B.
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Proof. (1) (I, Re) = (0, 0) is the disease-free equilibrium of system (1.1) is clearly
established. Here to prove it in region B instability.
Assuming that (0,0) is stable, note that 0 < 1y < N/2, make the n(l)_p — 2/2‘((11122;)")) 0
0
So there is €y > 0, if 0 < I() < &p, 0< RO < &p, (1 1)’S solution (I(t, Io, R()), R(t,lo,Ro)) with
the initial condition 1(0) = Iy, R(0) = Ry satisfy if 0 < I(t, Iy, Rg) < mo, 0 < R(t, I,
Rp) < no(t = 0), then

U(t,Ip,Ro) = (I(f,107Ro))17p<7’l(1)7p7 (t>0) (2.1)

On the other hand S(t, Ip,Rg) > 1 — 21, (t = 0). by (1.2) shows that

dU(, 1o, Ro) _ (1—p)<k > p S(t, 1o, Ro)
d L+ a(U(1, 1o, Ro))

— (1 —p)éU([7 I(),R())

(L-p)<k>p(1—2n) .
> T+ o (1 =p)oU(t,Io, Ro)

4
1-p

Because I (0) = 0, then U (0) = 0, solute the differential inequalities

<k>p(l—2n9) . o (1-)ot
5(1 n o{r]g) (1 )7 (t > 0) (22)

U(ta 107 RO) >

Therefore, there exists T > 0, such that for t > T, we deduce that

<k > B(1 —2n)
26(1 + ond) (23)

U(tv 107 RO) >

From (2.1), (2.2) we see that 17(1)7” > 55((1112;?"))' This is contradictory with determining 1,
0

Therefore, the disease-free equilibrium point (0,0) is unstable.
(2) Define (I, R.) is the equilibrium point of (1.1), then (I, R.) satisfy

—<l’<+>/j’ S_s1, = (2.4)

I, — yR. + wS, = 0 (2.5)
Se+R 4L =N (2.6)
P! <k > BN

From (2.4), (2.5), (2.6) we see that ;7 (1- ;—1) = %, if I. > 0. Where ¢ = Son) > 0,

H= ;%, It’s clear that I, < H. define
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—1 I
=g%é%%ﬁLIGULH)
Then
O Lg(l)z,l € (0,H), (2.7)
(1 + al9)
Where
s =p—1-Lliap— g1 -2 g 28)

From (2.8), g(I) < 0,(I€(0,H)) if 0 < p <1; From (2.7), f'(I) < 0, (I(0,H)), then f(H) = 0,
f(I) — 400 as I — 0+. Therefore for any ¢ > 0, the equation has a unique solution
I., here 0 < I. <H.

Below we prove its stability. Suppose

2 4+bl+c=0, (2.9)

is the Linear approximation equation of equilibrium (I.,R.). where

B o(1 4 al?) p+ali(p —q)
b=lrolt s - W
B o(1 + o) p+ali(p—q)
C_(y+w)[lp[f<k> (N —1—F) 1+ of4
<k > BP(5 — o)
1+ ald

From the above equation, b > 0, ¢ > 0, if 0 < p < 1. Define the eigenvalues of (2.9) are
A1, Ap. Because A + A, =-b <0, A =c >0, then A; <0, A, < 0. we see that (I, R.) is
locally asymptotically stable according to stability theorem [9]. from (1.1), within the
interior of the region B, we obtain

o I, 9 R()

a7 TR ) =

(14 od?) + og(N — R —1)197!
(14 at4)®

—o0(1—p) P —yI'?<0

— <k >

As 0 < p < 1. From Dulac theorem, no closed trajectory in the interior of B, so for any
initial condition 0 < I(0) = I < N, 0 < R(0) = Ry < N, the solution of (1.1) (I(t, Iy, Rp), R
t, I, Rg)) — (I, Re), as t — 00, Therefore (I, R.) is global attractive in the interior of
B. so (I, Re) is globally asymptotically stable. O
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Theorem 3. For the case p = 1, then

(1) If1/c 21, the disease-free equilibrium (0, 0) is globally asymptotically stable in B.

(2) If 1/c < 1, then disease-free equilibrium (0, 0) in B is unstable (saddle point), in
addition to the disease-free equilibrium exists positive equilibrium point (I, R.),
and this positive equilibrium point is globally asymptotically stable in B.

The proof is similar to the Theorem 2’s Certification process.

4 Immunization Strategy

1. Effects on the Propagation of the Virus of Parameter K

From Fig. 1, we show the influence of propagation of virus by the change of k, which is
the degree of the network, while the nodes of the network and the infectious incidence
rate are constant. We can see clearly that the number of infected people change with k.
When the K decreases, the infected changes tends to be stable with time, but the
threshold increases while k increases. When the K is reduced to a certain extent, the
spreading threshold is infinite, the epidemic failure to widely spread. Thus the network
structure has a close relationship with the spread of the virus, in other words, the
structure of network has a great influence on the spread of the virus. In view of this, we
can the change the average degree of node in order to control the virus in network. the
Simulation of the network size N = 4x10°, p=1,p=02,y=0.003, ®© = 1073, q=2,
A =0.003, 5 =0.01,

2. The Effects of the Rewiring Probability on Propagation of Virus

We consider different value of 8 impact on the propagation of virus under the premise
of constant incidence and immigration. Data results show that 6 is smaller, the longer
time which is the disease break to epidemic state required. And with the increase of 6,
the epidemic will soon reach endemic disease state. As shown in Fig. 2. Simulations for
network size N = 6x 1()4, the average degree of <k >=4,=0.2,y=0.0003, ® = 1073,
q=2,A=003,0a=1.5,38=0.1, do 50 times and then take the average.

3. The Influence of the Network Clustering Coefficient

The network clustering coefficient is constantly changing when the virus spread in the
small-world network. In this subsection, we will investigate the characteristics of virus

Fig. 1. The change of infected people with time when k changes
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Fig. 2. The change of infected people with time when 6 changes

as the clustering coefficient changes. NW small-world network clustering coefficient is
defined as [12]:

3(k—2)

(o) = 4(k — 1) + 4k0(0 + 2)

The literature [1] shows the degree of all nodes approaches the average degree in the
small-world network. And C(0) is the monotone decreasing function of rewiring
probability. indicating that the network clustering effect weakened during the
enhancement of network randomness. Figure 3 shows that the change of infected
people with time under the corresponding clustering coefficient as p = 1, N = 6x104,
k=4,6,0=0.2, and 0 = 0.4. It is clear that the spread of the virus is more quickly, the
scope is more widely when the clustering coefficient is larger.

In addition, facing the emergent virus, people’s behavior can also affect the spread
of the virus, Fig. 4 shows that as the premise of the constant incidence and immi-
gration, the rewiring probability of network is reduced as people changes their behavior
during the spread of the virus. Just as active isolation, which also reduce the number of
infected people obviously? As is shown in Fig. 4. Simulations for network size
N = 6x10% the average degree of <k > =4,y =0.0003, o = 1073, A=0.03, a=2,
6 =0.1,0 are respectively 0.8, 0.5, 0.2, from top to bottom. It is clear that the number of
infected person will be significantly reduced as q increases, when the effect of people’s
behavior is ignored.

Number of Infected peoplefc10

o
0 200 400 600 800 1000 1200 1400 1600 1800 2000
time t

Fig. 3. The change of infected people with time when the Clustering coefficient changes
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Fig. 4. The change of infected people with time when B remain constant

5 Conclusion

In this work, we have analyzed a SIRS epidemical model with saturated infection rate
in a small-world network. By analysis of the model in the small-world network, the
propagation of epidemic virus is not totally depends on the topology of the network.
From the simulation analysis, we can obtain the propagation of the virus correlation
with the average degree of the network, the rewiring probability and people’s behaviors
and so on. Therefore, to reduce the spread of the virus by changing these parameters
values, such as reducing the average degree of nodes, lowing transmission and rewiring
probability of network by change people’s behavior, just as wearing a mask, reducing
travel, we can take active isolation to control or slow down the spread of the virus.
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Abstract. The recently proposed twin support vector machines, denoted by
TWSVM, gets perfect classification performance and is suitable for many cases.
However, it would reduce its learning performance when it is used to solve the
large number of samples. In order to solve this problem, a novel algorithm called
Granular Twin Support Vector Machines based on Mixture Kernel Function
(GTWSVM-MK) is proposed. Firstly, a grain method including coarse particles
and fine particles is propsed and then the judgment and extraction methods of
support vector particles are given. On the above basis, we propose a granular
twin support vector machine learning model. Secondly, in order to solve the
kernel function selection problem, minxture kernel function is introduced.
Finally, compared with SVM and TWSVM, the experimental results show that
GTWSVM-MK has higher classification performance.

Keywords: Granulation - Mixture kernel function + Twin support vector
machines

1 Introduction

As a new machine learning technology, twin support vector machines (TWSVM) is
proposed by Jayadeva [1] in 2007. TWSVM would generate two non-parallel planes,
such that each plane is closer to one of the two classes and is as far as possible from the
other. Theoretically, the speed of TWSVM has approximately 4 times faster than the
traditional support vector machine (SVM). Because of its excellent performance,
TWSVM has been applied to many areas such as speaker recognition [2], medical
detection [3-5], etc. At present, many improved TWSVM algorithms have been pro-
posed. For example, in 2010, M. Arun Kumar et al. [6] brought the prior knowledge into
TWSVM and least square TWSVM and then got two improved algorithms. Experi-
mental results showed the proposed algorithms were effective. In 2011, Qiaolin Yu et al.
[7] adding the regularization method into the TWSVM model, proposed the TWSVM
model based on regularization method. This method ensured that the proposed model
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was the strongly convex programming problem. In 2012, Yitian Xu et al. [8] proposed a
twin multi-class classification support vector machine. Experimental results demon-
strated the proposed algorithm was stable and effective. However, the research on
TWSVM is still at the starting stage at present. For example, the theoretical basis of
TWSVM has not been enough perfect and the selection parameters methods [9, 10].

In order to further improve the classification performance of TWSVM, a novel
algorithm called Granular Twin Support Vector Machines based on Mixture Kernel
Function (GTWSVM-MK) is proposed in this paper. Firstly, in order to overcome the
blindness of choice kernel function for TWSVM, minxture kernel function which has
good generalization ability is introduced as the kernel function of TWSVM. Secondly,
the granulation method of samples is designed, the estimation and extraction methods
of support vector particle are proposed. Therefore, we can construct a new granular
twin support vector machine learning model based on the above idea. Finally, the
experimens on the UCI dataset show the effectiveness of the proposed method.

This paper is organized as follows: In Sect. 2, we briefly introduce the basic theory
of TWSVM. In Sect. 3, GTWSVM-MK algorithm is detailed introduced and analyzed.
Computational comparisons on UCI datasets are done in Sects. 4 and 5 gives concluding
remarks.

2 Twin Support Vector Machines

Consider a binary classification problem of classifying m; data points belonging to
class +1 and m;, data points belonging to class —1. Then let matrix A in R™*" represent
the data points of class +1 while matrix B in R"2*" represent the data points of class —1.
Two nonparallel hyper-planes of the linear TWSVM can be expressed as follows.

x'wi 4+ by =0and x"wy + by =0 (1)

The target of TWSVM is to generate the above two nonparallel hyper-planes in the n-
dimensional real space R", such that each plane is closer to one of the two classes and is
as far as possible from the other. A new sample point is assigned to class +1 or -1
depending upon its proximity to the two nonparallel hyper-planes. The linear classifiers
are obtained by solving the following optimization problems.

. 1 2
e 2 [Aw!) + eV +cre5 ¢

WD) pl1) ¢
st — (Bw(l) + ezb(l)) >ep) — 5(2), (2)
§(2> >0.

wt2>r;;1(12?,5<” % |BW® + e,6? H2+CQelT M

(Aw® 4 e6@) > ¢, — ) 3)

f(l) >0.
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where ¢ and ¢, are penalty parameters, é(l) and 5(2) are slack vectors, e; and e, are the

vectors of ones of appropriate dimensions. 0

; represents the j th sample of the i th

class.
For the nonlinear case, the two nonparallel hyperplanes of TWSVM based on
kernel can be expressed as follows:

K@, chw) 461 =0, KT, c"w? + 52 =0 (4)

where, C = [AT,BT]T. So the optimization problem of nonlinear TSVMs can be
expressed as follows.

1
min —||K(A7CT)W(1)+elb(l)||2+cle;f(2)
W(l)vb(l)vé(z) 2
st — (KB, CT)w) + e260)) > ey — &), ®)
5(2) >0.

1

min = |[K(B,CT)w® + exbM||*4esel eV

W(l)’b(l)’é(z) 2
st (KA, CTw® 4 ep®) > e — &, ©)
6(1) >0.

3 Granular Wavelet Twin Support Vector Machines

3.1 Construction GTWSVM-MK Learning Model

Set a given data: X = (x;,y;),i = 1,2,---,n, where n is the number of samples, y; is
the class label of x;. Use fuzzy clustering method to granulate dataset X, which then are
labeled as [ coarse particles, and ensure the label of each particle with the sample to be
consistent, denoted by:

(X17 Yl)a (XZa Y2)7 ) (Xi7 Yl)a Ty (Xla Yl)

Assume that each coarse particle has /; samples, and Y is the label of the ith coarse
particle. The original data set can be expressed as:

X:{(XHYI)?Z: 1727"'71}

where,
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X1 X1 +1 Xl -l +1
X X X
X, = 2 X, = 11+2 X, = Li+h++-142
? “ .. ) ? e
X1 X+ Xl -+l +

After finishing the division, the support vector particles consist the new training
samples X = {(x;,y;),i = 1,2,---,m}. Where m is the number of samples, y; is the
class label of x,.

Thus we get the optimal separating hyperplane

x w4+ by =0and x,w, + by =0 (7)
For linearly inseparable, the main idea of GWTWSVM is that the input vector is
mapped to a high-dimensional feature vector space, and then constructs the optimal

surface in the feature space.
Map the input samples x’ from the input space R” into the feature space H:

X = OE) = (D), Dy(x), -, Bi(x))" (8)

Insteading of input vector x' by feature vector ®(x), we can get the optimal sep-
arating hyperplane as follows:

KT, chwV +p1) =0, K(xXT,cT)w? 4@ =0 (9)
where, K(x;, C") is the granularity of the kernel function.
3.2 Construction Mixed Kernel Function

At present, the most commonly used kernel functions are as follows:

(1) Linear Function:

K(x,x;)) = x - x; (10)
(2) Polynomial Function:
K(x,x) = (p(x-x) + 1)y >0 (11)
(3) Gauss Radial Basis Function:
K(x,x;) = exp(—M) (12)
242

The mercer theorem is the theory of the traditional kernel function construction,
which is showed as follows:
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Theorem 1. When g(x) € Ly(RY) and k(x,x') € Ly(RY x RV), if

J[ Ko 00sgt sy =0 (13)

There is k(x,x) = (®(x) - D(x)).

The choice of kernel function is a critical problem in the practical application. This
is because that the learning ability of kernel function will directly affect the quality of
kernel model performance realization.

As we know, the most used kernel function in TWSVM is the Gauss kernel which
is a typical local kernel function. For the Gauss kernel function, the sketch map of the
testing point 0.1 is shown as Fig. 1. When the values of a2 are 0.1, 0.2, 0.3, 0.4, 0.5
respectively.

From Fig. 1 we can see that the Gauss function has good learning ability because of
only having a role for the near test point, but its generalization ability is weak.

The polynomial kernel is a typical global kernel function. Compared with the local
kernel function, the learning ability of global kernel function is weak, but it has good
generalization ability. For polynomial kernel function, the sketch map of the testing
point 0.1 is shown as Fig. 2. When the values of g are 1, 2, 3, 4, 5 respectively.
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Fig. 1. The curve of gaussian kernel in test point 0.1
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Fig. 2. The curve of polynomial kernel in test point 0.1

From Fig. 2 we can see that the polynomial kernel function has good generalization
ability in the appropriate parameters because of having a role for the near test point and
far across the data points. But the learning ability in the test point is not obvious, which
meas it’s learning ability is not only strong.

Based on the above analysis, if the Gauss kernel function and the polynomial kernel
function is mixed to generate a new mixed kernel function, which can have better
learning ability and better generalization ability.

2
=]

Theorem 2. k(x;,x)) = a - exp(—"—>7-) + (1 —a) - k(x;,x), (0<a<1) which

2
contains Gauss kernel function K(x;,x;) = exp(fw) and any kernel function

k(x;,x;) is a new kernel function.

Proof. According to Mecer theorem, the Gram matrix K of any kernel function
k(x;,x;) is symmetric and positive semi-definite. So there is orthogonal matrix U, let
A

K=U o ) U~!, where /; > 0. Therefore, when ¢ — 0, there is
k
0
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a (1 —LZ)/ll

k~a I+(1—a)-K=U U'l+u U

a+(l—a)-4

=U a+(1—a) & U!

So we can know that k is full rank. According to Theorem 1, k is a kind of kernel
function can linearly separate any training samples.

Based on the above analysis, we can obtain the mixed function as follows:

s — 1

k(x;,x;) =a - exp(— 752

)+ (1= a)[(xi - ) + 1] (14)

According to Theorem 2, (14) is a kernel function. For the mixed kernel function, the
sketch map of the testing point 0.1 when ¢> = 0.1, g = 3 is shown as Fig. 3.

13 T T T T T T T T T
- ot a=0.1
L O a=0.2 ++++,—-
=0.3 ++
11+ a ++ i
a=0.4 A+t b
aﬁ 600 oe®
1L | ©@a05 88@@ j2lolsTelelolo il
- o) o
2 09f 155 o -
2 +Oo ; =)
3 . +,0:0 @]
5 08} ® :
- +,+"‘+ OO .-D @)
@ + oo o o
= 07F 4+t 0 ' B
S o o Ooogod
o® g
06509 o T
s o J
05 e
ga”
O.AE:'}DDDE] .
1 1 1 1 1 1 1 1 1

-1 08 06 -04 -02 0 02 04 06 08 1

Fig. 3. The curve of mixed kernel in test point 0.1
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From the Fig. 3, we can see that the mixed kernel function makes good use of the
properties of global and local kernels. It not only has the strong learning capability but
also has strong generalization ability.

3.3 The Algorithm Steps of GTWSVM-MK

e Stepl: Division the samples into coarse particles. For each class, the samples whose
distance similar to the class of center distance are composed of a coarse particle.

e Step2: Extracting the support vector coarse particles. Using the fuzzy clustering
method to cluster the coarse particles according to the degree membership of each
coarse particle. Given a threshold, when the degree membership of coarse particle is
less than the given threshold, it means that they are support vector coarse particles,
and then we extract the support vector coarse particles.

e Step3: Division the coarse particle into fine particles. In order to retain the original
data information, the principle of division is that each sample in the support vector
coarse particle is regarded as each support vector fine particle.

e Step4: Extracting the support vector particles. The fine particles of Step3 are the
support vector particles which are the input data set of GTWSVM.

e StepS: Introducing the mixed kernel function and constructing the model of
GTWSVM-MK.

e Step6: Training the support vector set. Carrying out the GTWSVM-MK training in
the new training samples.

e Step7: testing the generalization ability of GTWSVM-MK.

4 Experimental Results and Analysis

In order to verify the efficiency of GTWSVM-MK, two parts of experiments for typical
UCI data sets are carried out in Matlab7.11. In the first experiment, we mianly test the
influence of the learning ability and generalization ability on the same data set for using
different kernel function in TWSVM. At the same time, testing the influence of the
accuracy classification using different coefficient weight for the mixed kernel function.
In the second experiment, we mainly verify the different performance of SVM,
TWSVM and GTWSVM-MK.

4.1 The First Experiment

In order to test the impact on the generalization ability and learning ability of TWSVM
using different kernel functions, heart_scale sample set is used in this paper. Heart_-
scale sample is the two classification problems, which contains 13 properties and 270
samples. Firstly, 100 samples are taken from samples set as the training samples set and
50 samples are taken as the testing samples set 1. In order to further illustrate the impact
on the generalization ability on the TWSVM using different kernel functions,
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Table 1. Comparison of classification results using three kernel functions for TWSVM

Kernel Function Accuracy
Test Set 1
85 %(150/50)
77 %(150/50)

89.53 %(150/50)

Test Set 2

84.57 %(150/90)
83.14 %(150/90)
88.56 %(150/90)

Test Set 3

83.14 %(150/120)
82.18 %(150/120)
87.69 %(150/120)

Gauss kernel function
polynomial kernel function
Mixed kernel function

Table 2. The impact to TWSVM using different value a for the mixed kernel function

The value of a, b | Accuracy
Test Set 1 Test Set 2 Test Set 3

a=0.1,b=0.9 |92.15 %(150/50) | 85.06 %(150/90) | 85.26 %(150/120)
a=02,b=0.8 |90.08 %(150/50) | 87.25 %(150/90) | 86.37 %(150/120)
a=0.3,b=0.7 |88.28 %(150/50) | 89.39 %(150/90) | 88.28 %(150/120)
a=04,b=0.6 |88.22 %(150/50) | 87.08 %(150/90) | 85.03 %(150/120)
a=0.5,b=0.5 |87.77 %(150/50) | 89.95 %(150/90) | 90.85 %(150/120)
a=0.6,b=04 |87.15 %(150/50) | 88.57 %(150/90) | 91.32 %(150/120)
a=0.7,b=0.3 |86.92 %(150/50) | 88.13 %(150/90) | 89.21 %(150/120)
a=0.8,b=0.2 |86.37 %(150/50) | 87.52 %(150/90) | 90.18 %(150/120)
a=09,b=0.1 |84.26 %(150/50) | 85.77 %(150/90) | 86.93 %(150/120)

we continue increasing 40 samples based on the testing samples set 1 as the testing
samples set 2. Furthermore, based on the testing samples set 2, 30 samples are added as
the testing samples set 3. The parameter values of this experiment are as follows:

C =100, p; = 100, po=3,0 = 0.5,a = 0.3, b = 0.7. The experimental results are
shown in Table 1.

From the Table 1, we can see that polynomial kernel function as the global kernel
function, its generalization ability is strong when its learning ability is weak. On the
contrary, Gauss kernel function as the local kernel function, it has strong learning
ability but its generalization ability is weak. However, Mixed Kernel Function has
better performance than the two kernel functions. We would discuss the impact on the
Mixed Kernel Function using different coefficient weight as follows. The experimental
results are shown in Table 2. From the Table 2, we can see that the accuracy would
higher when a is smaller. At present, the determining vaules of a, b method is usually
adopts multiple experimental method to get average value.

4.2 The Second Experiment

In this paper, we use 3 data set in UCI to test the performance of GTWSVM-MK. In the
experiment, the parameters of SVM and TWSVM are got by using cross validation
method. Meanwhile, the fuzzy particle cluster number is set 20. As we know, affecting
the performance of GTWSVM-MK is mainly the value of threshold. Therefore,
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we analyze the impact on GTWSVM-MK using different thresholds as follows. Table 3
is the data set. When the value of threshold is set as 0.95, 0.9, 0.85 and 0.8, the results
are respectively shown as Tables 4, 5, 6 and 7. Can be seen from the experimental
results, the classification accuracy of GTWSVM-MK is close to the SVM and is better
than TWSVM. Furthermore, its run time is far less than the operating time of the SVM.

Table 3. Datasets used in experiments

The sample set Training Test The
Samples Samples Dimension
Abalone 3177 1000 8
Contraceptive Method Choice 1000 473 9
Pen-Based Recognition of Handwritten 6280 3498 16
Digits

Table 4. Comparison of classification results using three algorithms in the condition of k£ < 0.95

Data Sets Algorithm Accuracy | Time (s)
Abalone SVM 82.17 % | 3.77
TWSVM 80.96 % | 0.26
GTWSVM-MK | 81.45 % | 0.38
Contraceptive Method Choice SVM 86.32 % | 1.56
TWSVM 84.34 % | 0.11
GTWSVM-MK | 86.11 % | 0.15
Pen-Based Recognition of Handwritten Digits | SVM 84.75 % | 15.32
TWSVM 81.33 % | 2.31
GTWSVM-MK |83.94 % | 2.52

Table 5. Comparison of classification results using three algorithms in the condition of k < 0.9

Data Sets Algorithm Accuracy | Time(s)
Abalone SVM 82.15 % | 3.71
TWSVM 7821 % | 0.14
GTWSVM-MK |80.73 % | 0.11
Contraceptive Method Choice SVM 86.92 % | 1.53
TWSVM 81.33 % | 0.07
GTWSVM-MK | 84.14 % | 0.12
Pen-Based Recognition of Handwritten Digits | SVM 84.72 % | 15.21
TWSVM 79.54 % | 1.54
GTWSVM-MK |82.22 % | 1.66
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Table 6. Comparison of classification results using three algorithms in the condition of k < 0.85

Data Sets Algorithm Accuracy | Time(s)
Abalone SVM 82.14 % | 3.71
TWSVM 7594 % | 0.07
GTWSVM-MK |80.12 % | 0.13
Contraceptive Method Choice SVM 86.92 % | 1.53
TWSVM 79.65 % | 0.06
GTWSVM-MK |82.43 % | 0.07
Pen-Based Recognition of Handwritten Digits | SVM 84.74 % |15.3
TWSVM 76.63 % | 1.21
GTWSVM-MK |81.32 % | 1.43

Table 7. Comparison of classification results using three algorithms in the condition of k < 0.8

Data Sets Algorithm Accuracy | Time(s)
Abalone SVM 82.14 % | 3.72
TWSVM 72.85 % | 0.03
GTWSVM-MK | 78.54 % | 0.05
Contraceptive Method Choice SVM 86.97 % | 1.55
TWSVM 77.72 % | 0.05
GTWSVM-MK |80.28 % | 0.04
Pen-Based Recognition of Handwritten Digits | SVM 84.79 % |15.3
TWSVM 72.68 % | 0.09
GTWSVM-MK | 79.65 % | 0.11

5 Conclusion

In order to improve the low efficiency of TWSVM in dealing with large-scale data, a
new granular twin support vector machine based on mixed kernel function algorithm is
proposed in this paper. Firstly, a new granular support vector machine learning model
is constructed through designing granular methods and extracting support vector par-
ticles methods. In order to further improve the performance of the proposed algorithm,
a new granular TWSVM based on mixed kernel function (GTWSVM-MK) is pro-
posed, which effectively uses the strong generalization ability and strong learning
ability of mixed kernel function. Finally, the theoretical analysis and experimental
results show the effectiveness of the method. However, the threshold parameter
selection still has a certain randomness which would make affect the learning perfor-
mance of GTWSVM-MK. Therefore, how to adaptively adjust the appropriate
threshold will be the next step to study.

Acknowledgment. This work is supported by the Foundation of Guangxi University of science
and technology research project (2013YB326), and the Fundation of Guangxi Key Laboratory of
Hybrid Computation and Integrated Circuit Design Analysis (No. HCIC201304).



54

X. Wei and H. Huang

References

10.

. Jayadeva, R., Reshma, K., Chandra, S.: Twin support vector machines for pattern

classification. IEEE Trans. Pattern Anal. Mach. Intell. 29(5), 905-910 (2007)

Cong, H.H., Yang, C.F., Pu, X.R.: Efficient speaker recognition based on multi-class twin
support vector machines and GMMs. In: 2008 IEEE Conference on Robotics, Automation
and Mechatronics, pp. 348-352 (2008)

. Zhang, X.S., Gao, X.B., Wang, Y.: Twin support vector machine for mcs detection.

J. Electron. 26(3), 318-325 (2009)
Zhang, X.S.: Boosting twin support vector machine approach for MCs detection.
Asia-Pacific Conf. Inf. Process. 46, 149—-152 (2009)

. Zhang, X.S., Gao, X.B.: MCs detection approach using bagging and boosting based twin

support vector machine. In: 2009 IEEE International Conference on Systems, Man, and
Cybernetics, San Antonio, TX, USA, pp. 5000-5005 (2009)

Kumar, M.A., Khemchandani, R., Gopal, M., Chandra, S.: Knowledge based Least Squares
Twin support vector machines. Inf. Sci. 180(23), 4606-4618 (2010)

. Ye, Q.L., Zhao, C.X., Chen, X.B.: A feature selection method for twsvm via a regularization

technique. J. Comput. Res. Dev. 48(6), 1029-1037 (2011)
Xu, Y.T., Guo, R., Wang, L.S.: A twin multi-class classification support vetor machine.
Cogn. Comput. (2012). doi:10.1007/s12559-012-9179-7

. Peng, X.J., Xu, D.: Norm-mixed twin support vector machine classifier and its geometric

algorithm. Neurocomputing 99, 486495 (2013)
Peng, X.J., Xu, D.: Robust minimum class variance twin support vector machine classifier.
Neural Comput. Appl. 22, 999-1011 (2013)


http://dx.doi.org/10.1007/s12559-012-9179-7

Detecting Multiple Influential Observations
in High Dimensional Linear Regression

Junlong Zhao™, Ying Zhang, and Lu Niu

LMIB of the Ministry of Education, School of Systems and Mathematics,
Beihang University, Beijing, China
zjlczh@l26. com

Abstract. In this paper, we consider the detection of multiple influential obser-
vations in high dimensional regression, where the p number of covariates is much
larger than sample size n. Detection of influential observations in high dimensional
regression is challenging. In the case of single influential observation, Zhao et al.
(2013) developed a method called High dimensional Influence Measure (HIM).
However, the result of HIM is not applicable to the case of multiple influential
observations, where the detection of influential observations is much more com-
plicated than the case of single influential observation. We propose in this paper a
new method based on the multiple deletion to detect the multiple influential.

Keywords: High dimensional linear regression - Influential observation -
Robust

1 Introduction

Influential observation detection is an important issue in modeling. In linear model,
influential observation can distort the estimation of regression coefficient significantly.
Let X = (X, -, X,,) € R” be the regressor and Y € R be the responsor. In the case of
p being fixed, Cook’s distance [1] has been widely used and proven to be effective.
Motivated by the seminal work of Cook, many other methods have been proposed, such
as, studentized residuals [2] and DFFITS [3] etc. More works on influential observation
detection can be inferred to Chatterjee and Hadi [4], Pena [5, 6], Nurunnabi et al. [7, 8],
Imon and Hadi [9, 10], and Zakaria [11].

Compared with the case of p being small or fixed, the influential observation
detection in high dimensional linear regression is less developed. Since ordinary least
square (OLS) estimate is unstable in the high dimensional setting, Cook’s distance and
other related methods can’t be applied directly. Detecting the influential observations is
critical in high dimensional setting where p > n, since influential observations can
greatly decrease the effectiveness of many widely used variable selection methods,
such as, least absolute shrinkage and selection operator (LASSO) [12], sure indepen-
dent screening (SIS) [13] etc. Further discussion is referred to Zhao et al. (2013).
Among the literature of high dimensional linear model, some robust methods, using
the robust loss function, have been proposed, such as, LAD-Lasso [14]. However, these
methods focus on estimating coefficient and prediction that is not designed for the
identification of influential observations. [15] proposed a method named ®-IPOD to
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detect the outliers. However, this method, assuming a specific mean shifting structure on
outlier, is restrictive and consequently can’t deal with the general case. Zhao et al.
(2013) proposed a new method called high dimensional influence measure (HIM), based
on the marginal correlation. The marginal coefficient method has been widely used in
high dimensional variable selection, such as SIS [13]. HIM can be viewed as the
generalization of Cook’s distance to high dimensional setting. Zhao et al. (2013) showed
the effect of dimension blessing and established the asymptotic distribution of the test
statistics, while the asymptotic distribution is unavailable for the Cook’s distance.

However, the detection of multiple influential observations is more challenging. It is
well known that the “masking” or “swamping” effects may exist, when multiple
influential observations are presented. Masking means that an influential observation is
revealed as influential only after deleting of several other influential observations.
Swamping means a non-influential observation is falsely labeled as influential one due to
strong effect of influential observations. Due to the effects of “masking” and “swamp-
ing”, it is generally hard to obtain the asymptotic distribution of testing statistics.

The asymptotic result of HIM is only suitable for the case of single influential
observation. Therefore, HIM method, which shares the spirit as Cook’s distance by
deleting only single observations each time, can’t handle effectively the case of mul-
tiple influential observations. Therefore, new method is necessary when there are
multiple influential observations.

In the case of p fixed, multiple deletion methods are proved to be effective to deal
with multiple influential observations. In order to reduce the masking and swamping
phenomenon, Hadi and Simonoff (1993) proposed an approach that attempts to separate
the data into a set of “clean” points and the set of rest data may contain the potential
influential observation. The multiple deletion has been considered in [7-9, 16, 17] etc.
for linear model and logistic regression model.

In this paper, combining the strength of multiple deletion and HIM, we propose a
new method to deal with multiple influential observations detection in high dimen-
sional setting. Multiple deletion makes it possible to reduce detection of the multiple
influential observation to that of the single influential observation. The price we paid is
the increase of the computing cost. We propose a new algorithm, which is computa-
tional feasible much more effective than HIM when multiple influential observations
are presented. The theoretical properties are established.

The main contents of this paper are arranged as follows. In Sect. 2, we briefly
review the method of HIM and propose a new method to deal the multiple influential
observation detection. The simulation results are presented in Sect. 3.

We introduce some notations. For any sets A, we denote |A| as the cardinality of A. Let
Iine and I{; be the set of indices of the influential and non-influential observations,

s
respectively.

2 Detection of Multiple Influential Observations in High
Dimensional Setting

In this article, we focus on influence diagnosis in the context of the high dimensional
linear regression model. Consider the following model
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Yi:ﬁo+XiTﬁ1+8z' (1)

where the pair (¥}, X;), 1 <i < n, denote the observation of the ith subject, Y; € R is the
response variable, X; = (X,-l, .- -Xip)TE RP is the associated p-dimensional predictor

vector, and ¢; € R is a mean zero normally distributed random noise. Let B = (S, B, )"

denote the coefficient vector. Under the classical setup of n > p the OLS estimate of /5 is
n

obtained by minimizing the objective function Z(Y, . Bl)z, and the solution
i=1

is p=(X"X)"'XTY where Y = (Y;, -, ¥,,)7 denotes the n x 1 response vector, and

X denotes the n x p design matrix with the ith row being p + 1 dimensional vector

(1,x7),i=1,--n.

2.1 Brief Review of HIM

In the case of p > n, the OLS estimator is highly unstable and Cook’s distance
(CD) does not work well. Zhao et al. (2013) use the leave-one-out principle as in the
classical Cook’s distance and propose the high dimensional influence measure (HIM).
We give a short review of this method. Specifically, we define the marginal correlation

as p; = E{ (Xy — g) (¥ — ) }/ (040,) where sy = EX), t, = E(Y,), 0y = var(X;),
and o, = var(Y;). We then obtain the sample estimate p; = {>_ (X; — it,;)(Yi — it,)}/
i=1

{n6yé,}, forj=1, ..., p, where iy, ity, 6,; and G, are the sample estimates of u,;, u,, o,;
and o, respectively. Zhao et al. (2013) compute the marginal correlation with the kth
observation removed as

Dy =

> (- al) 2
=

where p®) is the estimate of marginal correlation without kth observation (Y, X)).
Under some conditions, we have the following results.

Proposition 1. Under some conditions (conditions (C.1)—(C.3) in Zhao et al. 2013),
When there is no influential points and min {n;, p} — ©0, we have

n*Dy — (1) (3)

where »*(1) is the chi-square distribution with one degrees of freedom.

For the hypothesis that the k-th observation is not influential versus its alternative,
p-value P(3*(1) > n*D;) can be used for the testing. As sample size n is large, we
should handle the multiple hypotheses testing problem simultaneously, the authors use
the B-H procedure [18] of Benjamini and Hochber (2005) to control the false discovery
rate (FDR).



58 J. Zhao et al.

2.2 Multiple Deletion for High Dimensional Influence Measure

Although HIM has been shown effective in high dimensional setting, this method uses
only leave-one-out approach and consequently can’t deal effectively with the case of
multiple influential observations. It is well known that multiple influential observation
detection is more challenging due the “masking” and “swamping” effects. In this case,
multiple deleting is more effective than leave-one-out method. Many works have
proposed on multiple deletion such as GFFITS and PP-type outlier identifier. In this
paper, we propose a new high dimensional influence measure based on multiple
deletion (MHIM) to reduce the effect of “masking” and “swamping”. The main idea is
to find a clean subset data firstly based on multiple deletion and subset selection.
LetZ, ={Z :Z; = (XJ, Y]) i =1, n} be the sample of size n. Let s = {i:Z; is
influential} and I, = {1,---,n}\lir. Denote nir = |ling, the number of influential
observations and assume that n;,r < n/2. For anyl < iy < n, we consider the multiple
deletion, choosing at random a subset of sample with indices A C {j;j # ip,j=1, ***, n}
where |A| < (n — 1)/2. Then let A®) = AU{iy} and compute the HIM for Z;, in the data

set {Z;,i € A}

Dy = llowi = pall* /p 4)

where p, and p,i, are the marginal correlations based on data with indices A and Alio)
respectively. Recalling the definition of marginal correlation in Sect. 2.1, the mean g, j,
i, and variance o, j, o, should be estimated when we compute p, and p,q,. Due to the
ex1stence of influence observations, it is desirable to use the robust estimate for u, ;,
and o, , 0,. In this paper, we consider sample median to estimate u, ;, 4, and median
absolute deviation (MAD) to estimate o, ;, 0, based on data {Z;,i € Al

Sine A may contains influential observations, a single subset A can’t provide suf-
ficient evidence to determine whether Z;; is influential or not, due to the randomness of
subset A. The multiple subsets will be helpful. Suppose that we have multiple subsetg
By, -, By, C {i, 1 i # iy < n} with the cardinality |Bj, 1 <j < m and that Z; i

influential. Let B](IO) = BjU{iy}, 1 <j<m.For any fixed B}, Z;, may be masked by other
influential points such that statistic \B}m) |2DB(,U) is not large enough, if B; contains other
i

influential observations. However, as m is large, we will have large probability to get a
subset Bj, such that it contains no influential observations. Consequently, the statistic

|B io) I*D 50 will be large than 1 — & quantile of 7 distribution and consequently Z; can
be detected, if the estimate has large power on the alternative. This motivates us to
consider the statistics

F;

o

= 1r<n]a<xm|B | DB“O

If Z;, is influential, then F;, will be larger than ;(21,1 _ o in high probability.
However, if Z;, is not an influential observation, Fj, defined above may also be much
larger than X%,l — o due to the swamping effect and consequently Z;, is incorrectly
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identified as influential. Although estimate F; may lead to some false positive, it gives a
good estimate of a subset of clean data {Z;,i € S‘} as m is sufficiently large where

S={i:Fi<g, ,1<i<n} (6)

And the set §¢ = {i : F; > y},_,} consists of the estimated influential observations
and some non-influential ones due to swamping effect. Based on this estimated clean
data, we can remove some false positive observations in the set S,

For any Z;,i € §¢, we apply HIM to data with indices ) = SU{i} and compute
Dy If S is a good enough such that it consists of only clean data, then S contains at
most one influential observation, and consequently leave-one-out method HIM will be
effective in testing whether Z; is an influential observation. Note that checking whether

Z;,i € 5 are influential observations is a multiple hypothesis testing problem. There-
fore instead simply comparing |§<i)\2D3(f> and ;{%,1 — & we can control the false dis-
covery rate (FDR) by the commonly used FDR control methods, such as, the B-H
procedure [18]. We summarize our algorithm into following two steps.

(1) For 1<i<n,select m subsets By, -, B, C {j:1 <j# i< n} with the same cardinality

|By|: = ny < n/2. For i = 1, -, n, compute F; = | max (nm + 1)273 where
<j<m

B]@’
Bj(l) = B;U{i}. Then S = {i:F; < x%lfa, 1 <i<n} is the estimate of clean data.
(2) For each observation Z; with i € §¢ = {i : F; > X%,lfo(}’ consider the testing H, :
Z; is not influential among data with indices S¥) = {i}US. Compute the p-value

P(3} > |SO* Dy ) and control the error using FDR method. The final estimate of
influential observations is defined as

Ts = {z;,i e $¢ and H;y is rejected by FDR procedure} (7)

We study the power of MHIM method. We assume that the number the influential
observations n;,s < n/2. To ensure the success of multiple influential observation detection,
HIM must be effective for the case of single influential. We make that following
assumption on the power of HIM method for the case of single influential observation.

Assumption 1. (Power for single influential observation). Let {Z; = (X; Y)),
i=1, -, n} be i.id. non-influential observation and Z; = (X,, Y) be the only influential
observation. Suppose that Z, can be identified as influential observation by HIM
method with probability at least 1 — e.

Theorem 1. Suppose that assumptions (C.1)—(C.3) of Zhao et al. (2013) and
Assumption 1 holds. For any f§ € [0, 1] and e defined in Assumption 1 such that
(I = npeE)f < &, where & > 0 is sufficiently small. As m > [log(1l —
B)]/log[1 — (*-2u=r1)""] and min {n;, p} — ©0, it holds that

P(S¢ D Lnt) > 1 — &9 (8)
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3 Simulation

In this section, we report the simulation results of the MHIM. In the simulations below,
we generate the non-influential observations of size n from the following true model,

Yi=X/B+e, i=1,---,n (9)

where p=(1, 1, 1, ==+, 1), &; ~ N(O, 1), X; = (X;q, -, X,»I,)T ~ N(0, Z) and X = (g with
o = 0.5"7. Denote by iy = arg max <;<,Y; and (X yint), i =1, -, i (be the
influential observations, where X}“f = (X}?f, e ,Xlil‘,‘f)T € R, njyr stand for the number
of influential observations.

Let TPR stands for the power of influential detection, or equivalently, the pro-
portion of the correctly identified influential observation over n;,r. FPR stands for false
positive rate, which is the ratio of the number of the non-influential points that are
incorrectly identified as influential ones over the n — n;,. F; stands for F-score, whose
computational formula is

2TP

S e — 10
2TP + FP + FN (10)

F,
where TP stands for true positive number, FP stands for the number of false positive
observations, and FN is the number of false negative observations. The larger the F;-
score is, the more efficiently the method does. In the following simulations, we set the
number of subsets m = 300 and repeat 7 = 100 times to report the mean of FPR, TPR
and F-score.

3.1 Simulation for Masking Effect

As the deviation of influential observations from the non-influential ones is mall, some
influential observations in (X}“f7 Yii“f), i=1,---,nys tends to be masked. Therefore,
we generate the influential observations from the following model 1-3, where ¢; is the

same as model (9). We set the sample size n = 300, n;,s = 10, the number of predictors
p = 1000.

Example 1. Fori =1, n, Y™ =Y, + & + k, X" =X, .

Example 2. For i = 1, =, mpn, j = 1, =, p, XI™ = X;; + 0.5kX; [ jjesy, With
S={1,2, 10} and Y = (X!"") "B + & where I{;cs, is the indicator function.

Example 3. For i = 1, =, mpnp, j = 1, -, p, XI" = X;; + 0.5kX;ljjes), with
S = {1, 2, -, 10}, and Y = (X")"B 4 ¢ + 0.5k, where Ijjes) is the indicator
function.

From the Table 1, we see that, in all cases, MHIM performs much better than HIM
in terms of TPR and F-score. HIM has smaller values in terms of FPR, but the price is
that the power TPR is very low. As a result, the F-score of MHIM is always higher
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Table 1. Simulation results for Model 1-3

Example |k | HIM MHIM

1 TPR FPR |F, |TPR|FPR F,
0.8/0.01 | 0.0100 | 0.144 | 0.56 | 0.017 | 0.566
1.0/0.01 | 0.0007 | 0.179 | 0.60 | 0.015 | 0.590
1.2/0.12 | 0.0670 | 0.078 | 0.82 | 0.012 | 0.756
1.410.15 /0.0032 | 0.241 | 0.88 | 0.014 | 0.770
1.6 [0.23 | 0.0011 | 0.365 [ 0.97 | 0.017 | 0.788
2 0.8/0.07 | 0.0004 | 0.130 | 0.72 | 0.015 | 0.668
1.0/0.12 | 0.0006 | 0.211 | 0.75 | 0.014 | 0.696
1.2/0.13 | 0.0005 | 0.227 | 0.79 | 0.015 | 0.710
1.4]0.14 | 0.0004 | 0.243 | 0.81 | 0.014 | 0.731
1.6/0.23 | 0.0010 | 0.365 | 0.85 | 0.016 | 0.735
3 0.8 0.05 | 0.0003 | 0.094 | 0.24 | 0.010 | 0.314
1.0/0.05 | 0.0130 | 0.070 | 0.57 | 0.015 | 0.569
1.2/0.05 | 0.0003 | 0.094 | 0.60 | 0.013 | 0.609
1.4/0.10 | 0.0008 | 0.150 | 0.64 | 0.014 | 0.626
1.6 0.11 | 0.0006 | 0.195 | 0.88 | 0.015 | 0.760

than HIM. Therefore, the leave-one-out methods can’t detect the influential observa-
tions efficiently. With the increase of &, the TPR of MHIM increase much faster than
that of HIM. Therefore, MHIM is more effective than HIM.

3.2 Simulation for Swamping Effect

As the deviation of (X™, Y™ is large, there is swamping effect such that some
observations in (X;, Y;) will be false identified as influential observation. To compare
the performance of HIM and MHIM in the presence of swamping, we generate
influential observations from the following Examples 4-6. We set the sample size
n = 100, p = 1000 and nj,; = 10.

Example 4. Fori =1, njy, Y™ = 15kY;, + &, X" = X;,.

Example 5. For i = 1, -, e, X" = 3kX;,, Y™ = (X")'B + &:.

oy i

Example 6. Fori=1,--- ,ninf,Xii“f = 2kX;,, Yiinf = 3k(Xli“f)T[5 + &

For the simulation results in Table 2, it can be inferred that MHIM has better
performance than HIM. For Example 4-6, we see that both HIM and MHIM have good
performance in terms of TPR. However, the FPR of HIM is much larger than that of
MHIM, which shows that HIM is too aggressive. On the other hand, MHIM makes a
good balance between TPR and FPR. As a result, F'{-score of MHIM is always higher
than HIM.
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Table 2. Simulation results for Model 4-6

Example |k | HIM MHIM

4 TPR [FPR |F, |TPR| FPR |F,
081 0.1900.539 | 1 0.030 | 0.881
1.0]1 0.7400.231 | 1 0.050 | 0.816
1.2]1 0.8700.203 | 1 0.060 | 0.787
141 1 0.182 |1 0.070 | 0.760
1.6]1 1 0.182 1 0.070 | 0.760

5 0.81 0.0100.957 | 1 0.002|0.917
1.0]1 0.0100.975| 1 0.004 | 0.847
121 0.110]0.669 | 1 0.017{0.929
141 0.830(0.211 |1 0.039 | 0.851
1.6]1 1 0.182 |1 0.060 | 0.787

6 0.8 1 0.004 1 0.982 | 1 0.003 | 0.881
1.0[1 0.162 0.578 | 1 0.078 | 0.740
1.2]1 1 0.182 |1 0.039|0.851
141 1 0.182 |1 0.070 | 0.760
1.6[1 1 0.182 |1 0.213]0.511

3.3 Simulation on a Real Data

We consider the data set reported in Scheetz et al. (2006). In order to identify the
genetic variation relevant to a multisystem human disease known as Bardet-Biedl
syndrome (BBS), expression quantitative trait locus mapping was used in laboratory
rats to gain a broad perspective of gene regulation. This set contains 120
twelve-week-old male F2 rats that are the offspring of the F1 rats and selected from
eyes and microarray analysis for tissue harvesting. The RNA from the eyes of F2 rats
was analyzed via microarrays that contain over 31,000 different probes. One of the
probes that is for gene TRIM32 was found to cause BBS. The interest of this data set is
to find genes whose expressions are correlated with that of TRIM32. Excluding the
unexpressed and insufficiently variable one, there are only 18,976 probes as regressors.
Then we chose the top 1000 probes that are most correlated with TRIM32 as regres-
sors. As a result, the set contains 120 samples and the number of predictors is 1000.

Because of the existence of influential observations in this data, we identify them
by HIM and MIHM simultaneously. When using the MHIM, we set the number of
subsets m = 500 and repeat T = 100. The results of HIM and MIHM is the same. Both
of them find 6 influential observations with indices {28, 32, 59, 80, 95, 120}. After
removing the influential observations, we denote by Y™ ed and X]'-“ed, 1 <j<pthe
median of response and j-th variable in remain sample. We artificially add 10 outliers
as followings to the remain sample as follows. Denote by 1, . the vector of size nj,¢
with elements one.
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Example 7. For i =1, nj, Y = Y™ 4+ 0.23k1

Ninf »
Example 8. For i=1,---,ny,j=1,---,p, X‘“f Xmed + 0.65kljcsy with § =
{1,2,---,p} and Ijjcgy is the indicator function.

Example 9. For i=1,---, R, Y"‘t = ymd 4 0.23k1,,,,
0.65kIjjesy with S = {1,2,---,p} and I{]es} is the indicator function.

me ijned +

Example 10. Fori=1,-- - njy, Ymf ymed 4 3.8kl

Ninf *

Example 11. For i=1,---,mpandj=1,---,p, Xit = Xmed 4 200kl (e, with S =

{1,2,---,p}and I}jcq is the indicator function.
Example 12. For i=1,-- nint, ¥} = Y™ + 10k, X;'" = X" + 10kl jjesy,
withS = {1,2,---,p}, and I{jeg} is the indicator function.

Simulations results are quite similar to those in Sects. 3.1 and 3.2, which shows the
advantages of MHIM over HIM in the presence of multiple influential observations
(Table 3).

Table 3. Simulation results for Model 7-12

Example |k | HIM MHIM
TPR | FPR | F, TPR | FPR | F,
7 0.8/0 0 0 0.01 |0 0.020
1.210.07 |0 0.131/0.13 |0 0.230
1.6/0.10 | O 0.18210.93 |0 0.964
8 0.8/0 0 0 0 0 0
1.210 0 0 0.30 |0 0.462
1.6/0.15 /0 0.261/0.35|0 0.519
9 0.8/0 0 0 0.01 |0 0.020
120 0 0 0.15|0 0.261
1.6/0.13 |0 0.230/0.90 |0 0.947
10 081 0 1 1 0 1
121 0.058 [0.768 | 1 0.040 | 0.786
1.6|1 1 0.161 |1 0.090 | 0.681
11 081 1 0.161 | 0.87 | 0.094 | 0.613
121 1 0.161 | 0.88 | 0.160 | 0.497
1.6[1 1 0.1610.91 |0.170{0.493
12 081 1 0.161 |1 0.140 | 0.589
1.2]1 1 0.161 |1 0.170|0.531
1.6[1 1 0.161 |1 0.180|0.517
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Conclusion

In this paper, we consider the multiple influential observations detection in high
dimensional linear regression model. We propose a new algorithm based on the idea of
multiple deletion. Under some conditions, our method can detect a set containing all of
the multiple influential observations with probability tending to 1.
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Abstract. States of matter search (SMS) algorithm is based on the simulation of the
states of matter phenomenon. In SMS, individuals emulate molecules which interact
to each other by using evolutionary operations which are based on the physical prin-
ciple of the thermal-energy motion mechanism. Although the SMS algorithms have
been used to solve many optimization problems, there still slow convergence and
easy to fall into local optimum in some applications. In this paper, a novel drift
operator-based states of matter search algorithm (DSMS) is proposed. The main idea
involves using drift operator to keep the concept of location and abandon the concept
of velocity for accelerate the convergence speed while simplifying algorithm, mean-
while a new variable differential evolution (DE) strategy is introduced to diversify
the individuals in the search space for escape from the local optima. The proposed
method is applied to several benchmark problems and is compared to four modern
meta-heuristic algorithms. The experimental results show that the proposed algo-
rithm outperforms other peer algorithms.

Keywords: States of matter search algorithm - Drift operator - Thermal-energy
motion mechanism - Differential evolution strategy - Meta-heuristic algorithms

1 Introduction

Recently, global optimization problem in real-world is more and more complex and has
attracted a lot of researchers to search for efficient problem-solving methods. Evolu-
tionary algorithm is the better solution to solve the global optimization problems and
widely applied in various areas of science, engineering, economics and others, where
mathematical modeling is used. In general, the goal is to find a goal optimum for an
objective function which is defined over a given search space. During the last few
decades, several evolutionary algorithms have been suggested that mimics some natural
phenomena. Such phenomena include animal-behavior phenomena such as the Particle
Swarm Optimization (PSO) algorithm [3], the Bat (BA) algorithm proposed by Yang
[4]. Some other methods which are based on physical processes, for example, the Elec-
tromagnetism-like Algorithm [5], the Gravitational Search Algorithm (GSA) [6] and the
States of Matter Search (SMS) algorithm [1, 2].

The SMS algorithm is based on the simulation of the states of matter phenom-
enon. In SMS, individuals emulate molecules which interact to each other by using

© Springer International Publishing Switzerland 2015
D.-S. Huang and K. Han (Eds.): ICIC 2015, Part ITI, LNAI 9227, pp. 65-71, 2015.
DOI: 10.1007/978-3-319-22053-6_7
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evolutionary operations based on the physical principles of the thermal-energy
motion mechanism. Thus, the evolutionary process is divided into three stages which
emulate the three states of matter: gas, liquid and solid. At each state, molecules
(individuals) exhibit different behaviors. The differences among such states are based
on forces which are exerted among particles composing a material [7]. Even the
basic SMS has been shown powerful [1, 2], however it use many certain parameters
which complicated the algorithm, thus lead to slow down the convergence rate of the
algorithm and lost the randomness and diversity.

In order to solve these problems, we present, a novel, Drift operator-based States of
Matter Search algorithm (DSMS) in this paper. The main idea involves using drift oper-
ator to keep the concept of location and abandon the concept of velocity for accelerate
the convergence speed while simplifying algorithm, meanwhile a new variable Differ-
ential Evolution (DE) strategy is introduced to diversify the individuals in the search
space for escape from the local optima. The proposed approach has been compared with
some other well-known evolutionary algorithms. The obtained results confirm a high
performance of the proposed algorithm for solving various benchmark functions.

This paper is organized as follows. In the Sect. 2, the basic SMS algorithm is
described. Section 3 gives the DSMS algorithm. The simulation and comparison of this
proposed algorithm are presented in Sect. 4. Finally, some remarks and conclusions are
provided in Sect. 5.

2 Basic SMS Algorithm

Individuals are considered as molecules whose positions on a multidimensional space
are modified as the algorithm evolves. The movement of such molecules is motivated
by the analogy to the motion of thermal-energy. The velocity and direction of each
molecule’s movement are determined by considering the collision, the attraction forces
and the random phenomena experimented by the molecule set. Such behaviors have
been implemented by defining several operators such as the direction vector, the colli-
sion and the random positions operators, all of which emulate the behavior of actual
physics laws.

2.1 Direction Vector

The direction vector operator mimics the way in which molecules change their positions
as the evolution process develops. For each n-dimensional molecule P; from the popu-
lation P, it is assigned an n-dimensional direction vector d; which stores the vector stores
the vector that controls the particle movement. Initially, all the direction vectors
(D ={d,,d,, ...dy}) are randomly chosen within the range of [-1, 1].

Therefore, the new direction vector for each molecule is iteratively computed
considering the following model:

4 =d - (1- ). 0544, %
gen
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Where a; represents the attraction unitary vector calculated as
a; = (P — P))/||Pb*" — P||, being P**" the best individual seen so-far, while P; is the
molecule i of population P. k represents the iteration number whereas gen involves the
total iteration number that constitutes the complete evolution process.
In order to calculate the new molecule position, it is necessary to compute the
velocity V; of each molecule by using:

Vi=d vy Q)
Being v;,;, the initial velocity magnitude which is calculated as follows:

DGR AL
Vi = % . 3)

Where bj"w and b]}.’ig " are the low j parameter bound and the upper j parameter bound

respectively; whereas p € [0, 1]. Then, the new position for each molecule is updated by:
k+1 _ pk . . (pligh _ plow
PI.J. = PI.J + V- rand(0,1) - p (bj bj ) @)

0.5 < p < 1. (represent the maximum permissible displacement among particles)

2.2 Collision

The collision operator mimics the collision experimented by molecules while they
interact to each other. Collisions are calculated if the distance between two molecules
is shorter than a determined proximity value. Therefore, if IIP; — P,ll < r, a collision
between molecules i and g is assumed; otherwise, there is no collision, considering
i,ge{l,...,N}suchthati+# q.If acollision occurs, the direction vector for each particle
is modified by interchanging their respective direction vectors as follows:

1P, — Pl = 5)
d;=d, And d, = d, (6)
The collision radius is calculated by:
"B — bl
= Z:/=1( J j ) a 7

n

ael0,1].
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2.3 Random Positions

In order to simulate the random behavior of molecules, algorithm generates random
positions following a probabilistic criterion within a feasible search space. For this
operation, a uniform random number r,, is smaller than a threshold H, a random mole-
cules position is generated; otherwise, and the element remains with no change. There-
fore such operation can be modeled as follows:

sl _ bY" + rand(0, 1) - (bf"gh — b{™") with probability H
i ij;rl with probability (1 — H) ®)

Whereie {1,...N} andje {1, ...D}.

3 Drift Operator-Based States of Matter Search Algorithm (DSMS)

Although in some functions the basic SMS algorithm shows good performance. But as
use many certain parameters which complicated the algorithm itself, hence lead to slow
down the convergence rate of the algorithm and lost the randomness and diversity. So
in this paper, on the basis of the original algorithm, we introduce the drift operator and
a new variable differential evolution strategy to solve the above problems. Thus makes
the algorithm can quickly converge to a good solution. Simplified algorithm at the same
time, strengthen the randomness of the algorithm, and more practical.

3.1 Drift Operator

Drift operator was proposed by Xing Xu in improved Particle Swarm Optimization based
on Brownian Motion (BMPSO). The principle is based on ITO process to define the
drift represent particles on macroscopic trend, it abandons the concept of velocity but
retain the concept of individual’s positions. This approach redefines the
update formula of molecule position as follows:

k+1 _ pk . L phish _ plow . best _ pk
PI.J. —Pi‘/.+d,-d- rand - p (bj bj )+p- (P Pi‘/.) )

Through the analysis of (9), we can find that drift operator and the basic SMS have
much in common. Similarities: remain the core idea of basic SMS algorithm, which are
memory and social cognition. The first part of formula is memory part, represent the
past position is good or bad effect on the present. Second part shows that social cognition,
each molecule will be attracted by the best molecule and moving towards it. Differentia:
the third part of the formula is the molecule’s self cognition, expresses the molecule
moves a part from his own experience. And there is no concept of velocity in DSMS
algorithm, therefore, introduces the concept of drift instead of the velocity update,
molecules drift to the best one during the movement.
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3.2 Variable Differential Evolution Strategy

As a simple and efficient global optimization strategy, DE algorithm and some improved
version DE such as DE with a Modified Neighborhood-Based Mutation Operator
(MNDE) shows its powerful search and optimization ability. Whereas that still can not
avoid the problem that optimization speed is slow and premature convergence. In the
paper, we on the basis of MNDE introduce a new variable differential evolution strategy,
the model as follows:

Pf“ = phest 4 o1 . (Plli _ P];;) +c2- (Pfl —P;‘) (10)

The P’; , P’r‘n Pﬁ Pf are the four molecules which different from Pf.‘ atk generation. And

PP stores the best historical individual found so-far. Different with the MNDE, formula
(10) does not use the best neighborhood, but randomly select four different molecules,
and use the best individual to mutation. Diversify the individuals in the search space;
meanwhile retain the ability of individual memory. Furthermore help the algorithm
escape from the local optima and faster convergence to the global optimal.

3.3 The Implementation Steps of DSMS Algorithm

1. Initialize the basic parameters: population size N; population P; i € (1, ..., N); loca-
tion update impact factor p, collision radius impact factor a and threshold H under
different states; the maximum number of iterations iterMax.

2. According to the current number of iterations setting the state of matter.

3. Evaluate the fitness value of each particle and find the best element of the population
P, compute the new molecules by using (1) and (9).

4. Solve collisions by using (5)—(7).

5. Judge whether random movement of molecules. If moving randomly, select four
molecules which different from the molecule itself to mutation by using (10) in
Sect. 3.2, otherwise, keep its original position.

6. Update the best population.

7. Determine if termination condition have been met (i.e., reach maximum number of
iterations or satisfy the search accuracy), go to step 8; otherwise, go to step 2 and
execute the next search.

8. Output the best fitness values and global optimal solution.

4 Simulation Experiments and Results Analysis

4.1 Benchmark Functions

In order to verify the effectiveness of the proposed algorithm, we have applied the DSMS
algorithm to four standard benchmark functions in Table 1 whose results have been
compared to those produced by the Gravitational Search Algorithm (GSA), The Particle
Swarm Optimization (PSO), the bat algorithm (BA) and the basic state of matter search
algorithm (SMS).



70 Y. Zhou et al.
Table 1. Benchmark functions
1d Name Functions Domain
f1 | Schwefel 221 | f(x)=max{|x|.1<i<D} (~100,100]
D D D —
12 Zakharov FO= 3 + (305057 + (50501t [-10,10]
i=1 i=1 i=1
. > ~
3 Rastrigin fw=Y [x,z — 10cos 2y, + 10] [-5.12,5.12]
i=1
fa Ackley D D [-32,32]
F(x) = =20 exp(=0.2 é DEHE exp(% Y cos2zx) + 20 + e
i=1 i=1

4.2 Parameter Setting

In the test, the maximum number of iterations of each algorithm is iterMax = 1000, the
population has been set to 50; the dimension of every problem has been set to 30. Other
parameters are set in Table 2

Table 2. Parameters of algorithms

Algorithm Parameters

GSA Gy =100, a =20

PSO cl=c2=1.4962,w=0.8

BA 0:€0,2],A°=0.5,7°=0.5,a =095,y =0.05
SMS pel0,1],ae0,0.8],e[0.1,0.8], H € [0, 0.9]

4.3 Comparison of Experiment Results

The test compares the DSMS to other algorithms such as PSO, GSA, BA and SMS. The
mean and standard deviation values are shown in Table 3. The best outcome for each
function is boldfaced.

Table 3. Simulation results for test functions f1 — f4

Functions PSO GSA BA SMS DSMS
fl Mean 7.3709 0.0055 56.7759 0.0221 0
Std 2.4255 0.0301 6.8347 0.0058 0
2 Mean 124E+04 | 1.79E4+03 | 1.81E+04 | 0.0296 0
Std 9.22E+03 | 468E+02 | 6.52E+4+03 | 0.0231 0
3 Mean 81.5201 14.3274 1.93E+02 | 0.9284 0
Std 23.8657 3.9332 30.3516 0.88 0
f4 Mean 4.3324 3.59E-09 18.9884 0.004 8.88E-16
Std 1.1704 5.65E-10 0.2343 8.71E-04 0




Drift Operator for States of Matter Search Algorithm 71

From Table 3, besides f4, other functions DSMS can find out the optimal solution
and all the standard deviation is 0. Other algorithms can not gain the accurate value in
actual and even traps into local optima. Even of f4, DSMS has a higher precision of
optimization. As a consequence, DSMS is a superb algorithm with outstanding robust-
ness and wonderful accuracy for the functions above.

5 Conclusions

As use many certain parameters which complicated the basic SMS algorithm itself,
hence lead to slow down the convergence rate of the algorithm and lost the randomness
and diversity. So in this paper, a novel, Drift operator-based States of Matter Search
algorithm (DSMS) is proposed. The DSMS algorithm using drift operator to keep the
concept of location and abandon the concept of velocity for accelerate the convergence
speed while simplifying algorithm, meanwhile a new variable Differential Evolution
(DE) strategy is introduced to diversify the individuals in the search space for escape
from the local optima. The results of comparison with the PSO, CLSPSO, BA, GSA and
the basic SMS show that precision of optimization, convergence speed and robustness
of DSMS are all better than other algorithms. The results of simulation test show that
the proposed algorithm is effective and feasible.
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Abstract. Classification methods usually exhibit a poor performance when
they are applied on imbalanced data sets. In order to overcome this problem,
some algorithms have been proposed in the last decade. Most of them generate
synthetic instances in order to balance data sets, regardless the classification
algorithm. These methods work reasonably well in most cases; however, they
tend to cause over-fitting.

In this paper, we propose a method to face the imbalance problem. Our
approach, which is very simple to implement, works in two phases; the first one
detects instances that are difficult to predict correctly for classification methods.
These instances are then categorized into “noisy” and “secure”, where the for-
mer refers to those instances whose most of their nearest neighbors belong to the
opposite class. The second phase of our method, consists in generating a number
of synthetic instances for each one of those that are difficult to predict correctly.
After applying our method to data sets, the AUC area of classifiers is improved
dramatically. We compare our method with others of the state-of-the-art, using
more than 10 data sets.

Keywords: Imbalanced - Classification - Synthetic instances

1 Introduction

Achieving a good performance on imbalanced data sets is a challenging task for
classification methods [3]. They usually focus on majority class, almost ignoring the
opposite class [8]. Currently, there are many real-world applications that generate this
type of data sets, for example: software defect detection [6], medical diagnosis [1],
fraud detection in telecommunications [4], financial risks [7] and DNA sequencing [9],
among others. In this type of applications, there are two objectives in conflict, on the
one hand, for the classifier should be more important to predict the minority class
instances with the minimal errors, and on the other hand, the classification accuracy for
majority class instances should not be severely damaged. The AUC ROC measure is
one of the most widely used to capture this requirement.

The problem of classification on imbalanced data sets has attracted the attention of
the machine learning and data mining communities in the last past few years [2]. The
state-of-the-art methods to deal this problem can be categorized into:

© Springer International Publishing Switzerland 2015
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(1) external methods, which pre-processes the data sets to balance them before
applying a classification method;

(2) internal methods, which modify the algorithms to make them more suitable to this
problem;

(3) ensembles, that use two or more classifiers and then combine their outputs to
predict the class;

(4) cost-sensitive methods, which use cost matrices to penalize misclassification, or

(5) other methods, that include combinations of the strategies mentioned, and
application of genetic algorithms.

External methods work at the data level, regardless the classifier to be used. These
methods are based on two main techniques: under-sampling and over-sampling, both
of them balance the data sets, either by removing objects from the majority class or
inserting synthetic minority class objects, respectively. One of the most representative
methods is SMOTE. It balances data sets by creating synthetic instances between the
line that joins a minority class instance and their nearest neighbors. Variants of SMOTE
guide the creation of minority instances towards specific parts of the input space,
considering characteristics of the data such as density of minority class instances, the
decision boundaries or using ensembles of classifiers.

In this paper, we propose a method to pre-process imbalanced data sets for clas-
sification. It works in two phases: the first one identifies instances, which are difficult to
predict for a classification method. These instances are important because represent
regions in the input space where the classifier is unable to perform adequately, and
therefore, it is necessary to clarify the concepts or sub-concepts by generating synthetic
instances in such regions. The instances that are difficult to predict, are categorized into
“noisy” and “secure” instances, where the former refers to those which most of their
nearest neighbors belong to the opposite class. Noisy instances are usually near to
decision boundaries, or in overlapped class regions [5]. The second phase of our
method, consists in generating a number of synthetic instances considering the noisy
ones. Depending on the imbalance ratio, the number of generated instances is adapted.
We tested our method on 11 data sets, and compare the performance of C4.5 classifier
using other balancing algorithms. According to the results, AUC is improved signifi-
cantly in most cases.

The rest of this paper is organized as follows. Our proposal is shown in detail in
Sect. 2. The experiments, results and a discussion is shown in Sect. 3. The conclusions
and references are in the last part of this paper.

2 Method Based on Observations of Errors

The method presented in this paper is effective and very easy to implement. Different
from SMOTE and other similar algorithms that generate instances regardless the
classification method or class distributions, our approach takes advantage of
observations about the correctness of predictions. These are used to identify difficult
regions of the input space, and then the generation of synthetic instances focuses on
such regions.
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Given an imbalanced data set: X = {(x;, yi)ile, vie {+1,—1}}, where N is the
number of instances, y; = + 1 is the minority class, and y; = — 1 the majority class. In our
method, we create some sets, in order to detect the regions of the input space are
difficult to predict for the classifier.

Minority = {(x;, ¥;), x € X, y; = + 1}, this set contains all the instances of the
minority class in X. The following two subsets of X, contain only instances of the
majority class:

Tﬂwj = {(xivyi)vxi € Xandxi g TeMj;yi — _1}
TeM; = {(xi,¥i),x € Xandx; & TrM;,y; = ~1}

such that TrM; U TeM; = X — Minority, and TrM; N TeM, is empty.
The elements of TrM; and TeM; are chosen randomly. The size of these sets is 60 %
of |X — Minority| and 40 % of |X — Minoriry|, respectively.

Algorithm 1. Counter of errors in predictions

Input : X: Training data set, C: Type of classifier, I: Number of iterations
Output: £: Mean of of missclassifications for each instance
begin
for j«+ 1to I do
Create the sets T'r; and Te; and Build a classifier C of type C from T'rj;
foreach instance x € Te; do
Use C to predict the class of z;
if C incorrectly classifies x then
] Update the counter of errors £ for this instance;
end
end
end
return mean( £)
end

The sub-training set, Tr;, is composed of all instances of the minority class and the
elements of TrM;: Tr; = TrM, U Minority. Also, we create the sub-testing set, Tey,
composed of all instances of the minority class, and those instances of the majority
class that are not in Tr;: Te; = TeM; U Minority. Having these sets created, a classifier is
trained and tested several times. The errors in predictions are stored in a vector € to be
analyzed later. Algorithm 2 shows the pseudo code that implements this part of our
method

Once ¢ obtained, those instances which have been classified incorrectly a number of
times that exceeds a certain threshold, are categorized into two types:

(a) Noisy instances, difficult to predict instances and most of their k-nearest neighbors
have opposite class.

(b) Secure instances, difficult to predict instances and most of their k-nearest neigh-
bors have the same class.

During the experiments, we found that £ = 5 produces good results for most data
sets. Different from other approaches that only take into account a number of nearest
neighbors, in our approach, the noisy instances play an important role in the generation
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of new synthetic ones. The latter are generated in the lines that joins a noisy instance
and its nearest L-neighbors.

2.1 Run-Time Complexity

In our method, the separation of majority and minority class instances is realized in
linear time, O(n). The creation of sub-training and sub-testing sets is also a linear time
task. Training time varies form a type of classifier to other, we represent it with
T(|Tr;|). The prediction of the class for each an instance depends on the classification
method, so we represent time with C, therefore, the time to predict all the instances in
the sub-testing set is |Te;|C. Updating the vector ¢ is a constant time task, Cy. In current
implementation of the algorithm, the generation of synthetic instances requires a linear
search of the L-nearest neighbors for each noisy instance, the worst case is O(nz). Our
method is slow for large data sets. The time-complexity of our method is therefore:

O(n) + 10(n) + IT(Tr;) + 1|Te;|C + ICo + 10(n*) ~
IT(0.6n) + 10.4nC + 10(n?)

3 Experiments and Results

In order to observe how the performance of classifiers is improved by pre-processing
the data with our method, we select the C4.5 classifier, which is one of the most
commonly algorithms chosen to test the performance of balancing methods. The data
sets used to test the experiments are publicly available on the Internet,' their main
features are shown in Table 1.

Table 1. Data sets for experiments

Data set D S IR Data set D |S IR
yeast-2_vs_4 8| 514| 9.08|glass-0-1-6_vs_2 99| 192|10.29
glass2 9| 214| 11.59]ecoli4 77| 336|15.80
page-blocks-1-3_vs_4 | 10| 472 | 15.86 | abalone9-18 88| 731|164
glass-0-1-6_vs_5 9| 184 19.44 | glass5 99| 2141|2278
car-good 61,728 | 24.04 | yeast5 881,484 |32.73
abalonel9 814,174 129.44

In Table 1, D is the number of attributes, S is the number of instances, and IR is the
imbalance ratio. In these sets IR varies from 9, up to more than 120. We present the
comparative of our method against SMOTE, re-sampling with and without

! http://sci2s.ugr.es/keel/datasets.php.
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replacement. SMOTE algorithm generates synthetic instances using the 5 nearest
neighbors, re-sampling makes copies of minority class instances.

All the experiments were conducted on a computer with the following character-
istics: 2.6 GHz Intel Core i5 processor, 8 GB RAM, Mavericks Operating System. The
size of RAM allocated to the JVM is 256 MB. In the experiments, each data set was
partitioned into two subsets, randomly: training and testing. The former contains 60 %
of instances of data set; the latter contains the rest. The training set is processed using
our method, SMOTE and re-sampling with and without replacement. Then, a classifier
C4.5 is trained with the processed data. The testing set is used to test performance of
classifier. This process was repeated 30 times and the average is reported in the results.

4 Results

The application of Algorithm 2 provides with the information presented in Table 2,
whose column have the following meaning. Data set: Name of data set analyzed; P:
Number of minority class instances in the sub-training set; N: Number of majority class
instances in the sub-training set; D,: Number of minority class instances which are
difficult to predict for the classifier; D,: Number of majority class instances which are
difficult to predict for the classifier; N,,: Number of noisy minority class instances; N,,:
Number of noisy majority class instances. In order to achieve repeatable results for
other researchers, the C4.5 (J48 Weka implementation) classifier was used with default
parameter values. The threshold used in the experiments was set to one.

Table 2. Identification of difficult instances for the C4.5 classifier

Data set P |N D, | D, | N, | N, | Data set P |N D, | D, | N, |N
yeast-2_vs_4 37| 32311 |19| 9| 2 |glass-0-1-6_vs_2 | 14| 121| 4|18 1
glass2 15| 135/15|34 |15 | 2 |ecoli4 15| 221 4| 6| 3|0
page-blocks-1-3_vs_4 23| 308| 0| 2| 0| O |abalone9-18 32 480119 (27191
glass-0-1-6_vs_5 70 122) 1| 6| 1| 1 |glass5 8| 142 1| 5| 1|0
car-good 531,157 |53 |70 |53 | 20 | yeast5 371,002 2|22| 28
abalonel9 2512897125 0(25| O

Based on the average results shown in Table 2, the following can be observed:

(1) Most of the instances that are difficult to predict, belong to majority class. This is
probably due to between-class imbalance, because of the large number of majority
class instances.

(2) In general, the minority class instances that are difficult to predict, are also noisy
instances. We attribute this to within-class imbalance.

(3) Most of majority class instances that are difficult to predict, are secure instances.
This result is different from the informed in the literature, further investigation is
necessary.

(4) All the minority class instances of data sets glass2, car-good and abalonel9 are
noisy instances, i.e., these data sets do not contain secure instances of the minority
class.
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(5) Data sets glass-0-1-6_vs_5, glass5 a yeast 5, contain just a few noisy instances of
minority class. This makes difficult for our method to generate many instances.

In our method, we use the noisy instances to generated a number of synthetic
instances, such that a balance of approximately 30 % is achieved. The underlying idea
is to warn the classifier on regions not considered important, but they are.

Table 3 shows the area under the ROC for classifier C4.5. None corresponds to the
performance of classifier without a pre-processing step of data. Proposal column is the
method presented in this paper. SMOTE is the classic method with K = 5 nearest
neighbors. R1 and R2 are re-sampling of minority class instances with and without
replacement, respectively. In general, our method outperforms SMOTE, R1 and R2 in
the cases where the number of difficult and noisy instances is not too small. In the other
cases, our method produces results that are acceptable. Due to space issues, we don’t
present more results with other classification methods.

Table 3. AUC for classifier C4.5

Data set None | Proposal | SMOTE | R1 R2

yeast-2_vs_4 0.895(0.913 0.880 | 0.857(0.895
glass-0-1-6_vs_2 | 0.675 | 0.730 0.712  0.634|0.675
glass2 0.744 1 0.778 0.689 | 0.657 |0.744
ecoli4 0.8210.887 0.875 ]0.869 | 0.821
page-blocks-3vs4 | 0.969 | 0.987 0.978 | 0.978 |0.969
abalone9-18 0.619 | 0.685 0.692 | 0.622|0.619
glass-0-1-6_vs_5 | 0.875|0.965 0.967 | 0.903|0.875
glass5 0.953 | 0.862 0.905 |0.867|0.953
car-good 0.444 10911 0.942 | 0.904 |0.444
yeast5 0.88210.921 0.907 |0.873]0.882

5 Conclusions

The performance of classifiers on imbalanced data sets is generally unacceptable. This
problem is complex, since there are many factors involved, such as rare instances,
between-class imbalanced within-class imbalance and noisy instances.

In this paper, we introduce a method to tackle with the classification task on
imbalanced data sets. Different from other state-of-the-art proposals, our method is
based on the philosophy that classification algorithms need to be involved in the
generation of synthetic instances. We identify those instances that are difficult to
predict correctly for a classifier. These instances are considered to detect regions in the
input space that need to be reinforced with new synthetic instances. The method
proposed in this paper was tested with 11 data sets and compared with other
state-of-the-art methods. According to the results, our approach outperforms the current
methods in most cases.
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Abstract. Support Vector Machines (SVM) have shown excellent generaliza-
tion power in classification problems. However, on skewed data-sets, SVM
learns a biased model that affects the classifier performance, which is severely
damaged when the unbalanced ratio is very large. In this paper, a new external
balancing method for applying SVM on skewed data sets is developed. In the
first phase of the method, the separating hyperplane is computed. Support
vectors are then used to generate the initial population of PSO algorithm, which
is used to improve the population of artificial instances and to eliminate noise
instances. Experimental results demonstrate the ability of the proposed method
to improve the performance of SVM on imbalanced data-sets.

Keywords: Support vector machines - PSO - Imbalanced data sets

1 Introduction

In the past few years, Support Vector Machines (SVM) has shown excellent general-
ization power in classification problems. However, it has been shown that general-
ization ability of SVM drops dramatically on skewed data-sets [1, 2], because SVM
learns a biased model, which affects the classifier performance. Moreover, the per-
formance of SVM is more affected when the imbalanced ratio is large. Although there
are several external techniques to tackle the imbalance in data sets, SMOTE has been
one of the most-used approaches among several methods. SMOTE introduces artificial
instances in data sets by interpolating features values based on neighbors. In several
studies have been shown that SMOTE is better than under-sampling and over-sampling
techniques [3-7]. Moreover, SMOTE not cause any information loss and could
potentially find hidden minority regions, because SMOTE identify similar but more
specific regions in the feature space as the decision region for the minority class.
Despite its excellent features, SMOTE is limited to introduce instances with low
information because the new instances are obtained using a linear combination between
positive examples which increments the density of points. The best artificial examples

© Springer International Publishing Switzerland 2015
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(instances with more information of each class) are in the region between positive and
negative instances. Introduce instances in this region could increment the discrimina-
tive information of positive instances and improve the performance of a classifier
on imbalanced data sets. However, this external region is very sensible to artificial
instances. Inadequate instances lead to introduce noise and loss of performance in the
classifier. Different artificial instances can cause significant differences in performance.
Therefore, artificial instances must be generated carefully.

In this paper, we present a novel algorithm which improves the performance of
SVM classifiers on imbalanced data sets. The proposed algorithm uses a hybrid system
to generate new examples. Hybrid techniques have been widely used in recent years
[8, 9]. Some authors have proposed hybrid techniques to address this problem, but this
problem is still a challenge today. In contrast to SMOTE, the examples generated with
proposed method are derived from the most critical region for SVMs, called the
margin. The margin is the distance between the decision boundary and the closest
examples. Other techniques generate examples which are located randomly. The pro-
posed algorithm obtains artificial instances from the most important region. However,
although generating new instances in the minority class can improve the performance
in SVM classification, this process could introduce noise in the data-set. Moreover, it is
particularly difficult to introduce good instances in this region because this region is
extremely sensitive. Introducing artificial instances in the data-sets must be generated
carefully. To find optimal and synthetic instances is an important step in the proposed
algorithm. This is the main reason to combine PSO with SVM in this research. In the
proposed algorithm, PSO is used to guide the search process of artificial instances that
improve the SVM performance. Moreover, the synthetic instances are evolved and
improved by following the best particle p,;. Experimental results show that the pro-
posed algorithm can get better performance than traditional models.

The rest of the paper is organized as follows. In Sect. 2, a brief overview to the related
work on SVM with imbalanced data sets is presented. Section 3 presents the proposed
method. The results of experiments are shown in Sect. 4. Conclusions are in Sect. 5.

2 SVM Classification
Formally, the training of SVM begins with a training set X, given by

X = {(xiyvi) Yoy (1)

with x; € R and v; € {—1, +1}. The classification function is determined by

yi = sign (Z oK (xi - x;) + b) (2)

where o; are the Lagrange multipliers, K <x,~ . xj> is the kernel matrix, and b is the bias.
The optimal separating hyperplane is computed by solving the following optimization
problem:
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Lo : 2
min-w;, w; +C » n;
2 ; (3)
s.t. yi(wiTK<x,- ~xj> + bi) >1—y;

where C is the margin parameter to weight the error penalties #;. The margin is optimal
in the sense of Eq. (3). Formally, given a data-set {(x;,y;)};_, and separating hyper-
plane f(x) = w!x + b the shortest distance from separating hyperplane to the closest
positive example in the non-separable case is

v+ = miny;, Vy; € class + 1 4)
The shortest distance from separating hyperplane to the closest negative example is

y— = miny;, Vy; € class — 1 (5)
where y; is given by

9 (WK (35 + b)
[[wl

3 Proposed Method

In this Section we describe the proposed Imbalanced SVM-PSO system. The proposed
Imbalanced SVM-PSO system can be divided into two parts, in the first part is trained a
SVM in order to obtain the most important data points from the skewed data set, the
second part describe the way of PSO try to optimize the artificial data points generated.
The initial population is obtained by generating artificial instances, each instance is
defined by xg = (xi,%2,...,X7), where d is de dimensionality of each instance.

Each PSO particle is defined by p; = (xi,l,xgz, . .,xi,m> , where m is the number of

artificial instances generated which are obtained by

=Xy, —xl_, k=1,...,d (7)
where x/, + is the i™ positive support vectors (sv) of X, and x/,_ represent the 7" sv
nearest neighbors of x;, . Initial vector v; =0, k=1, ..., d and the algorithm picks one
or more random entries out of an array. In the experiments only one is selected. The

artificial instance is obtained by
Xg =X e (8)

which modified only the i”'dimension of x/ .
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Finally, we denote P = [py, p>, ..., pqm]T as a (¢ x m)-dimensional vector, where g is
the size of initial population. The problem is determining the artificial instances that
improve the performance. The (¢ x m)-dimensional search space I' is defined by

pxmxd

I = H [Fi,min7Fi,max] (9)

i=1

The search space of each individual x = [x{, x5, ..., xd]T is defined by the minimal
distance between SV’s with different class, i.e.

Xmini = SV§V+ -1 (10)
Xmaxi = lLnkir<1nD(svi+,svi’) e (11)

When appliying a PSO to solve the optimization problem, a swarm of the candidate
particles {Pf}‘;:l are moving in the search space /" in order to find a solution X where
s is the size of the swarm and [ € {0, 1, ..., L} denotes the " movement of the swarm.
Each particle p(7) has a (g x m x d)-dimensional velocity v = [vy, v,, ..., vqmd]T to direct
its search, and v € V with the velocity space defined by

pxmxd
V= H [Vi,mimVi,max] (12)
i=1

where V;max = 3 (Iimax — I'imin)- To start the PSO, the candidate particles {X} }jzl are

initialized randomly within I" and the velocity of each candidate particle is initialized to
s

Zero, {v]Q = O} . The cognitive information pbﬁ and the social information gb’ record
i=1

the best position visited by the particle i and the best position visited by the entire

swarm, respectively, during / movements. The cognitive information pbﬁ and the social

information gb’ are used to update the velocities according to the velocity of particle P;

wich is changed as follows:

Vi(t+1) = wVi(t) + c1r1 (1) (pb(t) — Pi(2)) + cora2 (1) (gb(t) — Pi(7))  (13)
Pi(t+ 1) = Pi(t) + V(1) (14)

The choice of parameters w, ¢y, r(f), r»(¢) and the search space are essential to the
performance of the PSO. The input space is expressed by the artificial instances
generated. Each particle p; contains m new artificial instances with dimensionality
d. The general process of the algorithm proposed is described in Algorithm 1 and
Algorithm 2.
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Algorithm 1. General process of the proposed algorithm

Input: Skewed dataset
Output: Final hyperplane H,

1. Divide the input data set in X' x,eX:y=+Li=1,..,m and
X ,x,eX:y=-Li=L...n

2. Obtain training and testing data sets from X " and X obtain
X! )(;,)(Jr X X X, with 70%, 15% and 15% respectively.

tro i i te”

3. Train the SVM with the training data set, trainSVM (X X ;)

o

4. Obtain Support Vectors x;w. and x:vi from H,

5. Obtain f7 , from (X .6 )using the PSO algorithm described in Algorithm 2

te?

Algorithm 2. PSO algorithm

Input: Support vectors X, and X

+

i » humber of iterations p

Output: Global best particle
1. Generate an initial swarm of size (gxmxd) from X,,; and xjw. with egs. (8) and
).
2. Setinitial velocity of vectors p(;=12,...,4x mxd) associated with the particles

For each position p of the particle p(;=1,...,s) which contains artificial data

points created from support vectors, train an SVM classifier and compute its fitness
function g .

Set the best position of each particle with its initial position, i.e., pb =p(i=1,..,s)

Obtain the best global particle gb in the swarm.

Update the speed of each particle using (13).

Update the position of each particle using (14).

For each candidate particle , , train an SVM classifier and compute its fitness func-

NN s

tion g .

9. Update the best position pb of each particle if its current position has a smaller fit-
ness function.

10. Return to 5 if the pre-specified stopping condition is not yet satisfied

11. Obtain the best global particle.

Once we have obtained the final hyperplane, it gives us a decision function
(Eq. (2)). From this decision function we obtain the performance by testing data set X,;
and X,, . In the proposed algorithm, the population size and number of iterations or stop
criterion serve like a mechanism to avoid over-learning in training data. Our empirical
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studies have determined that size of populations with 10 particles and iterations minor
to 100 works appropriately. The fitness function value ¢ associated with the i particle
P; is essentially the objective function for the problem. In our case we use the G-mean

measure as fitness function which is given by G — mean = 1/ S} - St, where S' and S/
represent the Sensitivity and Specificity respectively.

4 Experimental Results

In this section is showed the improvement achieved in SVM by the proposed algo-
rithm. The usefulness of the proposed methodology is checked by means of compar-
isons using classical implementations to imbalanced data sets. In this study, we have
selected a wide benchmark of 18 data-sets selected from the KEEL data-set repository.
Keel Data sets are imbalanced ones (Public available at http://sci2s.ugr.es/keel/datasets.
php). Table 1 shows the data sets used in the experiments. In the experiments all data
sets were normalized and the 10 fold cross validation method was applied for the
measurements.

The approach is implemented in Matlab. In all the experiments presented were used
k fold cross validation. The results of the experiments on skewed data sets are reported
in Table 1. In this table the first column indicates the data set, and the other columns
report the corresponding AUC, G-mean measure. In the Table, o represents standard
deviations of the proposed method.

The experimental results show that the performance of the proposed method is
better than classical implementations when imbalance ratio is large. In all data-sets, the

Table 1. Detailed results table for the algorithm proposed

Under-sampling Over-sampling SMOTE PM

Dataset AUC G AUC G AUC G AUC G 4

Liver_disorders | 0.786 0.737 0.754 0.691 0.837 0.792 0.871 0.856 0.005
glass1 0.765 0.624 0.741 0.673 0.746 0.636 0.802 0.779 0.047
GlassO 0.805 0.761 0.801 0.768 0.765 0.725 0.839 0.817 0.023
vehicle2 0.944 0.939 0.945 0.898 0.953 0.945 0.993 0.971 0.054
vehicle3 0.593 0.675 0.635 0.678 0.658 0.706 0.734 0.715 0.002
ecolil 0.852 0.871 0.806 0.877 0.886 0.877 0.944 0.936 0.021
ecoli3 0.809 0.787 0.798 0.780 0.741 0.817 0.869 0.836 0.071

new-thyroid1l 0.989 0.981 0.983 0.964 0.977 0.959 0.995 0.991 0.014
new-thyroid2 0.978 0.963 0.917 0.973 0.972 0.969 0.986 0.977 0.009

yeast4 0.793 0.781 0.786 0.729 0.791 0.761 0.847 0.824 0.062
yeast6 0.845 0.817 0.841 0.816 0.837 0.812 0.848 0.826 0.085
German 0.753 0.728 0.735 0.641 0.785 0.710 0.806 0.74 0.004
Haberman 0.683 0.632 0.652 0.600 0.689 0.634 0.742 0.683 0.089
Abalone 0.835 0.776 0.821 0.781 0.845 0.783 0.872 0.814 0.001
Letter 0.996 0.952 0.954 0.842 0.998 0.993 0.997 0.954 0.017
pima 0.696 0.725 0.647 0.718 0.714 0.735 0.742 0.785 0.042
glass2 0.607 0.639 0.624 0.652 0.674 0.725 0.738 0.742 0.020

shuttle 0.950 0.871 0.921 0.853 0.950 0.877 0.961 0.891 0.082
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proposed method achieves better measures performance than classical competent
methods. These results allow us to highlight the goodness of the proposed model to
evolve synthetic instances. The improvement provided by proposed methodology,
proves that a right management of the PSO algorithm associated with SVM has a
positive synergy with the tuning of artificial instances, leading to an improvement in
the global behavior of the system.

5 Conclusions

In this paper a novel method that enhances the performance of SVM for skewed data
sets was presented. The method reduces the effect of imbalance ratio by exciting and
evolving SV and moving separating hyper plane toward majority class. The method is
different from other state of the art methods for two reasons, the new instances are
added close to optimal separating hyperplane, and they are evolved to improve the
classifier’s performance. According to the experiments, the proposed method produces
the most noticeable results when the imbalance ratio is big. The principal advantage of
the proposed method is the performance improvement on imbalanced data-sets by
adding artificial examples. However, the first disadvantage is the computational cost.
The proposed method can be used only on small data sets. The computational com-
plexity of the proposed method on medium and large data-sets is prohibitive. In
comparison with under-sampling, over-sampling and SMOTE the proposed algorithm
is computationally very expensive.
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No. 3771/2014/CIB.
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Abstract. Set-based evolutionary optimization based on the performance
indicators is one of the effective methods to solve many-objective optimization
problems; however, previous researches didn’t make full use of the preference
information of a high-dimensional objective space to guide the evolution of a
population. In this study, we propose a set-based many-objective evolutionary
optimization algorithm guided by preferred regions. In the mode of set-based
evolution, the proposed method dynamically determines a preferred region of
the high-dimensional objective space, designs a selection strategy on sets by
combining Pareto dominance relation on sets with the above preferred region,
and develops a crossover operator on sets guided by the above preferred region
to produce a Pareto front with superior performance. The proposed method is
applied to four benchmark many-objective optimization problems, and the
experimental results empirically demonstrate its effectiveness.

Keywords: Many-objective optimization * Set-based evolution - Achievement
scalarizing function - Preferred region - Pareto dominance on sets

1 Introduction

In the real world applications, many optimization problems can be formulated as
many-objective optimization problems (MaOPs), such as automobile cabin and flight
control system design [1]. Without loss of generality, we consider the following
minimization problems in this study:

mmf(x) = (fl(x)va(X)’7fm(X)) (1)
st.X€SCR'

For MOPs with two or three objectives, a mass of Pareto dominance based
multi-objective evolutionary algorithms (MOEAs) have been proposed, such as NSGA-II
[2] and MOPSO [3]. The main difficulties faced by these methods in solving MaOPs are
as follows: (1) almost all solutions are non-dominated by each other with the increasing of
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the objectives; (2) the required number of the Pareto optimal solutions increases expo-
nentially; (3) the optimal solutions are difficult to display in the Cartesian coordinate,
which makes it hard to choose from these solutions for decision makers (DMs).

To overcome the first and the second difficulties, four types of evolutionary
methods for MaOPs have been proposed at present: (1) modifying the dominance
relation to enhance the selection pressure [4]; (2) omitting the redundant objectives
according to the correlations among the objectives to reduce the hardness of dominant
comparison [5, 6]; (3) transforming MaOPs into single-objective optimization prob-
lems by decomposing or weighting the objectives [7]; (4) taking the performance
indicators of a Pareto solution set as the optimized objectives [8—10].

In the last few years, there have been a lot of researches about multi-objective
evolutionary optimization integrating preferences [11-13]. The preferences can effec-
tively contract the search area and increase the selection pressure, and it is thus helpful
to improve the efficiency of many-objective evolutionary optimization. In view of this,
it is very necessary to study many-objective evolutionary optimization integrating
preferences. Although the mode of set-based evolution based on performance indica-
tors has certain practicability, it didn’t fully consider the guidance of the preferences in
the objective space for the evolutionary process of a population. Consequently, in this
study, we consider many-objective evolutionary optimization algorithm guided by
preferred regions in the mode of set-based evolution.

The remainder of this paper is organized as follows. Section 2 provides a brief
introduction for the proposed method. The proposed method is applied to four
benchmark MaOPs and compared with two classical methods in Sect. 3. Section 4
summarizes the main results of our work and suggests some new research directions.

2 Set-Based Many-Objective Optimization Guided
by Preferred Regions

We chooses the first two performance indicators in [8], namely hypervolume and
distribution, to convert problem (1) into bi-objective optimization problem. This
method is based on NSGA - II, and the population formed by several set-based
evolutionary individuals is evolved under the guidance of the preferred region. It
mainly contains the following three core techniques: (1) determining the preferred
region; (2) comparing set-based evolutionary individuals based on the preferred region;
(3) developing a crossover operator on sets based on the preferred region.

2.1 Determining the Preferred Region in the Mode of Set-Based
Evolution

Achievement scalarizing function is a special function based on a reference point, and
can reflect preferences [14]. Lopez et al. defined preferred region using the achievement
function [15]:
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N2, 0) = {zlso (2]2"™") <" + 0} (2)

where s (z]2") = _max {2z =)} +p Z Ji(z d=1-(s"™(P(t))—

PEARNY

smin(P(1))) is a threshold that impacts the size of the preferred region. 7 € [0, 1] is a
pre-specified value, reflecting the coverage rate of the preferred region on the current
Pareto front.

On account of the big differences between the set-based evolution employed by this
study and the traditional evolution employed by Lopez et al., two problems should be
addressed to determine the preferred region in this study; one is determining the
parameters of achievement function in mode of set-based evolution, and the other is
assigning the value of 1.

The values of three parameters involved in achievement function are determined.
The first parameter /, its value of each component is 1/(z"* — zM"), where z™* and

min are the maximum and minimum values of the ith objective function in the current
ref

max

z
population, the second parameter p equals to 107°, and the last is zf, an evolutionary
individual is a set containing multiple solutions in the mode of set-based evolution;
therefore, each evolutionary individual must have a minimum value for each objective,
implying that each objective has multiple minimum values for the whole population.
We can select the best one among these minimum values as the optimal value for each
objective of the whole population, in this way, the vector formed by the optimal values
of the population on all objectives can be taken as a reference point.

The value of t changes dynamically along with the generation is proposed in this
study. We use the mean of the achievement scalarizing function of a population,
denoted as s28(P(r)), to measure the distance of the population to reference point, and
adopt the variance of the achievement function of the population, denoted as s%(P(1)),
to reflect the distribution of the evolutionary individuals. The value of T changes along
with the generation can be defined as follows.

7 = e~ (P() s (P(1) (3)

It can be seen from formula (3) that when the mean and the variance of the
achievement function of an evolutionary population are large, the population is far
away from the reference point or is dispersed, which leads to the decrease of the value
of 1; on the contrary, the value of 7 increases. It thus can reasonably adjust the size of
the preferred region. Therefore the preferred region can dynamically change according
to the evolutionary characteristic of the population, and full use of the preference
information is realized.

2.2 Comparing Set-Based Evolutionary Individuals Based
on the Preferred Region

As we all know, once the preferred region is determined, for each set-based evolu-
tionary individual, the number of its solutions located in the preferred region can be
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calculated. It is easily to understand that the larger the number, the better the perfor-
mance of the individual. A mean of the achievement function of each evolutionary
individual can be used to further compare their qualities when the numbers of the
different set-based individuals are equal It is obvious that the smaller the mean of the
achievement function, the nearer the most of the solutions in the set-based individual
trend to the reference point, suggesting that the quality of the set-based individual is
better.

Based on the above analysis, this subsection proposes the following strategy for
comparing the set-based evolutionary individuals based on the preferred region. For
two set-based individuals,X; and X, Pareto dominance on sets proposed by Gong et al.
[8] is first adopted to compare them. If X; >, X;, X; is better than X;. If X; >, X;,
X; is better than X;. If X;||p-X;, the numbers of the solutions in the preferred region for
X; and X; are compared; the larger the number, the better the performance of the
individual. If the two numbers X; and X are equal, the individual with a smaller mean
of the achievement function will win.

2.3 Crossover Operator on Sets Guided by Preferred Regions

We still adopt the traditional crossover mechanism with two steps, crossover between
sets and crossover within a set. The modification is that the crossover objectives are no
longer paired randomly.

The crossover between sets is suggested as follows. First, for each set-based
evolutionary individual, the number of its solutions inside the preferred region is
calculated; second, all set-based evolutionary individuals, X;, X5, X3,---, Xy, in the
population P(t) is reordered according to the numbers, and the reordered population is
denoted as P'(t) = {X},X},X}, -, Xy}; finally, the first individual in P'(z) is paired
with the last one, and the second one is paired with the penultimate one, and so on; the
solutions in the paired individuals are migrated randomly. Exchanging information
between two individuals can share the resource of the population, can avoid loss in the
diversity of a single set-based evolutionary individual, and also can ensure the popu-
lation search in a larger scope so as to maintain the diversity of the population. The
crossover within a set is developed. First, the solutions in the individual are grouped
into two classes, i.e., one is located inside the preferred region and the other is located
outside the preferred region. Second, two solutions are randomly chosen from class 1
and class 2, respectively, and are paired to cross over. Finally, the rest solutions in the
individual are randomly paired to cross over. In this way, the newly generated set-based
evolutionary individuals after crossover approach the preferred region.

3 Experiments

The proposed method was applied to solve benchmark optimization problems, to
evaluate its performance. The performance of the proposed method, called P-SEA, was
evaluated by comparing it with other two methods. The first one, called SetEA, was
employing simulated binary crossover and polynomial mutation operators to solutions
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belonging to an individual, and adopting Pareto dominance on sets to compare
set-based individuals. The second one was proposed in [10], called STD, whose unique
objective is hypervolume and in which no preference was incorporated into the opti-
mization. The hypervolume (H indicator, for short), distribution (D indicator, for short)
and the mean of the achievement scalarizing function which measures the distance of
the final Pareto front to the reference point(A indicator, for short) were used for
comparing the above methods.

Table 1 reports the values of H, D and A indicators of different methods, where the
boldface data are the best among all the data, and the underlined data indicate that
P-SEA is superior to SetEA. Table 2 lists their non-parametric test results on H, D and
A indicators, where ‘+’ and ‘—’ represent the proposed method is significantly superior
and inferior to the other two methods, respectively, and ‘0’ indicates no significant
difference between them.

Table 1. Performance of final Pareto front obtained by different methods

STD Set-EA P-SEA
H D A H D A H D A
DTLZ1 |5 |0.9966 | 0.0692 | 0.7105 | 0.9689 | 0.0608 | 0.6878 | 0.9883 | 0.0553 | 0.6251

10]0.9957 | 0.0798 | 0.7263 | 0.9553 | 0.0777 | 0.7262 | 0.9899 | 0.0652 | 0.6861
2010.9971 | 0.0790 | 0.7005 | 0.9652 | 0.0586 | 0.7452 | 0.9855 | 0.0580 | 0.6999
DTLZ2 |5 |0.96710.0501 | 0.8573 | 0.88530.0521 | 0.8403 | 0.9035 | 0.0415 | 0.8445
10{0.9561 | 0.0639 | 0.8607 | 0.8648 | 0.0661 | 0.8498 | 0.8808 | 0.0482 | 0.8481

2010.9539 | 0.0588 | 0.8795 | 0.8698 | 0.0580 | 0.8637 | 0.8862 | 0.0536 | 0.8499

DTLZ3 |5 |0.9829 | 0.1209 | 0.6584 | 0.8875|0.1206 | 0.7351 | 0.9478 | 0.0949 | 0.6293
100.9847 | 0.1434 | 0.6662 | 0.8815 | 0.1194 | 0.7498 | 0.9507 | 0.0910 | 0.6736
201 0.9815 | 0.1353 | 0.6783 | 0.8987 | 0.1021 | 0.7324 | 0.9569 | 0.0966 | 0.6805

DTLZ7 |5 |0.7141|0.0983 | 2.9115 | 0.4897 | 0.0998 | 3.1955 | 0.5597 | 0.0788 | 2.8747

10{0.6099 | 0.3840 | 2.5669 | 0.4553 | 0.2901 | 1.5898 | 0.5258 | 0.1585 | 1.5135
20| 0.5847 | 0.2884 | 1.8330 | 0.4102 | 0.2746 | 1.6703 | 0.5326 | 0.2507 | 1.6370

Table 2. Non-parametric test results on H, D and A indicator

DTLZ1 |DTLZ2 |DTLZ3 |DTLZ7
H/ D/ A\H D AJ(HID/A|H D|A
STD| 5|0 |+ |+ - |+/0|=|+|+|=|+]|0
1000 |+ |+ + 1+ - |+|0 =]+ |+
20— |+ 0|—-|0|+|—-|+|0|-|0|+
SetEA| S|+ |+ |+ |+ |+ |0 |+ [+ [+ |+ |+ +
10+ |0+ |0+ |0+ |+|+]|+|+0
200+ (0 +|0|0|+ |+ |0+ |+|0|O0

Tables 1 and 2 show that (1) except for 5- and 10-objective DTLZ1, the value of H
indicator has no significant difference between P-SEA and STD; for the other opti-
mization problems, P-SEA is significantly inferior to STD on H indicator. The reason is
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that P-SEA considers both of the hypervolume and distribution indicators, and STD
only consider the hypervolume indicator when comparing individuals based on per-
formance indicators; (2) except for 10- and 20-objective, there is no significant dif-
ference between P-SEA and SetEA on H indicator; for the other optimization problems,
P-SEA is significantly superior to SetEA on H indicator, which indicates that both
P-SEA and SetEA consider the hypervolume and distribution indicators at the same
time, nevertheless, P-SEA can obtain optimal solution set with better convergence by
using the preference information to guide the evolution of the population; (3) except for
20-objective DTLZ2 and DTLZ7, there is no significant difference between P-SEA and
STD on D indicator; for the other optimization problems, P-SEA is significantly
superior to STD on D indicator, indicating that the proposed set-based many-objective
optimization guided by the preferred region can improve the distribution of the final
Pareto front; (4) except for 5-objective DTLZ2 and DTLZ7, 10-objective DTLZ3 and
20-objective DTLZ1and DTLZ3, there is no significant difference between P-SEA and
STD on A indicator; for the other optimization problems, P-SEA is significantly
superior to STD on A indicator; except for 5- and 10-objective DTLZ2 and 10- and
20-objective DTLZ7, there is no significant difference between P-SEA and SetEA on A
indicator; for the other optimization problems, P-SEA is significantly superior to SetEA
on A indicator, suggesting that the preferred region guided evolutionary strategy on
sets can get the optimal solutions that is closer to the reference point. In conclusion, the
proposed method can produce a Pareto front with more superior performance for many
optimization problems.

The above experimental results and analyses indicate that the proposed method can
efficiently guide the evolution of the population, eventually get a Pareto optimal set
with better convergence and distribution by the utilization of the preference
information.

4 Conclusions

In this method, the preferred region was first depicted based on the achievement
scalarizing function and its size could change dynamically; then the qualities of
set-based evolutionary individuals were compared based on Pareto dominance on sets
and the preferred region, furthermore, superior individuals were selected based on the
above comparison strategy; finally, the individuals used to perform the crossover
operators between sets and within a set were selected based on the preferred region so
as to balance the diversity and the convergence of the evolutionary population. The
experimental results show that the proposed method can improve the convergence and
the distribution of the final Pareto solution set. Integrating the preference information
into the mutation on sets to drive the evolution of the population and determining the
preferred region dynamically using different methods are our future research topics.
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Abstract. Error minimized extreme learning machine (EM-ELM) is a simple
and efficient approach to determine the number of hidden nodes. However,
EM-ELM lays much emphasis on the convergence accuracy, which may obtain
a single-hidden-layer feedforward neural network (SLFN) with good conver-
gence performance but bad condition. In this paper, an effective approach based
on error minimized ELM and particle swarm optimization (PSO) is proposed to
automatically determine the structure of SLEN for regression problem. In the
new method, the hidden node optimized by PSO is added to the SLFN one by
one. Experimental results verify that the proposed algorithm achieves better
generalization performance with better condition than other constructive ELM.

Keywords: Extreme learning machine - Particle swarm optimization - Gen-
eralization performance - Condition value

1 Introduction

Because of randomly choosing the input weights and the hidden biases, the traditional
ELM inevitably requires more hidden nodes and the network structure becomes more
complex. Thus, a class of constructive ELMs were proposed to design the network
architecture [1-4]. In incremental ELM (I-ELM) [1], the hidden nodes were added one
by one, while some nodes playing a very minor role in the network output were added.
In enhanced I-ELM (EI-ELM) [2] several hidden nodes were randomly generated. An
error minimized ELM (EM-ELM) [3], added random hidden nodes with varying size to
the existing network, and the output weights updated incrementally during the network
growth, which significantly reduced the computational complexity. In dynamic ELM
(D-ELM) [4], the hidden nodes can be recruited dynamically according to their sig-
nificance to network performance.

The above constructive ELMs laid more emphasis on the convergence accuracy of
the ELM, while numerical stability is generally ignored [5]. An ill-conditioned system
may have its solutions very sensitive to perturbation in data.

© Springer International Publishing Switzerland 2015
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Particle swarm optimization (PSO) [6], as an effective evolutionary computation
technique, is widely used as a global searching method, because it has good search
ability, fast convergence and no complicated evolutionary operators. In this paper, a
new method combining incremental EM-ELM and PSO called as IPSO-EM-ELM is
proposed. In the proposed algorithm, not only the root mean squared error (RMSE) of
training data but also the condition value of the hidden output matrix of the SLFN is
considered to select the optimal hidden nodes, which may establish more compact and
well-conditioned SLFN.

2 EM-ELM

Assume that an SLFN with d inputs, L hidden nodes, G(a;, b;, x) denotes the output of
the ith hidden node with the randomly generated input weights and hidden bias
(a;,b;) € R? X R. B; € R is the weight connecting the i-th hidden node and the output
node. Given a set of training data {(x;,t;)}Y, C R? x R, the output of the network
equals to the target means

HR =T (1)
where
G(a;,by,xy) ... G(ap, b, x) B f
H— G(alv.thZ) " G(aLv‘bLaXZ) = /3.2 T— t?
G(alyélaXN) G(aLvé’LaXN) NxL B/ 1 N/ Nxi

The output weights vector ff, which can be calculated as follows:
f=H'T 2)

where H" is the Moore-Penrose generalized inverse of H.

In EM-ELM, given target error ¢ > 0, an SLEN f,, (x) = >_%°, f;G(a;, b;, x) with
no hidden nodes is first initialized. H; denotes the hidden-layer output matrix of this
network. Then, the output weight matrix can be calculated by f; = H; T.

If the network output error E(H;) = |H; 5, — T|| > ¢, then new hidden nodes
ong = n; — ng are added to the existing SLFN, and the new hidden-layer output matrix
become H, = [H;, 6H,]. EM-ELM proposes a fast output weights updating method to
calculate H,™ as follows:

= o) ®)

where D; = ((I - HH,")oH,; )", U, = H;*(I - 6H,D;).
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Similarly, the output weights are updated incrementally as follows:
U
Bist =Hi T = [Di]T (4)

where D = (I — HH; )oH, P)™", Uy = HH (I — 6HDy),

G(aLk71+17bLk71+1’X1) G(awaLk?Xl)
O0H = } f .
Gar, 41,00, 41, Xn) -+ Glag,br,, Xn) | yyor,

3 The Proposed Method

In this study, PSO is used to select the randomly generated nodes based on the
EM-ELM. In addition to the training RMSE of the system being chosen as the fitness
function to gain a high accuracy, the condition value of the hidden output matrix is also
considered in the optimization process to ensure that the constructed SLFN is
well-conditioned. The impoved method is named IPSO-EM-ELM, and the detailed
steps are listed as follows.

Given a set of training data {(x;,%)}", C R? x R, the maximum number of the
hidden nodes L., the expected training accuracy €, and L = 0.

Step 1: Increase the number of hidden nodes L = L + 1.

Step 2: Use PSO to select the new hidden node.

Substep 2.1: Randomly generate the swarm within the range of [-1, 1]. Each
particle is composed of input weights from the new added hidden node to the input
nodes and the hidden bias for the new added hidden node: Pr; = (ar;, by;).

Substep 2.2: According to Eq. (2), calculate the output weights 5,;, (1 <i<n,L =1)
as L = 1. According to Eq. (4), calculate the output weights f3;;, (1<i<n,L > 1) as
L>1.

Substep 2.3: The fitness of each particle is calculated by Eq. (5). With the fitness of
all particles, the p;, of each particle and the p, of the swarm are computed by Egs. (6)
and (7), respectively.

fO) = |[Hupy — T (5)
pi (f(piv) —f(pi) > nf(pw)) or (f(pin) — f (i) <nf (pi»)
Pib = and (Ki <K,'b)) (6)
pip else
pi (F(pg) —f(pi) > nf(pe)) or (fpg) — f(pi) <nf (pg)
Pe = and (K; <K,)) (7)

Dy else
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where f(p;), f(pa) and f(p,) are the corresponding fitness values for the i-th particle,
the best position of the i-th particle and global best position of all particle, respectively;
1 > 0 is the tolerance rate; K;, Kj; and K, are the condition values of the hidden output
matrix of the SLFNS related to the i-th particle, the best position of the i-th particle and
global best particle, respectively. According to the literature [5], the 2-norm condition
value of the matrix H can be computed as (8).

Jomax (HTH)

kM) =5 (H'H)

(8)

wl%ere Jmax(H'H) and Apin (H'H) are the largest and the smaller eigenvalues of the
H H.

Substep 2.4: Each particle updates its position according to PSO algorithm. All
components in the particle limited within the range of [-1, 1].

Substep 2.5: Repeat the above substeps until the goal is met or the maximum epoch
is completed. Then the optimal weights and hidden bias (a;-, b+ ) are obtained from the
global best of the swarm.

Step 3: According to Eq. (2), calculate the output weight of the SLFN after adding
the new hidden node (a;+,b;+) as L = I. According to Eq. (4), calculate the output
weight of the network after adding the new hidden node (a;+,b+) as L > 1.

Step 4: Calculate the output error E(H;) = |[H,H,™T — T|.

Step 5: Go to Step 1 until L > Ly« or E(H.) <e, and the constructed ELM is
obtained.

4 Experimental Results

To verify the effectiveness and efficiency of the proposed algorithm, IPSO-EM-ELM is
compared with other constructive ELMs including I-ELM [1], EI-ELM [2], EM-ELM
[3] and D-ELM [4] on five benchmark regression problems from UCI database [7]. The
specifications of the problems are shown in Table 1.

Table 1. Specification of five benchmark datasets

Datasets Attributes | Case | Training data | Testing data
Abalone 8 4177 |2000 2177
Boston housing 13 506 |250 256
California housing | 8 20640 | 8000 12640
Census (House8L) | 8 22784 | 10000 12784
Delta ailerons 5 7129 | 3000 4129
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Table 2. Mean performance of the five ELMs on the five benchmark regression data

Algorithm Data Abalone Boston housing | California Census Deltaailerons
housing (House8L)
Stop RMSE (¢) | 0.09 0.12 0.16 0.09 0.05
I-ELM Test 0.0988 + 0.0020 | 0.1450 + 0.0055 | 0.1680 + 0.0055 | 0.0914 + 0.0021 | 0.0538 + 0.0056
RMSE + Dev
Train times(s) 0.0546 0.0125 0.1538 0.716 0.0546
EI-ELM Test 0.0973 + 0.0006 | 0.1451 + 0.0049 | 0.1606 + 0.0004 | 0.0875 £ 0.0002 | 0.0513 + 0.0012
RMSE + Dev
Train times(s) 0.0499 0.0125 0.3752 0.4664 0.1084
EM-ELM Test 0.0938 +0.0033 | 0.1502 + 0.0119 | 0.1572 + 0.0037 | 0.0859 = 0.0020 | 0.0465 + 0.0036
RMSE + Dev
Train times(s) 0.0218 0.0016 0.0109 0.0086 0.0023
D-ELM Test 0.0940 + 0.0031 | 0.1492 + 0.0095 | 0.1556 = 0.0032 | 0.0864 + 0.0018 | 0.0468 + 0.0023
RMSE + Dev
Train times(s) 0.0156 0.0585 0.0507 0.0874 0.0133
IPSO-EM-ELM | Test 0.0919 + 0.0037 | 0.1444 + 0.0099 | .1549 + 0.0025 | .0857 + 0.0022 | 0.0432 + 0.0019
RMSE + Dev
Train times(s) 0.6162 0.3549 1.4095 3.1465 0.4672

In the experiments, the inputs and outputs have been normalized in the range of [-1, 1]
and [0, 1], respectively. The sigmoid function G(a,b,x) = 1/(1 + exp(—(a - x + b)))
is selected as the activation function of the hidden layer in all algorithms. The population
size and maximum iteration number are set as 30 and 10, respectively; the tolerance
rate is selected as 0.02. According to [8], the initial inertial weight w;,; and the final
inertial weight w4, are selected as 0.9 and 0.4 respectively; the acceleration constants c;
and ¢, are both selected as 1.6. All the results shown in this paper are the mean values of
20 trials.

Table 2 shows the average test RMSE and train time of I-ELM, EI-ELM,
EM-ELM, D-ELM, IPSO-EM-ELM. The IPSO-EM-ELM obtains the least test RMSE
of all ELMs, which indicates the proposed method has the better generalization per-
formance than the other four ELMs. However, the proposed method requires most time
to train SLEN than other ELMs, since the IPSO-EM-ELM use PSO to select the
optimal hidden nodes.

Figure 1 shows the corresponding condition value of the hidden output matrix in
the five ELMs on the five datasets. From Fig. 1(a), the condition values in the
EM-ELM, D-ELM, IPSO-EM-ELM are much smaller than I-ELM and EI-ELM. From
Fig. 1(b), the condition value in [IPSO-EM-ELM is smaller than that in EM-ELM and
D-ELM. Moreover, the condition curve for IPSO-EM-ELM is more stable than the
other four ELMs. Therefore, the SLFN established by the IPSO-EM-ELM is
better-conditioned than the ones constructed by the other four ELMs.

Figure 2 shows the convergence curves of three constructive ELMs including
EM-ELM, D-ELM, and IPSO-EM-ELM. Obviously, the IPSO-EM-ELM requires
much less hidden nodes with less train RMSE than the EM-ELM and D-ELM.



An Improved Incremental Error Minimized Extreme Learning Machine

e Abalone 10t Boston 10 Cakhousing
[} oY J T T 08 T T T
2 El 2
g 15 g g6
c c c
o1 o5 o4
s 2 2,
0 5} Qo
o shasas SERFA ERFAY vr TP RN "
s saanscsassenss: 0L 000 0L9-0-4-5-0-0-0-4-0-0-40-0-4-100-0%
0 5 10 2 0 10 15 2 0 5 10 15 2
X10 House
4
E E 6 FELM
£ H —0—EELM
52 5 ~— EMELM
g, 3 —+DEWM
N N —+— PSO-EM-ELM
o et tartstitiggied O
0 5 10 15 2
(a)
Abalone Boston Calhousing
o ¥ o 19 o 40
2 2 2
Som g g
c c c
2 ) S 20
= = =
e z Z
0 0 0 0
0 0 o 0 A V.V V.V.VN
0 500
Ailerons
o e —O— EMELN
T 30 g Bal
c c —H— PSOEMELM
S 20 o
'13100 ?200
0 0
o & 56 O
0 = [}
0 5 1 15 2

Fig. 1. The condition values of the hidden output matrix in five ELMs with 20 trials
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5 Conclusions

In this paper, an incremental error minimization extreme learning machine based on
particle swarm optimization (IPSO-EM-ELM) was proposed. Different from traditional
incremental error minimization extreme learning machine, the proposed method not
only considers the training RMSE but also the condition performance of the SLEN, so
the SLEN established by the proposed method is well-conditioned. Because of using
PSO to select the weight parameters, [IPSO-EM-ELM inevitably spends more time than
other ELMs. Future research work will include how to solve this problem and apply the
IPSO-EM-ELM to complex classification problems.

Acknowledgements. This work was supported by the National Science Foundation of China
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Abstract. The massive growth of data volume within the healthcare sector
pushes the current classical systems that were adapted to the limit. Recent studies
have focused on the use of machine learning methods to develop healthcare
systems to extract knowledge from data by means of analysing, mining, pattern
recognition, classification and prediction. Our research study reviews and exam-
ines different supervised machine learning classifiers using headache dataset.
Different statistical measures have been used to evaluate the performance of seven
well-known classifiers. The experimental study indicated that Decision Tree
classifier achieved a better overall performance, followed by Artificial Neural
Network, Support Vector Machine and k-Nearest Neighbor. This would deter-
mine the most suitable classifier for developing a particular classification system
that is capable of identifying primary headache disorders.

Keywords: Machine learning - Performance analysis - Primary headache

1 Introduction

The launch of electronic health records (EHRs) has provided a robust platform for
consistent data collection. On the other hand, a massive quantity of data is accumulated
nowadays. The healthcare sector has never faced such a huge amount of electronic data
before [1]. Therefore, extracting information and knowledge from that huge amount of
data is considered to be a challenge. The healthcare sector can benefit from the appli-
cations of machine learning and data mining techniques to improve the use of knowledge
for supporting decision making, and therefore improving the quality of healthcare
service being delivered to the patient [2, 3]. In recent years, there has been a dramatic
increase in the use of machine learning techniques to analyse, predict and classify
medical data and images.

© Springer International Publishing Switzerland 2015
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The classification is a machine learning approach, which aims to separate a given
dataset into two or more classes based on attributes measured in each instance of that
dataset. However, within the healthcare sector, the classification is used for medical data
analysis and detection or diagnosis a particular disease [2, 4]. Recently, several studies
[10-13] have employed machine learning classifiers within the healthcare systems with
the purpose of enhancing the accuracy and effectiveness of disease diagnosis and conse-
quently preventing or at least minimising the medical errors. Many others [5-9] have
focused on evaluating the overall performance of different classifiers within a particular
classification domain. In this paper, we aimed to (a) review many related studies that
have focused on the comparison and performance evaluation of various classifiers, and
(b) examine seven well-known classifiers using headache dataset, with the aim of iden-
tifying the most appropriate classifier for developing a particular classification system
that is capable of identifying primary headache disorders.

2 Related Works

This section reviews a range of recent studies that aims to analyse, compare and evaluate
the overall performance of supervised machine learning classifiers. These studies have
used a variety of data sets and proposed several classification enhancement methods.
However, they followed approximately the same evaluation methods by measuring the
sensitivity, specificity and classification accuracy.

The authors in [7] have evaluated the performance of different classifiers. The aim
was to identify the most appropriate classifier to be used in the classification of eye gaze
direction. K-Nearest Neighbor (kNN), Artificial Neural Network (ANN), Linear
Support Vector Machine (SVM) and Decision Tree (DT) classifiers have been examined.
Viola-Jones algorithm was used for face detection. Then Circular Hough Transform for
eye detection and features extraction. Finally, the extracted features were employed in
eye gaze direction classification by the mentioned classifiers. 92.1 % was the highest
classification accuracy and obtained by linear LSVM classifier.

Thepade and Kalbhor [8] examined twelve different classifiers for content based
image classification, which is the process of clustering images under a comparatively
similar group. To improve the classification accuracy, three common transformation
methods were applied for features extraction, which were Discrete Cosine Transform
(DCT), Discrete Sine Transform (DST) and Walsh Transform (WT). The experimental
outcomes have confirmed that the Simple Logistic classifier with WT can obtain better
classification accuracy for image classification [8]. However, the authors in [9], have
used a different method to improve the performance of content based image classification
and retrieval for biological image. They adopted two step approaches for features selec-
tion. The first was partitioning the canonical feature set into four distinct feature sets,
while the second was using the Principal Component Analysis (PCA) and Fisher Score
for features selection. Finally, Bayesian, SVM and Wndchrm Classifiers were applied
for the classification of biological image dataset. Comparison results showed that SVM
classifier with Gaussian Kernel yielded better classification accuracy.
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3 Experimental Study and Results

3.1 The Used Dataset

A sample dataset was synthetically generated based on the international classification
of headache disorders (ICHD-2) [14]. This study is targeting headache dataset due to
the following fact; The diagnosis of headache considered to be a challenge, as it can be
caused by more than hundred diseases, with a variety of forms, frequency and severity
from mild that disappear easily to severe and repeated disabling headache that can be
debilitating in some individuals [15, 16]. Therefore, the aim is to evaluate different
machine learning classifiers using headache dataset, and find the most suitable classifier
that can predict or diagnose primary headache disorders correctly. Where primary head-
ache disorders are the most common in the community, they are not related to any
underlying medical condition and the headache itself is the disorder [14].

The data set consists of 900 instances and 8 attributes 66.67 % of them are for patients
diagnosed with primary headache disorders (e.g. migraine with and without aura, tension
type headache and cluster headache), while the remaining 33.33 % for normal individ-
uals suffering with common headaches. The dataset would be represented as a set
S = {<number of attacks;, pain location;, pain quality, pain intensity; headache
exacerbated by,, aura symptoms;, gender;>,...,<number of attacks,, pain location,,
pain quality,, pain intensity,, headache exacerbated by,, aura symptoms,, gender,>}.
The size of the set S is n, which is the total number of records.

Table 1. Attributes characteristics

No. Attributes

1 Number of attacks (per day)

2 Pain location (0: unilateral pain and 1: bilateral)

3 Pain quality (0: pulsing headache and 1: non-pulsing headache)

4 Pain intensity (1: mild, 2: moderate, 3: severe and 4: very severe)

5 Headache exacerbated by (1: non, 2: physical activity and 3: laying down)
6 Aura symptoms (1: non, 2: visual, 3: sensory and 4: speech)

7 Gender (0: female and 1: male)

8 Class (yes for patient with primary headache and no for normal individual)

As shown in Table 1, the dataset attributes (features) includes; the number of attacks,
pain location, quality and intensity, actions that exacerbate headaches, signs and
symptom that accompany the headache, gender and finally the class attribute. Predefined
class label is represented as K = {yes, no}, which indicate a patient with primary head-
ache disorder and normal individual suffering from headache, respectively.
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3.2 Validation Methods

In order to examine the overall performance of classifiers, two validation methods were
used. The first method is the holdout method, in which, the data set was divided into
80 % for training and 20 % for testing. The training set consist of 720 instances with
approximately 47 % males and 53 % females, while the testing set comprises of roughly
48 % males and 52 % females with a total of 180 instances. Partitioning data into training
and testing sets is to validate the accuracy of different classifiers.

The 10-fold cross-validation technique was the second method used to measure the
classifiers’ performance. This method is usually utilised to maximise the use of the data
set. The data set is randomly partitioned into 10 equal subsets. Each contains approxi-
mately the same proportion of healthy individuals and patients suffering with a headache.
Of the 10 subsets, a single subset is retained as a testing data, and the remaining 9 subsets
as the training data. The cross-validation process is then repeated 10 times, until each
one of the 10 subsets was used exactly once as a testing set. The results can then be
averaged to estimate the classifier’s performance. The advantage of this method is that
all subsets are used for both training and testing, and each subset is used for testing
exactly once [17, 18].

3.3 Classifiers Assessment

In this section, we investigate the performance of different classifiers, particularly to
find the sensitivity, specificity, mean absolute error and accuracy of various classifica-
tion methods. Seven well-known classifiers were examined with the same data set. The
classifiers considered in this section include Naive-Bayes (NB), Artificial Neural
Network (ANN - MLP), Decision Tree (DT - J48), ZeroR (ZR), Support Vector Machine
Linear (SVML), k-Nearest Neighbor (kNN), and Logistic Regression (LOGR).

The performance of supervised machine learning classifiers with two possible classes
(binary classification) can be evaluated using the number of true positives, false posi-
tives, true negatives and false negatives [18, 19]. Several different statistical methods
(e.g. Sensitivity, Specificity and Accuracy) are calculated to evaluate the performance
of classifiers. Sensitivity, also called the true positive rate (TPR), refers to the classifier’s
ability to identify a disease correctly, in our case (patients with primary headache disor-
ders), while the specificity refers to the classifier’s ability to exclude the disease correctly
(identifies the negative cases), in our case (normal individuals suffering from headache).
The classification accuracy is the overall correctness of the model, it can be calculated
as the sum of true results (both true positives and true negatives) divided by the total
number of the examined test set. The Sensitivity, specificity and accuracy can be
expressed mathematically as follows [17, 18].

Sensitivity = TP/ (TP + FN)
Specificity = TN/ (IN + FP)

Accuracy = (TP + TN) / (TP + FP + TN + TP)
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3.4 Results and Discussion

Nine hundred instances were included in this study. Among the 900 individuals, 600
patients with primary headache disorders and 300 were healthy individuals suffering
from the usual headache. The major contribution of this study is to evaluate the perform-
ance of seven different machine-learning classifiers. These classifiers have shown a
different range of sensitivity, specificity, classification accuracy and mean absolute error
(MAE) as illustrated in Table 3.

Table 2. Performance of different classifier with holdout method

Algorithms Sensitivity | Specificity | MAE | Accuracy
Naive Bayes (NB) 90 % 100 % 0.068 | 93.33 %
Artificial Neural Network 100 % 90 % 0.039 | 96.67 %
(ANN)
Decision Tree (DT - J48) 100 % 90 % 0.050 | 96.67 %
Zero R Classifier (ZeroR) 100 % 0.0 % 0.444 | 66.67 %
Support Vector Machine (SVM) | 96.67 % 96.67 % 0.033 | 96.67 %
k-Nearest Neighbor (kNN) 100 % 90 % 0.035 | 96.67 %
Logistic Regression (LOGR) 97.5% 93.33 % 0.039 | 96.11 %

The ANN, DT, kNN, and SVM achieved the highest classification accuracy with the

holdout method (Table 2), which was 96.67 %. Followed by LOGR with 96.11 % and
then NB with 93.33 %. The lowest accuracy registered was 66.67 % by ZR. The first
three of the highest accuracy classifiers reached 100 % of sensitivity to predict and
classify the patients with primary headache. ZR classifier also obtained this rate, despite
the lowest level of specificity, used to predict healthy individuals. Although the NB

Table 3. Performance of different classifier with 10 folds cross-validation

Algorithms Sensitivity | Specificity | MAE | Accuracy
Naive Bayes (NB) 89 % 100 % 0.076 | 92.67 %
Artificial Neural Network (ANN) | 98.17% | 92 % 0.043 | 96.11 %
Decision Tree (DT - J48) 100 % 91 % 0.048 | 97 %
Zero R Classifier (ZeroR) 100 % 0.0 % 0.445 | 66.67 %
Support Vector Machine (SVM) 94.67% | 98.67% | 0.040 | 96 %
k-Nearest Neighbor (kNN) 98.83% | 91% 0.038 | 96.22 %
Logistic Regression (LOGR) 97.17% | 91.67% | 0.041 | 9533 %
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classifier achieved 100 % of specificity, it came at the end of the list with 90 % sensitivity.
In general, DT, ANN and kNN produced the same results with regard to sensitivity,
specificity and accuracy. However, the mean absolute errors were slightly different.
Finally, the SVM classifier produced 96.67 % sensitivity, specificity and accuracy.

In the 10 folds cross-validation (Table 3), the majority of the classifiers demonstrated
different classification accuracy and overall performance. The disparity rate among their
accuracies was roughly 2 %. The DT classifier reached the highest accuracy with 97 %,
followed by ANN, kNN and SVM with approximately 96 %. Logistic Regression
(LOGR) achieved 95.33 % and then NB with 92.67 %. The ZR classifier has also regis-
tered the lowest accuracy rate with 66.67 %, which was the same result within the hold
out method. In spite of that, ZR showed 100 % for sensitivity, which was only produced
by the DT classifier. ANN and kNN showed around 98 % for sensitivity followed by
LOGR, SVM and finally NB with 89 %. NB predicted on the largest number of healthy
individuals with 100 % for specificity. Followed by the SVM, with 98.67 %, and the
ANN with 92 %. The DT, kNN along with LOGR obtained around 91 % of specificity,
while the ZR classifier obtaining the lowest level for specificity.

There were no significant changes regarding the accuracy using two validation
methods (hold out and 10 folds cross-validation). However, ANN, SVM and kNN clas-
sification accuracy were decreased slightly using the 10 folds cross-validation method.
In contrast, the DT classifier showed some improvement in the classification accuracy
and specificity. It was stable regarding the prediction of the patients with primary head-
ache as it showed 100 % of sensitivity using both methods. ANN, SVM and kNN sensi-
tivities reduced slightly using 10 folds cross-validation at the expense of enhanced
specificities. The ZR classifier achieved the worst performance, with zero rates in
predicting a healthy individuals and 66.67 classification accuracy. Finally, there was no
noticeable change in the ZR classifier performance using both validation methods.

4 Conclusion

Using synthetically produced data set, we have presented a systematic comparison and
assessment of seven well-known supervised machine learning classifiers. Hold-out
method and 10-folds cross validation method have been applied to a performance eval-
uation. Statistical measurements (i.e. sensitivity, specificity, accuracy) were used for
classifiers assessment. Overall, the experimental study showed promising results. Using
holdout method, ANN, DT, kNN, and SVM equally achieved 96.67 % of classification
accuracy with 100 % of sensitivity for the first three of them. However, ANN, SVM and
kNN classification accuracies were reduced slightly using the 10-folds cross validation
method. In contrast, the DT classifier showed some improvement in the classification
accuracy and specificity. It was stable regarding the prediction of the patients with
primary headache as it showed 100 % of sensitivity using both methods. Therefore, we
can claim that DT classifier would be the most appropriate classification method to
address such classification problem domain.
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Abstract. Topic modeling is a powerful tool for discovering the underlying or
hidden structure in documents and images. Typical algorithms for topic mod-
eling include probabilistic latent semantic analysis (PLSA) and latent Dirich-
let allocation (LDA). More recent topic model approach, multi-view learning via
probabilistic latent semantic analysis (MVPLSA), is designed for multi-view
learning. These approaches are instances of generative model, whereas the
manifold structure of the data is ignored, which is generally informative for
nonlinear dimensionality reduction mapping. In this paper, we propose a novel
generative model with ensemble manifold regularization for multi-view learning
which considers both generative and manifold structure of the data. Experi-
mental results on real-world multi-view data sets demonstrate the effectiveness
of our approach.

Keywords: Multi-view clustering - Generative model - Manifold learning

1 Introduction

Exploring the rich information among multiple views arouses vast amount of interest in
the past decades [1-3, 5, 6, 10]. Co-training introduced by Blum and Mitchell [1] is one
of the earliest schemes for multi-view learning. Many variants following the initial idea
of co-training have since been developed [2, 3]. However, the idea of co-training
requires the conditional independent assumption to work well, but conditional inde-
pendence assumption is usually too strong to be satisfied in practice, such that these
methods may not effectively work [4].

Unlike the most previous works following the idea of co-training, recently, Zhuang
et al. [5] proposed MVPLSA algorithm which is a multi-view learning algorithm via
Probabilistic Latent Semantic Analysis. However, this algorithm does not take into
account the manifold structure of the data, which is generally informative for nonlinear
dimensionality reduction mapping.

Cai et al. recently proposed two topic models, Laplacian pLSI (LapPLSI) [9] and
Locally-consistent Topic Modeling (LTM) [8], which use manifold structure information

© Springer International Publishing Switzerland 2015
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based on PLSA. However, both models are designed for solving single-view data
clustering problem.

In this paper, we propose a new multi-view clustering method via generative model
with ensemble manifold regularization (GMEMR) which takes into account the man-
ifold structure of the data. We construct a nearest neighbor graph to model the
underlying manifold structure for each view. Multiple manifold regularization terms are
separately constructed for each view. Then, the regularization terms is incorporated
with a generative model based on the Probabilistic Latent Semantic Analysis (PLSA)
method, resulting in a unified objective function.

The paper is organized as follows. Section 2 provides background and notation.
Section 3 presents our proposed GMEMR method. Experimental results are given in
Sect. 4. Finally, we conclude the paper in Sect. 5.

2 Background and Notation

Suppose that we have N data points, X = {xi,...,xn}, let C = {cy,...,cx} be the set
of data classes. There are T views {fi,...,fr} for the data, f; is the data view label.
Each data point x; € X has a feature vector <w,...,wj, > in the t-th view f;. Each
view f; has M, features. Our goal in multi-view clustering is to partition X =
{x1,...,xx} into K clusters by exploiting the information stored in all T different views
{fi,....fr} of the input data.

Zhuang et al. [5] proposed MVPLSA algorithm which is a multi-view learning
algorithm via Probabilistic Latent Semantic Analysis. The MVPLSA algorithm is
motivated by the following observations. Different features in the context may be
grouped together to indicate a high-level topic (e.g., feature clusters), i.e., the words
”, “announcement” from an enterprise news may present the

ELINT3

“price”, “performance”,
concept “produce announcement”. Let {z’l, . .,z’Q,} be the latent variables for

high-level feature topic (e.g., feature clusters) for each view f;. In the model there are
two latent variables z; for the high-level latent topic and ¢y for the data class, and three

visible variables x; for the data point, w]’. for the feature, and f; for the view label. In the

model, the parameters are P(cx | x;), P(z; | cx, f,) and P( 2 f,) they can be esti-

mated by maximizing the log-likelihood
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where M, is the number of features in the t-th view f; and n(xi, w;,f,) indicates the

frequency of feature w; occurring in instance x;. However, this model do not take into
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account the manifold structure of the data, which is generally informative for nonlinear
dimensionality reduction mapping.

3 Method

Based on the smoothness assumption that if two instances x; and x; are close on the
manifold, then P(C|x;) and P(C|x;) are “similar” to each other, we set up an
ensemble manifold regularization term in the generative model to enforce the
smoothness. Let P;(C) = P(C|x;) and Py(C) = P(C |x,). By using the symmetric
KL-Divergence, conditional probability distribution P(C |x;) un-smoothness on the
intrinsic manifold of the multi-view data can be written as

N
R=

> D(P,(C), P(C)) Wy (2)

i=1 s=1

where D(P;(C), Ps(C)) is the symmetric KL-Divergence, W € RV x RV is the data
adjacency graph, W is the intrinsic manifold approximation of the multi-view data.
We’ll introduce how to obtain W in the following. The value of R ranges from 0 to co.
The smaller R is, the smoother conditional probability distribution P(C | x;) is. P(cx | x;)
are estimated by the following maximization problem:

max O=L—-X1R (3)

where L and R are defined in Eqs. 1 and 2 respectively, A; is the regularization
parameter. The value of 1, is in the range of 0 to co. In the following, we’ll introduce
how to obtain the intrinsic manifold approximation W.

The local manifold structure can be effectively modeled through a nearest neighbor
graph [7]. We construct a nearest neighbor graph to model the underlying manifold
structure for each view. Define the edge weight matrix U’ of view f; as follows:
Ul =1, if x; € Ny(x,) or x; € Ny(x;) in view f;, otherwise U! =0, where N,(x;)
denotes the set of p nearest neighbors of x; (with respect to the Euclidean distance).

Now we have T graphs {U’ }Z: {» we want to combine them to approximate the intrinsic
manifold. Inspired by [11, 12], the intrinsic manifold is approximated by the linear
combination of these candidate manifolds, i.e., W = Zszl wU', s.t. Z,T:l w=1,
1, >0, for r=1,...,T. Let {L'}_, be a set of the corresponding graph Laplacian
matrices [14], where L' = D' — U', D and D' is a diagonal matrix with the i-th diagonal

entry D;; = E]N: . Wi, Dj; = Eszl U}, Based on the smoothness assumption, when P

is fixed, the optimal hyperparameters {,u,}lT:1 is the solution of the following mini-
mization problem:
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where Z' is a normalization constant that is defined by Z' = |L'| . = (i, - - uir)".

The regularization term ||u||* is introduced to avoid u overfitting to one single mani-
fold, 7, are tradeoff parameters. The minimization problem (4) can be solved by the
quadric optimization solver in matlab toolbox. The optimal graph hyperparameter u is
obtained, and then we obtain the intrinsic manifold approximation

T
wW=> uU. (5)
=1

In the generative model, the re-estimation equations for parameters {P(cx | x;)} can
be obtained using EM algorithm:

Yi = (Q+ 4LV, ©

Yi = [P(cc|x1), ..., P(ck | xv)]", Q denotes a N-by-N diagonal matrix with p; =

T M, . . . . )
> Zj:’I n(xi,wj-, f,) as entries. V; is a N-dimensional vector with

Z,T:l Z]M:’I Zg:l n(x,-,wj’-,ﬁ)P(z;,ck |xi,wj’-,ﬁ> as entries. L is a N-by-N graph La-

placian matrix, L = D — W, D denotes a N-by-N diagonal matrix whose entries are row
sums of W, D; = > Wi,

4 Experiments

4.1 Datasets and Comparison Methods

In this section, we experimentally evaluate the proposed multi-view learning frame-
work on two real-world multi-view data sets.

DBLP Dataset. The DBLP dataset is a bibliographic network. This dataset is an
adaptation of the original dataset of Ming Ji." It consists of 4057 authors classified into
one of four classes. There are two views for each author: the names of an author’s
papers and the terms of an author’s papers.

Reuters Multilingual Dataset.” This collection contains feature characteristics of
documents originally written in five different languages, and their translations, over a

! Ming Ji’s dataset is available at http://web.engr.illinois.edu/_mingjil/DBLP_four_area.zip.
2 hitp://membres-lig.imag. fi/grimal/data.html.
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common set of 6 categories. We use documents originally in English as the first view
and their French and German translations as the second and third view.

We compare the performance of the proposed GMEMR algorithm with several
baseline methods: Locally-consistent Topic Modeling (LTM) [8], ConcatLTM (Con-
catenating the features of all the views, and then run LTM directly on this concatenated
view representation), MVPLSA [5], Pairwise Co-regularized Spectral Clustering
(PRSC) [3] and Centroid Co-regularized Spectral Clustering (CRSC) [3]. As adopted in
[6, 13], we evaluate clustering performance using two standard measures: Clustering
accuracy (AC) and normalized mutual information (NMI) from 10 random runs. In the
experiments, we assign the initial value of P(cx|x;) as the results of ConcatLTM
algorithm for the tasks from DBLP and Reuters datasets.

4.2 Results

Results of different models are presented in Table 1. In the table, GMEMR denotes the
accuracy of GMEMR when using composite manifold learned by (4) to construct the
regularization term Eq. (2). GMEMR_View ¢ denotes the accuracy of GMEMR when
using U’ (5NN graph of view f;) to construct the regularization term Eq. (2).
LTM_View ¢ denotes the accuracy of LTM on #-th view.

From this table, we have following observations: Our method GMEMR outperforms
all the compared approaches. The methods with manifold regularization outperform the
methods without manifold regularization, i.e., multi-view algorithm GMEMR are
superior to MVPLSA in terms of Accuracy values and NMI values in all cases. A possible
reason is that the manifold regularization term causes the data space locality information
to be preserved on the low dimensional representations. Furthermore, it is demonstrated
that the data space geometry information is crucial for clustering performance. The
performance of GMEMR is better than the best performance of GMEMR_View ¢. This
suggests that the composite manifold learned by ensemble manifold regularization can

Table 1. Performance of the different model on two data sets. Bold performance correspond to
the best model.

Method Accuracy (%) | NMI (%)
DBLP | Reuters | DBLP | Reuters
GMEMR 81.65 [56.28 |52.50 |32.47

GMEMR _View 1|77.99 |50.82 |48.43 |31.67
GMEMR _View 2| 77.71 [49.18 |47.41 |31.42

GMEMR _View 3 47.56 28.52
MVPLSA 7443 |47.62 |45.55 | 29.65
PRSC 70.79 | 48.08 |37.08 | 28.06
CRSC 70.87 |48.11 |37.20 | 27.75

LTM_View 1 72.15 140.59 |44.63 23.10
LTM_View 2 77.85 |42.61 |48.21 23.81
LTM_View 3 42.46 24.49
ConcatLTM 73.30 |45.53 |45.22 |28.13
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select the most effective graphs and combine them to approximate the intrinsic manifold,
thus, the data space nonlinear structure is preserved effectively.

5 Conclusion

In this paper, we proposed a novel multi-view clustering method via generative model
with ensemble manifold regularization which considers both generative and manifold
structure of the data. Experiments on the real world datasets demonstrated the effec-
tiveness of our method. Experimental results show the proposed method (1) can jointly
model the co-occurrences from multiple views and obtain additional gains, (2) balances
the generative model and manifold regularization term, and (3) effectively discovers the
underlying structure of data space.
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Abstract. Diabetic retinopathies have to be detected early and treated to avoid
serious damages to patients’ retina. A severe progress of diabetes can deteriorate
human vision and the effects of a Proliferative Diabetic Retinopathy (PDR) could
appear in fundus images, showing a neovascularization that can rise abruptly.
Until now only some network models for classifying presence/absence of PDR
have been faced by means of PNNs or SVMs. In this paper a first approach to
follow diabetic patients affected by early PDR via a novel neural classifier based
on a Fundus Image Preprocessing Subsystem and a Radial Basis Probabilistic
Neural Network (RBPNN) is presented. The proposed classifier aims at classi-
fying a certain number of diabetic patients by means of their accurately pre-
processed digital fundus images and could support their follow-up paths in
alerting if variations in retinal vasculature of classified PDR should occur.

Keywords: Human retina - Pattern classification - Diabetic retinopathy -
Radial basis probabilistic neural networks

1 Introduction

In the last decades, improvements have been achieved in image processing for oph-
thalmology [1, 2]. Advances in automated diagnostic retinal tools actually allow
ophthalmologists to perform mass screening for the most common diseases, such as
diabetes or glaucoma [3-5]. In particular, vessel extraction is important in the analysis
of digital fundus images, since it helps in diagnosing retinal diseases. The medical
motivation towards the segmentation of blood vessels of retinal images is to suppress
the background and accentuate the small vessels so that features such as abnormal
neovascularization become more visually enhanced. These clinical markers help oph-
thalmologists in diagnosing diabetic retinopathy [3—6]. Moreover, an early diagnosis of
Proliferative Diabetic Retinopathy (PDR), that is a severe complication of diabetes that
damages human retina, is crucial for protecting diabetic patients’ vision. The onset of
PDR is indicated by the appearance of a neovascularization, which might be identified
using proper retinal vessel extraction techniques [6—8]. Furthermore, several innova-
tions in ophthalmic diagnostic tools for the detection of various anatomical or patho-
logical features have been recently developed on the basis of particular neural network
models, such as MultiLayer Perceptron (MLPs) and Probabilistic Neural Networks
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(PNNs), which are supervised neural networks widely used for pattern recognition [9—
13]. Moreover, in [14] an MLP classifier was used to obtain a segmentation of hard
exudates in a fundus image, whereas PNNs and MLPs were also considered for the
classification of EEG signals [15]. In so far as the authors are aware, only some neural
network models for classifying the presence/absence of PDR have been until now
approached by means of SVMs or PNNs [16] with interesting results. It has to be
considered that PNNs, as well as Radial Basis Function networks, are widely used in
various pattern classification tasks due to their robustness and their quicker learning
with respect to other neural network models, beside converging always to the Bayes
optimal solution if the training set increases [17]. But the increase of PDR in diabetic
patients should be specifically supported with adequate tools, due to the fact that this
severe eye complication can rise abruptly. Thus, in this paper, a first attempt to classify
more diabetic patients affected by early PDRs is presented, via the development of a
novel neural classifier based on a fundus image preprocessing subsystem and a Radial
Basis Probabilistic Neural Network (RBPNN) [18-21]. The RBPNN is preferred to
strengthen some capabilities of PNNs via ad hoc probability density functions given by
radial basis ones. In detail, an accurate preprocessing of diabetic patients’ retinas is
firstly performed to obtain corresponding thinned images; a dedicated RBPNN is
subsequently synthesized as a neural classifier. In detail, after enhancing vascular
patterns in input fundus images, adequate thresholding and thinning techniques [4, 8, 9]
are considered to derive thinned patterns for those patients’ classification. On the basis
of preprocessed images, the training set is subsequently derived for synthesizing a
dedicated RBPNN. It is herein assumed that a lack of matching for the designed neural
classifier means that an early PDR is worsening for the corresponding patient, thus an
Alert has to be produced for eye doctors, or rather that the patient’s identity is not
confirmed. A case study is developed and reported.

2 A Neural Classifier of Diabetic Patients Based on a RBPNN

The behavior of the proposed neural classifier is herein described. Each retinal image is
firstly preprocessed to enhance vessel vasculature. Then, every obtained image is
segmented and successively thinned [4, 5, 8] by means of morphological operators.
Finally, each thinned image is extracted and stored. The thinned images of diabetic
patients with proliferative retinopathy can be considered as inputs for synthesizing a
proper RBPNN able to classify them. If the proliferative disease progressively grows
up during time, also the corresponding thinned images will present changes. In the case
of a positive matching, the synthesized RBPNN will correctly classify the patient with
a proliferative retinopathy; if the matching reveals negative, the system should even-
tually provide alert signals.

A block diagram of the proposed classification procedure is reported in Fig. 1.

Retinal images of any patient with proliferative retinopathy are firstly captured by a
Retinal Scanning Subsystem. Then a Fundus Image Preprocessing Subsystem performs
the image processing tasks which are described in the following.
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Retinal
ﬂ scanning
- subsystem

Fundus image
preprocessing
subsystem

RBPNN for

) Alert
matching

Patient’s
classification

Fig. 1. Block diagram of the proposed neural classifier

Vessel Vasculature Enhancement and Image Segmentation. Detecting the retinal
vasculature means, substantially, generating a binary mask in which pixels are labeled
as vessel or background. The aim is to capture as much detail as possible, preserving
vessel connectivity and avoiding false positives. Thus, the retinal area containing the
vessel tree, is properly enhanced. Several methods to segment automatically blood
vessels have been until now developed [4, 5, 7, 11, 15]. In particular, the Threshold
Probing method in [4, 5] is herein considered, where individual pixel labels are decided
using both local and region-based properties. In detail, in [4] an algorithm is proposed
to approximate the intensity profile using a Gaussian Curve and gray level profiles are
calculated in the perpendicular direction to the length of each vessel. Image
enhancement is carried out before segmentation of vessels using a (5 x 5)-windowed
mean filter which reduces the effect of spurious noise. Twelve different orientations
were chosen between 0° to 180°, each differing by a step of 15°, keeping the length
segment L = 9, 6 = 2 (o denotes the spread of intensity profile) and T = 6 (where
T = 30). This structure is chosen to detect vessels however oriented in direction with
varying lengths. A kernel is created corresponding to each orientation. The highest
response in one of the directions is then selected for a particular pixel. The algorithm
detects vessels despite of the fact that the local contrast is very low but the problem
with this algorithm is that other brighter objects, which do not resemble any vessel
segment (such as lesions, optic disc, edges etc.), are contemporary obtained.

Image Thinning. This morphological operation progressively erodes away outer
pixels of thick stripes of the same gray level until they become one pixel wide. The
thinning algorithm performs the required task on each binary image of human retina in
two parallel sub-iterations [8] using a (3 % 3)-sized window with a rectangular tes-
sellation in sub-blocks, where x1, .., X8 are the values of close pixels in each window
numbered counterclockwise starting from the middle right pixel, being x9 the window
central one. In each sub-iteration the generic pixel x9 with its eight nearest neighbors is
subsequently examined on the basis of the following four pixel-deletion conditions
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Condition GlI:

1 ifxi1 =0A (i =1V =1)
0 otherwise

4
xp=1 with x,=> b and b;= {
i=1
Condition G2:
2 < min(nl(xg), l’lg(Xg)) < 3

where

4 4
ny (xo) Zi:l X2i-1 V X2i Mo (xg) = Zi:l X2i V Xi41

Condition G5 : Condition G; :
(Va3 Vi) Axp =0 (x6¢ Vx; VX4) Axs =0

The first Sub-iteration 1 can be expressed as follows

If Gy, Gy, G5 are satisfied, then xg = 0
The latter Sub-iteration 2 can be expressed as follows

If Gy, G, G; are satisfied, then xg = 0

Sub-iterations continue until no pixel can be deleted any more. The application of
this thinning procedure to a binary image of human retina provides a skeletal image,
that is a thinned image Ithin to be subsequently considered for training.

The next block in Fig. 1 is a Radial Basis Probabilistic Neural Network (RBPNN),
which is a neural network characterized both from features of Radial Basis Function
Neural Networks (RBFNNs) and from those of Probabilistic Neural Networks (PNN’s)

Fig. 2. Network topology of a RBPNN
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[18-20] with lowered disadvantages. This network consists of four layers as shown in
Fig. 2.

Data are concurrently feed-forwarded from the input layer to the output layer
without any feedback connections within the three involved layers. The first hidden
layer is a nonlinear processing layer, generally consisting of the centers selected from
training samples. The second hidden layer selectively adds the outputs of the first
hidden layer, according to the classes to which the hidden centers belong. Connection
weights between the first hidden layer and the second hidden layer are equal to 1 or 0.
Outputs in the second hidden layer need to be normalized for pattern recognition
problems. The last layer for the RBPNN is generally the output layer [19]. If con-
sidering a generic input vector X, the actual output value of the i-th output neuron y¢ of
the RBPNN can be expressed as

¥ =3 i) (1)
k=1

ng

I (x) :Zd)i(Hx*Cki“Z)?k: 1,2,3,...... M (2)

i=1

where hy(x) is the k-th output value of the second hidden layer of the RBPNN; wy is
the synaptic weight between the k-th neuron of the second hidden layer and the i-th
neuron of the output layer of the RBPNN; cy; is the i-th hidden center vector for the k-th
pattern class of the first hidden layer; n; represents the number of hidden center vectors
for the k-th pattern class of the first hidden layer; the symbol |-||, stays for the
Euclidean norm; M denotes the number of the neurons both of the output layer and of
the second hidden layer, or the pattern class number for the training set; the Gaussian
kernel function @;(-) is expressed as

x = cill3
¢i([lx — cuill,) = exp [—722

0

where g; is the corresponding parameter for the Gaussian kernel function.

The Orthogonal Least Square Algorithm (OLSA) is herein preferred for training the
RBPNN. For N training samples, corresponding to M pattern classes, considering the
form of the matrix, Eq. (1) can be written in vector form as

YC=HW

where Y¢ and H are both (N x M)-dimension matrices, the synaptic weight matrix W
is an (M x M)-dimension matrix between the output layer and the second layer of the
RBPNN and can be determined as:

W=R'y
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where R is an (M x M) upper triangular matrix with the same rank as H, and 9 isan (M
x M) matrix. The output layer is typically trained using the Least Mean Squares
(LMS) algorithm [9, 18-20] and the weights w, ; are firstly initialized to small random
values for j =1, 2, ....N,. Then, the errors ¢; = y;—d; are computed for all ; finally, the
weights wj(k + 1) = wj(k) — ueju; are updated for all j, until the stop condition is
reached.

3 Case Study and Experimental Results

The proposed neural classifier has been synthesized by considering fundus images
selected from the publicly available database named DRIVE [3]. In this database there
are 40 color eye fundus images taken with a Canon CR5 which is a nonmydriatic
3CCD camera with 45° Field Of View (FOV). Each image has a resolution of
(565 x 584) pixels with 8 bits per color plane with a TIFF format. The database consists
of two sets, named test set and training set. The first one contains 20 images along with
20 GT images, manually derived by two ophthalmologists. The second set contains 20
images along with the GT images provided by only one eye doctor. Moreover, both
sets contain the corresponding FOV masks for the images. In this experiment fundus
images of 7 patients characterized by an early proliferative retinopathy have been
selected from DRIVE as listed in [6] and have been herein processed by the Fundus
Image Preprocessing Subsystem to obtain the patients’ thinned images. In Fig. 3 it can
be noticed that the vascularization is highlighted and skeletal in thinned images on the
right.

At first, the performance of the Fundus Preprocessing Subsystem in determining
thinned images, have been investigated by considering the Accuracy defined as

R TP + TN
ccurac =
Y “TPLIN Y FP+FN

with the True Positive rate estimated as

Correctly classified Positives
TP rate ~

Total Positives

and the False Positive rate

Incorrectly classified Negatives
FPrate ~

Total Negatives

The True Positive TP rate (the True Negative TN rate, respectively) has been
evaluated by determining the number of black pixels of vessels, which are correctly
classified as black pixels (the number of white pixels of background, which are cor-
rectly classified as white pixels, respectively) in thinned images by considering vari-
ations with respect to the their ground truth images provided by the database DRIVE.
A comparison of percentage Average Accuracy values (AA %) obtained by
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Image 1

Image 2

. Image 10

Image 14

Image 18

. Image 19

Image 20
(@) (b)

Fig. 3. Seven Fundus images with early proliferative retinopathy as in [6]: (a) Fundus images;
(b) Thinned images
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Table 1. Comparison of (A %) on thinned images obtained using the method: (a) reported
in [6]; (b) herein proposed

Patient AA % AA %
(a) (b)
1 93,7904 94,5400
2 93,5918 94,5202
3 93,6670 93,8801
4 93,8912 94,0103
5 93,6106 95,1410
6 94,7460 95,4404
7 93,9676 94,9805
Average value 93,8949 94,6446

preprocessing retinal images with the herein proposed method and following the one
proposed in [6] is reported in Table 1.

It can be noticed that an Average value of 94.6446 % better than the one derived in
[6] has been obtained on thinned images by the Fundus Image Preprocessing Sub-
system. Then, for every (M x M)-size thinned image, a number L of (M/L) x (M/L)
submatrices has been considered to form the input set for training a RBPNN. Input

neurons are equal to (M /L)2 , such as in the first hidden layer. In the second hidden
layer eleven neurons have been reported, whereas in the output layer there are seven
neurons to codify the seven classes, each providing a value 0 or 1. A radial basis
function has been used as the probability density function between the layers [9].
A gradient descent with momentum has been used to train the network. As it is known,
RBPNNSs resemble to the family of PNNs with probability density functions chosen
equal to Radial Basis Functions (RBF). Thus, the training set must be collected through
several representatives of the actual population of the intended classification by con-
sidering a sufficiently sparse set. Taking into account that it is not easy to have an
amount of fundus images for the same patient and that erroneous samples and outliers
are acceptable for this kind of network, training has been performed via a training set of
100 binary images for each of the seven classes, collected by considering both the
already shown thinned images and distorted ones obtained with a percentage of
additional black pixels randomly distributed both in position and in quantity in the
range (0—5) % of the total amount. Thus the training set has been composed of a

(b) (©)

Fig. 4. Some distorted images of thinned image: (a) no. 1; (b) no. 2 (c) no. 18
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significant number of patterns. For a better comprehension, some distorted training
patterns with a 5 % of randomly distributed pixels are reported in Fig. 4.

After the synthesis, a cross validation phase has been performed by considering
another set of 700 noisy patterns, obtained by considering a randomly distributed noise
on original thinned images with percentage values in the range (0 %—8 %). Results are
encouraging as shown in Table 2. In this table the synthesized RBPNN reveals able to
correctly classify the seven patients until a percentage value equal to 5 % of random
noise affects their thinned images; there is a reduced capability of classification if noise

Table 2. Classification capability of the synthesized RBPNN: Y = Correctly classified;
N = Misclassified

Noise Patient  Patient Patient Patient Patient Patient Patient

% 1 2 3 4 5 6 7
0 Y Y Y Y Y Y Y
1 Y Y Y Y Y Y Y
2 Y Y Y Y Y Y Y
3 Y Y Y Y Y Y Y
4 Y Y Y Y Y Y Y
5 Y Y Y Y Y Y Y
6 Y Y N N N Y N
7 N N N N N Y N
8 N N N N N N N

Confusion Matrix

Output Class

Target Class

Fig. 5. Confusion matrix for the synthesized network
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increases more, as shown in the table. The RBPNN classifies each known patient’s
vasculature into one of seven classes, whereas unknown vessel trees are misclassified.

Several criteria may be used to evaluate the performance of a classification in
supervised learning. A confusion matrix is herein considered, which is a useful tool for
analyzing how well a classifier can identify test samples of different classes [22]. Each
entry Cj;, in the confusion matrix denotes the number of skeletal images of class i predicted
to be of class j. In this test, 100 images/person for training and 100 images/person for cross
validation have been used. Training has been performed by considering images with a
random noise variable both spatially and in intensity in the range (0 %—5 %) of the total
amount of pixels. A plot of the corresponding confusion matrix, which highlights if each
pattern is correctly classified by the network, is shown in Fig. 5.

Finally, the synthesized neural classifier can provide its support to the diagnostic by
performing matching operations between subsequent classifications of patients’ thinned
images. If the matching is positive, the eye state is unchanged. If the matching is
negatively detected by the RBPNN, the retina vascularization is varied much and an
Alert is produced by the neural network for eye doctors.

4 Conclusions and Future Work

In this paper a first approach to follow diabetic patients affected by early PDR has been
dealt with via the synthesis of a novel neural classifier on the basis of a Fundus Image
Preprocessing Subsystem and a RBPNN, aiming at investigating the possibility of
supporting ophthalmologists in the follow up of patients’ with this severe retinal
pathology. In detail, human retina images of patients with early PDRs have been
pre-processed to derive the corresponding thinned images, which have been subse-
quently used to synthesize a RBPNN able to support patients’ classification and
follow-up. A case study has been developed to classify an amount of diabetic patients,
where simulations have been firstly performed to evaluate the performance of Fundus
Image Preprocessing Subsystem and later to cross validate the designed RBPNN.
Experimental results demonstrate that the presented system performs patients’ classi-
fication with a satisfying accuracy. Thus, the proposed neural classifier could support
ophthalmologists in alerting if variations in retinal vasculature of classified PDR should
occur. In future work the capabilities of the neural classifier could be improved in its
scale as a diagnostic support for mass screening, taking into account the drawback of a
large memory requirement and the need of a significant representative training set.
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Abstract. This paper is concerned with a delay-differential equation modeling
a bidirectional associative memory neural networks (BAM NNs) with mixed
time delays. By using the inequality techniques, a Lyapunov—Krasovskii func-
tional candidate is introduced to reach the novel sufficient conditions that
warrant the passivity of delayed BAM NNs. The novel passivity criterion is
proposed in terms of inequalities, which can be checked easily. A numerical
example is provided to demonstrate the effectiveness of the proposed results.

Keywords: BAM NNs - Delays * Passivity - Lyapunov functional

1 Introduction

In recent years, the problem of neural networks (NNs) has been widely investigated in
the last few decades due to their potential applications in many areas such as pattern
recognition, static image processing, associative memory and combinatorial optimi-
zation [1, 2]. It is known that stability is one of the most important properties for the
designed NNs. On the other hand, both in biological and artificial neural networks, the
interactions between neurons are generally asynchronous, which inevitably results in
time delays. In electronic implementation of analog neural networks, nevertheless, the
delays are usually time-varying due to the finite switching speed of amplifiers.
Meanwhile, time delays are inevitable encountered in many practical systems and
usually the main reason resulting in instability, therefore, much attention has been
focused on the problem of stability analysis for delayed NNs, and many related
delay-independent and delay-dependent criteria have been reported in recent literature,
see, e.g., [3—8]. Furthermore, as a powerful tool for analyzing the stability of systems,
passivity theory has also considerable backgrounds in many control fields, for instance,
fuzzy control [9] and signal processing [10].

Since NNs related to BAM have been proposed by Kosko [11], the BAM NNs have
been one of the most interesting research topics and extensively studied due to its
potential applications in pattern recognition, etc. This class of NNs have been suc-
cessfully applied to pattern recognition, signal and image processing, artificial intelli-
gence due to its generalization of the single-layer auto-associative Hebbian correlation
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to a two-layer pattern matched hetero-associative circuits. These applications are built
upon the stability of the equilibrium of neural networks. Thus, the stability analysis is a
necessary step for the design and applications of NNs. It is inspiring that the stability
analysis of BAM NNs has been widely investigated and various stability conditions for
BAM neural networks have been presented in the literature [12—-14]. Some of these
applications require that the designed network has a unique stable equilibrium point
[15]. Recently, this two-layer hetero associative networks called BAM networks with
axonal signal transmission delays have been studied in [15], which have been used to
obtain important advances in many fields such as pattern recognition and automatic
control.

Stability problems are often linked to the theory of dissipative systems, which
postulate that the energy dissipated inside a dynamic system is less than that supplied
from external source. Passivity is part of a broader and a general theory of dissip-
ativeness [16]. The passivity theory originated from circuit theory plays an important
role in the analysis and design of linear and nonlinear systems. It should be pointed out
that the essence of the passivity theory is that the passive properties of a system can
keep the system internal stability. The passivity theory was firstly proposed in the
circuit analysis [17], and since then has found successful applications in diverse areas
such as stability [18], complexity [19] and so on. These are the main reasons why
passivity theory has become a very hot topic across many fields, and much investi-
gative attention has been focused on this topic. It is noted that research on passivity has
attracted so much attention, little of that had been devoted to the passivity properties of
delayed NN until [20] derived the conditions for passivity of delayed NNs. The results
on passivity analysis of discrete-time NNs with time-varying delays can be found in
[21].

In fact, one remarkable feature of passivity is that the passive system utilizes the
product of input and output as the energy provision, and embodies the energy atten-
uation character. Passive system only burns energy, without energy production, i.e.,
passivity represents the property of energy consumption of the system. In addition, the
passivity analysis for NNs can help us understand the complex brain functionalities.
Few authors considered the passivity problem for delayed NNs. It is interesting and
important to discuss the passivity of NNs. Based on the above discussion, there are
many results about the passivity problem for delayed NNs. To the best of our
knowledge, passivity analysis is seldom reported for the class of delayed BAM NNs.
This paper will investigate the passivity problem for a class of BAM NNs with mixed
delays, which is very important in theories and applications and also is a very chal-
lenging problem. Sufficient general condition is derived for the passivity of delayed
BAM NNs which are very convenient to verify. Finally, a numerical example is
illustrated to show the usefulness of the proposed criteria.

2 Model Description and Preliminaries

In this paper, we consider the BAM NNs model described by the following differential
equations:
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Ou;
al; = "‘Zb/Jj vi(t +anf VI — O;(t )))

ijl f kji (1 J?(V]( ))dq + 0i(1),
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av %VJ + Zdz]gz Ui JF Zdzzgz u, Tz]( )))

+ ZEU fioo EU(Z‘ - S)g,-(ui(s))ds + 19]‘(1‘),
yi(t) = aui(t) + cioi(1), 2(1) = @v;(t) + ¢9;(1),

where u = (uy,uy, .. .,um)Te R™ v = (vi,va,.. .,v,l)Te R", u;(r) and v;(r) represent
the states of the ith neuron and the jth neuron, respectively. by, bji, bji, dij, dyj and dj; are
known constants denoting the synaptic connection strengths between the neurons,
respectively; f; and g; denote the activation functions; ¢;(r) and ¥;(¢) denote inputs of
the ith neuron and the jth neuron at time ¢, respectively; p; and g; represent the rate with
which the ith neuron and the jth neuron will reset its potential to the resting state when
disconnected from the networks and external inputs in space, respectively; 7;() and
0;i(¢) represent continuous time-varying discrete delays, respectively; y;(¢) and z;(r)
denote outputs of the ith neuron and the jth neuron at time #, respectively.
i=12,...mk=12..,land j=1,2,...,n

For system (1), the following assumptions are made for each subsystem in this paper:
(A1) The functions t;(z), 0;:(r) are piecewise-continuous of class C' on the closure of
each continuity subinterval and satisfy

0 < 7() < 135, 0 < 0;i(1) < 0, 15(t) < e < 1, 05i(1) < py < 1,
T= {Tu} 0= {Qﬂ}

1<i < m, 1 <j<n
with some constants 7; >0,0; >0, T > 0,0 > 0, for all 1> 0.
(A2) The activation functions are bounded and Lipschitz continuous, i.e., there exist

1<z<ml<]<n

positive constants Lf and Lf such that for all n;,1, € R

Lﬁ(’?l) —ﬁ'(’h)| SLjf|’71 — 1|,
lgi(m) — gilm)| < Lfny — nal.

(A3) The delay kernels Kj;(s), K;(s) : [0,00) — [0,00),(i = 1,2,...,m,j=1,2,...,n)
are real-valued non-negative continuous functions that satisfy the following conditions

() Jo > Ku(s)ds = 1, [y K(s)ds = 1,
(ii) f Sl(ﬂ s)ds < oo fo j(k)ds<oo,
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Definition 1. A system with inputs o(z), 9¥(7) and outputs y(¢), z(¢) where a(7) € R™,
9(r) € R",y(t) € R™, z(t) € R™ is said to be passive if there are constants y >0 and
f € R such that

2 A ’ (v(8) (2) + 2(8) 9(2) )t

> _foy /0 " (o) (e) + 0T (0))d

for all #, >0, where Omega is a bounded compact set.

3 Passive Analysis

Theorem 1. Under the assumption (A1)-(A3), system (1) is passive if there exist
constants w;, Wy,4; > 0 and y > 0 such that

=, Wi —
1 1 1 <
(Wg—ai —V—2Ci> _O’ (2>
and
( @j B Wm+/ a ) <0 (3)
Wit — G ZCJ

in which &; = w; <—2Pi S bl + > |bii| + > ’bji|> +L iwmﬂwﬁ} 1 (L)
j=1 =1 =1 Jj=1 j

_ 2
ZWm+/|du|+ LS s 5] ©; = (Lf) S wilB] + 1 Sowilbi| sy (~245+
= =

j=1

2m ~
|dU\Lg+Z\dU!+2Z|du| - Hn( f) ;Wi

ji |5

i=1,2,...m, j=1,2,...,
n, Ljf and Lf are Lipschitz constants.
Proof. Construct the following Lyapunov functional

:Xm:W[ i(0) +Z!bﬂ| t If:(v()| e

i—1 1—0;(1)

+ -”l IB,-i!/O ki(s) /t_slﬁ(w(i))fdids

j=

bl [ letwePaee Sl [ a6 [ s d«:ds]

i=1

dx + i Winj {vj(t)

Omega “j—|
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Dini-derivative along the solution to system (1) can be calculated as

V0= 32 0F 23 0] 0] + 23 Bl 5~ 00)

+2i\5ﬁ\ / Kt — ) o) (35(5)) s+ 20 (0)r () +j_21\bﬁ\%mbs(w<z>)f
+31a [ sl )i =l = 1 —oﬁa))wv_,-(z—oﬁ(z)))f
_Z|bﬂ|/ k()| (vi(r — 5)) | ds +Zwm+j[ 24;]v;(1)|

#2301 0] + 23 8o - ) )

+22\d| / 3 = )i () 0] ds + 200930

+Z\du| ) wZIdU! 1= (1)) fgi (st = 7)) [

+ Z @] / () g (1) ls— Z @] / o)l — s>>|2ds} dx

4)

According to (4) and (A1)-(A3), we can drive

DTV(1) <

m

;Wi [_2Pi”i(t)|2 + Z il ] (1) P+ vy 0) )
+Z|bﬂ| O+ 162 = 050)) )
+]Zl|bﬁ|/wkﬁ<r (OF +5((6)) )+ 200300

#3 1o %M(vm) P Z Bl [ ola0) Pas
Sl N -3l [ st s
+ [ [—ij|vj<r>|2 DITHPOIEITE

3 gl = )P )
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+ZZ|dU‘/ kij(t — ) (|gi(ui(s |—|—|v] | )ds + 2v;(1)9;(1)

+Z|du| |gl ui( |—Z|d,,||g, wi(t — t(t ))}2

m

+Z|dl]{/ 1] s)|gi(ui( |dS Z|dl]’/ l] s)|gi(ui(t — )] ds]
< {ule iy S S|

1

1
S ]+ S 05 w0

> {w

1

+—1—Me (Lf) Zw,{b],|+(Lf w,|b,,|/ ki dS+Lwa,}b],\}|v]
+ 2/9 [Z wiui(t)o(t) + Zwmﬂvj(t)ﬂ](t)
i=1 j=1
=1 =1 = =
j=1

j=1

ZQJ—"_Z}d’ALg—i_Z |le| +ZZ |le|

+ 200 = aui(t)oe) + (= 20,-)0'5(1)2] }
+ Zn: { [wmﬂ (—2% + i |dy|Lf + f |dy| + 2i |31}/“>
1 2 &, - 2
S (L]f) ;wiwﬁy + (L;‘) ZW,| \+szw,| |] Iv;(2)

B 9 ) N Ol [ ()

B (0 )
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From (2), (3), (5) V(t,) >0 and V(0) >0, we can get

2/0” |Jz;yi(t)6, +ZZJ

> - g2y / [Z ai(r>2+iﬁj<t>2] di
i=1 =1
(6)

for all 7, >0, where f = 1/V(0). This completes the proof of Theorem 1.

4 TIllustration Example

Example 1. Consider the following delayed BAM NNs:
814,’ 1
20 +Zbﬁﬁ wi(t +Zb,f (= 0:(1)))
+35 / = S ((5))ds + i)

5‘ —q;v;(t +Zd,]g, Ui "‘Zdygz u; (t — (1))

34, [ = sstunas + 0

yi(t) = aju t( ) +Ct°'l( ) Zj(t) = ajvj(t) +Ej19j(t)a
in which n=m=r=2ki(t) =ki(t) =te”', fi(n) =gn) =5(n+ 1]+ |n— 1),
L= Lf E=1f=1,4=31=0=I2a=a=1,ci=ci= 05p =4,q =
371 =1,2,u, =y =02,dy1 =0.5,dip =1, dyy =0.5,dp, =0.2,dy; =0.2,dy, = 0.6,
dy =0.5,dy; =0.3,d1 =0.8,d>; =0.1,dyp = 0.2, dop = 0.8, by = 0.5,b1, = 0.6,

byy = 1,byy = —0.8, by, = —1,b1n =0.2,by =0.5,b, =04, by =—0.5,b, =
0.1,by; = 0.3,by, = 0.5. By simple calculation with w; = w, = w3 = wy = | and

y = 1, we have
w1 —ay —4.525 0
= <
wi —a —V—ch) ( 0 -2 <0,

Wy — ap —7.225 0
= <
Wy — a —“/—262) ( 0 —2>—0’

7 N VRS
[1] [1]
e) =
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and

That is (7) and (8) hold. Therefore, it follows from Theorem 1 that system (35) is
passive.

5 Conclusions

In this paper, we have investigated the passivity analysis problem for a class of BAM
NNs with mixed time delays. We have developed novel sufficient condition to ensure
the passivity of BAM NNs with mixed time delays. In particular, many techniques and
approaches such as Lyapunov functional and classical inequalities, have been suc-
cessfully applied. Hence, the results obtained in this paper are less conservative, and
generalize and improve many earlier results. Finally, a numerical example has been
presented to show the effectiveness of the derived results.
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A Fuzzy Logic Controller for Indirect Matrix
Converter Under Abnormal Input Voltage
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Abstract. In this paper, an intelligent control method based on a fuzzy logic
controller (FLC) has been presented for an indirect matrix converter under
abnormal input voltage conditions. The proposed FLC method is a closed-loop
control of the output current, so the three-phase sinusoidal and balanced output
current are assured regardless of unbalanced or distorted input voltage. The
performance of the MC with the proposed FLC method becomes much better
than that with the traditional PI controller. Simulation results are given to verify
the effectiveness of the proposed FLC method.

Keywords: Fuzzy logic controller - Indirect matrix converter + Unbalanced
voltage - Distorted voltage

1 Introduction

A matrix converter (MC) is a single-stage power converter which can generate an ac
voltage with variable amplitude and frequency from constant ac voltage source.
The MC has been recently received more considerable attention due to its advantages,
such as sinusoidal input/output current waveforms, controllable input power factor, no
energy storage devices and bidirectional power flow [1]. The MC is usually classified
into two types: direct matrix converter (DMC) and indirect matrix converter (IMC) [2].
The DMC and IMC have similar performance in terms of input/output current wave-
forms and voltage transfer ratio. However, the IMC in Fig. 1 has recently become more
attractive compared to the DMC because of its additional advantages such as simpler
and safer commutation, simple clamping circuit, and reduced number of power
switches [3, 4].

However, since there is no energy storage devices inside the topology, the MCs are
directly connected from an input voltage source to a load. Hence, the input voltage
affects the output performance immediately, and the output voltage waveform can be
non-sinusoidal under abnormal input voltage, which makes the output current distorted
due to the output voltage harmonics. Several solutions have been reported in order to
reduce the influence of the abnormal operating conditions for the MCs. The
proportional-integral (PI) controllers based on the closed-loop control of input voltage
and output current have been proposed to improve the output performance of the MCs
[5, 6]. These PI control methods can attenuate the undesired harmonics components.

© Springer International Publishing Switzerland 2015
D.-S. Huang and K. Han (Eds.): ICIC 2015, Part III, LNAI 9227, pp. 139-150, 2015.
DOI: 10.1007/978-3-319-22053-6_16
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Fig. 1. Indirect matrix converter topology.

However, the control performance significantly depends on PI parameters sensitively.
In practice, many non-ideal factors and disturbances may exist together and unavoid-
ably, so the turning of the PI parameters becomes difficult. Moreover, the PI controllers
with constant gains cannot guarantee high quality for all load conditions.

Therefore, the intelligent control methods based on fuzzy logic controller (FLC) have
recently been investigated for MC control to overcome the drawback of PI control
methods. The FLC methods have been adopted to compensate the influence of distorted
input voltage [7-9]. In [10], a fuzzy control adaptive method has been used to com-
pensate the undesired harmonics caused by nonlinear loads. On the other work, the
adaptive neural fuzzy inference system control method based on MC fed induction
motor drive has been employed as an intelligent tool to replace the conventional PI
controllers for high performance applications [11]. Furthermore, the comparisons have
also proved the superiority of the FLC methods than other methods in complex and
nonlinear systems [12, 13]. However, all aforementioned research studies are estab-
lished for DMC. The application of FLC method in IMC has not been presented in the
literature.

This paper presents a feedback compensation method based on the FLC method to
improve the output performance of an IMC under abnormal input voltage conditions.
The proposed FLC method has a closed-loop to control the output current in order to
adapt the voltage transfer ratio to the instantaneous value of input voltages. The pro-
posed FLC method can guarantee three-phase output currents to be sinusoidal and
balanced in spite of the abnormal input voltage. The feasibility of the proposed FLC
method is verified by simulated results.

2 Control Strategy for IMC Under Normal Condition

As shown in Fig. 1, IMC topology comprises of a rectifier stage and an inverter stage.
The rectifier stage is similar to the traditional current source rectifier with bidirectional
switches. The purpose of the rectifier stage is to supply a positive dc-link voltage and
maintain sinusoidal input currents. While the inverter stage is a conventional two-level
voltage source inverter (VSI). The output voltage with variable frequency and amplitude
is generated by controlling the inverter stage. The indirect space vector modulation
(SVM) method, which was introduced in [2—4], is generally used to control the IMC.
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The SVM method is based on the space vector analysis of the input current and output
voltage under the constraint of unity input power factor. It can also provide the possi-
bility to obtain the highest voltage transfer ratio and to optimize the switching patterns
by combining the switching states between the rectifier stage and the inverter stage.

2.1 Rectifier Stage Control

It is assumed that three-phase voltage source is sinusoidal and balanced as follows:

Vsa cos(wyt)
[vs] = | v | = Vi | cos(wgt — 2m/3) (1)
Vse cos(wyt — 4m/3)

where V is the input phase voltage magnitude and oy is the input angular frequency.
To explain the SVM method for the rectifier stage, the reference input current space
vector is defined as follows:

W N

=2 . . . iAn/3 i0;

i == (it + ™™ + i) = L. (2)
Figure 2(a) shows the space vector diagram of the rectifier stage which is composed of
six active vectors and three zero vectors. Each current vector represents the switching
state of the bidirectional switches. For example, the current vector [, represents the

“

input phase “a” and “b” are connected to the positive pole and the negative pole of
dc-link bus voltage, respectively. So, the upper switch of phase “a” and the lower
switch of phase “b”, S,, and Sy, are ON state and all other switches are OFF state
when the current vector I, is applied.

Assume that the reference input current vector is located in sector 1 (—n/6 < 0; < /6),

the duty cycles of two active vectors I, and I,. are given by:

. . T
d, = m; sm(g —0); ds=my sm(g +6)). (3)
I v, 010) =~y
© © @ (110)
I ds luc ® Vo
Ina Ii
@ I 5% OLD  (000) ) \Z
; Vs (11 d, (100)
cc d}/ @ 7
I(‘zl @ @ [ab @
Vs
, o1y @ veon
(@) (b)

Fig. 2. Space vector diagram of the rectifier and inverter stage.
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where m; is the rectifier stage modulation index and 0; is the angle of the reference
input current vector.

In the rectifier stage control, the zero vectors are not considered and the modulation
index is unity. Therefore, the duty cycles of two active vectors, I, and I,., are
recalculated to complete the sampling period:

d,  cos(n/3+0;) ds  cos(n/3 —0;)

dap = - 3 doe = -
b d, + ds cos 0; d, + ds cos 0;

4)

The average value of the dc-link voltage in this sector is:

3V

‘_/dc - ab(vsa - Vsb) + dac(vsa - vsc) - m .

The maximum and minimum values of the average dc-link voltage are:
3
Vdc(max) = \/gvva Vdc(min) = 5 V. (6)

Similarly, the duty cycles and the switching states for all sectors can be obtained.

2.2 Inverter Stage Control

In order to control the inverter stage, the conventional SVM for three-phase two-level
VSI can be applied. The output voltage vector is synthesized by using six active vectors
V; ~ Vs and two zero vectors V,, V; as shown in Fig. 2(b). Each voltage vector
represents the switching state of the set of three upper switches of three legs, e.g., the
voltage vector V; (100) represents for switching state of the set of switching functions
(Sap, Saps Scp)-

The reference output voltage vector can be expressed as:

2 ] . .
Vo =3 (Voa + vope™™? + v,ce*™?) = Vel (7)

Assuming the reference output voltage vector is also located in sector 1, the duty cycles
of active vectors V;, V, and zero vectors V), V; are calculated as follows:

dy = \/§Y—”sin(n/3 —0,)
Vdc

dy = \@Y—Osin(é)o) (8)
Vdc

do=dy =05(1 —dy — dy)

Where 0, is the angle of reference output voltage vector.
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Fig. 3. The switching pattern for input current and output voltage in sector 1 of the IMC.

To obtain balanced output voltages and input currents in the same sampling period, the
switching events of the inverter stage should be synchronized with those of the rectifier
stage. Figure 3 demonstrates the switching pattern of the IMC when both input current
vector and output voltage vector lie in sector 1. So, the duty cycles of the IMC are
calculated as follows:

2q . cos(m/3 — 6;)
ac — A1.8gc = — =3 -0, 7 n\
d, d,.d \/§§1n(n/3 ) % cos(0)
2q . cos(n/3 — 0;)
dac:d-dac:_ 90 2
> > \/gsm( ) % cos(0)
doae = drqe = 0.5[1 — 2gsin(n/6 — 0,)] X M
cos(6;) ©)
B _2q . cos(n/3 + 0;)
dlab = dl-dab = \/§SIH(‘II/3 0(,) X COS(@Z')
B _2q . cos(n/3 + 0;)
dZub = d2~dub = \/58111(00) X COS(Qi)

doay = dnas = 0.5[1 — 2qsin (/6 — 0,)] x %(3(;;0)

where g = V,,/V; is the voltage transfer ratio.

Equation (10) shows that the final duty cycles of the IMC depend on the voltage
transfer ratio g. In general, this modulation method is usually used under normal
condition, i.e., sinusoidal and balanced input voltages. In this case, the voltage transfer
ratio ¢ is easily calculated according to the amplitude of the input phase voltage and the
desired output phase voltage, which are assumed to be constant values. Thus, the final
duty cycles of the IMC are fixed during one sampling period.
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3 Proposed Control Method for IMC Under Abnormal
Conditions

The control method derived in the previous section is only suitable for the ideal voltage
source. When the input voltages are non-sinusoidal and unbalanced, the amplitude of
input voltage is not constant so that the voltage transfer ratio g becomes variable. In
that case, this control method cannot provide the good output performance. To over-
come this problem, a feedback compensation method is developed in this paper.

3.1 Feedback Compensation Method

The feedback control scheme of output currents is shown in Fig. 4. Three phase output
currents are used to control the magnitude of the desired output current space vector. In
general, when the input voltages are sinusoidal and balanced, the output currents of
IMC are also sinusoidal and balanced, i.e., the magnitude of output current space vector
are constant. However, if the input voltages are distorted, the magnitude of output
current space vector is not constant as shown in Fig. 5.

LC filter Indirect MC

——— o — — —

i R s

vsa,b,c
» PWM Modulation oA B.C
ta
Fuzzy Logic - 1,
Control o
oref

Fig. 4. Feedback control scheme of output currents.
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1 [ [ CoT ' i ' [ '
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T06 007 008 008 01

) GoT 002 003 004 005 ToT 002 003 O

Fig. 5. The magnitude of output current space vector in: (a) healthy condition, (b) unbalanced
condition, (c) distorted condition.



A Fuzzy Logic Controller for Indirect Matrix Converter 145

The magnitude of output current space vector is calculated as follows:

I, = \/% <(iaA)2+(ioB)2+(ioc)2> (10)

The proposed control method tries to make the magnitude of output current space
vector constant regardless of any input voltage condition. This magnitude is controlled
to track the magnitude of reference output current space vector which is given by:

ef -V,
Ioref _ qref-Vs (ll)
R? + (woL)?
Where g, is the reference voltage transfer ratio, R and L are resistor and inductor of
the load, and wy is output angular frequency.

3.2 Fuzzy Logic Controller Design

Block diagram of the proposed FLC method is shown in Fig. 6 [14]. The fuzzy logic
controller includes two input variables and one output variable. The two input variables
are the error (e) and the change in error (4e), which are the difference between the
measured and reference magnitude of output current space vector. The output variable
is the desired voltage transfer ratio (g). As mentioned in previous section, under
abnormal conditions, the voltage transfer ratio should be controlled corresponding to
the amplitude of input phase voltage.

The error (e) and the change in error (de) are calculated as follows:

e(k) = L (k) — Io(k) (12)
Ae(k) = e(k) — e(k — 1) (13)

where k and (k — 1) are present and previous values, respectively.

=

\ Fuzzy
Error (e) Logic —>/><><\—>
/ Controller
Output (q)

Change of error (a)
(de)

=

Calculate
+ error and Fuzzy- | | Control . Defuzzy- b J’ :E
[m'zj change of | , fication Rules fication ] q

- error

¢

. )

Fig. 6. Structure of the proposed FLC method.
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The design of the proposed FLC method is divided into three steps: fuzzyfication,
control rules design, and defuzzyfication. The asymmetrical triangular membership
functions (MFs) are selected in the design of fuzzyfication and defuzzyfication process
which can get more precision, as shown in Fig. 7. It should be noted that the complete
range of all the fuzzy variables e(pu), de(pu), and g(pu) spreads in the region from -1 to
+1, and the MFs are symmetrical on both positive and negative sides. The input
variables have seven MFs, whereas the output variable has nine MFs. The control rules

include 49 rules as shown in Table 1.

e(pu)

1 1 1 1 1 1
-1.0 -0.8 -0.6 -0.4 -02 0 02 04 0.6 0.8 1.0 ce(pu)

NM NS NVS|ZPVS PS

PM

1 1 1
-1.0 -0.8 -0.6 -0.4 -0.2 0

1 1 1
02 04 0.6 0.8 1.0 q(u)

(b)

Fig. 7. Membership functions of proposed FLC method.

Table 1. Rule base for proposed FLC method
Ae\e NB |[NM |NS |Z PS |PM |PB
NB NB |[NB |[NB |[NM [NS |NVS Z
NM NB |NB |NM |[NS |NVS Z PVS
NS [NB |[NM |[NS |NVS|Z PVS | PS
Z |NM |NS |NVS Z PVS |PS |PM
PS NS |NVS | Z PVS |PS |PM |PB
PM NVS|Z PVS |PS |PM |PB |PB
PB |[Z PVS |PS |PM PB |PB |PB

4 Simulation Results

In order to verify the effectiveness of the proposed FLC method, some numerical
simulations have been carried out by using MATLAB/SIMULINK. The simulation

parameters are given as follows:

— Three-phase voltage source: 100 V / 60 Hz (phase-to-neutral)
— Input filter: Ly= 1.4 mH, C;= 25 pF
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— Three-phase R-L load: R =20 Q, L = 15 mH
— Output frequency: f, = 50 Hz

— Reference voltage transfer ratio: g, = 0.7

— PWM frequency: 10 kHz (Ts = 100 ps)

Figure 8 shows the simulated results of three-phase input current, output line voltage,
and three-phase output current in case of the input voltage is sinusoidal and balanced.
Under the normal condition, the conventional SVM shows good performance with
sinusoidal input and output current waveforms.

In order to investigate the performance under abnormal condition, the following
unbalanced input voltages are applied:

Vsa = Vi cos(wgt)
v = 1.5V cos(wyt — 21/3) (14)
vse = 0.8V, cos(wyt + 21/3)

The waveforms of three-phase input voltage and output line voltage are shown in
Figs. 9(a) and (b), respectively. Owing to the absence of energy storage devices, the
output voltage is simultaneously affected by the unbalanced input voltages. However,
the output currents are kept balanced and sinusoidal by using the proposed FLC
method, while they are distorted without the proposed FLC method as shown in Fig. 9
(c) and Fig. 9(d).

- Three-phase input voltage [ Three-phase input current THD = [.4%
PANHIVAN A K KK >

AWV, V4 AVARR VAT V4 > LK K XX
(a) 50V/div, 5ms/div (c) 2A/div, 5ms/div

- Output line voltage 4 ‘ THrThree—phase output current THD = 1.2%
- ; ; %\ NN A
A\ NN /N

DYATRV S YR AR AR VAR A4 V4
' ‘ ; ; ; ‘ N S

} i / (b) - 100V/div, Sms/div (d) 2A/div, Sms/div {

Fig. 8. Simulated results under normal condition: (a) three-phase input voltage, (b) output line
voltage, (c) three-phase input current, and (d) three-phase output current.
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Fig. 9. Simulated results under unbalanced condition: (a) three-phase input voltage, (b) output
line voltage, (c) three-phase output current without proposed FLC method, and (d) three-phase
output current with proposed FLC method.
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Vsa Vs cos(wjt) 0.2V cos(3 x (gt + 1/20))
Vsl = | vap | = | Vscos(wst —21/3) | + | 0.2V cos(3 * (w5t — 21/3 4 =/20))
Vse V; cos(wgt + 27 /3) 0.2V, cos(3 * (wyt + 2/3 + 1/20))

0.1V, cos(5 * (gt + /10))
+1 0.1V cos(5 * (st — 2n/3 + n/10))
0.1V, cos(5 * (wyt + 21/3 + 1/10))

(15)

Similarly, the distorted input voltages in (15) are applied and the simulated results are
shown in Fig. 10. In spite of the distorted input voltage with 22.4 % total harmonic
distortion (THD), the output currents are kept balanced and sinusoidal thanks to the
proposed FLC method.

In order to compare with the PI control method, the dynamic response of the output
current space vector magnitude is examined under variable load conditions. The dynamic
response of the output current space vector magnitude and three-phase output currents
are shown in Fig. 11 for the PI control method and the proposed FLC method. It is
obvious that the performance of the FLC method is better than that of PI control method.

Three-phase input voltage THD = 22.4%/| Three-phase output current THD =7.5%
N NN N VANY 2 anN Nt N\, 4
ANANNYANFAYARYA WY S WY A \ A AN SN
N NN NS NS NSNS N NN YN N S NN TN N

Ay Ny, P N NN N N | O A v NN\ NN NANA
[ Without FLC method-- (¢) =i~~~ 2A/div, 5ms/div

Three-phase output current THD =2.8%
N TN NN A

N AN NN
AVAIRY AR AR VARSI A4 N
SN S S A A A AN AN AN 4

[ With FLC method - (d) =i~~~ 2A/div, Sms/div

Fig. 10. Simulated results under distorted condition: (a) three-phase input voltage, (b) output
line voltage, (c) three-phase output current without proposed FLC method, and (d) three-phase
output current with proposed FLC method.
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AAT Vst ok inle el b
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' ; (a)~10.5A/div, 10ms/div] ! (c) i70.5A/div, 10ms/div]
Three-phase output current THD = 4.9%- {Three-phase output current THD = 2.8%
TaVaVaVaVaVaVa¥ay N\ VAVAVAYAYAVYAY.aN
KAX XA KVAV VAV VA\( AV AV RAAANRARNA KVAV VAV VAVA AV AVA
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- PI controller method - (b) -t 2A/div, 10ms/div| [Proposed FLC method-(d)--- 2A/div, 10ms/div

Fig. 11. Dynamic response comparison: (a) & (b) PI controller method, and (c) &
(d) Proposed FLC method.
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Conclusion

This paper has presented an intelligent control method based on the FLC to improve the
output current performance of the IMC under the unbalanced and distorted input
voltage conditions. The proposed FLC method which uses a closed-loop control of
output current can reduce the harmonic components and also control the magnitude of
output current. The dynamic response of the proposed FLC method is better than that
of the PI control method under the variable load conditions. Simulated results are
provided to evaluate the effectiveness of the proposed FLC method.
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On Denjoy-McShane-Stieltjes Integral
of Fuzzy-Number-Valued Functions
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Abstract. In this paper, we introduce the concepts of the McShane-Stieltjes
integral and the Denjoy-McShane-Stieltjes integral for fuzzy-number-valued
functions and give a characterization of the McShane-Stieltjes integrability and
investigate some properties of the Denjoy-McShane-Stieltjes integral.

Keywords: Fuzzy number - Fuzzy-number-valued function - Fuzzy
McShane-Stieltjes integral + Fuzzy Denjoy-McShane-Stieltjes integral

1 Introduction

The integrals of fuzzy-valued functions have been discussed in recent papers. It is well
known that the notion of the Stieltjes integral of fuzzy-number-valued functions was
originally proposed by Nanda [3] in 1989. In 1998, Wu [4] proposed the concept of the
fuzzy Riemann-Stieltjes integral by means of the representation theorem of
fuzzy-number-valued functions, whose membership function could be obtained by
solving a nonlinear programming problem, but it is difficult to calculate and extend to
the higher dimensional space. In 2006, Ren et al. introduced the concept of two kinds
of fuzzy Riemann-Stieltjes integral for fuzzy-number-valued functions [5] and showed
that a continuous fuzzy-number-valued function was fuzzy fuzzy Riemann-Stieltjes
integrable with respect to a real-valued increasing function. However, we note that if a
fuzzy-number-valued function has some kind of discontinuity, the existing methods
have been restricted. In real analysis, The Henstock integral is designed to integrate
highly oscillatory functions which the Lebesgue integral fails to do. It is known as
nonabsolute integration and is a powerful tool. It is well-known that the Henstock
integral includes the Riemann, improper Riemann, Lebesgue and Newton integrals
[6-8]. Though such an integral was defined by Denjoy in 1912 and also by Perron in
1914, it was difficult to handle using their definitions. But with the Riemann-type
definition introduced more recently by Henstock in 1963 and also independently by
Kurzweil, the definition is now simple and furthermore the proof involving the integral
also turns out to be easy. Wu and Gong [9—11] have combined the fuzzy set theory and
nonabsolute theory and discussed the fuzzy Henstock integrals of fuzzy-number-valued
functions which is extended Kaleva integration.

In this paper, we introduce the concept of the fuzzy McShane-Stieltjes integral and
fuzzy Denjoy-McShane-Stieltjes integral. And we give a characterization of the
fuzzy McShane-Stieltjes integrability and investigate some properties of fuzzy
Denjoy-McShane-Stieltjes integral.

© Springer International Publishing Switzerland 2015
D.-S. Huang and K. Han (Eds.): ICIC 2015, Part III, LNAI 9227, pp. 151-158, 2015.
DOI: 10.1007/978-3-319-22053-6_17
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2 Preliminaries

Let P;(R") denote the family of all nonempty compact convex subset of R" and
define the addition and scalar multiplication in P(R") as usual. Let A and B be two
nonempty bounded subset of R". The distance between A and B is defined by the
Hausdorff metric [2]:

dy(A,B) = inf |a — b|, sup inf [b — a|}.
(A, B) max{ilég;)glgla |’2‘§§22A| al}

Denote E" = {u : R" — [0, 1], u satisfies (1)—(4) below } is a fuzzy number space.
Where

(1) u is normal, i.e. there exists an xo € R" such that u(x) = 1;

(2) u is fuzzy convex, i.e. u(Ax + (1 — A)y) > min{u(x), u(y)} for any x,y € R" and
0<1<1,

(3) u is upper semi-continuous;

@) [u)° = cl{x € R"|u(x) > 0} is compact.

Define D : E" x E" — (0, 400)
D(u,v) = sup{dy([u]", V") : o € [0, 1]},

where dy is the Hausdorff metric defined in Px(R"). Then it is easy see that D is a
metric in E”. Using the results [3], we know that the metric space (E", D) has a linear
structure, it can imbedded isomorphically as a cone in a Banach space of function
w' I xS, where §"°! is the unit sphere in E", which an imbedding function
u* = j(u) defined by u*(r,x) = sup (o, x).

€ (u)*

Since Hausdorff metric is a kind of stronger metric, much problems could not be
characterized. It is well known, the supremum (infimum) is a main concept in analysis,
and how to characterized the supremum (infimum) of fuzzy number is an important
problem in fuzzy analysis. Refer to (see [2, 10]), if {u,} is a bounded fuzzy number
sequence, then it has supremum and infimum and if u is supremum (infimum) of {u,},
D(u,,u) — 0 is not correct generally. The integral metric between two fuzzy numbers
by using support functions of fuzzy numbers is defined by Gong (see [12]),

1
D" (u,v) = \/SupxeS"I‘x—l/() (u*(r,x) — u(r, x))zdr

We easy see that (E", D*) is a metric space, and for each fuzzy number sequence
{u,} C E" and fuzzy number u € E", if D(u,,u) — 0, then D*(u,,u) — 0. The con-
verse result does not hold.

Definition 2.1 [14]. A fuzzy number valued function f has H-difference property,
i.e., for any #, 1, € [a,b] satisfying #; <t, there exist a fuzzy number u € E" such that
f(t)=f(t1)+u, u is called H-difference of f(z;) and f(x,), we denote
F() —n f (1) = .
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Definition 2.2 [12]. A McShane partition of [a,b] is a finite collection
P ={([ci,di],t;) : 1 <i<n} such that {[c;,d;] : 1 <i<2} is a non-overlapping family
of subintervals of [a, b] covering [a, b] and #; € [a, b] for each i <n. A gauge on [a, D]
is a positive real valued function 0 : [a,b] — (0,00). A McShane partition
P = {([¢;,di],1;) : 1 <i<m} is subordinate to a gauge 9 if [c;,d;] C (t; — 6(t;), t; +
o(;)) forevery i <n.Iff : [a,b] — E and if P = {([c¢;, di],#;) : 1 <i<n} is a McShane
partition of [a, b], we will denote f(P) for Y i, f(#;)(d;i — ¢;).

Definition 2.3 [13]. A fuzzy number valued function f : [a,b] — E is McShane
integrable on [a,b], with a fuzzy number A, if for each ¢ > 0 there exists a gauge
0 : [a,b] — (0,00) such that D(f(P),A) <& whenever P = {([c;,d],#;) : 1 <i<n}isa
McShane partition of [a, b] subordinate to 0.

Definition 2.4. Let F:[a,b] — E be a fuzzy-number-valued function and let

t € (a,b). A fuzzy number A in E is the approximate derivative of F at 7 if there exists a
F(s)—F(1)

measurable set S C [a, b] that has 7 as a point of density such that lim —=—

s —t

sekE

=Z.

we will write F;p (H=A

Definition 2.5. A fuzzy number valued function f : [a,b] — E is fuzzy Denjoy inte-
grable on [a, b] if there exists an ACG function F : [a, b] — E such that F;,, = f almost
everywhere on [a, D).

Definition 2.6. Let a fuzzy number valued function F : [a,b] — E and let o : [a, b] —
R be a strictly increasing function and let E C [a, b].

(a) The fuzzy-number-valued function F is BV with respect to o on E if V(F, o, E) =

sup{z D(F(d;), F(ci)) %} is finite where the supremum is taken over all
i=1 Y

finite collections {[c;,d;] : 1 <i<n} of non-overlapping intervals that have end-
points in E.
(b) The fuzzy valued function F is AC with respect to o on X if for each ¢ > 0 there

exists 6 > 0 such that i:D(F(di),F(ci))<8 whenever {[¢;,d;]: 1<i<n}is a
finite collection of non—z):Vlerlapping intervals that have endpoints in E and satisfy
> [ald) = o(e)] <.
(©) l”Ii‘he fuzzy-number-valued function F is BVG with respect to o on E if E can be
expressed as a countable union of sets on each of which F is BVG with respect to
(d) %&he fuzzy-number-valued function F is ACG with respect to o on E if F is

continuous on E and if E can be expressed as a countable union of sets on each of
which F is AC with respect to o.
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Definition 2.7. Let F :[a,b] — E,t € (a,b) and let o:[a,b] = R be a strictly
increasing function such that « € C!([a, b]). A fuzzy number A € E is the approximate

derivative of F with respect to « at 7 if there exists a measurable set E C [a, D] that has ¢

as a point of density such that lim 1;8:5(([)) = z. we will write F, (1) =z

s —1

sek

Definition 2.8. A fuzzy-number-valued function f : [a,b] — E is Denjoy-Stieltjes
integrable with respect to a on [a, b] if there exists an ACG function F : [a, b] — E with
respect to o such that F; ,, = f almost everywhere on [a, b].

3 McShane-Stieltjes Integral of Fuzzy-Number-Valued
Functions

In this section we introduce the concept of the fuzzy McShane-Stieltjes integral and
give a characterization of the fuzzy McShane-Stieltjes integrability.

Let o : [a,b] — R be an increasing function. If a fuzzy number valued function
fila,b] — E and if P = {([c;,d;],#;) : 1 <i<n} is a McShane partition of [a, b], we

will denote f,(P) for ; F[ldi) — a(c)].

Definition 3.1. Let o : [a,b] — R be an increasing function. A fuzzy-number -valued
function f : [a, b] — E is fuzzy McShane-Stieltjes integrable with respect to o on [a, b],
with fuzzy McShane-Stieltjes integral A, if for each ¢ > 0 there exists a gauge 0 :
[a,b] — (0,00) such that D(f,(p),A) <e whenever P = {([c;,d;],5;) : 1 <i<n} is a
McShane partition of [a, b] subordinate to 0.

Theorem 3.2. Let o:[a,b] - R be a strictly increasing function such that
o€ C'([a,b]) and let f:[a,b] — E be a bounded function. Then f is fuzzy
McShane-Stieltjes integrable with respect to o on [a, b] if and only if o'f is McShane
integrable on |[a, b].

Proof. Since fuzzy number valued function f : [a,b] — E is a bounded function, there
exists M > 0 such that D(f(x),0) <M for all x € [a,b]. Continuity of o on [a,b]
implies uniform continuity on [a, b]. Hence for each ¢ > 0 there exists 1 > 0 such that
for all x,y € [a,b] and |x — y[ <, we have o/ (x) — &' (y)| < 53755=-

Choose a gauge 0; on [a, b] with J,(x) <n for all x € [a,b] Let P = {([c;,di], #;) :
1 < i <n} be a McShane partition of [, b] subordinate to ;. Then by the Mean Value
Theorem, there exists x; € (¢;,d;) such that a(d;) — a(c;) =o' (x;)(d; — ¢;) for 1 <i<n

since |#; —x; | < 0;(f;) <n for all 1<i<n,|d (1) foc(x,)|<3Mb 7 for 1<i<n. Hence

we have

D(f,(P), («f)(P)) = D(Zf(fi)[“(di) —a(ei)], _ o (6)f (1) (di — ci)
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Whenever P = {([¢;,di], %) : 1 <i<n} is a McShane partition of [a,b] subordinate
to J;.

If f is fuzzy McShane-Stieltjes integrable with respect to a on [a, b], then there
exists a gauge 0, on [a,b] such that

D(f(P1). f(P2)) <&/3

Whenever P and P, are McShane partitions of [a, b] subordinate to d,. Define J on [a,
b] by d(x) = min{d,(x), 82(x)} for x € [a, b]. Then ¢ is a gauge on [a, b] and

D((ef)(P1),(of ) (P2)) < D((of ) (P1),f(P1))
+D(f“(P1)7fx( ))
+ D(f,(P2), (£f ) (P2)) <&

Whenever Py and P, are McShane partitions of [a, b] subordinate to ¢. Hence of is
fuzzy McShane integrable on [a, b].

Conversely, if o/f is fuzzy McShane integrable on [a, b], then for each ¢ > O there
exists a gauge 03 on [a, b] such that D((f)(P1), (f)(P2)) <&/3 whenever P, and P,
are McShane partitions of [a,b] subordinate to 3. Define 6 on [a,b] by d(x) =
min{d; (x), d3(x)} for x € [a, b]. Then 0 is a gauge on [a,b] and

D(f(P1),fo(P2)) < D(f(P1), (£f) (P1))
D((ef)(Py), (cf ) (P ))
D((ef)(P2).fa(P2)) <

Whenever P; and P, are McShane partitions of [a, b] subordinate to 6. Hence f is fuzzy
McShane-Stieltjes integrable with respect to « on [a, b].

Theorem 3.3. Let o : [a,b] — R be an increasing function. A fuzzy number valued
function f : [a, b] — E is fuzzy McShane-Stieltjes integrable with respect to « on [a, b],
if and only if for each &> 0 there exists a gauge J : [a,b] — (0,00) such that
D(f,(P1),f(P2)) <& whenever P; and P, are McShane partitions of [a, b] subordinate
to o.

4 Denjoy-McShane-Stieltjes Integral
of Fuzzy-Number-Valued Functions

In this section we introduce the concept of the fuzzy Denjoy-McShane-Stieltjes integral
and investigate some properties of this integral.

Definition 4.1. Let o:[a,b] —» R be a strictly increasing function such that
x € CY([a,b]). A fuzzy-number-valued function f:[a,b] — E is fuzzy Denjoy-
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McShane-Stieltjes integrable with respect to o on [a, b] if there exists a continuous
function F : [a,b] — F such that F is ACG with respect to o on [a,b] and is approx-

imately differentiable with respect to « almost everywhere on [a,b] and (F );’ap =f
almost everywhere on [a, b].

Theorem 4.2. Let o : [a,b] — R be a strictly increasing function such that o« € C!
([a,b]). Then a fuzzy-number-valued function f : [a,b] — E is Denjoy-McShane-
Stieltjes integrable with respect to o on [a, b] if and only if o/f is Denjoy- McShane
integrable on [a, b].

The following three corollaries are obtained from Theorem 4.2.

Corollary 4.3. Let o : [a,b] — R be a strictly increasing function such that a €
C'([a,b]) and let f : [a,b] — E be a fuzzy-number-valued function. If of is fuzzy
McShane integrable on [a, b], then f is fuzzy Denjoy-McShane-Stieltjes integrable with
respect to o on [a, b].

Corollary 4.4. Let o: [a,b] — R be a strictly increasing function such that « €
C'(|a,b]) and let f : [a,b] — E be a fuzzy-number-valued function. If «f is Denjoy-
Bochner integrable on [a,b], then f is Denjoy-McShane-Stieltjes integrable with
respect to o on [a, D).

Corollary 4.5. Let o : [a,b] — R be a strictly increasing function such that « €
C'(|a,b]) and letf : [a,b] — E If f is fuzzy Denjoy-McShane-Stieltjes integrable with
respect to o on [a,b] then of is fuzzy Denjoy-Pettis integrable on [a, b].

Theorem 4.6. Let «:[a,b] — R be a strictly increasing function such that
a € C'(a,b]). If f : [a,b] — E is a bounded fuzzy McShane-Stieltjes integrable with
respect to o on [a, b], then f is fuzzy Denjoy-McShane-Stieltjes integrable with respect
to o on [a, b).

Proof. If f : [a,b] — E is a bounded fuzzy McShane-Stieltjes integrable with respect
to a on [a, b], then by Theorem 3.2 of is fuzzy McShane integrable on [a, b]. Then we
have of is fuzzy Denjoy-McShane integrable on [a, b]. By Theorem 4.2, f is fuzzy
Denjoy-McShane-Stieltjes integrable with respect to o on [a, b].

Definition 4.7. A fuzzy-number-valued function f : [a,b] — E is Denjoy-Stieltjes-
Bochner integrable with respect to a on [a, b] if there exists an ACG function F :
[a, b] — E with respect to o such that F is approximately differentiable with respect to o

almost everywhere on [a, b] and F, ,, = f almost everywhere on [a, b].

Theorem 4.8. Let o:[a,b] — R be a strictly increasing function such that
o€ CY([a,b]). If f:]a,b] — E is fuzzy Denjoy-Stieltjes-Bochner integrable with
respect to a on [a, b], then f : [a,b] — E is fuzzy Denjoy-McShane-Stieltjes integrable
with respect to o on [a, b].

Proof. If f : [a,b] — E is Denjoy-Stieltes-Bocner integrable with respect to o on [a, b],
then there exists an ACG function F : [a,b] — E with respect to a such that F is

approximately differentiable with respect to o almost everywhere on [a,b] and F, ,, =
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f almost everywhere on [a, b]. It is easy to show that for each j o F is ACG with respect
to o on [a,b] and jo F is approximately differentiable with respect to o almost
everywhere on [a,b] and (jo F ),ap: jof almost everywhere on [a,b]. Hence f is
Denjoy-McShane-Stieltjes integrable with respect to « on [a, b].

Theorem 4.9. Let «:[a,b] — R be a strictly increasing function such that
« € C([a,b]). If f : [a,b] — E is Denjoy-McShane-Stieltjes integrable with respect to
o on [a,b], then f : [a,b] — E is Denjoy-Stieltjes-Pettis integrable with respect to o on
[a, b].
Proof. Suppose that f : [a,b] — E is fuzzy Denjoy-McShane-Stieltjes integrable with
respect to o on [a, b]. Let F(t) = (DMS) [! fdx Since j o F is ACG with respect to o on
[a,b] and (jo F),
grable with respect to o on [a, b].

For every interval [c,d] in [a, b] we have

ap=J ©f almost everywhere on [a,b]. jof is Denjoy-Stieltjes inte-

jo (F(d) = F(c) = jo F(d) —jo F(c)
b d
= (DS)/ Jjofdo. — (DS)/ Jjofdo

d
= (DS)/ jofdo

Since F(d) — F(c) € E, f is fuzzy Denjoy-Stieltjes-Pettis integrable with respect to
o on [a, b].

Theorem 4.10. Let o : [a,b] — R be a strictly increasing function such that o €
C'([a, b)) If fuzzy number valued function f : [a,b] — E is fuzzy Denjoy-McShane-
Stieltjes integrable with respect to o on [a,b] and T : E — E is a fuzzy bounded linear
operator, then T of : [a,b] — E is fuzzy Denjoy-McShane-Stieltjes integrable with
respect to o on [a, b].

Proof. If fuzzy-number-valued function f : [a,b] — E is fuzzy Denjoy-McShane-
Stieltjes integrable with respect to o on [a,b], then there exists a continuous fuzzy
valued function F : [a,b] — E such that

(i) for each jo F is with respect to « on [a, b] and
(i1) for each j o F is approximately differentiable with respect to o almost everywhere

on [a,b] and (jo F ),ap: jof almost everywhere on [a, b].

Let G=ToF. Then G : [a,b] — Y is a continuous function such that

(i) foreach joG=jo (ToF)= (joT)F is ACG with respect to o on [a,b] and
(ii) for each joG=jo (T oF)= (joT)F is approximately differentiable which
respect to o almost everywhere on [a, b] and
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(0 G)yap= (O T)F)yyp= (o T)f =jo (T of).

Hence T of : [a,b] — E is fuzzy Denjoy-McShane-Stieltjes integrable with respect to
o on [a, b].
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Abstract. The Fuzzy Cognitive Map (FCM) has emerged as a convenient and
powerful soft modeling tool since its proposal. During the last nearly 30 years,
Fuzzy Cognitive Maps have gained considerable research interests and have
been applied to many areas. The advantageous modeling characteristics of
FCMs encourage us to investigate the FCM structure, attempting to broaden the
FCM functionality and applicability in real world. In this paper, the main rep-
resentation and inference characteristics of conventional Fuzzy Cognitive Maps
are investigated, and also the current state of the extensions of FCMs, learning
algorithms for FCMs is introduced and summarized briefly.

Keywords: Fuzzy Cognitive Map - Learning algorithm - Intelligent comput-
ing + Fuzzy logic - Neural network

1 Introduction

Fuzzy Cognitive Maps (FCMs) are a soft computing methodology introduced by
Kosko in 1987 to represent the causal relationships between concepts and analyze
inference patterns [1, 2]. The attractiveness of the FCM lies in its natural knowledge
representation, relatively simple structure and operations, ease of implementation, and
its well adaptability. FCMs have gained considerable research interests and have been
applied to many areas [1, 2].

In a graphical form, the FCMs are typically signed fuzzy weighted digraphs,
usually involving feedbacks, consisting of nodes and directed edges between them. The
nodes represent descriptive behavioral concepts of the system, and the edges represent
cause—effect relations between the concepts. In the context of FCM theory, the
concept’s fuzzy value (state) denotes the degree to which the fixed concept is active in
the general system, usually bounded in a normalized range of [0, 1] or [—1, +1].
Furthermore, the weights of the edges show the degree of causal influence between the
presynaptic and postsynaptic concepts [3].

The FCM has emerged as a convenient and powerful soft modeling tool since its
proposal. However, certain problems restrict its applications, such as: monotonic or
symmetric causal relationships; synchronous inference, or lack of temporal concept;
unable to simulate AND/OR combinations between the cause nodes; poor stability, etc.
To solve these shortcomings and to improve the performance of FCMs, several
methodologies were explored. Extensions to the FCMs theory are more than anything
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needed because of the feeble mathematical structure of FCMs and, mostly, the desire to
assign advanced characteristics that are not met in other computational methodologies.

It is worth noting that another important methodology to improve the performance
of FCMs is learning algorithms. Learning methodologies for FCMs have been devel-
oped in order to update the initial knowledge of human experts and/or include any
knowledge from historical data to produce learned weight matrices. The adaptive
Hebbian-based learning algorithms, the evolutionary-based algorithms(such as genetic
algorithms), and the hybrid approaches composed of Hebbian-type and genetic algo-
rithms were established to handle the task of FCM training [5]. These algorithms are
the most efficient and widely used for training FCMs.

2 Conventional Fuzzy Cognitive Maps

Fuzzy Cognitive Maps are a modeling technique originated from the combination and
synergism of fuzzy logic and neural network. Particularly, a FCM is a fuzzy signed
oriented graph with feedback that models the worlds as a collection of concepts
(usually depicted as circles or nodes) and causal relations (depicted as directed arcs or
edges) between concepts.

Nodes represent system variables, whose values change over time, usually in the
unit interval [0, 1]. Edges represent causality from the cause nodes (or antecedent
nodes) to the effect nodes (or consequent nodes). Edges take on values, also called
weights, representing degrees of causality, usually in the interval [—1, 1], or also in the
unit interval [0, 1].

The value ¢;(z) for each concept C; at every time step is calculated by the following
equation [1-3]:

n

G+ 1) =T(Y eyei(n)) ()

i=1

Where e;(i # j) is the weight value of the edge from concept C; to concept C;.
e;j > 0 indicates positive causality between concepts C; and Cj; e;; <0 indicates neg-
ative or inverse causality between concepts C; and Cj; e; = 0 indicates no (direct)
relationship between concepts C; and C;. ej; indicates influence of the previous state of
C; on Cj; that is, the C; itself is also regarded as a cause if e;; 7 O[5]. T is a threshold
function, which forces the unbounded inputs, or the weighted sum into a strict range.
An example of FCM is shown in Fig. 1.

FCMs have gained considerable research interest and accepted as useful technique
in many diverse scientific fields from knowledge modeling and decision making.

Anyway, conventional FCMs have several drawbacks, such as listed below [6].

(1) FCM models lack time delay in the interactions between nodes.

(2) The theoretical basis of threshold function selection is unclear.

(3) FCMs cannot represent logical operators (AND, OR, NOT, etc.) between ingoing
nodes.
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Fig. 1. A simple example of conventional fuzzy cognitive maps

(4) FCMs cannot model multi-meaning (gray) environments.

(5) It does not include a possible multistate (quantum) of the concepts.
(6) It cannot handle more than one relationship between nodes.

(7) FCMs can represent only symmetric or monotonic causal relations.
(8) FCMs do not handle randomness associated with complex domains.

Several extensions have been proposed and more research is needed to overcome
the above limitations of conventional FCMs.

According to the FCM construction process, the number and kind of concepts are
determined by a group of experts, which comprise the FCM model. Then, each
interconnection is described by a domain expert with an IF — THEN rule that infers a
fuzzy linguistic variable from a determined set, which associates the relationship
between the two concepts and determines the grade of causality between the two
concepts. The information about these cause-result relations is generated and enriched
over time with either the experience of experts in the related field or the knowledge of
historical data. The construction of FCM requires a large amount of concepts and
connections that need to be established, which substantially add to the difficulty of
manual development process. Therefore, learning mechanisms for FCMs must be
investigated.

3 Extensions of Fuzzy Cognitive Maps

The FCM has emerged as a convenient and powerful soft modeling tool since its
proposal. However, certain problems restrict its applications, such as: monotonic or
symmetric causal relationships; synchronous inference, or lack of temporal concept;
unable to simulate AND/OR combinations between the cause nodes; poor stability, etc.

Due to its representation or inference defects, the conventional FCM needs further
enhancement and stronger mathematical justification. To improve the performance of
FCMs, many extensions have been proposed, such as Extended Fuzzy Cognitive Maps
(EFCM) [7], Contextual Fuzzy Cognitive Maps (CFCM) [8], Probabilistic Fuzzy
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Cognitive Maps (PFCM) [9], Random Fuzzy Cognitive Maps (RFCM) [10], and so on.
Most of the extensions are numeric FCMs.

3.1 Dynamical Cognitive Networks

Dynamic cognitive network (DCN) proposed in [11], enables the definition of
dynamic causal relationships between the FCM concepts, and it is able to handle
complex dynamic causal systems. Theoretically, DCN can support a full set of
time-related features. It is the first paper in the literature studying the two aspects of
the causality separately, i.e., causes and effects. However, the DCN relies on the
Laplacian framework to describe the causal relationships. The transformation between
fuzzy knowledge and Laplacian functions imposes more modeling efforts to system
designers. It is not easy for domain experts to model their cognitive knowledge by
this way.

Each DCN concept can have its own value set, depending on how accurately it
needs to be described in the network. It allows that DCNs describe the strength of
causes and the degree of effects that are crucial to conducting relevant inferences. The
DCN’s edges establish dynamic causal relationships between concepts. Structurally,
DCNs are scalable and more flexible than FCMs.

A DCN can be as simple as a cognitive map, i.e., an FCM, or as complex as a
nonlinear dynamic system. DCNs take into account the three major causal inference
factors: the strength of the cause, the strength of the causal relationship, and the degrees
of the effect. It is also able to model dynamic cognitive processes. As a result, DCNs
improve FCMs by quantifying the concepts and introducing nonlinear dynamic func-
tions to the arcs. Recently, a simplified DCN extending the modeling capability of an
FCM has been proposed in [12], where the equivalence of the DCN and the FCM
models has also been addressed.

3.2 Rule-Based Fuzzy Cognitive Maps

Rule-based fuzzy cognitive maps (RBFCMs) as an evolution of FCMs including
relations other than monotonic causality are proposed in [13]. RBFCMs are iterative
fuzzy rule-based systems with fuzzy mechanisms to deal with feedback, including
timing and new methods with uncertainty propagation. RBFCMs provide a represen-
tation of the dynamics of complex real-world qualitative systems with feedback and
allow the simulation of the occurrence of events and their influence in the system. They
are fuzzy directed graphs with feedback, which are composed of fuzzy nodes (Con-
cepts), and fuzzy links (Relations). RBFCMs are a tool to predict the evolution through
time caused by those changes. RBFCMs provide two kinds of Concepts (Levels and
Variations), several kinds of Relations (Causal, Inference Common, similarity,
ill-defined, Crisp, Level-Variation, and other common relations), and mechanisms that
support invariant and time-variant probabilities, the possibility of subsystems including
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decision support systems to simulate the process of decision making by “actors” within
the system.

3.3 Fuzzy Cognitive Maps Based on WOWA Aggregation

A common drawback of the existing FCMs is that they can not handle the various
AND/OR relationships among the antecedent nodes. Besides, the conventional or
numeric Fuzzy Cognitive Maps can only represent monotonic or symmetric causal
relationships; the Rule Based or linguistic Fuzzy Cognitive Maps (RBFCMs) usually
suffer from the well known combinatorial rule explosion problem as
multiple-antecedent fuzzy rules are adopted.

The Weighted Ordered Weighted Averaging (Weighted OWA, WOWA) operator
is introduced into the Fuzzy Cognitive Maps in [14] to simulate the explicit, partially
explicit, or fuzzy combinations of the antecedent nodes. Under the framework of
WOWA aggregation based Fuzzy Cognitive Maps, furthermore, a hybrid fuzzy cog-
nitive model based on single-antecedent fuzzy rules is proposed, which combines the
advantages of numeric FCMs and linguistic FCMs.

Without loss of generality, assuming there are k (k= 1,2,...,n) causes for an
effect node, the framework for Fuzzy Cognitive Maps is proposed as follows:

(1) For the case of c,() € [0,1] and e,; € [0,1], p=1,2,...,k:

¢i(t+ 1) = Fwowa(ay;(1), ay(t), . . ., ax(t))

(2) For the case of c,(r) € [0,1] and ey, € [—1,1], p=1,2,.. k:

Gt +1) = {FWOWA(GU(I)J:)ZJ‘(I% e ag(1))
ifFWOWA(alj(t)a azj([), .. .,akj(t)) > 0
FWOWA(alj(t%azj(t), .. .,akj(t)) <0

ap;(t) = eyjap(t) is the individual effect on the consequent node C; of each antecedent
Cp. Fwowa is the Weighted OWA Operator. The Weighted OWA operator is based on
the Ordered Weighted Averaging (OWA) operator [15, 16] and combines the
advantages of the OWA operator and the ones of the Weighted Mean (WM).

Basically, for the WOWA based FCMs, the threshold functions and the straight
sum of the conventional FCMs are replaced with the WOWA operators. By means of
WOWA or OWA operators, FCMs can go from conjunction (intersection) to dis-
junction (union) in a continuous way. Therefore, the use of the WOWA operators
allows the representations of sophisticated combinations between the arguments of
FCMs.
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4 Learning Algorithms for Fuzzy Cognitive Maps

The main incentive that leads to further research and development on FCMs is the wide
recognition of FCM as a promising modeling and simulation methodology with
remarkable characteristics such as abstraction, flexibility, adaptability, and fuzzy rea-
soning. FCM simulates its evolution over time when an initial state vector and initial
weight matrix are given. This way, it provides straightforward answers to causal
“what-if” questions. However, the robustness and accuracy of answers highly depend
on the weight matrix of a given FCM. Thus, the determination of the weight matrix,
i.e., strength of relationships among concepts in an FCM, is crucial [5].

Learning algorithms, by modifying the FCM weight matrix, have been proven to be
essential components for FCMs in order to improve their operation and accuracy in a
number of modeling and prediction tasks. The analysis and development of these
algorithms were concentrated mainly on weights, which update on the basis of experts’
knowledge and/or historical data. So far, there have been attempts to investigate and
propose learning techniques that are suitable for FCMs. Mainly, the strength connec-
tions among concepts in a given FCM can be modified/updated from three knowledge
sources: from historical data, from experts’ knowledge, and from a combination of
experts’ knowledge and historical data. Accordingly, there are generally three types of
learning approaches to handle the task of FCM training: Hebbian-based,
evolutionary-based, and hybrid that subsequently combine the main aspects of
Hebbian-based and evolutionary-type learning algorithms [19].

In the case of unsupervised learning algorithms, Hebbian-based methods use
available data and a learning formula, which is based on several modifications of
Hebbian law, to iteratively adjust FCM weights. During Hebbian-based learning, the
values of weights are iteratively updated until the desired structure is found. The
weights of outgoing edges for each concept in the connection matrix are modified only
when the corresponding concept value changes. The main drawback of this approach is
that the formula updates weights between each pair of concepts, thus taking into
account only these two concepts and ignoring the influence that comes from other
concepts. In the case of evolution -based algorithms, evolution-based learning uses
available input datasets and is oriented toward finding models that mimic the input
data. They are optimization techniques and for this reason, they are computationally
quite demanding. The evolution-based methods provide better quality of the learned
models in the context of similarity of their dynamic behavior, which is defined as the
simulation error. The main drawback of the evolution-based learning methods is that
they provide solutions that are hard or impossible to interpret and which may lead to
incorrect static analysis. Some experimental results that concern both static and
dynamic properties of the FCMs, learned with the RCGA-based methods, are prom-
ising [20]. However, further research toward a systematic approach to develop FCMs
from data could be still carried out.

The hybrid approach could be implemented by using a combination of the first two
mentioned learning types for FCMs: the Hebbian-based Ilearning and the
evolution-based learning. A few hybrid learning methods were proposed till now for
training FCMs, which are mainly composed of a two-stage learning process [19, 21].
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Papageorgiou and Groumpos investigated a coupling of DE algorithm and NHL
algorithm by using both the global search capabilities of evolutionary strategies and the
effectiveness of the NHL rule [19]. This hybrid learning module was applied suc-
cessfully in real-world problems, and through the experimental analysis, the results
shown that this hybrid strategy was capable to train FCM effectively, thus leading the
system to desired states and determining an appropriate weight matrix for each specific
problem. Later on, Zhu and Zhang presented another hybrid scheme by using RCGA
and NHL algorithm, and implemented it in problem of partner selection [21]. Their
algorithm inherits the main features of each learning technique, RCGA evolution -basd
algorithm and NHL type, thus combining expert and data input. The first results were
encouraging for future research.

5 Conclusion

FCMs have some specific advantageous characteristics over traditional mapping
methods: they capture more information in the relationships between concepts, are
dynamic, combinable, and tunable, and express hidden relationships. The resulting
fuzzy model can be used to analyze, simulate, and test the influence of parameters and
predict the behavior of the system. Although the research on fuzzy cognitive maps
started late, in the nearly 30 years, scholars still spare no effort to expand and improve
it. The achievements are remarkable, both in the theoretical research and in the
application area. Many models are proposed, but on the other hand, only a few of these
models have been further in-depth studied, and much less analyzed mathematically and
comprehensively. However, due to the outstanding performance on describing and
reasoning of causality, the fuzzy cognitive map still has a lot of research and appli-
cation value.
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Abstract. As people in different rooms usually have different thermal comfort
feelings or demands, it is valuable to study the modeling and control of thermal
comfort to meet the personalized requirements. This paper tries to solve this
issue using the data collected by the temperature and humidity sensors in the
working or living time periods in the room being studied. We firstly present a
statistic method based sensor data preprocessing strategy to discard noisy data
and obtain the reasonable intervals for the temperature and humidity of each
day. Then, we construct the Gaussian interval type-2 fuzzy set models to depict
the personalized temperature and humidity comfort through measuring the
uncertainty degrees of the obtained intervals. At last, we propose a control
scheme to realize the personalized thermal comfort regulation. Our results show
that the constructed thermal comfort models can recommend a reasonable
temperature and humidity range for the demand in a specific room.

Keywords: Type-2 fuzzy set - Uncertainty degree - Sensor data - Thermal
comfort - Data driven

1 Introduction

With the growth of economy and the improvement of living standard, our demands on
the indoor environmental comfort are also increasing. Comfortable environment can
not only bring living pleasures, but also improve working efficiency in some sense.
Hence, in the research domain of intelligent buildings and smart homes, the control of
the indoor environment is attracting more and more concerns and becomes one of the
most popular research directions.

The indoor comfort research mainly refers to the study on human thermal comfort. In
1970s, Fanger established the indices: Predicted Mean Vote (PMV), Predicted Percentage
of Dissatisfied (PPD) to evaluate the thermal comfort degree [1]. After that, lots of studies
[2-4] on the modeling and control of thermal comfort are based on such indices.
The PMV and PPD are proposed based on the experimental results in several specific
regions and used to describe the comfort degree in the stable environments. So the models
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and control strategies based on such indices have difficulties to adjust the changing
environment to dynamically satisfy the personalized demands on thermal comfort.

On the other aspect, with the development of intelligent buildings, different kinds of
sensors have been installed in the buildings and a large amount of data about the
environmental parameters such as temperature and humidity can be collected. Such
data can reflect the personal demands and/or preferences in different rooms. Hence, we
can utilize the hidden information from the collected data to realize the modeling and
control of the personalized thermal comfort. Recently, data driven modeling and
control methods [5-7] provide us powerful tools to accomplish our objective.

In this real-world application, a variety of physical factors, such as the sensor errors
and the outdoor environmental changes, will influence the accuracy of the sensor data
in the process of data collection. Fuzzy sets [8], including type-1 and type-2 fuzzy sets,
provide us useful tools to handle such kinds of uncertainties. On the other hand,
different people in the same room have different feelings even on the same temperature
and humidity. The crisp membership grades of type-1 fuzzy sets (T1FSs) limit their
capabilities to deal with such kinds of physiological uncertainties. In order to tackle
different kinds of uncertainties caused by both the physical factors and the physio-
logical factors, type-2 fuzzy sets (T2FSs), including interval type-2 fuzzy sets
(IT2FSs), are much more suitable to be adopted to model the thermal comfort words, as
the membership grades of T2FSs are fuzzy and have greater freedom than T1FSs
[9-12]. Thus, in this study, we adopt T2FSs to model such uncertainties. As general
T2FSs are much more complex than IT2FSs, in this paper, IT2FSs are adopted.

In brief, this study presents a sensor data driven type-2 fuzzy modeling and control
method to realize the modeling and control of the personalized thermal comfort. Firstly,
data will be collected every day by the sensors at particular time intervals in the room
being studied. Then, the proposed data preprocessing method will be utilized to tackle
the sensor data to discard noisy ones and generate reasonable intervals which can
reflect the thermal preferences in the room. Further, the thermal comfort models for the
temperature and humidity will be established using IT2FSs and their uncertainty
degrees calculated from the sensor data. The constructed thermal comfort model for
every specific room can recommend a reasonable temperature and humidity range to
satisfy the comfort requirement and preference in this room.

2 Backgrounds

In this section, we will firstly give a brief introduction of IT2FSs and Gaussian IT2FSs,
then, we will discuss how to construct an IT2FS model.

2.1 Interval Type-2 Fuzzy Sets
A type-1 fuzzy set A is denoted as [8]:

A /X,uA(x) ()

X
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where u,(x) is a crisp value which indicates the membership function grade of the
element x, and | denotes union to all acceptable x.
A type-2 fuzzy set (T2FS) A on the domain X is described as [8]:

A:/ﬂ;,(x)/xz/ / fv(u)/u/x 2)

xeX x€X  uel€[0,1]

where the membership grade pj(x) of each element x is a T1FS. J; is an interval in
[0,1] and is called the primary membership function of the primary variable x, while
fx(u) is the secondary membership function of the secondary variable u in J,.

When the value of the secondary membership function of the T2FS equals to 1, i.e.

fi(u) = 1, the T2FS A can be simplified as an interval type-2 fuzzy set (IT2FS) defined

as [8]:
A:/[ / l/u]/x (3)

ueJel0,1]

An IT2FS can be completely characterized by its upper membership function
(UMF) f;(x) and its lower membership (LMF) ; (x). The region between the LMF
and UMF is named as the footprint of uncertainty (FOU) which contains all the
uncertainties of an IT2FS and can also be used to model different kinds of uncertainties
in real-world applications.

Figure 1 shows us a pictorial description of the conception of the LMF, UMF and
FOU.

Fig. 1. The LMF, UMF and FOU of an IT2FS

One of the most popular IT2FSs is the Gaussian IT2FS whose LMF and UMF can

be described as [8]:
1 —m\?
4;(6) = exp| 3 ( - ) 4)
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Ba(x) = exp H( ) ] 5)

where m is the center of the Gaussian IT2 FS, and 0 < a% < (r% are the uncertain width
of the Gaussian IT2 FS.

2.2 Uncertainty Degree and Modeling of IT2FS

Obviously, to construct the Gaussian IT2FS model, three parameters need to be
determined. In recent years, several data driven methods have been proposed for the
IT2FS modeling, for example the interval approach [13, 14], the fuzzistics approach
[15-17] and the fuzzy information-theoretic kernels method [18]. In [19], through
combing the fuzzistics approach, we proposed an uncertainty degree based method for
the IT2FS modeling.

In this study, we will adopt the uncertainty degree based method to construct the
Gaussian IT2FS model. Similar to the moments estimation method in Statistics, the
uncertainty degree based method first computes the means, right centers and uncer-
tainty degrees of both the Gaussian IT2FS and the collected interval data. Then, it lets
the mean, right center and uncertainty degree of the Gaussian IT2FS be equal to the
ones of the collected interval data to obtain three equations for the three parameters of
the Gaussian IT2FS. At last, through solving the three equations, we can determine the
three parameters of the Gaussian IT2FS.

In this subsection, according to the results in [19], we will only review the formulas
for compute the mean, right center and uncertainty degree of the Gaussian IT2FS, while
computation of the mean, right center and uncertainty degree of the collected interval
data will be discussed in the next section.

According to the results in [19], the mean of the Gaussian IT2FS is obviously the
parameter m, and the right center and the uncertainty degree of the Gaussian IT2FS can
be determined as:

cr(A) % (6, (A) +&(A)) /2 = m + o1 |(o2) 4202 /01 = 3] [Vam, (6)

pA) =170 (7)

For more details on how to obtain these equations, please refer to [19].

3 IT2FS Modeling Method for Thermal Comfort

In this section, we will show how to establish a Gaussian IT2FS model based on the
sensor data. The proposed method is shown in Fig. 2. Following this figure, in this
section, we will first discuss the data collection by the sensing devices, then we will
show how to preliminarily preprocess the gathered data to generate daily interval data
which reflects the daily preference, further we will adopt the method proposed by Liu
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Data Collection and Preliminary Preprocessing
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Data

[13] and Wu [14] to preprocess such interval data, at last we will present how to
construct the Gaussian IT2FS models using the uncertainty degree method.

This section consists of two stages, data collection and Preliminary Preprocessing,
which are the foundation of the IT2FS modeling.
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3.1.1 Data Collection

At present, questionnaire-based surveys are wildly utilized [13, 14, 19-21] to gather the
data for IT2FS modeling. However, with the development of intelligent buildings, lots
of sensors have been installed in the buildings. The collected sensor data can reflect the
personal demands and/or preferences in different rooms. Therefore, in this study, we
adopt the sensor data to construct the IT2FS models. There are three major superiorities
that support the utilization of the sensor data for modeling: (1) Data can be monitored
and collected in real-time; (2) A simple and low-cost solution can be offered to acquire
a high data density which enhances the accuracy of the constructed model; (3) the
sensor data driven model can reflect personal preference.

3.1.2 Preliminary Data Preprocessing

The proposed modeling approach is based on the statistics of the intervals for each day,
so we first need to convert these real-time monitoring data to corresponding intervals.
To realize this objective, we use the following five stages to preliminarily preprocess
the collected data for each day.

(1) Compute the statistics of the collected daily data: First, compute the sample mean
m; and the sample standard deviation ¢; for the i-th day as:

m; = Zj’zl data,j/n,- (8)
o= S G, 2

where data;; is the j — th data collected in i-th day, »; is the total number of the
collected data in i-th day.

(2) Daily data preprocessing: Based on the above statistics, we first compute the
following formula for each data; j:

|data;; — m;| <k x o (10)

if the data data;; satisfies (10), it is accepted; otherwise, it is rejected. Generally, k

is chosen according to the situation of the problem. After this step, in the i-th day,

nt  (n}<n;) data will be left.

(3) Compute the statistics of the remaining data in all the n days: compute the
sample mean m and the sample standard deviation ¢ for the remaining data in all

the n days as:

=20, Y0 daiay /3T 0 (1)
n n 2 n
7= \/Zi—l Zj;l (data;; — m;) /Zi—l n (12)
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(4) n-days’ data preprocessing: Again, we compute the following formula for each
data,;j:

|data;; — m| <k x ¢ (13)

if the data;; satisfies (13), it is accepted; otherwise, it is rejected.

(5) Obtain the daily interval: The maximum and minimum values of the daily col-
lected data can reflect the bounds of the personalized comfort feeling in that day,
so we use the interval between the minimum and maximum data to represent the
personalized comfort feeling in the specific day. In other words, the interval
representing the i-th day can be computed as:

[Ci, d,] = [I}IGIIH data,-_j, I'glg.lx data,-l,-] (14)
where i = 1,...,n. I denotes the daily collected data left after preprocessing.

3.2 Interval Data Preprocessing

Once the intervals are obtained, the interval data preprocessing method proposed by
Liu [13] and Wu [14] will be adopted to dispose these intervals. This preprocessing
method mainly consists of three major stages: (1) Outlier Processing, (2) Tolerance
limit Processing, and (3) Reasonable-interval Processing.

(1) Owutlier processing: We perform Box and Whisker tests on ¢; and d;, and then
L; = d; — ¢;. Some data intervals that can satisfy Eq. (2) in [13] are kept. After this
process, m' <n data intervals are remained, and we re-compute the sample mean
and standard deviation on ¢;, d; and L; respectively, as (m,0.),
(md, O'd), (mL, GL).

(2) Tolerance limit processing: If the endpoint values of the retaining m’ data
intervals can satisfy the Eq. (3) in [13], then the data intervals are kept, otherwise,
the interval will be deleted. After this process, the m” < n data intervals are kept,
we re-compute its sample mean and the standard deviation on ¢;, d; and L;
respectively, as (m., a.), (mg,04), (mr,oL).

(3) Reasonable-interval processing: Only the interval that satisfies the Eq. (1) in [14]
will be kept, otherwise, it will be discarded.

After the reasonable-interval processing, the left n’ (1 <n’ <n) data intervals are
renumbered as 1,2,...,7/, and denoted as [, 7], (i=1,2,...,n).

For more details on the interval data preprocessing, please refers to [13, 14].

3.3 Construction of the Gaussian IT2FS

In this subsection, computation of the mean, right center and uncertainty degree of the
interval data will be firstly given. Then, the equations for the IT2FS modeling will be
derived.
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First, we compute the four statistics of the remaining interval data as [19]:
=3 (15)

st \/Z?,I (¢ — xfn)z/n’, (16)
X, = Z:’I:l t;/n/7 (17)

sh = \/Zj/_l (1 — x;‘n)z/n’ (18)

where tl’., t; are the left endpoints and the right endpoints of the remaining i th data
interval; xfn, x,, are the sample mean of all the left endpoints and all right endpoints; s,
s” are the standard deviation of the left endpoints and right endpoints.

From the results in [19], the uncertainty degree of the interval data can be computed as:

24x
x —xl 4+ 2A4Ax

m m

py = (19)

where Ax can be evaluated as Ax = Ax(o,y) = ks. The results on how to choose k, o
and 7y can be found in [13, 21].

Then, through letting the mean, right center and uncertainty degree of the Gaussian
IT2FS be equal to the ones of the collected interval data, we can determine the three
parameters of the Gaussian IT2FS as [19]:

m= % [xfn +x], (20)
o1 = (2V27(1 = px)*(, = m)) / (40x = 303), (21)
02 = (2v27(1 = py) (5, = m) ) [ (4px — 363). (22)

4 Experimental Results in a Specific Room

In this section, we will demonstrate how to construct the thermal comfort IT2FS
models for a specific room.

4.1 Data Collection and Preprocessing

In our experiments, we use the temperature and humidity sensors to collect the tem-
perature and humidity data. In the working time of each day in summer, one air
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conditioner was opened to adjust the temperature and humidity to satisfy the thermal
comfort demand of the people in this room. And, simultaneously, the temperature and
humidity sensors worked to collect the environment data in this room. The experiment
continued for 16 days and 2438 data pairs were collected. Notice that the numbers of
the data in different days are not the same.

After the Preliminary Data Pre-procession, the left data intervals for the temper-
ature and humidity are shown in Tables 1 and 2 respectively. One thing that needs to be
mentioned is that, in this specific room, the humidity is a little high. The possible
reasons for this phenomenon may be that (1) the user in this room like a little high level
of humidity, (2) the data collection period was in the rainy season in summer.

Table 1. Intervals for Temperature after the preliminary data pre-procession

Day | Number of Data ci d; Day | Number of Data c; d;
original | After original | After
pre-procession pre-procession

1 139 133 24.57126.56| 9 | 120 67 28.50 | 30.50
2 157 157 23971271210 |126 123 25.24127.31
3 50 50 24.84 12538 |11 |146 135 26.30 | 29.00
4 165 155 25.6326.77|12 |238 189 23.80|28.30
5 82 81 26.54127.35| 13 86 60 23.90 | 28.20
6 416 390 26.20 130.50 | 14 22 22 25.10|28.90
7 241 241 27.33129.06 | 15 11 11 28.70129.50
8 336 329 26.5928.16|16 |103 81 28.40 | 30.40

Table 2. Intervals for Humidity after the preliminary data pre-procession

Day | Number of data ci d; Day | Number of data c; d;
original | After original | After
pre-procession pre-procession

1 139 120 59.43168.02| 9 |120 105 62.30 | 74.00
2 157 133 56.54163.03 |10 | 126 101 60.20 | 67.85
3 50 45 57906282 |11 |146 127 58.20 | 72.30
4 165 1137 56.80 | 63.31 |12 |238 44 62.40 | 75.50
5 82 75 63.3171.07|13 86 58 57.20 | 75.20
6 416 198 48.1052.40| 14 22 20 51.90 | 69.40
7 241 209 59.97 | 66.24 | 15 11 9 59.70 | 61.80
8 336 285 62.79 1 67.54 16 | 103 84 48.10 | 52.70

Further, the Interval Data Preprocessing was taken to further clean the data
intervals. After this step, only 9 of the 16 intervals for the temperature are left, and 10
of the 16 intervals for the humidity are remained. The four statistics of the remaining
interval data, i.e. the sample mean of left endpoints x’m and right endpoints x,, and the
sample standard deviation of left endpoints s’ and right endpoints s”, are computed and
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shown in Table 3. These statistics are utilized to establish the Gaussian IT2 FS thermal
comfort models.

Table 3. Statistics of the remaining data intervals after interval data pre-procession

Statistics X, X, s s

Temperature | 25.30 | 28.31 | 1.16 | 1.06
Humidity 59.77|70.71 | 3.44 | 3.40

4.2 Constructed IT2FS Models for Thermal Comfort

Using the proposed modeling method, the IT2FS models for the temperature and
humidity comfort are constructed. The parameters of the two IT2FSs are listed in
Table 4. From Table 4, we can observe that the constructed models can reasonably
reflect the comfortable temperature and humidity and can handle the uncertainties by
the FOUs between the LMFs and UMFs.

Table 4. The parameters of the constructed IT2FS thermal comfort models

Parameters | m o1 o)
Temperature | 26.81 | 0.56 | 1.78
Humidity 65.24|2.68|7.43

4.3 Control Strategy to Realize Personalized Thermal Comfort

The constructed IT2FS comfort models can be utilized to realize the indoor environ-
ment control to satisfy peoples’ demand or preference in the room being studied.
A control strategy as shown in Fig. 3 is proposed in this study to realize personalized
thermal comfort.

Data Collection

Preliminary dafa preprocessing

y

‘ Data Intervals ‘

Interval data| preprocessing

\
IT2FS Models for
Thermal Comfort

| Recommended I |

temperature
+ and humidity

\) The controller

. . Air- Indoor -
in the air- e . »
conditioner Environment

conditioner

Fig. 3. Control strategy to realize personalized thermal comfort
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In the proposed strategy, the constructed IT2FS models are used to recommend
reasonable or best temperature and humidity. The recommended values are chosen as
the control objectives and input to the environment control system. For example, in the
specific room studied in our experiments, the recommended temperature and humidity
values are 27 °C and 65 %, which can be the control objective of the air-conditioner
system in this specific room. On the other hand, the IT2FS models can also provide a
reasonable temperature and humidity range for every room in a building. In order to
satisfy the personalized comfort or preference, the temperature and humidity should lie
in this range when the air-conditioner system is working. Of course, to obtain such
range, the Centroids of the constructed IT2FSs need to be computed first.

5 Conclusions

People in different rooms have different thermal comfort demands or preferences. To
satisfy such personalized comfort, in this study, we have proposed a data driven
modeling method which adopts IT2FS to model the uncertainties caused by the
physical factors and the physiological factors. Through the proposed method, we have
constructed the IT2FS models to measure the comfort degree on the temperature and
humidity. The models can provide a reasonable control objective and range for the
air-conditioner control system. However, in this paper, we have only considered the
comfort of the indoor environment. In fact, with the increasing demands for building
comfort, energy consumption of electrical equipments in the buildings becomes serious
and causes great pressure on the society, energy and environment, so energy-saving
control problems should also be considered. In the future, we will focus on such issues
to achieve high building comfort and low energy consumption.
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Abstract. Students often experience significant difficulties while studying
mathematical subjects. In this work we focus on a course in calculus given to
third year bachelor engineering students. The course is optional with respect to
completing a bachelor degree and compulsory for taking a master degree in
engineering. Our intention is to find out whether early identification of students
in danger to fail the subject is possible and if affirmative which factors can be
used to support the identification process. Methods from rough set theory are
applied for selection of important attributes and factors influencing learning.

Keywords: Rough Sets - Logic -+ Knowledge Evaluation

1 Introduction

A number of students have serious difficulties studying mathematics at all levels.
Researches from different fields have been working on this problem for over a century.
In [6] we find a nonexhaustive list including cognitive factors, metacognitive factors,
habits of learning and previous experiences related to studying mathematics. In [8] it is
pointed out that if a student is unable to understand a difficult mathematics class
because it is at a level above student’s ability to respond to the instruction, the student
may not progress to the affective level of valuing the instruction.

In this work we consider problems which third year bachelor engineering students
have while completing a course in mathematics that is optional with respect to obtaining
a bachelor degree and a prerequisite for taking a master degree in engineering. Our
intention is to find out whether early identification of students in danger to fail their final
exam is possible and which factors can be used in that identification process.

The volume of the course corresponds to one third of a study load per semester.
Students are offered fourteen weeks face to face classroom lectures and tutorials. The
former takes four hours a week and the latter is two hours a week. Students have to
deliver one course work, take a two hours midterm exam, and a five hours final exam.
Both the midterm exam and the final exam are written and taken in a controlled
location. The course work is to be completed at home. This means that they can
collaborate even though they are supposed to work individually. The course work is
marked as ‘pass’ or ‘fail’.

Methods from rough sets theory [10, 11] are employed in the course of our
investigations.

© Springer International Publishing Switzerland 2015
D.-S. Huang and K. Han (Eds.): ICIC 2015, Part III, LNAI 9227, pp. 179-186, 2015.
DOI: 10.1007/978-3-319-22053-6_20
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The rest of the paper goes as follows. Theoretical supporting the study is presented
in Sect. 2, our approach can be found in Sect. 3 while the conclusion is placed in
Sect. 4.

2 Preliminaries

Rough Sets were originally introduced in [10]. The presented approach provides exact
mathematical formulation of the concept of approximative (rough) equality of sets in a
given approximation space.

An approximation space is a pair A = (U, R), where U is a set called universe, and
R C U x U is an indiscernibility relation [11].

Equivalence classes of R are called elementary sets (atoms) in A. The equivalence
class of R determined by an element x € U is denoted by R(x). Equivalence classes of
R are called granules generated by R.

The following definitions are often used while describing a rough set X, X C U:

the R-upper approximation of X

R*(x) :=x € UR(x) : R(x)NX # 0},
the R-lower approximation of X
R, (x) :=x € UR(x) : R(x)CX},
the R-boundary region of X
RNg(X) = R*(X) — R.(X).

Elements in the index set A = a;, ay, . . ., a,, are the importance degree of attribute
set where each index in the system is determined by:

_|POSA(A)| — [POS_4(4)

SA(CZ,')
U
where i = 1,2,3,...,m and the weight of index a; is given by
Sa(ai
Wi = 4;3(‘1 )
>imi (@)

The assessment model is defined by

where P; is the comprehensive assessment value of assessed jth object, f; is the
assessment value of i th index a; according to the comprehensive assessment value,
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[12]. Rough set theory software can be downloaded from [7]. Attributes degree of
importance is discussed in [15].

Let P be a non-empty ordered set. If sup{x,y} and inf{x,y} exist for all x,y € P,
then P is called a lattice [5]. In a lattice illustrating partial ordering of knowledge
values, the logical conjunction is identified with the meet operation and the logical
disjunction with the join operation.

A context is a triple (G,M,I) where G and M are sets and I C G X M. The
elements of G and M are called objects and attributes respectively, [16].

For A C G and B C M, define

A = {m e M|(Vg € A)gIm},
B = {g € G|(Vm € B)gim}.

where A" is the set of attributes common to all the objects in A and B’ is the set of
objects possessing the attributes in B.
A concept of the context (G, M, ) is defined to be a pair (A, B) where

ACG, BCM, A" = B andB = A.

The extent of the concept (A, B) is A while its intent is B. A subset A of G is the
extent of some concept if and only if A" = A in which case the unique concept of the
which A is an extent is (A,A’). The corresponding statement applies to those subsets
B € M which is the intent of some concepts. The set of all concepts of the context
(G,M,I) is denoted by B(G,M,I). (B(G,M,I); <) is a complete lattice and it is
known as the concept lattice of the context (G, M, I).

Students’ prior mathematical knowledge are of utmost importance when it comes to
building of higher order mathematical understanding. Students mathematical compe-
tencies are discussed in [14]. Some problems related to building mathematical concepts
are listed in [3]. Various problems concerning development of higher level thinking are
presented in [1, 2, 9, 14]. The authors state that students’ higher level thinking occurs
when students are exposed to active learning. The latter can take place when “educators
must give up the belief that students will be unable to learn the subject at hand unless
the teacher “covers it””, [9]. In [4] higher-order thinking is divided in three categories -
higher-order thinking in terms of transfer, in terms of critical thinking, and in terms of
problem solving.

3 Data Evaluation

Data used in this study is taken from students results over a period of three years where
115 undergraduate engineering students have been enrolled in a mathematical course.
The amount of students taking the course is usually about 40 and varies slightly from
year to year.
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The course is based on the following chapters in [13]:

12. Vectors and the Geometry of Space,

13. Vector-Valued Functions and Motion in Space,
14. Partial Derivatives,

15. Multiple Integrals,

16. Integrals and Vector Fields.

To illustrate the approach we present data for about halve of the students being
subjects of this study, see Tables 1 and 2. Under ‘Gender’ notations are ‘f’ for female
and ‘m’ for male. Note that no other descriptions of gender are used in students register.

Table 1. Students results, part 1
Gender M 1| M 2 G1|G2
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Table 2. Students results, part 2

Gender

M1

M2

Test

G1

G2
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Final grades in two previously taken courses in mathematics at the same university

are placed under columns ‘M1’ and ‘M2’°, where:

— ‘M1’ stands for Mathematics 1 and

— ‘M2’ stands for Mathematics 2.
— Group 1 denoted ‘G1’ refers to application of triple integrals, moments and centers

of mass, cylindrical and spherical coordinates;

— Group 2 denoted ‘G2’ refers to line integrals, surface integrals, Stokes’ theorem and

Gauss theorem, and

— Group 3 denoted ‘sssG3’ refers to studying correlations between curves, surfaces

and given functions.

Originally the data comes in both text and numerical form. The data in Tables 1 and 2

is converted to text form with scaling grades:

{A,B} - high (h),
{C.D} - average (a),
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{E,F} - low (D);
tests and written evaluations

[0 %, 40 %] - low (1),

[41 %, 70 %] - average (a), and

[71 %, 100 %] - high (h).

Suppose students in that course belong to a rough set X. When the data set
described as in Tables 1 and 2 is used we obtain the following distribution

R.(X) = {St1,...,85,87,510,S11, 518,519, S22, 523, 524, 526, 527, 528, S31, . ..,
38,540, . .., 853, 55},

RNg(X) = {58,589, 512, 515,516,517, 521,525, 539},
X — R.(X) = {516,513, 514, 520, 529, $30, $54}

where R.(X) is the set of students who have obtained sufficient knowledge and skills,
RNg(X) is the set of students who have obtained somewhat insufficient knowledge and
skills, and the set of students who definitely have not obtained sufficient knowledge and
skills is X — R, (X).

Below we present findings from working with data where all 115 students are
included. Students who have not obtained sufficient knowledge and skills or have
obtained somewhat insufficient knowledge and skills have lower grades from previ-
ously taken mathematical courses and their scores from the first test is in the interval
[50 %, 60 %] nearly without exceptions. In the future such comparisons can be per-
formed after the results from the first test are available and students who are in danger
to fail the subject will be notified. This early warning will encourage them to spent
more efforts on studying this subject for the rest of the semester.

The two groups of students,

RNg(X) and X — R.(X),

have particular problems while working with line integrals, surface integrals,
Stokes’ theorem and Gauss theorem, as well as establishing correlations between
curves, surfaces and given functions. An indept study of weaker students’ performance
indicates not only a gap in their mathematical knowledge but even more importantly,
lack of higher order skills.

In general it seems that the majority of students have some problems with the above
listed topics. However, students who have obtained sufficient knowledge and skills
have scores on problem solving in the interval [60 %, 90 %] at average, while the group
of students with insufficient or somewhat insufficient knowledge have scores in the
interval [0 %, 30 %]. It turns out that very few students with pour grades from
previously taken mathematical courses have managed to pass this course. Therefore,
students, who for some reasons make slower progress than what previous experience
indicates, should be notified as soon as possible and some further actions will be
suggested to them.
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In future work we will consider the following question: what can be done in the first
two courses that will help students from potentially belonging to set RNg(X) to
complete the course belonging to set R.(X), Fig. 1.

The lower
approximation

The upper The set of
approximation students

Fig. 1. Lower and upper approximations

A concept lattice can be depicted from data as presented in Tables 1 and 2 where
fifteen students belonging to the three groups ‘high’, ‘average’, and ‘low’ are involved.
The idea is to illustrate how formal concept analysis can be used in similar studies.
Note that a lattice representing formal concepts for 115 students would need much
larger space than the one we can use here. Concepts are presented in gray boxes where
the lower row lists concepts objects and the upper row lists concepts attributes. When
two concepts are connected with a straight line one can see that the lower concept
contains less objects and more attributes while the upper concepts has less objects and
more attributes.

Concepts in the lattice show which groups of students have the same results related
to particular topics and where they differ in their performance. We can see what ‘high
and average’ groups learn equally good and where exactly are the differences between
‘high’ and ‘average’ groups. This can support provision of tailored advise to students in
group ‘average’ that will help them to join the ‘high’ group.

Similarly, students from the ‘low’ group can receive personal advise on how to join
the ‘average’ group and possibly the ‘high’ group. Students with the same results
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related to particular topics can be found in concepts placed on the third and fourth rows.
Their differences can be seen by following superconcepts placed in the fifth and sixth
TOwSs.

4 Conclusion

In this work we study correlations between students’ knowledge obtained in pre-
liminary courses in mathematics on undergraduate level and their results from a
mathematical course on a lower graduate level. Their test results combined with pre-
vious history gives an indication on whether they are going to experience difficulties on
some particular parts of the curriculum. Such tendencies can also be used to provide
support to new students taking the same course.
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Abstract. In this paper we propose a method for solving Data Envelopment
Analysis (DEA) problems involving uncertainty generated by the opinion of
multiple experts. Experts opinions define the values of inputs and outputs, and
they are handled with interval Type-2 fuzzy sets. The proposed method is an
extension of the classic CCR model, solved using a centroid-based strategy to
reduce computations.

1 Introduction

DEA models are useful tools for solving productivity related decision-making problems;
the first DEA model, namely CCR was proposed by Charnes, Cooper and Rhones [1],
the CCR model requires deterministic input information in order to obtain a measure-
ment of the efficiency of specific elements within any organization. When experts are
asked to determine the parameters of the model, then uncertainty comes from the opinion
of each expert.

To involve all those perceptions, fuzzy sets are used to represent linguistic uncer-
tainty that exists in natural language (such as the language used by multiple experts).
This kind of models that include fuzzy uncertainty have been addressed by Sengupta
[2], Kahraman and Tolga [3], Triantis and Girod [4], Girod and Triantis [5].

Our proposal solves a DEA problem with fuzzy parameters using Interval Type-2
fuzzy sets to handle expert opinions through computing their centroids and later solving
the DEA problem to see its central behavior, which can be seen as the average behavior
of the system.

The paper is organized into 6 sections; Sect. 1 introduces the main problem; Sect. 2
presents the CCR classic model; Sect. 3 presents some basics on Interval Type-2 fuzzy
sets; Sect. 4 presents the proposed Interval Type-2 fuzzy CCR model; in Sect. 5, an
example is presented and solved, and finally Sect. 6 presents some concluding remarks
of the study.
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2 The Crisp Model CCR

The use of DMU (decision making units) is focused on nonprofit entities rather than
industries or physical ones (such as production costs vs. profit margin). They have been
designed to relate concepts of economic development such as engineering, social, life
standards, etc. where there is a great interest for measuring efficiency (see Charnes and
Cooper [1]). The optimal efficiency of any DMU is the maximum ratio between weighted
outputs and weighted inputs subject to each DMU should be less or equal to 1, in order
to be compared to other DMUs:

K

PIRT
r=1
max h, =
m
Z Vixiv
i=1
s.t.
i (D
E uryrj
r=1
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X Vi
i=1
Vvou; 205i=1,....mr=1,...,s

where y,;, x,; are known outputs and inputs known of the j,, DMU and u,, v;, are the
weights of their associated variables which are decision making variables themselves
(DMUs used as reference). The efficiency of a member of the reference set j = 1, -+, n
DMUs is classified relatively to other members of the set, so a DMU is evaluated using
the subscript “o” using all original subscripts.

2.1 Reduction to a Linear Programming Model

The model (1) is a non-linear fractional problem, so it is necessary to do a simpler model
(computationally speaking) for many observations j(n), smaller amount of entries i(m),
and outputs 7(s) as well. The Linear Programming (LP) version of this problem has been
proposed by Charnes and Cooper [1], as follows:
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The Evaluation of a DMU has been widely recognized as a problem of considerable
complexity. This evaluation is made more difficult when taking into account multiple
inputs and multiple outputs, where a set of weights must be decided to form a relationship
and determine the efficiency.

3 Basics on Interval Type-2 Fuzzy Sets

An Interval Type-2 Fuzzy Set (IT2FS) is denoted by emphasized capital letters A with
a membership function yuj(x) defined over x € X. ujz(x) measures the uncertainty degree
of a value x € X regarding A, so A measures uncertainty around A. This way, an Interval
Type-2 fuzzy set is an ordered pair

A= {((x,u),]x) |xeXueld, cl0,1]},

where A represents uncertainty around the word A, J, is the primary membership of x,
u is its domain of uncertainty, and 7, (X) is the class of all Type-2 fuzzy sets (see Mendel
[6, 71). pz(x) is composed by an infinite amount of embedded Type-1 fuzzy sets namely
A,.Every element x has associated a set of primary memberships J, where u is the domain
of uncertainty of x,u € J, C [0, 1].

Uncertainty about the word A is conveyed by the union of all of J, into the Footprint
Of Uncertainty of A, namely FOU (A), which is bounded by two functions: A Upper
membership function UMF (A)= ji 1(x) = A and a Lower membership function LMF A)
=u (x) =A. FOU (A)is shown in Fig. 1.

A
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>

Fig. 1. Interval type-2 fuzzy set A

3.1 Type Reduction of An IT2FS: Centroid

Given a set A, its centroid C(A) is composed by an interval set of centroids bounded by
two values min {C(A)} = C,(A) and max {C(A)} = CM(A). Every point enclosed into
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C(A) e[C I(A), CM(A)] is also a possible centroid of A, so there is an infinite amount of
centroids enclosed into C(A) (see Wu and Mendel [8, 9], Mendel and Liu [10], Karnik

and Mendel [11], and Melgarejo [12]).
The main equations of the Enhanced Karnik-Mendel (EKM) algorithm for

computing C@A) (see Wu and Mendel [8]) are provided as follows:

c/A) = 2)

3)

where f and j_" are the UMF and LMF of A, and the main interest is to find the point N
in whichC,(A)and C,(A) are located. Improved routines for computing C(A) are proposed
by Melgarejo and Bernal [13] through the IASCO (Iterative Algorithm With Stop
Condition) algorithm.

4 Centroid-Based CCR Model with Type-2 Fuzzy Parameters

Applications of fuzzy sets in DEA problems are classified by Lertworasirikul et al.
[14,15], and Karsak [16] into four groups: 1- tolerance approaches, 2- a-level approach,
3- fuzzy classification, and 4- possibility approach. Girod and Triantis [17] proposed a
fuzzy BCC with free disposal hull (FDH) which converges to radial efficiency measures
(see Hatami, Emrouznejad and Tavana [18]).

The main idea is to incorporate the opinion of multiple experts to define the inputs
and outputs of each DMU using Type-2 fuzzy sets, so we modify the crisp CCR model
to include Interval Type-2 fuzzy sets. Based on the crisp CCR model, a model that
incorporates Interval Type-2 fuzzy inputs and outputs, is presented as follows:

max{uy,}
u,v

s.1.
v, =1 “)
uf <vX
v>0,u>0

where §, € ¥, X, € X, and u, v are weights of the DMUs.
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Now, model (4) is still a nonlinear problem that needs special treatment, so we
propose to reduce its complexity using the centroids of every input-output pair as a priori
information to solve it using a two-step LP method, as shown in next section.

4.1 A Centroid-Based Two-Step LP Proposal

1. Compute C(X), C(Y) of every Type-2 fuzzy inputs-outputs the problem.

2. Set[c,(X), c,(X)]and [c/(Y), ¢, (¥)] as the expected value of fuzzy inputs-outputs.

3. Solve the following interval-valued linear programming problem using[c,(X), ¢,(X)]
and [¢,(Y), ¢, (¥)] of each DMU:

max{uC(y,)}

s.t.
vC(F,) =1 %)
uC(¥) <vC(X)
v>0,u>0

where C(¥,) € C(Y), C(&,) € C(X), and u, v are weights of the DMUs.
4. This implies to solve a two-level LP model where ¢,(Z) comes from next LP:

/() = max{uc,(5,))

s.t.
ve (%) =1 (6)
uc(¥) < ve,(X)
vy>0,u>0

And ¢, () comes from next LP:
¢,(2) = max{uc,(3,)}

s.t.
ve (X,) =1 @)
ucr(f/) < vcr(f()
v>0,u>0
5. Return[¢;(2), c,(2)] as the set of expected solutions of each r € N" output y,,.
After computing [¢/(2), ¢,(Z)] the most efficient and less efficient DMUs have to be
identified and further decisions can be performed over this information. Usually most

efficient DMUs are encouraged to be relative operation points while other DMUs are
encouraged to be improved in order to go up their performance.
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S An Example
This case study is an example proposed by Cooper et al. [20] as an input-to-output
problem. Assuming that there are 8 shops (see the first column of Table 1), this problem

can be solved with the classical multiplier CCR-DEA model.

Table 1. Crisp data. Taken from Cooper et al. [19]

Shops

1 /2 |3 |4 |56 |78
Staff 2 |33 /4 5|5 6|8
Sales 1 /32 |3 |42 |3 |5

To include multiple expert opinions into this fuzzy problem, we used triangular
membership functions for their UMFs and LMFs as shown in Table 2.

Table 2. Parameters of the interval type- fuzzy inputs

1 2 3 4 5 6 7 8
12 |22 |22 |32 |42 |42 |52 |72
02 |22 |12 |22 |32 |12 |22 |42

2 3 3 4 5 5 6 8
1 3 2 3 4 2 3 5
28 |38 |38 |48 |58 |58 |68 |88

1.8 |38 |28 |38 |48 |28 |38 |58
16 |26 |26 |36 |46 |46 |56 |76
06 |26 |16 |26 3.6 |16 26|46

24 |34 |34 |44 |54 |54 |64 |84
14 |34 |24 |34 |44 |24 34|54

[0 || I ([ (| R0t] Bor| NI | <] C=Ir)
o
o

where all parameters are defined as shown in Fig. 1. The results of computing the cent-
roids of all inputs-outputs are shown in Table 3.

The computation of the centroids of the parameters can be an expensive task, but it
simplifies optimization process in the sense that it provides a priori information to see
the central behavior of the problem, which finally leads to solve only two LPs per output.
Now, we apply Algorithm 4.1 using the centroids shown in Table 3 to solve the two-
step LP procedure. Final results are shown in Table 4:
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Table 3. Centroids of the inputs X and outputs Y of the example

Shop 1 2 |3 |4 |5 |6 |7 |8
c,(X) 21031314151 516181

e, | 19292939 49/49|59|79

(V) 113121 3141 21|31 5.1

e, (¥) 0929 1.9 2939 1.9 29| 49

Table 4. Results of centroid-based optimization process (productivity)

Shop | 1 2 |3 4 5 6 7 8
() | 04745 | 1 | 0,6555 | 0,7438 | 0,7960 | 0,3881 | 0,4918 | 0,6203
c.(2) | 05237 | 1 | 0,6774 | 0,7561 | 0,8039 | 0,4117 | 0,5082 | 0,6296

As seen in Table 4, the efficiency (via DMUSs) of the store 2 is the largest among all
DMUs for both boundaries of the centroids, which means that store 2 is relatively the
most productive store among all stores. In this case, store 2 is (in average) the most
productive store when individually compared to all remaining stores.

On the other hand, shop 6 is the less efficient shop among all them (in average). This
leads us to think that the central behavior of the whole DEA problem puts shop 2 as the
most efficient and shop 6 as the less efficient among all shops. Although we cannot see
the whole behavior of the DMUs, we can see its central behavior which is an additional
information source for decision making.

Note that lower productivities ¢;(Z) are always smaller than c,(Z) except for shop 2
which is always the most productive. This gives us an idea about relative efficiency of
other shops regarding shop 2, which becomes a reference point in terms of productivity.
Finally, the set [¢;(Z), c,(2)] for every shop shows us the set of expected productivities
which means that any productivity into [c,(Z), ¢,(Z)] can be considered as normal.

6 Concluding Remarks

The uncertainty generated by the opinion of multiple experts can be managed through
Interval Type-2 fuzzy sets in order to represent linguistic information translated to the
inputs-outputs of a DEA problem.

The proposed two-step LP methodology (see Algorithm 4.1) provides a simpler way
to compute the central behavior of a DEA problem without computing the entire set of
possible choices of inputs-outputs. Although our proposal is a Type-reduced method, it
provides a good idea of the average value of the DEA problem in advance to help deci-
sion making.

It is important to note that the proposed method predefuzzifies all fuzzy parameters
before finding an optimal solution in order to simplify computations. Other methods
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based on a-levels compute optimal solutions based on fuzzy sets and defuzzify its results
after optimization process which implies much more computations. Evidently, the
obtained solutions are not the same, so analysts have to do a good interpretation of the
obtained results.

Finally, our a priori method provides additional information for decision makers, so
its applicability in cases where no statistical information exists, is wide. Also we provide
a tool for handling information coming from experts which is plenty of linguistic uncer-
tainty, so our proposal is useful in cases where multiple experts try to find a joint solution
of the problem.

Future Work

The use of constructive approaches (Figueroa-Garcia [20]) for finding optimal solutions
are the next step in fuzzy optimization. This kind of procedures offer complementary
information that combined to the presented approach can enrich decision making.
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Abstract. Local feature extraction is one key step in infrared face recognition
system. In previous local features extraction (local binary pattern and its variants)
on infrared face recognition, a fixed threshold is binary encoded, which consider
limited structure information. An infrared face recognition method based on
adaptive quantization of local directional responses pattern (AQLDRP) is
proposed in this paper. Firstly, the normalized infrared face images are directional
filtered to generate local directional responses, which represent the local struc-
tures distinctively and are robust to the impacts of imaging conditions. Then, each
local feature vector is quantized by adaptive quantization thresholds to preserve
distinct information. Finally, the partition histograms concatenation representa-
tion is used for final recognition. The experimental results show the recognition
rates of proposed infrared face recognition method can reach 93.1 % under vari-
able ambient temperatures, outperform the state-of-the-art methods based on LBP
variants.

Keywords: Adaptive quantization - Infrared face recognition - Local directional
patterns - Feature extraction - Adaptive threshold

1 Introduction

Compared with the visible spectrum imaging, infrared imaging can acquire the interior
subcutaneous anatomical information of a face, which is invariance to the changes in
illumination changes and disguises [1]. Therefore, infrared face recognition is an impor-
tant branch of automatic face recognition [2]. The popular Eigenfaces feature extraction
(PCA, principal component analysis) is firstly applied to infrared face recognition and
get favorable recognition rate. Following these promising results, many appearance
based feature extractions methods are reported to get whole statistical information in
infrared face: LDA (Linear Discriminant Analysis) and ICA (Independent Component
Analysis) [7, 8]. The experiments based on those existing algorithms demonstrated that
the performance of infrared face recognition system greatly declines when the database
contains time-lapse data, i.e., the test samples are not collected at the same time with
the training samples (the challenges from the external environment temperature, low
resolution, and other imaging conditions) [1, 2]. Recently, local feature extraction
methods, which capture the useful local structure in a face, are appreciated for infrared
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face recognition research [2]. In a series of influential researches, Local Binary Pattern
(LBP) and its variants is introduced to local-matching of infrared face [3]. Other reported
infrared face recognition approaches are based on the use of multi-scale transform:
wavelet transform and curvelet transform. However, most of researches focused on near
infrared face imaging, which is unsuitable for uncooperative user applications.

This paper focuses on the far infrared face recognition. Local binary pattern was
applied to far infrared face feature extraction by Xie et al. in 2011 [9], which got a better
performance than appearance based methods such as PCA, LDA and ICA. In last decade
years LBP-based texture analysis has gotten more and more attentions for local feature
representation. LBP encodes the relative intensity magnitude between central pixel and
its neighboring pixels, which can capture the discriminative micro-structures in an image
such as flat areas, spots, lines and edges [5, 10]. Since the impact of external environment
temperature on infrared face image is almost a monotonic transform, the LBP can extract
robust features for infrared face recognition, which is little sensitive to the environment
temperatures.

Although LBP performs efficiently in the aspect of feature extraction, they still suffer
from the intensity change problem [6]. Abundant LBP-based modification methods were
proposed to increase the discriminative capability and remedy the intensity change
problem [11-13]. Recently, Jabid et al. [11] presented a Local Directional Pattern (LDP)
by taking the edge responding information in different directions into account for noise
alleviation. However, LDP operator used the number of maximum responses to generate
a decimal pattern, which is different from the LBP operation. Furthermore, the local
binary pattern (LBP) operator used a fixed threshold to generate a decimal number to
label each local structure, which considering limited infrared face statistical characters.

Motivated by LBP operation using binary coding for quantization and LDP noise
alleviation, in this paper we proposed an adaptive quantization method of local direc-
tional responses for infrared face recognition. The local directional responses are used
to handle infrared imaging noises. The adaptive quantization measure of local directional
responses vector is employed to reduce the quantization loss and thus preserve more
local structure information in infrared face images. As will be shown in the experiments,
our feature representation method is robust to noise and discriminative for infrared face
recognition.

2 Related Works

Local binary patterns were introduced by Ojala [10] which has a low computational
complexity and a low sensitivity to monotonic photometric changes. It has been widely
used in biometrics such as face recognition, gender classification, iris recognition and
infrared face recognition [4]. In its simplest form, an LBP description of a pixel is created
by threshold the values of the 3 X 3 neighborhood of the pixel against the central pixel
and encoding the result by a binary number. The parameters of the original LBP operator
with one pixel radius and 8 neighborhood points are demonstrated in Fig. 1. LBP code
for center point g, can be defined as:
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P-1
LBPp (x,.y) = 3. 2" S(g, - 8,) M
i=0
l’gi —8& 2 0
S(e. — =
T P @

Where (x,,y,) is the coordinate of the central pixel, g, is the gray value of the central
pixel, g; is the value of its neighbors, P is the total number of sampling points and R is
the radius of the neighborhood. As shown in Fig. 1, the LBP patterns with different
radiuses characterize different size local structures. In other words, a radius R stands for
a scale. The parameters (P, R) can be (8,1), (8, 2), (16, 2) and (8, 3) etc.

g | g,
94271/ RO
ap | | AR
¥ || ¥o,
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Fig. 1. The parameters P and R of LBP

Local Directional Pattern (LDP) calculates the responses between the masks in 8
different directions and the center block to substitute the pixel values in the corre-
sponding positions of the center block [11]. Kirsch masks with 8 directions (M0-M7)
are used for convolution in calculating the responses (m0O— m7) (Fig. 2).

-3 -3 5|3 5 5{]5 5 5 5 5 -3||5 -3 -3||-3 -3 -3||-3 -3 -3(|-3 -3 -3

-3 0 5/[-3 0 5(|-3 0 -3]|5 O 3|5 0 -3||5 0 -3([-3 0 -3||-3 0 5

-3 -3 5]|-3 -3 -3f|-3 -3 -3]|-3 -3 -3]|5 -3 -3]|5 5 -3|[5 5 S5]||-3 5 5§
MO M1 M2 M3 M4 M5 M6 M7

Fig. 2. Kirsch edge masks in all eight directions.

Then, the top k bits of 8 directional responses are set to 1. The remaining bits are set
to 0. Finally, similar to LBP coding pattern, the LDP code is derived using (3)

,
LDP, = ) S(m;—my)2' 3)
i=0

where my, is the k-th biggest directional response.
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The LDP feature overcomes the limitations of LBP features since LDP is derived
from the edge responses which are less sensitive to illumination changes and noises
[6, 13]. In this paper, we make full use of the local directional responses. The vector
of local directional responses V can be expressed by

2 2 2
l’mz’ o ,m7]

2
V = [mg,m “)
An important shortcoming in LDP is the empirical binary encoding of directional
response which has limited distinguishing ability. It is interesting to find a reasonable

way to quantize the directional response vector.

3 Adaptive Quantization of Local Directional Responses

In order to transform the local directional response vector to a code number, the elements
of each local directional response vector should be first quantized into N states. We need
some quantization thresholds to ensure the quantized local feature vectors are distinct
and preserve enough information [12]. The learning stage is to obtain some self-adaptive
thresholds. Inspired by the classic histogram specification in image processing [14], the
thresholds for N levels are set so that 1/N of the histogram area is within each bin
(between two adjacent thresholds). The adaptive quantization for infrared face data has
two steps:

3.1 Normalization of Directional Responses Vector

The normalization of local feature is one important step to reduce the effects of noise
and imaging conditions. In this paper, we propose a way of normalization and describe
as following. Let the local directional responses vector be [V, v{,V,, =+, V7]

The normalized local feature vector is illustrated as:

V= [vnO’ V1o V2o = s vn7] 5)
where v,; is the normalized local directional response defined as:

vni = vi/(vsum + Vmedian) (6)

V= Y0, @

~
where v,,, ., 1s the mean value of v, for an infrared image, and it is easy to find out

that 0 <v,, < 1.

3.2 Quantization

In order to transform the local feature vector to a code number, the elements of each
local feature vector should be first quantized into N states. We need some quantization
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thresholds to ensure the quantized local feature vectors are distinct and preserve enough
information. The learning stage based on the distribution of v,; is applied to obtain some
self-adaptive thresholds. This process is similar to classic histogram equalization in
image processing. Let p (¢) denote the probability density function (PDF) of v,; in one
infrared image [15]. The monotonous transformation function f (v) can be gotten by:

fv) = / p(x)dx (8)
0

Where v stands for the possible values of elements in the normalized local directional
responses vector V. The thresholds for v,; could be determined by f~!(v). Accordingly,
the self-adaptive thresholds T are

T ={f'(1/N), f'@/N),, [N = 1/N)} &)

As a result, the vector of local directional responses V can be quantized to V,, by the
adaptive thresholds 7.

Vo = o1, vp(2), =+ vp(7] (10)

4 The Proposed Infrared Face Recognition

In this section, the detail realization of the proposed infrared face recognition is listed
as follow:

Stage one: Infrared face detection and normalization [1]. After normalization, the
resolution of infrared face images is the same.

Stage two: The normalized infrared face image is filtered to the local directional
responses vector V for each pixel.

Stage three: Adaptive quantization proposed in Sect. 3 is applied to describe the
adaptive quantization of local directional responses pattern (AQLDRP) by the following
formula

,
AQLDRP = ) vy(i) - N' (an
i=1

Stage four: The histogram representation H of AQLDRP is used to get final features
by partitioning modes. Suppose the partition block face image is of size (M X N). After
identifying the AQLDRP code of each pixel (x.,y.), by computing the AQLDRP patterns
histogram, our infrared face recognition method achieves the final features.

N-1M-1

H(r) =Y ) f(AQLDRP(x.y,),r) (12)

x=2y.=2



204 Z. Xie et al.

1, AQLDRP(x,,y.)=r

13
0, otherwise (13)

f(AQLDRP(x,,y.), 1) = {
where the value r ranges from 0 to N® — 1.

Last stage: The nearest neighborhood classifier (NNC) is employed to perform the
recognition task. In our infrared face recognition method, NNC is based on dissimilarity
of final features between training datasets and test face. As traditional criterion based
on LBP histogram, the metric based on chi-square statistic is used [13, 14]. The dissim-
ilarity of two histograms (H1, H2) can be gotten by:

H1(bin) — H2 (bin))*
H1(bin) + H2(bin)

Sim(H1,H2) = Z ( (14)

bin=1

Where n is the dimension of histogram representation of AQLDRP.

5 Results and Discussion

Our infrared dataset in this paper were captured by an infrared camera Thermo Vision
A40 supplied by FLIR Systems Inc [1, 9], which can be divided into same-time data and
time-lapse data. The training same-time data comprises 500 thermal images of 50 indi-
viduals which were carefully collected under the similar conditions controlled by the air
conditioner. The time-lapse data consists of 165 thermal images of one individual which
were collected under ambient temperatures from 24.3 to 28.4 °C. The original size for
each image is 240 x 320. After preprocess and normalization, it becomes 80 X 60. Our
experiments take the nearest neighbor distance for final classifier (Fig. 3).

Fig. 3. Part of infrared face database

In our experiments, AQLDRP based on adaptive vector quantization is occupied for
infrared face feature extraction, the parameter N can be 2, 3 and 4. To consider the space
location information, the partitioning AQLDRP is applied to get final connect histogram
features. In this paper, we use the 4 X 2 partition mode. The dimension number of
histogram extracted by our proposed AQLDRP is N® The recognition rates with
different parameters N are shown in Table 1.
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Table 1. The Recognition Rates with different N

Parameter N | Recognition Rates
2 88.6 %
3 92.5 %
4 93.1%
5 93.1%

Table 1 shows that the classification accuracies increase with N. A larger N indeed
makes the feature more accurate but bring some redundancy as well, so the improvement
of performance is limited. However, the larger N would introduce more features. The
N can be too larger. According to Table 1, when N equals 3, satisfactory performance
without too high feature dimensionality can be achieved. Therefore, in this paper the
parameter N is 3.

Liking the local feature descriptors based on histogram, the partitioning modes of
AQLDRP is an important factor for discriminative information representation. Five
modes of partitioning are used to the effect on infrared face recognition: 1 is non-parti-
tioning, 2 is 2 X 2,3 is4 x 2,4 is 2 X 4, and 5 is 4 X 4. The recognition results based
on AQLDRP and LBP with different partitioning modes are demonstrated in Fig. 4.

100
90 / T 1
80 A
/// bl
70 Ve
60 o
S0k —*—1BP |
—— AQLDRP

40 1 1 1

1 2 3 4 5

Fig. 4. Recognition results with different partitioning modes

It can be seen from Fig. 4 that feature extraction method based on AQLDRP can get
best recognition rate at partitioning mode 4 X 2. When the number of patches reaches a
threshold, the more patches not always contribute to the better recognition performance.

To verify the effectiveness of the proposed features extraction method for infrared
face recognition, we conducted experiments to compare different approaches by the
AQLDRP and three existing features extraction algorithms: traditional LBP [9], tradi-
tional LDP [11] and PCA + LDA [8].
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The top recognition results are demonstrated in Table 2. It can be seen from the
Table 2 that adaptive quantization of local directional responses can improve the recog-
nition performance of traditional LDP. It is also revealed from Table 2, compared with
traditional LBP, our proposed AQLDRP can preserve more local structure information
in infrared face representation, which contributes to better recognition performance.

Table 2. The Top Recognition Rates of Different Methods

Methods Recognition Rates
AQLDRP 93.1 %
LDP 88.0 %
LBP 87.4 %
PCA+LDA |33.6%

6 Conclusions

The conventional LBP-based feature as represented by the empirical binary encoding
has limited distinguishing ability. To overcome this limitation, a novel feature extraction
based on AQLDRP is proposed for infrared face recognition. The proposed feature is
based on adaptive quantization of local directional responses vector could provide much
more information than traditional empirical encoding measure. Our experiments illus-
trate that the proposed AQLDRP can extract accurate discriminative information and
decrease the influence of infrared imaging factors, the performance of the proposed
infrared face recognition method outperforms state-of-the-art methods based on LBP
and LDP.
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Abstract. Tongue diagnosis characterization is a key research issue in the
development of Traditional Chinese Medicine (TCM). Many kinds of infor-
mation, such as tongue body color, coat color and coat thickness, can be
reflected from a tongue image. That is, tongue images are multi-label data.
However, traditional supervised learning is used to model single-label data. In
this paper, multi-label learning is applied to the tongue image classification.
Color features and texture features are extracted after separation of tongue coat
and body, and multi-label learning algorithms are used for classification. Results
showed LEAD (Multi-Label Learning by Exploiting Label Dependency), a
multi-label learning algorithm demonstrating to exploit correlations among
labels, is superior to the other multi-label algorithms. At last, the iteration
algorithm is used to set an optimal threshold for each label to improve the results
of LEAD. In this paper, we have provided an effective way for computer aided
TCM diagnosis.

Keywords: Tongue diagnosis - Tongue image - Multi-label learning

1 Introduction

In recent years, automatic classification of tongue image in TCM gradually becomes a
hot research. Automatic classification of tongue coat based on neural network inte-
gration was used in [1]. Supervised FCM clustering algorithm was put forward in [2],
to classify the color tongue images. Weighted Support Vector Machine (WSVM) was
adopted in the classification of large number of tongue image samples in [3], thus
improving the recognition accuracy. An improved BP algorithm was applied to con-
struct neural network model of TCM tongue intelligent diagnosis in [4]. A series of
weak classifiers were promoted to strong classifiers, to carry on an in-depth study on
the classification of tongue color in [5]. Considerable progress in tongue image clas-
sification has been made and the development of tongue diagnosis characterization has
been promoted through these studies. But the above classification algorithms works
under the single-label scenario, i.e. each example is associated with one single label
characterizing its property. However a tongue image is associated with multiple labels
of tongue body color, coat color and coat thickness simultaneously. Aiming at this
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problem, multi-label learning is applied in this paper. In multi-label learning, each
example in the training set is represented by a feature vector and associated with a set
of labels. The task is then to predict the label sets of unseen examples through ana-
lyzing training examples with known label sets.

The paper is organized as followed. Section 2 introduces tongue image acquisition
and labeling. Section 3 shows the extraction of color features and texture features.
Section 4 represents the evaluation metrics and algorithms of multi-label learning.
Section 5 reports the experimental results of different algorithms. Section 6 concludes.

2 Related Works

2.1 Tongue Image Acquisition

The tongue images were collected by the tongue image instrument in Hospital of
Beijing University of Technology. The light environment is unified in the tongue image
instrument and the camera is CANON1100D with AF. The subjects were asked to sit
straight, open the mouth, and stretch out the tongue as naturally as possible.

2.2 Tongue Image Preprocessing

Segmentation is done on the original tongue images collected by tongue image
instrument, to get the tongue area only. The original image and the tongue area are
shown in Fig. 1.

Fig. 1. The original image and the tongue area

2.3 Tongue Image Labeling

According to the suggestion given by TCM experts,we used the most common 7 labels
to build the label space, namely pink tongue, red tongue, dark red tongue, thin white
coat, thin yellow coat, thick white coat and thick yellow coat. TCM experts chose 702
typical tongue images as samples, and assigned proper labels for each tongue image
from the label space as the image’s label set. If the tongue body color is between two
kinds of color, the two kinds of color are both included in its label set. The schematic
diagram of tongue image labeling is shown in Fig. 2.
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(a) Pink tongue + thin yellow coat (b) Pink tongue-+thin yellow coat+thick yellow coa
(c) Pink tongue+dark red tongue+ (d) Red tongue-+thick white coat

thick yellow coat+thick white coat

Fig. 2. The schematic diagram of tongue image labeling

3 Feature Extractions

A series of sub-block images were selected and the RGB values of each pixel in the
sub-block image were taken as the characteristics of the tongue image in [3]. The
chromaticity coordinates mean of each sub-block image was calculated as the feature
vector of the network in [1]. Accumulative histogram based on HSV color space was
used for tongue retrieval in [6]. The selection of sub-block images in the above
methods has certain subjectivity. Besides, tongue body color and coat color are not
discussed separately, and tongue blocking is not taken into consideration either.
Therefore, separation of tongue coat and body was done first in this paper, and then the
main color characteristic of tongue coat and body was extracted separately. Finally, the
tongue image was divided into five regions, and four-dimensional texture feature was
extracted from each region with the method of GLCM [7].

3.1 Separation of Tongue Coat and Body

At present, the methods of the separation of tongue coat and body are K-means
clustering [8], fuzzy clustering [9], threshold value method [10] and so on. Clustering
methods has weak adaptively, and the traditional single threshold value method usually
has poor effect. Consequently, the algorithm of dynamic threshold combing multiple
channels in [11] was used for separation in this paper.

The results of experiments show that the algorithm can achieve good effects. One of
the separation results is as follows: the original image, tongue body and tongue coat are
shown in Figs. 3, 4 and 5 respectively.
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3.2 Color Feature Extraction

Often a few colors can cover most pixels of an image and the occurrence probability of
different colors is different, therefore, several frequent colors can be selected as the
main colors through the statistical probability of all colors in the image. For the above
reasons, main color histogram was adopted to extract color features in this article. Since
the HSV [12] color space is for visual perception and is closer to the way humans
perceive color, HSV color space was used in this paper.

We chose pink tongue images with thin white coat, red tongue images with thin
yellow coat, dark red tongue images with thick yellow coat and dark red tongue images
with thick white coat from the samples, and the number of each kind is 15. After
separation of tongue coat and body on those 60 images, tongue coat image and tongue
body images were converted from RGB into HSV space separately. Then we extracted
the H, S and V on each coat image and body image. Results show that about 88 % of
the 60 tongue images meet the corresponding relationship reflected in Tables 1 and 2.
From these two tables, we can see that tongue coat color and tongue body color can be
distinguished with the methods used in this paper.

Fig. 3. The original image Fig. 4. Tongue body

the herringbone

groove midpoint

— root

margin

i
1
v ] center
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tip

Fig. 5. Tongue coat Fig. 6. Tongue blocking

Table 1. Correspondence between the coat color and H, S, V values

v 0-100

H 18-45 45-325 325-360

s 0-22 25-50 51-100 none 0-22 25-50 51-100
thick thin yellow coat thin white

coatcolor none none none none
white coat (thick yellow coat) coat
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Table 2. Correspondence between the tongue body color and H, S, V values

v 0-100
H 18-45 45-325 325-360
S 0-22 25-50 51-100 none 0-22 25-50 51-100
tongue dark red pink red
none none none none
body color tongue tongue tongue

On the basis of visual resolving power and different scope of color, we quantified
hue H, saturation S and luminance V into 16 parts, 4 parts and 4 parts respectively with
unequal interval. Then H, S and V were weighted into a one-dimensional histogram L
according to L = 16H + 4S + V. Statistics was made on L and then L was sorted in
descending order. We chose the sorted L’ first five values and their bins as the color
feature both on tongue coat and body images. There are 20 dimensions of color
features.

3.3 Texture Feature Extraction

As can be seen from Tables 1 and 2, the H, S value of thin yellow coat and thick yellow
coat has the same range. So it is difficult to identify coat thickness just by color
features. Through the observation and analysis on thick coat images and thin ones, we
can find a big difference on roughness between most of them: thin coat has a rough
texture and the thick is on the contrary. For this reason, the texture features were added
in this paper. Texture is formed owing to the recurring of gray distribution at spatial
position, so there is a certain gray relationship between two pixels at certain intervals,
i.e. the spatial correlation characteristics of gray in an image. Gray level co-occurrence
matrix (GLCM) is a common way to describe texture by studying the spatial correlation
characteristics of gray. GLCM were utilized to extract the texture features of tongue
images. In this paper, 4 scalars of energy, entropy, contrast and correlation are used to
characterize GLCM. The 4 scalars are expressed as follows [13]:

Energy: ASM = ZZ (P(i,j)) (1)
Entropy : ENT = — Z Z P(i,j) log P(i,j) (2)
Contrast : CON = Z Z (i —j)*P(i,)) (3)

S 30 xjx P i)

Correlation : COR = — 55 4)
xOy
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Table 3. The texture features of four kinds of tongue images

thin yellow coat thick yellow coat thick white coat thin white coat
Energy 0.1221 0.1617 0.1744 0.1026
Entropy 2.6863 2.4635 2.2699 2.6445
Contrast 0.3867 0.5685 0.3350 0.2925
Correlation 0.2427 0.3793 0.4246 0.1391

where P(i,j) is the normalized matrix of GLCM, p, and p, are the horizontal and
vertical mean of the image respectively. J, and ¢, are the horizontal and vertical
variances of the image respectively.

In order to compare the texture features of thin coat and thick coat, we selected 40
thin coat tongue images (20 thin yellow coat and 20 thin white coat) and 40 thick coat
tongue images (20 thick yellow coat and 20 thick white coat) from the samples. Then
we extracted energy, entropy, contrast and correlation on the tongue coat part of each
image after separation of tongue coat and body. The average results are shown in
Table 3. From these figures, we may see that the thin coat has smaller energy and
correlation, bigger entropy, while the thick coat is on the contrary. The results are
consistent with the actual situation.

In the light of the theory of TCM, tongue has a close relationship with internal organ
channels. According to [14], the diseases of internal organs are reflected on tongue
surface. There is a certain distribution: cardiopulmonary corresponds to the tip of tongue,
spleen and stomach to the center of tongue, kidney to the root, liver and gall to the margin.
Tongue surface is divided into five parts in this paper: the root of tongue, the center, the
tip, the left and right margin. According to [15], from the tip of tongue to the herringbone
groove midpoint are divided into 5 equal parts, first 1/5 is the tip of the tongue, the second
2/5 is the center of the tongue, and the third 2/5 is the root of the tongue. After drawing a
midline between the center line and the edge of the tongue image, the outside of the
midline is called tongue margin. The division result is shown in Fig. 6.

The 4 values of energy, entropy, contrast and correlation are extracted from the
above 5 regions respectively as texture features. There are 20 dimensions of texture
features.

The all 40 dimensions of color features and texture features are shown in Table 4.

Table 4. The composition of 40 features

40 features Color (20) Texture(20)
Left Right
Regi Ta bod: Ta t Root Centt Tjj
egion ‘ongue body ‘ongue coa 00! margin marei enter p
. main Bins main Bins GLMC GLMC GLMC GLMC GLMC
detail features

color(5) (©)] color(5) ®) “@ @ “@ ()] “@
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4 Multi-label Learning

What’s more, there is some correlation between the labels of tongue images. For
example, the probability of a tongue image be annotated with label “thin white coat”
would be high if we know it has label “pink tongue”, because the pink tongue with thin
white coat is regarded as the normal tongue in TCM [14]. Therefore, effectively
exploiting correlations between different labels can improve the classification accuracy.
There are already many multi-label learning algorithms aiming to exploiting label
correlations. In this paper, many different multi-label algorithms were used to classify
tongue images. When the multi-label learning is applied to tongue classification, there
are several key issues to be addressed:

4.1 Evaluation Metrics

Since each example is associated with multiple labels at the same time, namely the
prediction result of multi-label learning is a vector, the evaluation metrics in traditional
single-label learning, such as accuracy, precision, recall, etc., can’t be used in
multi-label learning directly. Currently there is no universal multi-label evaluation
metric that is applicable to all problems, and the choice of metrics depends on specific
learning tasks. Based on the particular case of tongue image classification, the fol-
lowing three evaluation metrics are adopted in this paper: hamming loss [16], average
precision [16] and O — Evaluation [17]. Hamming loss is used to investigate the
misclassification on a single label. Average precision is used to investigate the average
accuracy of multi-label learning. 9 — Evaluation is used to investigate the average ratio
of correct labels on a test sample. The smaller the value of hamming loss is, the better
the performance of the classifier, while the average precision and d — Evaluation are
on the contrary.

4.2 Learning Algorithms

The multi-label learning algorithms are divided into two categories in [16]: problem
transformation method and algorithm adaptation method. The former category trans-
forms multi-label learning problems into multiple single-label classification problems by
processing the data set. The latter category tackles multi-label learning problem by
expanding a certain single-label classification algorithm to deal with multi-label data
directly. Both the size of tongue image samples and labels is big, so a lot of time would
be spent on the conversion of data sets if problem transformation method was employed.
Therefore, algorithm adaptation method is used to classify tongue images in this paper.

Six commonly used algorithms of algorithm adaptation method were chosen, and
they are ML-kNN [18], Rank-SVM [19], LEAD [20], BP-MLL [21], ML-RBF and
MLNB. The results of these algorithms were compared in this paper.

The parameter neighbor number k is set from 5 to 10 in ML-kNN. Linear kernel,
RBF kernel and polynomial kernel are adopted in the SVM kernel function of LEAD
respectively. We can get the best g 0.1 with PSO parameter optimization in the case of
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RBF kernel function, and then three different g are used. When the kernel is polyno-
mial, parameters gamma and coefficient are set to 1/k (k is the number of label, i.e. 7)
and O separately, parameter degree is assigned to three values 2, 3 and 4. In ML-RBF,
the parameter 0 and u are given 5 pairs of different values. Six different values of
parameter ratio are set from 0.1 to 0.6 in MLNB. In BP_MLL, parameters y and epochs
are assigned to 5 pairs of different values. In RankSVM, SVM kernel function is
discussed in three cases of linear kernel, RBF kernel and polynomial kernel. Take
optimal parameter (g = 0.1, C = 0.8) after PSO parameter optimization and two pairs of
nearby values to compare in the case of RBF. Parameters gamma, coefficient and c are
set to 1/k (k is the number of label, i.e. 7), O and 1 separately, and parameter degree is
assigned to three values 2, 3 and 4 when the kernel is polynomial.

4.3 Threshold Value Selection

Given a multi-label training set D = {(x;, ¥;) | 1 <i<m}, h(x;,y) returns the confi-
dence of labeling x; with y.Given a threshold function #:X — R, we have
r(x;) = {y | h(xi,y) > #(x;)}. Here, #(x;) produces a bipartition of label space Y into
relevant label set and irrelevant label set. In some algorithms, #(x;) is set to 0.5. If
h(x;,y), the probability of example x; belonging to a certain label y, is higher than 0.5,
then y is added to the label set of x;, and the label y is set to 1. Whether the threshold
value is appropriate or not, has a relationship with the algorithm accuracy. If the
threshold value is too small, the tongue image not belonging to the label may be
mislabeled 1. If the value is too big, the tongue image belonging to the label may be
mislabeled 0, which causing the omission of label set. What’s more, the distribution of
each label is different, so providing the same threshold value for all labels is not
appropriate. In this paper, we proposed to apply the iteration algorithm to determinate
the optimal threshold in multi-label learning. We compared the result of the iteration
algorithm with another threshold determination algorithm DTML in [22].

DTML threshold determination algorithm The classification model is used to train
training data set in DTML firstly. Then, the confidences of every sample belonging to
each label are obtained, and these confidences are stored in corresponding sets, as
shown in Egs. 5 and 6. After that, these confidences are learned to determine a
threshold value for every label.

Af = {f(xim) | € Df ), 1<I< Y] )
A7 = {f(x) |5 € D}, 1<I< Y] (6)

where D} (D]") represents set consisting of all the samples whose label sets contain (not
contain) label y;. All the samples that are predicted to belong to label y; are chosen, and
the confidence sets of these samples are represented by Ali. Constitute two intervals by
the minimum and maximum values in Ali. In fact, the confidence h(x;,y;) in A,i is
concentrated on a certain section of interval. We suppose that A(x;, y;) both in A;” and
A, approximately obeys the normal distribution.
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In order to determine the minimum threshold, unbiased estimation is used to
estimate parameter ¢ and J in normal distribution, as shown in Egs. 7 and 8.

|7 |

A
1
W= Zf(xivyl)axi eD; (7)
|DF| =
oo M I
0 = |Di’7—12 (F(xis 1) — 17)7, xi € D (8)
i P

A A A
where ,uf(y/;‘) is the mean value of all confidence in Af(/\f), and 5?(5;) is the

standard deviation of all fractions in A; (A;). According to the 39 standard of normal
distribution, the threshold values are set to the following three kinds:

Ming = i —i* 8, 1<i<3 9)
Max; = p +i%9,,1<i<3 (10)
Mid; = (Min; + Max;) /2,1 <i<3 (11)

The iteration algorithm of the optimal threshold The DTML threshold determina-
tion algorithm not only has complicated procedure, but also has 9 kinds of possible
threshold values (Egs. 9, 10, 11) for each label, and it is quite troublesome to find the
optimal threshold. In this paper, for the first time we applied the iteration algorithm to
the determination of the optimal threshold in multi-label learning.

The iterative algorithm is based on the idea of approximation. It is a process about
how to get the optimal threshold value for multi-label learning algorithms with the
iterative algorithm.D = {(x;, ¥;) | 1 <i<m} is the multi-label data, m is the number of
data.Y = {y1,y2,---,y4} is the finite set of g possible labels. The output is
T)(1 <1< g), representing the optimal threshold of each label.

5 Experimental Results and Discussion

First, the 702 tongue image samples were labeled according to the label space “pink
tongue, red tongue, dark red tongue, thin white coat, thin yellow coat, thick white coat
and thick yellow coat”, labeled 1 if meeting the corresponding category, otherwise
labeled 0. Then 20 dimensions color features and 20 dimensions texture features were
extracted. After that, hamming loss, average precision and 0 — Evaluation were used to
compare the classification result of the six different algorithms. Parameters f and 7y in
0 — Evaluation are set to 1, thus O — Evaluation becoming the simplest form.
Parameter O reflects how much to forgive errors made in predicting labels, 0 is set to
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0.5 in this paper. At last, DTML and the iteration algorithm were used to improve the
classification results.

5.1 Classification Results

Ten-fold cross-validation is performed and the mean metric value as well as the
standard deviation of each algorithm is recorded, and the detailed results in term of
different evaluation metrics with different parameters. By careful experiments, it is
shown that ML-kNN works best when k is 9. We can find that LEAD gets the best with
linear kernel function. The experiments indicate ML-RBF achieves the best perfor-
mance with @ = 0.01, ¢ = 1.0. Results show that the best parameter ratio is 0.6.
BP_MLL gets the best result when y = 20 % and epochs = 100. Linear kernel out-
performs the other two for Rank-SVM. LEAD is significantly superior to the other five
algorithms. DTML and the iteration algorithm were used in LEAD to improve the
classification results further. Since average precision is not affected by the threshold
value, hamming loss and 0 — Evaluation were chosen to assess the classification results
under different threshold values. Figure 7 is the result of DTML. Hamming loss is the
minimum and 0 — Evaluation is the maximum when the value is Max; and i is 1, which
is superior to the classification result of 0.5. Table 5 is the threshold values of the
iterative algorithm compared with the best result of DTML (the threshold value is Max;
and i is 1) and the original threshold 0.5. We can see from this table that the iterative
algorithm and DTML can both provide a threshold for each of the labels. Figure 8 is the
comparison values of hamming loss and O — Evaluation in DTML and iteration
algorithm. We can see that iteration algorithm achieves better result both on Hamming
loss and O — Evaluation than DTML from Fig. 8.

5.2 Results Interpretation

LEAD is superior to the others in tongue image classification can reflect that exploiting
label correlation contribute to the improvement of the classification accuracy. The pink
tongue with thin white coat is regarded as the normal tongue and the dark red tongue
with thick yellow coat is related with blood stasis in TCM [14]. These underlying joint
label dependences could be well represented by a DAG with the feature vector as a
common parent in LEAD; the correlations between different labels are effectively
exploited with the Bayesian network. As a result, learning with LEAD in tongue image
classification would give excellent performance.

The iteration algorithm tries to find an optimal threshold for each label by learning
from the training data set. An optimal threshold will be set for each label, according to
different distributions for each label. One label will be predicted only if the value of real
valued function is bigger than the threshold which was set for this label. The iteration
algorithm has better result both than 0.5 and DTML.
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Fig. 7. The values of Hamming loss and 0 — Evaluation in DTML

Table 5. The threshold values under different algorithms
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Fig. 8. Comparison of Hamming loss and 0 — Evaluation in DTML and iteration algorithm

6 Conclusions

When multi-label learning is applied in tongue image classification, multiple labels of
tongue body color, coat color and coat thickness can be predicted simultaneously.
Moreover, multi-label learning takes full advantage of the correlation between the
various labels, more consistent with the actual situation. At present, there is almost no
literature on the multi-label learning of tongue images at home and abroad. In this
paper, we firstly extracted 20 d color features and 20 d texture features on the basis of
separation of tongue coat and body as well as tongue blocking. Then six kinds of
multi-label learning algorithms were adopted to classify tongue images. At last, the
iteration algorithm was applied in LEAD, which has a better performance than 0.5 and
DTML. Multiple colors are used to describe the tongue body color in an image can
better reflect the diversity of colors. But if the weight values of different colors are
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taken into account in the subsequent work, the description of tongue images can be
more objective.
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Abstract. A challenging problem of image retrieval is the similarity learning
between images. To improve similarity search in Content-Based Image Retrieval
(CBIR), many studies on distance metric learning have been published. Despite
their success, most existing methods are limited in two aspects: (i) they usually
attempt to learn a linear distance metric, which limits their capacity of measuring
similarity for complex applications; (ii) they are often designed for learning
metrics on unique-modal data, which could be suboptimal for similarity learning
on multimedia objects with multiple feature representations. To overcome these
limitations, in this paper, we investigate the online kernel-based multimodal
similarity learning, which aims to integrate multiple kernels for learning mul-
timodal similarity functions, and conduct experiments to evaluate the perfor-
mance of the proposed method for CBIR on several different image datasets.
The experiment results are encouraging and verify the effectiveness and the
superiority of the proposed method.

Keywords: Kernel function - Similarity learning * Online learning - Image
retrieval

1 Introduction

Similarity measuring is a basic issue in multimedia retrieval tasks [1, 3], which has
been actively studied in the fields of data analysis, signal processing, computer vision,
etc. [5, 11, 12]. The performance of similarity search crucially depends on both
effective feature representation and proper similarity measurement. On one hand,
feature descriptors vary from global features, such as color features [22], edge features
[22], texture features [13] and GIST [14, 23], to local feature representations, such as
bag-of-words models [24-26, 29] using local descriptors (e.g. SIFT [16] and SURF
[17] features). On the other hand, various similarity functions have been proposed for
similarity learning, such as Euclidean distance and cosine similarity, etc. In conven-
tional CBIR systems [4, 8], images are represented in a feature vector space, and the
typical choices of similarity functions are Euclidean distance and its variants, which
may not be always optimal to measure the similarity of multimedia objects with
multimodal representations.

© Springer International Publishing Switzerland 2015
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Recent years, to improve image similarity search in CBIR, researchers have con-
ducted a number of studies on distance metric learning (DML) [2, 5, 9], which usually
learn to optimize the distance metric of similarity. Although a variety of DML algo-
rithms have been proposed, most existing DML methods suffer from two critical
limitations. First, they usually try to learn a linear distance metric follows the forms of
Mahalanobis distances, which can be viewed as learning a linear function to map
feature vectors into another feature space; heir linearity assumption however may limit
their capacity of learning similarity for complex image patterns in real applications.
Second, even though there are a few existing works for learning nonlinear similarity
function with kernel, they usually do not measure the similarity with multiple kernels,
and they are often designed for learning metrics on unique-modal data, i.e., either a
single type of features or a combined feature space by a simple concatenation of
multiple types of features, which could be not optimal for measuring similarity of
multimedia objects with multimodal representations.

To overcome the above limitations of existing works, in this paper, we introduce a
Online Kernel-Based Multimodal Similarity (OKBMS) learning scheme, which is
inspired by [6]. OKBMS method uses multiple kernels to learn a flexible nonlinear
similarity function for images that are represented in multiple features via an efficient
and scalable online learning scheme. Unlike conventional methods, OKBMS learns
nonlinear similarity function with multiple kernels in an online learning fashion. Thus,
it is able to learn more optimal similarity measurement to improve image similarity
search in CBIR.

The rest of the paper is organized as follow. Section 2 briefly reviews the related
techniques. Section 3 gives problem setting. Section 4 describes our OKBMS algo-
rithm in detail. Section 5 shows experimental results. Finally, Sect. 6 gives a
conclusion.

2 Related Work

As previously analyzed, OKBMS method is mainly about kernel-based multimodal
image similarity learning. Therefore, in this section, we discuss the related works from
the following two aspects.

2.1 Kernel-Based Metric Learning

Kernel methods typically consist of two part. The first part maps the input feature space
into another space which is often much higher or even infinite dimensionality by
applying a nonlinear function; the second part usually applies a linear method in the
high dimension space. Kernel-based methods are not new for image retrieval, for
example, kernel SVM algorithms have been successfully introduced into the CBIR
tasks [20]. Our technique differs from the existing kernel-based methods proposed for
image retrieval which address different types of problems.
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In kernel-based distance metric learning literature, some algorithms were proposed
for similarity learning in CBIR. Also, some metric learning algorithms including (e.g.,
LMNN [15] and NCA) have proved to be able be kernelized by KPCA [18]. Con-
nections between metric and kernel learning, which can provide kernelization for a set
of metric learning methods, have been revealed in recent studies [10]. Our method is
different from these approaches in two aspects. First, our method learns with multiple
kernels while they are designed to learn with a single kernel. Second, they usually
apply a batch learning method, which is not scalable for large scale data, in contrast, we
present online learning algorithm for learning a similarity measurement with multiple
kernels.

2.2 Multiple Kernel Learning

Multiple kernel learning (MKL) [27, 28] allows the practitioner to optimize over linear
combinations of kernels, research in MKL has focused on both learning the MKL
formulations as well as their optimization. Different applications need different for-
mulations, the existing MKL methods use different learning functions for determining
the kernel combinations. According to different principles, existing MKL studies can
be group into different categories [7].

In terms of different combination functions, most MKL studies often work with
linear combinations which have two basic categories: unweighted sum and weighted
sum. In the unweighted sum case, we use sum or mean of the kernels as the combined
kernel; in the weighted case, we can linearly optimize weight for each kernel. There
also studies use the nonlinear combination which apply nonlinear functions of kernel
(e.g., multiplication, power and exponentiation).

In terms of different target functions, MKL algorithms are typically categorized into
three groups: the similarity-based functions; the structural risk functions and the
Bayesian functions. All MKL algorithms have the same goal of learning the optimum
combination of multiple kernels, but the differences between our methods with others
lie in that we aim to learn a kernel-based similarity function for image retrieval while
conventional MKL studies often handle classification tasks.

3 Problem Setting

To formulate the learning task, we define the similarity function S(x;, x;) for any two
images xj,x, € R",and the training data is given sequentially in the forms of triplet
{(x,xF,x;7),t =1,...,T} where each triple contains a similar pair (x, and x) and a
dissimilar pair (x; and x;”), and T is the number of total triples. The goal of this problem
is to learn a similarity function S(-, -) that can always assign higher similarity scores to
pairs of more relevant images, i.e.,

S(xr, x5 > S, x7) (30,7, x7); Vi (1)

t o7t
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The above discussion assumes similarity is performed on unique-modal data. We
aim to extend it to multimodal data, where each image is represented by different types
of feature descriptors (e.g., color, edge, or GIST) and the similarity of two images is
computed by different kernel functions. Specially, we adopt m different feature
descriptors to extract feature for representing images and n kernel functions to build
kernels on each kind of feature, which thus result in a total m * n different modalities.

The general idea of extending it to multi-modal is to learn an optimal kernel-based
similarity function for each kernel in each modality, and determine an optimal com-
bination of multiple kernels in building the final similarity function with all modalities:

m

S(x1,x2) = Z 0:S;(x1,x2) (2)

i=1

where m denotes the number of modalities, 0; € [0,1]s.2.> ", 0; = 1 denotes the
optional combination of for i-th modality.

4 Online Kernel-Based Multimodal Similarity Learning

Figure 1 illustrates the flowchart of the proposed OKBMS method. We aim to learn a
similarity function in the learning phase which used to rank images in the retrieval
phase. During the learning phase, after training a set of OKBS models for each
modality, we apply online learning techniques to update the similarity function on each
modality, i.e., once receiving a triplet training data, we refine each model, and then find
the optimal combination weights of multiple kernels.

Triplet Training Data(x.x.x)

Top-ranked Images
Model Model Model |
Updating Updating t Updating
Image Rank
X 2t 6, O |
OKBS OKBS OKBS !
Model K1 Model K: Model Ka i
" ’ ' Compute
8,05, AEN N
104 %,) (.32 ACEY ' similarity score '
OKBMS Modal ' query image
S(x. %) ;
i Image Dataset
PN S 575910 S
! Learning Phase ! Retrieval Phase |

Fig. 1. Framework of OKBMS
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In this section, we first introduce online kernel-based similarity learning performed
on unique-modal data, and then extend it to multimodal similarity.

4.1 Online Kernel-Based Similarity

Similar to the W in the similarity function of OASIS algorithm in paper [19],
Sw(pi,pj) = p! Wp;, we define a linear operator g that maps a function f € H to another
function g[f] € H, in which the H is the corresponding Hilbert space of a given kernel
k(-,-). Based on g, the similarity S,(x;,x2) can be defined as:

Sg(x17x2) = <k<xlv')7g[k(x2")]>H (3)

The score computed by Eq. (3) states how strongly x; is related to x,, and the linear
operator g acts the same way as matrix W.

The online kernel-based similarity aims to learn S, that can always satisfy the
triplet-wise constrains as follows:

Se(x,7) > Se (i, x7) + 1 (4)

which puts a restrict in Eq. (1) by introducing a safety margin of 1. By adopting the
framework of OASIS, we can cast the similarity problem into finding the optimum
linear operator through minimizing the following loss function:

L= argm1n||g||HS+CZ€ X, X, X)) (5)

=1

where T is the total number of triplets,||-||,¢ is the Hilbert Schmidt norm, and
Lo(xp, x5, x7) = max(0, Sg(xr, %, ) — Se(xr, x,7) +1).

Similar to the OASIS, we apply the online Passive-Aggressive (PA) algorithm
iteratively over each triplet to optimize g. First, we initialize g, to be an identity
operator, then, at each training iteration, given the training triplet (x;,x',x; ), we
update the operator by solving the follow optimization problem:

1
g = argmgmillg—gz-lllffs +C¢ (6)

.t 1 — Se(xr,x7) + Sg(x,x,) <& and E>0
To solve the problem in Eq. (6), define the Lagrangian as:

1
L(g.&,7.4) =5 llg = 81l +CE+ (1 = & —1r(gVy)) — A&
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where 7 >0 and A > 0 are Lagrangian multipliers, and V; is a rank one linear operator
defined as:

Vilf1() = k(x, )<k(x,+, ) - k(x,_, ')7f>H

and V; is the adjoint of V;. The optimal solution satisfies that the gradient vanishes

W =0, thus

OL(g, & 1, A)

g =8—8&-1—1Vi=0

therefore, the optimal solution to the Eq. (6) is
8 =8&-1+1V; (7)

ILgETA) (.
) — 0

By setting
C — T — )u = O
which, since 4 >0, means that t < C. Thus, we obtain

l *
L(x) = 32 Villas (1 - 1r(gV;))

1
= =5 CIVillaste(1 — r(giaVy))

Differentiating the equation with respect to 7 and setting it to zero, we have:

OL(7)
ot

= 7‘C||VFH§-IS+€81—1 (x,,xj,x;) =0
which yields

ggr—l (x,,x,*,x,’)

2
1Vill s

T = mjn{C, 7&%1 (x”xg’x;)} (8)
1Vills

”VfH%-IS: k(xhxf)(k(xj_vxj) +k(xt_7xz_) - Zk(x:”,xt_)). (9)

since t < C,we obtain
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Finally, we can obtain the computational formula of
Se, (x1,22) = (k(x1, ), & [k(x2, ) )y

= k(x1,x2) + zt: Tk (x1,x)) (k(xf,)@) - k(x;,&)) (10)

J=1

Algorithm 1. Online Kernel-Based Similarity Learning
Input: training triplets (x,,x,",x;) ; an input kernel (.-

Output: the similarity score S(x,,x,) = <k(xl, )85 [(k(xzy))b

1: Initialization g, =1

2:for t=1,2,..,T do

3: Receive a training triplet (x,,x,",x,)
4: Computer 7, in (8)

5: Update g, as(7)

6: end for

4.2 Extension to Multimodal Similarity

The above discussion learns similarity function based on unique-modal data, now, we
extend it to multi-modal data.

Assume K;,i = 1,2,---,m, are m kernel functions, each of them being associated
with Hilbert space H;. OKBMS aims to learn the set of -coefficients
0 =(6,,0,,-,0,), and consequentially learn the final similarity function:

xl,X2 ZHS xl,X2 ZB X17' (Xg, )D H; (ll)

where g; is the linear operator in H;. Thus, the OKBMS has two sets of variables to
learn, i.e., the set of linear operator with respect to each different kernels and the set of
combination coefficients. To simultaneously learn both of them, the OBKMS can be
casted into a optimization problem:

m

min min - ZHHg,HHSJrCZ (x, %) = S(x,x,)) (12)

0cA  gi

where S(x;,x,) is given in (11), and A = {0] 31", 0; = 1,0; € [0, 1] }. Specially,
for each kernel, i.e., k;, for each triplet, we apply methods proposed previously in
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OKBS to find the optimal similarity function with respect to kernel %;, and then apply
Hedging algorithm to update the combination weights as follows:

0:(1) = 0;(t — 1)V (13)
Zi(t) = H(ngfl,/ (xt’x:r) ng lz(xh X ) < 0)
where f# € (0,1) is a discounting parameter, and [ ](-) is an indicator function that

output 1 when statement holds and 0 otherwise. Algorithm 2 summarizes the details of
the OKBMS method.

Algorithm 2. Online Kernel-Based Multimodal Similarity
Input: kernels K,,i =1,2,---,m ; combination coefficients 6=(4,6,,---,6,);

m

discounting parameter p

Output: the multimodal similarity score §(x,,x,) = 20, (ke (%), & [ & (x07)])

i=1 H,
1: Initialization g,,=7; 6,(0)=1

2:for ¢t=1,2,----T do

Receive a training triplet (x,,x,,x;)

(98]

4: Compute 7,, in(8)with g, instead of g,

5. Update g, in (D) with ¥,,[/]()=k (x.){k (x7) =k (x). 1),
6:  Compute z(r)

7 Update 6(¢) in (13)

8

: end for

5 Experiment

In this section, we conduct a set of experiments to evaluate the performance of the
proposed algorithm in CBIR. To measure the retrieval performance, we adopt the Mean
Average Precision (MAP) and top-k retrieval accuracy.

5.1 TImage Datasets and Sampling Strategy

In the experiment, we adopt four publicly image datasets, which are widely used in some
previous works, including Caltech256,' Corel5000 [9],2 Indoor’ and IrnageCLEF.4
For each dataset, we randomly select a subset from each class to make sure that all

! http://www.vision.caltech.edu/Image_Datasets/Caltech256/.
2 http://OMKS.stevenhoi.org/.

3 http://www.web.mit.edu/torralba/www/indoor.html.

* hitp://imageclef.org/.


http://www.vision.caltech.edu/Image_Datasets/Caltech256/
http://OMKS.stevenhoi.org/
http://www.web.mit.edu/torralba/www/indoor.html
http://imageclef.org/

Online Kernel-Based Multimodal Similarity Learning 229

classes have the same number of images, and then randomly split it into four disjoint
partitions: a training set of 50 % images from each classes, a validation set of 10 %
images from each classes, a query set of 10 % images from each classes, and the rest for
test. To sample a training triplet (x,, X', x;) , we first uniformly select x, from one class,
and then we uniformly select x,+ from the same class, lastly, we select x,” from another
class.

5.2 Features and Kernel Functions

Before represent images, we resize all the images to the scale of 500 x 500 pixels.
Then, we adopt both global and local feature descriptors to extract feature for repre-
senting images. For global features, we extract five features which have been widely
used in previous CBIR studies, including (1) color histogram and color moments,
(2) edge histogram, (3) LBP, (4) Gabor wavelets transformation, (5) GIST. For local
features, we extract the bag-of-visual-words representation using two kinds of
descriptors: the SIFT feature and Hessian Affine interest region detector with threshold
500; SURF feature and SURF detector with threshold 500. By choosing different
vocabulary size and different descriptors, we obtain: SIFT200, SIFT1000, SURF200,
SURF 1000. Thus, pictures are represented into 9 different features [6].

For this features, we can build kernels on them, and we adopt 4 kernels on each
kind of feature, which thus results in a total 36 different kernels. The 4 kernels are:

(1) linear kernel function: k(x;,x;) = (x1,x2),
(2) polynomial kernel function: k(xj,x) = (y{x1,x2) + ¢)",

(3) radial basis function: k(x;,x;) = exp(—y”xl - x2||2),

(4) sigmoid function: k(xy,x,) = tanh(y(x;,x;) +¢) and we select y=1,
c=0,n=2.

5.3 Comparison Results

To evaluate the efficacy of the proposed algorithm, we compare OKBMS for image
retrieval, against several distance metric learning algorithms, include Euclidean,
OASIS [19], LMNN [21], RCA. To adapt these existing distance metric learning
algorithms for multimodal image retrieval, we apply each of them for learning simi-
larity for each modality individually and select the best modality of the highest MAP.

Table 1 shows the Mean Average Precision (MAP) of each algorithm on different
image datasets. and Fig. 2 shows top-k retrieval accuracy of each algorithm on Indoor
dataset and Caltech256 dataset. From both Table 1 and Fig. 2 we can have the similar
observation that our proposed algorithm outperforms other algorithms. This is pri-
marily because a single type feature may fail to exploit the potential of all modalities,
meanwhile multiple types of feature for retrieval could better explore the potential of all
features, which validates the importance of the proposed method.
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Table 1. Evaluation of MAP performance

Algorithms | Corel | Caltech256 | Indoor | ImageCLEF
Euclidean |0.1901 | 0.1856 0.0486 | 0.5164
OASIS 0.2186 | 0.2437 0.0502 | 0.5903
LMNN 0.1936 | 0.1658 0.0428 | 0.4764
RCA 0.2037 | 0.1985 0.0447 | 0.5842
OKBMS |0.2385 | 0.3726 0.0962 | 0.7243
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Fig. 3. Qualitative comparison of image ranking results
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5.4 Qualitative Comparison

Finally, to examine the qualitative retrieval performance, we sample several query
images from the query set and compare the top ranked images retrieved by different
methods, including Euclidean, OASIS, LMNN, RCA and OKBMS. Figure 3 shows the
results, for each row, the image on the left is the query, others are query results, and
each row represents a method. The result shows that OKBMS generally returns more
relevant results than others and verify the effectiveness of the proposed method.

6 Conclusions

In this paper, we introduced OKBMS, an algorithm of learning similarity functions for
image retrieval. OKBMS learns nonlinear similarity functions by integrating with
multiple kernels through a coherent and scalable online learning scheme which can
learn both the similarity function with each kernel and the combination of multiple
kernels, the nonlinear similarity function can effectively improve image similarity
search. And convincing experimental results demonstrate the effectiveness of the
proposed method. In the future, we will design more effective methods for image
retrieval through other new important breakthrough techniques, such as deep learning,
which has been successfully introduced to computer vision and other applications.
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Abstract. This paper presents a new approach for leaf image set classification,
where each training and testing set contains many image instances of a leaf. This
approach efficiently extends binary classifiers for the task of multi-class image
set classification. First, the training set is divided into two part using clustering
algorithms: one will train a classifier with the images of the query set; the rest of
the training set will evaluate the trained classifier and then predict the class of
the query image set. The PHOG feature and Gist feature of leaf image set are
merged into the whole feature of leaf image sets. Extensive experiments and
comparisons with existing methods show that the proposed approach achieves
state of the art performance for leaf image set recognition.

Keywords: Leaf classification + Reverse training - Multi-features - Image set
classification

1 Introduction

There are more than 300,000 plants species on the earth, and each leaf is special. The
leaves of rhizoma imperatae have sharp blade on the edge, coconut trees in the sea have
big and wide leaves with waves, and plantain leaves are spirally arranged, and so on.
Flower, leaf, fruit or peel can be a part of feature information to recognize a plant. To
handle such volumes of information, development of a quick and efficient classification
method has become an area of active research. Leaf classification is an important
component of plant recognition system [1-4, 21]. Leaf features contain significant
information that can improve the recognition rate. Leaf color is not recognized as an
important aspect to the identification, and the type of the vein is an important mor-
phological characteristic of the leaf, and the shape, size and texture of the leaves also
play an important role in leaf classification. Du et al. [21] used a new method of
describing the characteristics of plant leaves based on the outline fractal dimension and
venation fractal dimension. In this paper, we have carried out multi-feature fusion [2]
for plant leaf image set classification.

The training data and test data in traditional classification system have usually
single or a little number of objects image. With the emergence of big data, micro SD
with big memory and mobile phone with high quality camera, it is very easy to obtain
images in our daily life. Thus, the train set and test set become sets of instants image

© Springer International Publishing Switzerland 2015
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instead of single instant image, namely object recognition with image set. The images
may have various on view, illumination, non-rigid deformation, obscuration, etc. In
recent years, there are many methods to improve recognition rate of image set clas-
sification, and video classification is special case of image set classification with time
sequence [7]. This paper focus on usual image set classification problem without
temporal information.

There are numerous approaches [9-19] to solve image set recognition problem
which broadly fall into two categories: parametric model based methods and
non-parametric model free methods. Parametric modeling methods represent each
image set with some parametric distribution function, and then measure the similarity
between two distributions in terms of the Kullback-Leibler Divergence (KLD). How-
ever, parametric modeling methods need to solve parameter problem and require that
train set and test set have strong statistical correlations. In comparison, nonparametric
methods try to representing an image set as a linear/affine subspace, mixture of sub-
spaces, nonlinear manifolds, image set covariance, and dictionary. The between-set
distance is re-defined based on the representation of image set. Those nonparametric
modeling methods may lose some information contained in the images of the image set.
In this paper, the proposed approach is inspired by Hayat [17], and has not assumed
distribution of image set.

2 Proposed Framework

Problem Description:

Given k training set: Xi,X»,...,X;, and their corresponding class labels
Ye € [1,2,...,k]. The class ¢ training data X, = {x;|y; =c:¢t=1,2,...,N.} has N,
images. Given a query image set ¥ = {Y,}fﬁl, and the output is the class label y of Y.

2.1 Image Set Classification Algorithm

The proposed algorithm trains only one binary classifier for the task of multi-class
image set classification. First, cluster analysis divides training set X into two set X' and
X2, and X! consist of some images from all class of training set, and the total number of
images in X! approximates the number of images of the query image set. The rest
images compose of X2, and X? contains image sets. Next, a binary classifier is trained
to optimally separate images of the query set from X!. Note that X' has some images
which belong to the class of the query set, and the classifier regards them as the
outliers. Next, the classifier is evaluated on the images in X2, and the class that the
images of X are classified to belong to the query image set is the class of query image
set. An illustration of the image set classification algorithm is presented in Fig. 1.
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Fig. 1. Structure of the proposed method

Problem Description:
Input: Training image set X, Xa,. .., Xy, training data class labels y. € [1,2,...,k];
query image set ¥ = {Y,}fﬁ,;
Output: Label y of Y
A detailed description of the algorithm is presented below.

1. Cluster analysis divides training set X into two set X! and X?. The cluster algorithm
splits k£ images from each class training set, and then those images compose of the
set X!, and the rest is the set X2. The number of image set X Cl is N XI5 and the number

k
of images in set is Ny= ) Nx:.

c=1

x' =[x e=1,2,.. kx> =X\X',
c

Yx2 = {y<t) € [1?2?"'7k]’t: 1’2"”’NX2}

2. Train a binary classifier C,. Training is done on the images of the query image set Y
and X', and the classifier aims at separating images of Y from the images of other
classes. It is worth mentioning that some images of X! from the same class as of ¥
are treated as outliners.

3. The trained classifier C| is tested on the images of X2, and then the images in X are
classified as +1, namely y;z, of which the label is same as the label of the query
image set. And y;, C yy,.

4. Compute a normalized frequency histogram / of class labels in y;. The cth value of
the histogram, A, is given by the ratio of the number of images of X belonging to
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class ¢ and classified as +1 to the total number of images of X? belonging to class c.
This is given by,

> S
ey,
.= W , where

yeyx,

1, y)=c¢
S.(y\) = ’
o) { 0, otherwise

5. Predict the class of Y, and output the label y. This is given by,

y = arg max A,
Cc

2.2 The Choice of Cluster Analysis

The proposed framework chooses K-means clustering algorithm [8] which is one of the
oldest and most widely used clustering algorithms. The K-means clustering technique
is simple, and it partitions the images in each training image set into k clusters.
K-means is formally described by follow (Table 1).

Table 1. Basic K-means algorithm

Algorithm: Basic K-means algorithm

1. Select K points as initial centroids.

2. Repeat
a) From K clusters by assigning each point to its closest centroid.
b) Recomputed the centroid of each cluster.

3. Until Centroids do not change.

In this work, the only issue is how to choose k. For the total number of images in
X! equaled to the total number of query images, the value of k is located by: k = Ny/c.

2.3 The Choice of the Binary Classifiers

The binary classifier distinguish between images of the query set ¥ and X'. Thus the
classifier should treat some images in X', which have the same class label as of query
image set, as outliners. The classifier should generalize well to unseen data. For these
reasons, Linear Support Vector Machine (SVM) classifier [9] is a good choice. It is
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known to can effectively handle outliers and show excellent generalization to unknown
data. In this work, C) is the linear SVM with L2 regularization and L2 loss function.

3 Leaf Feature Extraction Methods

First step for leaf image set classification is digital images acquisition. The second step
is to preprocess images to enhance the important features. In this work, we have chosen
an existing leaf image database, and the first two steps should be omitted. The next step
is to extract features. The leaf feature extraction includes color feature, texture feature,
shape feature, local feature etc. In this work, we apply multi-feature [2] to the leaf
image set classification, and the linear combination of multi-feature can be calculated
using

F=0oF + pF,, St 0< =a< =1,0<=f<=1landa+f =1

Where F is equaled to the linear combination of F; and F,, o and f§ are coefficient.

3.1 Pyramid of Histograms of Orientation Gradients (PHOG)

Bosch introduced pyramid of histograms of orientation gradients (PHOG) [6] that
represents an image by its local shape and the spatial layout of the shape with a spatial
pyramid kernel. The local shape is captured by distribution over edge orientations
within a region, and spatial layout is captured by tiling the image into regions at
multiple resolutions. The PHOG descriptor consists of a histogram of orientation
gradients over each image subregion at each resolution level. Furthermore, the distance
between two descriptors reflects the extent to which the images contain similar shapes
and correspond in their spatial layout. In this work, the descriptor first extracts canny
edges, and then we set L =3 and K = 8 bins, and that’s it, the descriptor is a
680-vector. The diagrams shown in Fig. 2 depict the PHOG descriptor of a leaf image.

3.2 Gist Descriptor

The gist feature [5] is a low dimensional representation of an image region and has
been shown to achieve good performance for some recognition tack when applied to an
entire image. Given an input image, a GIST descriptor is computed by

a) Convolve the image with 32 Gabor filters at 4 scales, 8 orientations, producing 32
feature maps of the same size of the input image.

b) Divide each feature map into 16 regions (by a 4 x 4 grid), and then average the
feature values within each region.

c¢) Concatenate the 16 averaged values of all 32 feature maps, resulting in a
16 x 32 = 512 GIST descriptor.
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(a) Original image (b) edge image

20

(c) L=0 (d) L=1 (e) L=3
Fig. 2. The PHOG descriptor
Intuitively, GIST summarizes the gradient information (scales and orientations) for

different parts of an image, which provides a rough description of the image. And
Fig. 3 shows the Gist descriptor of a leaf image.

4 Experimental Results
In this section, we show qualitative and quantitative results for our model. We use a subset

of the ICL dataset from intelligent computing laboratory of Chinese academy of sciences.
The dataset contains 17000 plant leaf images from 200 species, and the subset has 80

Input image Descriptor

Fig. 3. The Gist descriptor of a leaf image
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classes and atleast 200 images in each class. In our experiment, the subset is randomly split
into training and test sets. Figure 4 shows some instances of leaf. Below, we first present a
performance comparison of proposed method with different features. We then compare
our method with the existing state of the art image set classification method.

4.1 Comparison with Different Feature Extraction

We present a comparison of the proposed method with different feature extraction, and
the compared features include HSV, LBP, GIST, PHOG and multi-feature fusion. In
this experiment, K-means cluster method has the same configuration-K = 10. Exper-
imental results in terms of identification rates on the leaf dataset are Table 2.

Table 2. Performance comparison with different features

100 *—Rate (%) 98.8

90
80
70
60
50
40
30
20

LBP HSV Gist PHOG LBP+PHOG Gist+PHOG
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The results show that, amongst the compared features, the Gist and PHOG features
fusion performs slightly best than other features. Because the HSV feature dimension is
2700, it is too big to decrease run time, and the multi-feature fusion leaves out the HSV
feature. Thus, we choose Gist and PHOG features in the next experiment.

4.2 Comparison with Existing Image Set Classification Methods

In the section, we present a comparison of the proposed method with a number of
recently proposed state of art image set classification methods. The compared methods
include Mutual Subspace Method (MSM) [7], Manifold-to-Manifold Distance
(MMD) [15], the linear version of the Affine Hull-based Image Set Distance (AHISD)
[11], the Convex Hull-based Image Set Distance (CHISD) [11], Sparse Approximated
Nearest Points (SANP) [12], and Covariance Discriminative Learning (CDL) [13].

The experimental results in terms of the identification rates along with different
methods on the leaf dataset are presented in Table 3. The parameters for all methods are
optimized for the best performance.

With this table, we can see this proposed method achieves the best identification
rate. The AHISD also perform good, but its run-time is a 1000 % increase to our
method. Once the total number of images in the set is reduced, the identification rates
also decrease. This suggests the robustness of the methods in the relation to the number
of image in the set.

Table 3. Performance on leaf ICL datasets

Rate (%)
100

e K 96.6

943
90 89: 9.

85
¢ 833

80

98.9

7> 1
MSM MMD AHISD CHISD SANP CDL proposed

5 Conclusion

The proposed method, in the paper, extends the binary classifiers for multi-class leaf
image set classification and is so easy to understand. K-means clustering is popular for
cluster analysis, and it performs efficient in our work. The proposed approach uses very
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few images for training and is very efficient as it trains only one binary classifier. The
proposed method has been evaluated for the task of leaf image set classification, and
the experimental results shows that the proposed method achieves the state of the art
performance compared with the existing methods. The weakness of the proposed
method is demand for plenty of query image set and training set.
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Abstract. This paper is concerned with color contrast and distribution for
detecting salient regions. First, in order to improve the computational efficiency
and reduce the disturbance of noise, the input image is pre-segmented into super-
pixels. Next, color contrast features are considered in Lab color space and oppo-
nency color space. The color distances between a superpixel and other superpixels
are calculated, but we do not choose all superpixels to participate the difference.
In the meanwhile, the distribution feature is shown by considering the rarity and
position of pixels. Finally, we select 2D entropy to measure the performance of
salient maps, and select the proper features to fuse. Experimental results show
that the proposed method outperforms the state-of-the-art methods on salient
region detection.

Keywords: Visual attention - Saliency region detection - Color contrast - Color
distribution

1 Introduction

When we look at the image, in generally, we just pay attention to one or several
objects, and aren’t interested in other regions. This is because our visual system is
an intelligent processing system, which can select the some parts referred to as the
important objects while ignoring others. The important object in an image is defined
as salient objects which are sufficiently distinct from their neighborhood in terms
of color, luminance, texture, and so on. Salient object detection can benefit several
computer vision tasks including object detection [1-5], object recognition [6—8],
image retrieval [9, 10], image segmentation [11], object tracking [12], and so on.
In 1980, Treisman and Gelade [13] proposed a feature integration theory, in which
they stated that visual features are important and how to combined, which is consid-
ered to be the original theory about visual attention. Later, Koch and Ullman [14]
introduced the concept of a saliency map which is a topographic map that represents
conspicuousness of scene locations. In 1998, Itti et al. [ 16] proposed the first complete
model, which extracted multiscale low-level features including intensity, color and
orientation and used center-surround operation to calculate image saliency. Motivated
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by this work, Harel et al. [17] introduced several new features to characterize image
content which included subband pyramids based features, 3D color histogram, horizon
line detector, etc.

Studies on the human vision have shown that the human eye is very sensitive to
color, which is an important feature for detecting saliency. Therefore, most of the
existing algorithm for detecting the salient objects use color features. Itti et al. [16]
computed the contrast about the green/red opponency color features and yellow/blue
opponency color features. In Lab color space, Achanta et al. [18] proposed a
frequency-tuned approach, which defined the color difference between every pixel
and the mean value of whole image as saliency value. In 2012, Borji [15] showed a
saliency model by considering local and global image patch rarities in both the RGB
and Lab color spaces, and found that the results outperformed the results computed
in only one space.

Instead of processing an image in the spatial domain, some models derive sali-
ency in the frequency domain. Hou and Zhang [20] developed the spectral residual
saliency model based on the idea that similarities imply redundancies. They
proposed a saliency detection method by using the spectral residual of the log spec-
trum of an image. Guo et al. [21] incorporated the phase spectrum of the Fourier
transform to replace the amplitude transform and proposed a quaternion represen-
tation of an image combining intensity, color, and motion features. In 2013, we
analyzed the contrast in the spectral and spatial domain simultaneously [22].

Motivated by aforementioned discussions, in this paper, we study the features of
color contrast and the color distribution, and propose a bottom-up model to detect the
salient regions. The contrast features contain color difference and space distance,
simultaneously. The color distribution features reflect the location and spatial spar-
sity of pixels.

The rest of this paper is organized as follows. Preprocessing is introduced in
Sect. 2. Section 3 states the saliency detection model in detail, which includes
contrast model, distribution model and feature combination. Experiment results are
given in Sect. 4. Some concluding remarks are drawn in the last section.

2 Preprocessing

As discussed above, color is an important factor to attract our attention. We convert
the input image to Lab color space and opponency color space, firstly. Then, in each
color channel, we use superpixel algorithm to group pixels into perceptually mean-
ingful atomic regions which have the advantages of replacement of the pixel, redun-
dancy reduction, and decrease in complexity. In 2012, Achanta [19] propose a
simple superpixel model called SLIC superpixels, which adopts k-means clustering
to generate superpixels, and performs an empirical comparison of the existing super-
pixel methods. So in this paper, we use this superpixel method to preprocess the
original images (Fig. 1).
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BR

Fig. 1. Results of SLIC superpixel.

3 The Proposed Method

3.1 Color Contrast Feature

In general, an object can attract our attention, whose color features stand out rela-
tive to their neighboring regions or the rest of the image. So, we define color
feature of a superpixel as

vjel
where F(i,n) denotes the contrast-based salient feature of the superpixel i in color
channeln(n € {RG,BY,I,L,a,b}). D(C,,, Cj,n) means the color distance between the
pixels C;, and C; .. W y denotes the control parameter which is defined as following.

Ll ID(P,, P))I?

WiJ =% CXp(—O_—lz) (2)
where D(P;, P;) denotes the distance between superpixel P; and P;, which usually
defined as the Euclidean distance of centers in two superpixels. As we known,
salient pixels usually get together. So we recalculate the color feature as
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F(i,n) = g(i,n) z WL.D(C;,, C;,) 3)
vjel
where g(i, n) is filter, which is obtained from the feature map of (1). In the existing
literatures, most of models emphasize the center of image on the assumption that
salient objects located at the center of the image. However, in some cases, salient
objects located near the edge of the image. The filter not emphasizes the central
area of the image, but emphasizes the regions where salient pixels gather.

3.2 Color Distribution Feature

As discusses above, salient pixels usually locate together, while unimportant pixels
scatter over the whole image. So we define the another salient feature as

Ssp(i, n) = exp(=V(I(i, n))) 4)
where V(I(i, n)) denotes the 2 dimensional variance of I(i, n).
With
CoL 1I()=i
IGi.n) = { 0 others ®
| N
V(I(i,n)) = v Z (p; — mean(p))® (6)
J

p;is the position of pixels where /(i, n) = 1, whose mean position is mean(p) and the
number is N.

3.3 Feature Combination

How to compute salient features often receives attention, however, feature combi-
nation also plays an important role in improving the performance of saliency detec-
tion. In our existing research results have shown that a salient map contains useful
information but also contains noise which greatly affects the effect of detection.
Hence, we adopt the idea of [22], and choose two groups of maps with smaller
entropy, each of which are combined into the color contrast features F'- y and color
distribution features Sqp, respectively. The final result is obtained by nonlinear
fusion algorithm, which is expressed as

Smap = Fo X (1 + Sgp) @)

The framework of our proposed method is shown in Fig. 2.
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Fig. 2. Architecture of the proposed saliency.

4 Experimental Results

In order to verify the effectiveness of the proposed algorithm, we take a test on Microsoft
Research Asia (MSRA) dataset [18], which is publically available dataset and contains
1000 color images with ground truth using binary masks to indicate salient regions. First,
we introduce the parameters setting in the experiment. In preprocessing, the given image
is segmented into N = 400 atomic regions by using SLIC superpixels.

We compare the proposed method with ten state-of-the-art saliency detection
methods, including spectral residual (SR) [20], frequency tuned (FT) [18], histogram-
based contrast (HC) [23], region contrast (RC) [23] and hypercomplex Fourier transform
(HFT) [24]. Some comparison results from our proposed model and the others are shown
in Fig. 3, from which we can see that the saliency maps from the proposed model are
better than those from other existing ones.
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MSRA Dataset

Fig. 3. Examples of saliency maps on the MSRA dataset. (a)—(d) show four examples, including
original images, ground truth masks, and saliency maps achieved by the methods FT [17], HC
[23], RC [23], HFT [24], and the proposed method, respectively.

To evaluate the performance of the proposed model, we use the receiver operating
characteristics (ROC) curve [17] and precision-recall curve as the quantitative evalua-
tion metric. In Figs. 4 and 5, we can see that the saliency maps obtained by the proposed
method have the best performance in highlighting salient regions in the MSRA dataset.

MSRA Dataset

True positive rate

0 0.2 0.4 0.6 0.8 1
False positive rate

Fig. 4. Comparison of different algorithms by ROC.
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Precision

0 0.2 0.4 0.6 0.8 1
Recall

Fig. 5. Comparison of different algorithms by precision-recall curves.

5 Conclusion

In this paper, we present a novel bottom-up saliency detection model. The contrast,
distribution, sparsity of color is considered, simultaneously. In fusion, we choose the
2D entropy as an evaluation criterion to select the proper subsets of saliency maps to
fuse together. Finally, experimental results are provided to show that the proposed
method outperforms the state-of-the-art methods on salient region detection.
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Abstract. In this paper a moving vehicle detection algorithm based on visual
processing mechanism with multiple pathways is proposed, in which the mul-
tiple pathways visual processing mechanism is inspired by the biological visual
system. According to the different moving directions of front vehicles, orien-
tation selectivity of visual cortex cells is used to construct a visual processing
model with three pathways. In each pathway, an AdaBoost cascade classifier is
trained using a set of special samples for detection of moving vehicles. The
AdaBoost cascade classifier is response to multi-block local binary patterns
(MB-LBP) of vehicles. The experimental results show that the multiple path-
ways visual processing mechanism, compared with the single pathway Ada-
Boost cascade classifier and the conventional method, not only can reduce the
complexity of the classifier and training time, but also can improve the recog-
nition rate of moving vehicle.

Keywords: The multiple pathways visual processing mechanism * Multi-block
local binary pattern - Adaboost cascade classifier -+ Moving vehicle detection

1 Introduction

As increasing number of motor vehicles and influence of natural weather, the traffic
environment is becoming more and more complex. In order to improve the road traffic
safety, a set of vehicle detection system for complex traffic environment has attracted
attention of scientists in the world. In this paper a moving vehicle detection algorithm
based on multiple pathways visual processing mechanism is proposed, in which the
multiple pathways visual processing mechanism is inspired by the biological visual
system.

In early studies of biological visual information processing, Hubel and Wiesel found
that almost all of the visual cortex cells are able to distinguish the spatial orientation of a
line, i.e. has strong orientation selectivity [1]. Cells in 17 and 18 district of the visual
cortex can be divided into two categories: simple cells and complex cells. The visual
cortex cells are sensitive to the orientation of the space geometric elements [2]. For each
simple cell, there is an optimal orientation and there has the strongest cell responses on
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this orientation. Inspiration comes from processing mechanism of spatial information of
biological vision. We collected a set of moving vehicle samples in the complex envi-
ronment, and the sample set of moving vehicles is divided into three data subsets in three
different orientations. The vehicles of three different orientations include the moving
vehicles on the left and right of the host vehicle and the vehicles in front of the host
vehicle. Then the multi-block local binary pattern features are extracted from each
sample subset. Finally, the AdaBoost algorithm [3] is used to train cascade classifier for
each sample subset. Experiments show that, in the complex traffic environment, the
moving vehicle detection system of multi-pathway can effectively detect moving
vehicles in different directions. Meanwhile, the system reduces the complexity of the
cascade classifier training process and improves the accuracy of vehicle detection.

The remainder of this paper is organized as follows: The algorithm of multi-block
local binary pattern is detailed in Sect. 2. The AdaBoost cascade classifier is used as
vehicle detector for each pathway. The model of AdaBoost cascade classifier is detailed
in Sect. 3. The multi-pathway visual processing mechanism and the multi-scale
scanning detection mechanism are proposed in Sect. 4. Experimental results for
multi-pathway vehicle detection and comparison with single pathway vehicle detection
are shown in Sect. 5. Conclusions about the multi-pathway vehicle detection system are
presented in Sect. 6.

2 The Extraction of MB-LBP

In 1996, Ojala et al. [4] proposed the local binary patterns (LBP) operator. This feature
has characters of rotational invariance, gray invariance and simple calculation. So LBP
features can effectively overcome the impact of vehicle movement, uneven illumination
and other complex environments. The basic LBP algorithm as follows:

1. Select a fixed rectangular block with size 3*3. Let g. is the gray value of center
pixel. The value of eight neighborhood pixels is g;, i = {0, 1, -+, 7};
2. Take the gray value of center pixel as the threshold, binaryzation of eight neigh-

borhood pixels are as follows: s; = { L &> gc’ i={0,1,---,7};
0 8i<&c

7
3. The LBP value of this rectangular block is LBP = > s; x 2';
i=0

In [5] the local histogram of oriented gradients (HOG) feature is used to describe
the features of vehicles. The calculation of HOG feature is complex so that this feature
will reduce the real-time of vehicle detection. In [6] Haar-Like and HOG features are
used to detect vehicles. Jin et al. [7] proposed a vehicle detection method based on
Haar- like features and Adaboost algorithm. However, these Haar-like rectangle fea-
tures seem too simple, and the detector often contains thousands of rectangle features
for considerable performance. The large number of selected features leads to high
computation costs both in training and test phases [8].

In this paper MB-LBP features are used to describe the vehicle. The calculation of
traditional LBP texture features pixel is based on a single isolated pixel. With the
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limitations of the neighborhood, this algorithm can not accurately describe the global
characteristics of vehicles. In order to avoid the limitation of LBP features, Zhang [9]
proposed Multi-block local binary pattern. The calculation process of MB-LBP features
are as follows:

1. An arbitrary size of 3s*3t neighborhood window is selected in the image. And then
the window is divided into 9 sub-regions, the size of sub-region is s*t;

2. A 3*3 integer matrix is obtained following the calculation of the average gray value
for each sub-region;

3. Then the MB-LBP value of the window is calculated using the traditional LBP
algorithm;

4. Finally, the MB-LBP gray value is used to replace the value of central region, then
the MB-LBP features of image is gained.

Select different values (s, t), the MB-LBP feature images of different scales can be
calculated. When the Adaboost classifier is trained, the Adaboost algorithm will select
effective MB-LBP feature series as the feature description of vehicles. The MB-LBP
feature images of the vehicle in different directions are shown in the Fig. 1. Set the two
parameters s = 4, t = 4.

Fig. 1. The MB-LBP feature images of the vehicle

3 The Adaboost Cascade Classifier

The Adaboost algorithm, which using the ensemble learning method to solve the
problem, is a classical algorithm of machine learning. The ensemble learning is a
method that using multiple learning devices (usually homogeneous) to solve the same
problem. This method can significantly improve the generalization ability of learning
systems. The basic idea of ensemble learning algorithm is used in Adaboost algorithm.
And the Adaboost algorithm has been successfully applied in many fields, such as the
face detection, pedestrian detection and digital recognition and so on. In this paper, the
Adaboost cascade classifier is selected as vehicle detector for each pathway.

The Adaboost algorithm is an effective decision tree classification algorithm. The
main steps of the algorithm are described as follows. Firstly, set the initial weights of
training samples, and then extract the features of training samples, using the features to
train weak classifiers. Next, based on the performance of weak classifiers, update the
weights of training samples. Then keep on training weak classifier. Finally, a set of
weak classifiers is obtained. Then according to the weight of each weak classifier, a set
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of weak classifiers is integrated into a strong classifier. The function expression of weak
classifier is as follows:

_ 1 pfly)<pb
h(x7f7p70) - {0 otherwise ’ (1)
where x is a window area in the input image. f(x) denotes the feature of x. € is the
threshold of weak classifier. p is a polarity.
The specific training steps of Adaboost algorithm is listed below:

1. Collect positive and negative training samples {(xi,y1),- -, (xs,¥u)}, where
yi € {0,1}, 0 and 1 denote non-vehicle and vehicle samples respectively;

1/2m =0

121 y=1
the number of negatives and positives respectively;

3. Fort=1, -, T

4. Normalize the sample weights w,; = -

j=1

5. Train weak classifier h; for each MB-LBP feature k. The error of the weak classifier

hy is

2. Initialize weights of all training samples wy ; = { where m and [ are

g = Zwi‘hk(thkvph Ok) — yil; @)

6. Select the weak classifier A,(x, f;, p;, 6;) with respect to the minimum weighted error
& = min & and determine the value of parameters f,, p,, 6,

7. Update the weights of training samples: w1 ; = w,,,-ﬁtl ~¢, where
o — 0 example x; is classified correctly .
"7 11 otherwise e
8. End For;
9. The final strong classifier is:
T ) |
H(x) = ! IZ:I thi(x) 2 5; % where o, = log—. (3)

0 otherwise !

When just using a single Adaboost classifier to detect the targets, it is hard to ensure
the accuracy of the vehicle detection. With increase of the number of weak classifiers
and features, it will reduce the speed of target detection. Viloa and Jones [10] proposed
an algorithm for constructing a cascade of classifiers which achieves increased
detection performance while radically reducing computation time. Each stage of
Adaboost cascade classifier has a strong classifier. The strong classifiers are constructed
as a cascade classifier by cascade algorithm. In the detection process, the initial clas-
sifier eliminates a large number of non-vehicle areas with very little processing. Then
the amount of computation of target detection is reduced by reducing the number of
judgment of target area. Vehicle areas will trigger the evaluation of every classifier in
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the cascade so that the accuracy of vehicle detection is improved. The model of
Adaboost cascade classifier is shown in the Fig. 2.

The sub-windows

to be detected vehicle

Non-vehicle

Fig. 2. The model of Adaboost cascade Classifier

4 Multiple Pathway System of Moving Vehicle Detection

Currently, the Adaboost cascade classifier is most suitable for the classification prob-
lems of binary-class. Although some multi-classification algorithms of the Adaboost
cascade classifier have been proposed, it is hard to be widely used because of the high
complexity of training process. In the complex traffic environment, due to the various
orientations of moving vehicles is different, this paper proposes a moving vehicle
detection system based on multi pathways visual processing mechanism.

4.1 Multi-pathway Visual Processing Mechanism

According to the different moving directions of front vehicles, orientation selectivity
[11] of visual cortex cells is used to construct a visual processing model with three
pathways. In each pathway, an AdaBoost cascade classifier is trained using a set of
special samples for detection of moving vehicles. We collected a sample set of moving
vehicles in complex environments, and the sample set of moving vehicles is divided
into three data subsets in three different orientations. The vehicles of three different
orientations include the moving vehicles on the left and right of the host vehicle and the
vehicles in front of the host vehicle. Then extract the effective features of each sample
subset. Next, train the different cascade classifiers for each sample subset. The different
cascade classifiers take attention to the different orientation vehicles [12]. This algo-
rithm not only reduces the requirements of training samples, but also reduces the
complexity training process of the cascade classifiers.

ight side cascade
sub-classifier

ront cascade
ub-classifie

eft side cascade
sub-classifier

Fig. 3. Multi-pathway moving vehicle detection system
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In order to improve the real-time and accuracy of multi-pathway vehicle detection
system, the vehicle candidates are extracted using a prior knowledge such as optical
flow feature, shadow, symmetry, color, edge and texture. And then the different cas-
cade sub-classifiers are used to detect moving vehicles in different directions. The
model of multi-pathway moving vehicle detection system is shown in the Fig. 3.

4.2 Multi-scale Scanning Detection Mechanism

When the cascade classifier detects the moving vehicles for the input images, there are
two traditional algorithms of target scanning detection. (1) Keep the size of scanning
window invariant while the size of input image is scaled down proportionally. (2) Keep
the size of the input image invariant while the size of scanning window is expanded
proportionally. The detection speed of these methods is slow for large scale input
image. Target scanning detection algorithm based on multi-scale has been improved in
this paper. The input image is scaled down proportionally. Meanwhile, the size of
scanning window is expanded proportionally. Then detector uses the magnified win-
dow to scan the reduced image. So the moving vehicles which have different scales will
be detected. And this multi-scale scanning detection mechanism improves the speed of
vehicle detection. The specific steps of multi-scale scanning detection mechanism are
as follows:

1. Let IW x [H be the size of the input images;

2. The size of the training window is winW x winH which is initial size of the scanning
window, let the scaling factor scale = 1.2;

Do

Use the window of which the size is winW x winH to scan the input image.
Extract the MB-LBP feature of the window in the image;

The MB-LBP feature as input of the cascade classifier, to determine the scanning
area whether is the moving vehicle;

7. Use bilinear interpolation to adjust the size of input image IW = IW/scale,
IH = IH /scale;

Adjust the scanning window size winW = winW X scale, winH = winH X scale;
9. while IW > winW and [H > winH goto step 3

AR

®

5 Experimental Process and Results

PC and VS2010 software are used as the experimental platform in this paper. For
training a classifier, a set of training samples must be collected. There are two sample
types: negative samples and positive samples. Negative samples correspond to
non-object images. Positive samples correspond to object images.

In this paper, 1200 pieces of vehicle sample come from a vehicle traveling data
recorder video in AVI format. Among the vehicle samples, there are 400 pieces of front
vehicle samples, 400 samples of left moving vehicles and 400 pieces of right moving
vehicle samples. Meanwhile, 2000 pieces of negative samples is collected from the
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vehicle traveling data recorder video. And then the sample pictures are normalized
using cubic interpolation and converted to grayscale images. Try to keep the width to
height ratio of original image invariant when normalized image. Examples of the
training sample images are shown in the Fig. 4.

(4) Negative Samples

Fig. 4. Part of positive and negative samples
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5.1 Experiments

In the first set of experiments, a single pathway AdaBoost classifier is used to detect
moving vehicles. The training data includes 1200 pieces of moving vehicle samples
and 2000 negative samples. Firstly, the vehicle samples were normalized. The vehicle
samples are resized as gray scale images of which the size is 33*25. “opencv_cre-
atesamples” utility which is provided by opencv is used to create a vec-file for the
vehicle sample dataset. And then the description file is created for the negative samples.
Finally, “opencv_traincascade” is used to train a cascade classifier. The training
parameters of cascade classifier are shown in Table 1. The training results of single
cascade classifier are shown in Table 2.

Table 1. The training parameters of single cascade classifier

NumStages | Stage type | Boost type | Min hit rate | Max false alarm rate
16 BOOST |GAB 0.995 0.5

Table 2. The training results of single cascade classifier

NumStages | Features quantity | Training time | Hit rate | False alarm rate
15 89 78 min 0.942 | 1.30908e-005

In the second set of experiments, a conventional vehicle detection method [7] based
on Haar-like features and Adaboost algorithm is used to compare with the algorithm
proposed in this paper. The training data is the same as the training data used in the first
set of experiments. The training parameters of cascade classifier are shown in Table 3.
The training results of single cascade classifier are shown in Table 4.

Table 3. The training parameters of conventional method

NumStages | Stage type | Boost type | Min hit rate | Max false alarm rate
16 BOOST |GAB 0.995 0.5

Table 4. The training results of conventional method

NumStages | Features quantity | Training time | Hit rate | False alarm rate
15 167 636 min 0.939 | 1.12121e-005

In the third set of experiments, the multiple pathways processing mechanism is
used to detect moving vehicles. The training data is the same as the training data used
in the first set of experiments. 1200 pieces of moving vehicle samples are divided into
three kinds of sample subsets. These sample subsets include 400 pieces of front vehicle
samples, 400 samples of left moving vehicles and 400 pieces of right moving vehicle
samples. And then the sample subsets are resized to the size 22*20, 30*20 and 30*20
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respectively and converted to grayscale image. Finally, three kinds of cascade
sub-classifier are created by “opencv_traincascade” utility. The training parameters of
the cascade sub-classifiers are shown in Table 5 respectively. The training results of
multiple cascade classifiers are shown in Table 6. The experimental results show that
the characteristics of vehicles can be more accurately described by feature MB-LBP.
The method proposed in this paper not only enhances the hit rate, but also reduces the
false alarm rate. And compared with the conventional vehicle detection method in [7],
the method proposed in this paper reduces the training time of classifier.

Table 5. The training parameters of multiple cascade classifiers

Parameters

Min hit
NumStages Stage type Boost type : Max false alarm rate
e rate
Sub-classifiers
The front sub classifier 16 BOOST GAB 0.995 0.5
The left sub classifier 16 BOOST GAB 0.995 0.5
The right sub classifier 16 BOOST GAB 0.995 0.5

Table 6. The training results of multiple cascade classifiers

Parameters
NumStages Features quantity Training time Hit rate False alarm rate
Sub-classifiers
The front sub classifier 13 52 54min 0.961 8.85765e-006
The left sub classifier 12 45 53min 0.971 1.13215e-005
The right sub classifier 13 47 52min 0.980 1.20382e-005

5.2 Experimental Results

In order to test the performance of the multiple pathways detector and the single
pathway detector, we select a number of short driving record video in different envi-
ronments. The different environments include rainy day, cloudy, fine day and the strong
light. The test results are shown in Tables 7 and 8. The vehicle detection results of
single pathway cascade classifier and multiple pathways cascade classifier under dif-
ferent environments are shown in the Figs. 5, 6, 7 and 8.
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Table 7. The test results of multiple pathways cascade classifier

arameters Vehicles Recognition Missing Mistake Recognition Mistake
Weather quantity quantity quantity quantity rate rate
Cloudy 233 227 6 5 97.42% 2.15%
Rainy 186 178 8 4 95.69% 2.15%
Sunny 173 163 10 8 94.22% 4.62%
Table 8. The test results of single pathway cascade classifiers
arameters Vehicles Recognition Missing Mistake Recognition Mistake
quantity quantity quantity quantity rate rate
Weather
Cloudy 233 223 10 9 95.71% 3.86%
Rainy 186 173 13 11 93.01% 5.91%
Sunny 173 161 12 12 93.06% 6.94%

(a) 3 cars are detected by single pathway
conventional method

(c) 4 cars are detected by multiple pathway

Fig. 5. Cloudy day
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(f) 4 cars are detected by multiple pathway

Fig. 6. Rainy day

(i) 2 cars are detected by multiple pathway

Fig. 7. Sunny day
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(1) 2 cars are detected by multiple pathway

Fig. 8. The strong light

In the figure, the different color circles are detected by different sub-classifiers. Due
to the size of training window is 22*20, it can’t detect the moving vehicle of which
scale is less than 22%20. So this situation does not belong to the missing vehicle.
Obviously the algorithm based on three pathways achieves the highest recognition rate
and lowest mistake rate. Furthermore, the algorithm proposed in this paper reduces the
requirements of the quantity of training samples and the training time.

6 Conclusion

The experimental data shows that the vehicle detection results based on multiple
pathways detection mechanism are better than the detection results of single pathway
detector and the conventional vehicle detection method. In the experiment, the false
detection and miss detection area are mainly related to the sample database. The
algorithm in this paper also has some shortcomings: (1) can not detect the overlapping
vehicles; (2) multi-pathway algorithm will affect the real-time of vehicle detection. In
order to improve the real time of vehicle detection, the vehicle candidates are extracted
using a prior knowledge, such as optical flow feature, shadow, symmetry, color, edge
and texture. In this paper, a single feature of MB-LBP is used to describe the features of
the vehicle. The future research is the vehicle detection based on multi-feature, so as to
improve the robustness of the vehicle detection system. Meanwhile, a useful vehicle
tracking algorithm will be researched and the algorithm will be implemented on a DSP
chip in the future. The algorithm in this paper can be applied in the safety systems of
vehicle driving.
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Abstract. Sign Language Recognition opens to a wide research field with the
aim of solving problems for the integration of deaf people in society. The goal of
this research is to reduce the communication gap between hearing impaired
users and other subjects, building an educational system for hearing impaired
children. This project uses computer vision and machine learning algorithms to
reach this objective. In this paper we analyze the image processing techniques
for detecting hand gestures in video and we compare two approaches based on
machine learning to achieve gesture recognition.

Keywords: Image processing - Computer vision - Machine learning - SVM -
MLP - Gaussian Mixture Model - Sign language + LIS

1 Introduction

Hearing-impaired people usually communicate using the visual-gestural channel which
is notably different from the vocal-acoustic one. To this end, sign language is a
complete language having its own grammar, syntax, vocabulary and morphological
rules. Furthermore, each community usually develops and employs its specific lan-
guage. As a result, there are many different languages based on signs, such as the
Italian Sign Language (LIS), the American Sign Language (ASL), or the British Sign
Language. Additionally, each language has its vernacular variants and, similarly to
spoken languages, a constantly evolving lexicon.

The Italian Sign Language - as other sign languages - is based on an alphabet,
commonly referred to as finger spelling. Despite being not largely used in conversations,
finger spelling is crucial, both for beginners and in communication. Indeed, it is employed
to represent names of people or places, and to replace signs which are harder to remember.
The LIS finger spelling represents all the 26 letters of the Italian alphabet, as shown in
Fig. 1: some letters are associated with a static gesture, others include hand movement.

The goal of this research is to realize a system for detecting LIS gestures and for
translating them into written or spoken language (e.g., with the help of text-to-speech
systems), as this could be employed in communication technology or educational tools
to provide hearing impaired people with enhanced interaction, simplified communi-
cation and, in general, with more opportunities of social inclusion.

© Springer International Publishing Switzerland 2015
D.-S. Huang and K. Han (Eds.): ICIC 2015, Part III, LNAI 9227, pp. 264-274, 2015.
DOI: 10.1007/978-3-319-22053-6_28
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Fig. 1. LIS finger spelling

2 Related Work

In the last years, research showed that hardware/software solutions based on automatic
recognition systems can play a crucial role in helping sign language users communicate
more easily and efficiently. Also, several projects integrated them in multimedia
platforms to address applications accessibility and to increase social inclusion of users
having some degree of hearing deficiency.

Recently, promising results have been achieved with RGB-D sensors. However,
they require users to be constantly connected to power supply, which is an important
drawback especially when mobility is required. Moreover, they are not currently
available on commercial mobile devices.

Several experimental projects have been realized in this field; nevertheless, they
usually involve very complex equipment and sophisticated settings. For instance, a
large number of applications utilize Microsoft Kinect, which is not portable. Others are
exploring wearable solutions, such as sensor-equipped gloves [7], which require users
to have both their hands busy. Conversely, we adopt an alternative approach based on
cameras and low-cost devices with the aim of designing a portable solution especially
dedicated to enabling the deaf use sign language in mobility.

In this work, we introduce SignInterpreter, a Sign Language detection system based
on RGB sensors, as they are incorporated in the majority of nowadays available mobile
devices. Also, we detail an experimental study in which we compare the performance
of our solution using different image processing algorithms.

In [6, 9] two methods that provide sign recognition with image processing and machine
learning method have been proposed. In [6] a Random Forest Algorithm is trained with Hu
moments, in [9] a SVM is trained with Zernike moments and Hu moments too.

3 SignInterpreter

3.1 System Architecture

SignInterpreter is a Sign Language recognition system designed to work with standard
RGB cameras, such as webcams, and cameras mounted on mobile and embedded
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devices: users communicate by realizing gestures in front of the camera. The system
acquires the video stream and processes the captured frame in order to extract features
that are converted into digitized text. This, in turn, can be utilized to represent mes-
sages, or to control applications. The system architecture is shown in Fig. 2.

Image processing Result

Acquisition of frame

Fig. 2. System architecture

In addition to the recognition hardware, SignInterpreter comprises a client-server
architecture (Fig. 3) specifically designed to increase the performances of the system on
mobile devices: video streams and image features are acquired on the client; image
processing and machine learning tasks are executed on the server, in real-time. In
addition to enabling a larger dataset to be collected and used, this improves the overall
accuracy of the system, regardless of the computational power of the client.

8 ]

Acquiring of frame gnd display the result
through smartphone

Ny

s
S

Server — image processing

Fig. 3. Distributed architecture

3.2 Software Architecture

The software operates in three main phases: (1) background acquisition and modeling;
(2) calibration to get the user’s skin color; (3) hand detection and gesture recognition.
The first step removes the noise produced by background objects. During calibration,
the system collects several color samples of the hand and utilizes them to obtain a
precise model of the skin color of user’s hand. In the last phase, foreground is extracted
from a generic frame: this is realized using information from the background model
acquired in the first phase, and the hand model. Then, a segmentation process is exe-
cuted on the resulting image. Specifically, the algorithm discards all colors considered as
different from the color model of user’s skin. Subsequently, the Canny edge detection
algorithm is employed to extract the contour of the hands. This is the input to a classifier
that is trained to recognize gestures. The system workflow is shown in Fig. 4.
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Background modelling

Calibration

Background subtraction

Edge detector
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Fig. 4. Workflow

4 Hand Detection

This stage consists in extracting foreground objects from the scene, so that segmen-
tation can be realized [1]. Background subtraction is crucial in order to reduce the
number of false negatives in the segmentation phase.

4.1 Background Subtraction

In [4], several background subtraction algorithms are discussed. In our experimental
study, we employed the Gaussian Mixture Model (GMM) algorithm [3] to discriminate
background. The GMM algorithm models the value of each pixel with a mixture of
K Gaussian distributions and it detects the pixel intensity that most likely represents the
background, using a heuristic method. If a pixel does not match the intensity value, it is
recognized as a foreground pixel.

The likelihood to observe an intensity pixel value x (xg,xg,xp) at the time ¢ is
expressed by:

p(x) = Zwi,t”(xﬁ Higs Zi,t)

Where w is the weight vector, 7, , is the Gaussian distribution with an average x4 and
a covariance matrix 2.

In order to remove background, we define a threshold discriminates background
pixels from foreground pixels.

4.2 Skin Color Detection

In our system, skin color detection plays an essential role. The skin color model
proposed in [5] did not show significant results as the authors refer to
African-Americans, only. For the purpose of our study, two skin color detection
algorithms have been implemented using face color and hand color. The former
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extracts the color model from the color of user’s face. In particular, we define a region
of interest, which is located between the eyes and the nose. This region is calculated by
extracting the face, by Viola-Jones algorithm, and on it we select a rectangle situated
roughly in the middle of face. The choice of this region is due to the fact that we are
sure that will contain skin. Extracted color is represented in the HSV color space
(Fig. 5).

Fig. 5. Skin color detection: approach 1 (Color figure online)

However, we experienced that this method is not accurate, because face color and
hand color can be very different in some individuals.

Therefore, we designed a second algorithm that detects skin color from several
points of the hand. In order to do so, we provide users with a window showing the
video being captured with overlay markers. By asking the user to place their hands over
the markers, the algorithm can evaluate the color model of the skin. This process is
shown in Fig. 6.

Fig. 6. Skin color detection: approach 2 (Color figure online)

Once the skin color has been extracted, it is then used as a threshold to segment the
foreground image, and a second filter is used to delete the face and all regions with an
area bigger than the face area and the regions with a too small area. In this way, the
remaining regions are very likely to be the hands. The workflow is shown in Fig. 7.

5 Gesture Recognition

Gesture recognition has been implemented using a supervised learning algorithm.
Specifically, we employed Support Vector Machines.

With the hypothesis of having a linear binary classifier problem, the SVM algo-
rithm finds the separation level that maximizes the margin between two classes, and
maximizes the empty area included between them. The amplitude of this value is
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defined by the distance between the hyperplane that splits the two classes and the

samples around that area, i.e., the support vector (Fig. 8).
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Fig. 8. SVM

In order to train the algorithm, we acquired a training set of 2160 pictures repre-
senting all the 26 signs of LIS (80 pictures per sign) (Fig. 9).
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We defined four main classes of signs based on their aspect ratio, in order to
improve the recognition performances on letters having similar sign representations.
Then, we trained one SVM classifier per group. Particularly, each classifier has been
trained using edges extracted from the pictures. All the pictures belonging to the same

class have the same dimensions.
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— First class: signs {B, R, U, V, Z}, height = 126 px, width = 104 px;

— Second class: signs {A, E, M, N, O, P, Q, T, X}, height = 106 px, width = 141 px;
— Third class: signs {C, D, F, I, L, Y}, height = 179 px, width = 141 px;

— Fourth class: signs {G, H, J, K, S}, height = 159 px, width = 70 px;

The entire image is given as an input to the classifier. As a result, the features vector
for each classifier has & x w components, where w and & represent image width and
height, respectively.

A different approach is described in [10]: it consists in training a classifier with a
pixel coordinate transformation; specifically, Cartesian coordinates are transformed
into polar coordinates, i.e. (p, 3).

Contour pixels are sampled, and only 50 pixels are taken. The coordinates of each
pixel are transformed into polar coordinates, where p is calculated from the mass center
of the picture.

A multilayer perceptron (MLP) was trained with polar coordinates of 50 pixels,
leading to a features vector consisting of 100 components.

6 Experimental Results

In this section the results obtained from both the classifiers are presented. The SVM
classifier uses a linear kernel, the maximum number of iterations is set to 100 and the
error threshold is set to ¢ = 0,000001.

The MLP topology has a single hidden layer. The learning rate is set to 0.3 and the
number of epochs is set to 500.

The test set consists of 20 pictures per sign. The following confusion matrices show
the results for each sign obtained from both classifiers.

Table 1 reports the confusion matrix relative to class 1. The entry “Neg” specifies
the negative samples, which don’t belong to this class (Tables 2, 3 and 4).

Table 1. Confusion matrix for class 1

classifier | B R U v w Z Neg
B |SVM 80%|10% (0% 5% 0% (5% |0%
MLP 85 % 15% 0% (0% (0% |0% |0 %
R |SVM 5% (80% |5% |0% |0% |10 % |0 %
MLP 0% [80% |15%|5% |[0% (0% |0 %
U SVM 0% (0% |95%|0% (0% (0% |5%
MLP 5% (5% |75%|10%|0% |5% |0 %
vV | SVM 0% (0% (0% |95%|5% (0% |0 %
MLP 0% (0% |5% |85 %|0% |0% |10 %
W |SVM 0% (5% |0% [0% |95% 0% |0 %
MLP 0% (0% |0% |10% |80 % |0 % |10 %
Z |SVM 0% (5% |0% |[0% |[0% |95% |0 %
MLP 0% 0% 5% (0% |5% |90 % |0 %
Neg | SVM 0% (0% |0% (0% |[0% |0% |100 %
MLP 0% [08%|0% (0% |1.7%|0% |97.5 %




A Computer Vision Method for the Italian Finger Spelling 271

For the first class the accuracy of the SVM classifier is ca. 95 %, while the accuracy
of the MLP classifier is ca. 89 %. For the second class the accuracy of the SVM
classifier is ca. 95 %, while the accuracy of the MLP classifier is 87 %. For the third
class the accuracy of the SVM classifier is ca. 95 %, and the accuracy of the MLP

Table 2. Confusion matrix for class 2

classifier | A E M N (¢} P Q T X Neg
A |SVM B5% (0% (0% |[0% (0% |0% |0% |0% (0% |5%
MLP 0% 0% (0% (5% 0% (0% |0% 0% |0% |0%
E |SVM 0% |(100%|0% (0% (0% |0% |0% 0% |0% |0%
MLP 0% (90% (0% |0% 5% |0% |0% |5% (0% |0%
M |SVM 0% (0% [100%(0% (0% |0% |0% 0% |0% |0%
MLP 0% (0% |70% (5% [0% |15% [10% 0% |0% |0%
N |SVM 0% (0% [10% [(90%| 0% |0% |0% |0% (0% |0 %
MLP 0% (5% |[10% (85 %|0% |0% |0% 0% |0% |0%
O |SVM 0% (0% |0% (0% [100%|0% |0% 0% |0% |0%
MLP 0% (5% (0% (0% [70% (0% |0% (5% |0% |20%
P |SVM 0% (0% |0% (0% (0% |100%|0% 0% |0% |0%
MLP 5% (0% 0% 5% 0% |70% (5% |0% (0% |15%
Q |SVM 0% (0% (0% (0% [0% |0% |100% 0% |0% |0%
MLP 0% (0% 5% (0% (0% |15% |75% 0% |0% |5%
T |SVM 0% (0% |[0% (0% (0% |0% |0% |75% |0% |25%
MLP 0% (0% |0% (0% [15% (0% |0% (85 % |0% |0%
X |SVM 0% (0% |0% (0% (0% |0% |0% 0% |90 % |10 %
MLP 0% 0% |[0% (0% (0% |0% |0% 0% |90 % |10 %
Neg | SVM 0% |([0% |0% |0% [05% 0% |0% |0% |0% |99.5 %
MLP 05% 0% (05% [0% [1.7% |0% 0% 1.7 %|1.1 %|94.5 %

Table 3. Confusion matrix for class 3

classifier | C D F I L Y Neg
C |SVM 0%|0% (5% 0% 5% |0% |0%
MLP 80% 0% (0% 0% (5% |0% |15%
D |SVM 0% |[100%(0% (0% 0% |0% |0%
MLP 0% |95% (5% (0% 0% |0% |0%
F |SVM 0% |20% (80% 0% 0% |0% |0%
MLP 0% |0% |85%|0% |0% |0% |15%
I SVM 0% |0% |(0% |100% 0% |0% 0%
MLP 0% (0% (0% |95% 0% |0% |5%
L |SVM 0% |5% [10% 0% |8 % (0% |0%
MLP 0% |0% (0% (0% |100% 0% 0%
Y |SVM 0% |0% (0% (0% 0% |100% 0 %
MLP 0% 0% |0% [15% 0% |8 % (0%
Neg | SVM 0% |[0% |0% (0% |0% |0% |100 %
MLP 07%|0% |0.7%|07% [0.7% |0% |97.2 %
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Table 4. Confusion matrix for class 4

classifier | G H J K S Neg
G |SVM 5% (5% (0% (0% |0% |0%
MLP 100%(0% 0% |0% |0% 0%
H |SVM 0% |[100%|0% (0% |0% |0%
MLP 10% [70% (0% |0% |10 % |10 %
J SVM 0% |0% |100% (0% |0% |0%
MLP 0% |0% |95% (5% |0% |0%
K |SVM 0% |0% |0% |[100%|0% |0 %
MLP 0% (5% (0% (8% |[0% |10 %
S |SVM 5% 0% |0% |0% |95% 0%
MLP 0% (0% (0% [(0% |85 %|15%
Neg | SVM 0% (0% (0% |(0% |0% |100 %
MLP 21% (1% (1% (0% |1% 949 %

classifier is ca. 93 %. For the fourth class, the accuracy of the SVM classifier accuracy
is ca. 97 %, while the accuracy of the MLP classifier is ca. 90 %.

The signs B, C, F, O, R, S, and T show unreliable results, indeed their accuracy is
less than 80 %. Figure 10 shows a screenshot of the software implemented in the
experimental study; specifically, the L sign is being recognized by our system.

Profio: Lugi
Processing...

Signinterpreter

7 Conclusion and Future Works

Fig. 10. Test case

We proposed two methods, the first one trains an SVM classifier with the hand con-
tours, and the second one uses the polar coordinates to train a NN. Even if both the
approaches offer good results, which are much higher than 50 % (random classifier), we
can conclude that the first approach performs better.
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This work is limited to the recognition of the Italian finger spelling only. The
segmentation based on the skin color is the hardest problem faced during this study,
because it is required that the system is able to work in uncontrolled environments
(users within any scene) but can be improved by using in future works the algorithm
developed from authors in [12]. SVM and MLP performance could be improved by
using several techniques shown in [13] for SVM performance evaluation, or in [14] for
MLP pre-processing or in [15] for MLP topology optimization.

A future work could see the system equipped with a most suitable sensor able to
recognize hands and fingers, as the Leap Motion, which is a technology equipped with
infrared sensor. With the combination of Leap Motion and a RGB sensor, the system
could be extended to identify more signs, without having to renounce to portability.
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Abstract. Based on spiking neural network and colour visual processing mech-
anism, a hierarchical network is proposed to extract multi-features from a colour
image. The network is constructed with a conductance-based integrate-and-fire
neuron model and a set of receptive fields. Inspired by visual system, an image
can be decomposed into multiple visual image channels and processed in hier-
archical structures. The firing rate map of each channel is computed and recorded.
Finally, multi-features are obtained from firing rate map. Simulation results show
that the proposed method is successfully applied to recognize the target with a
higher recognition rate compared with some other methods.

Keywords: Spiking neural network - Multi-features extraction - Visual
processing pathways - Integrate-and-fire neuron model

1 Introduction

Colour vision is an important ability of human to perceive and discriminate objects.
Quantitative psychophysical and physiological scientists have studied the colour vision
mechanism. The hierarchical pathways of colour information processing in visual system
are widely reported. They are from retina to LGN (lateral geniculate nucleus), then enter
into primary cortex V1 [1]. The landmark studies of De Valois suggested that colour
single-opponent neurons existed in the LGN. Many perceptual results indicate that colour
perception is dependent on colour contrast at the boundary of the region other than it is
on the spectral reflectance of the region [2, 3]. Single-opponent neurons confirm the
colour property of sensitivity to context. Furthermore, Livingstone and Hubel reported
that double-opponent neurons existed in primary cortex V1 [4]. The double-opponent
neurons strongly respond to colour bar, are invariant to illumination and have property of
orientation-selective [5]. Based on the above biological principle, many simulation
methods are proposed to extract colour features. For example, Yue Zhang established
colour histogram feature extraction model based on the hierarchy description of biolog-
ical vision [6]. Silvio Borer and Sabine Susstrunk introduced an opponent colour space
motivated by retinal processing [7]. However, the hierarchical model and colout/spatial
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opponency proposed by most of them are conceptual tools rather than computational
means, and cannot be applied directly to pattern recognition. How to transform and
convert signals among neurons in the visual processing pathways still needs to be
discussed. So we combine hierarchical and logical model with spiking neurons.

Spiking neurons are regarded as a computing unit in neural networks. The first
biological model of a spiking neuron proposed by Hodgkin and Huxley, is based on
experimental recordings from the giant squid axon using a voltage clamp method [8].
The complexity in simulating the model is very high due to the number of differential
equations and the large number of parameters. Thus most computer simulations choose
to use a simplified neuron model such as integrate-and-fire model [9, 10]. Based on
integrate-and-fire model, QingXiang Wu proposed a spiking neural network to extract
colour features in different ON/OFF pathways which inspired by the roles of rods and
cones inretina [11]. Simei Gomes Wysoski also described and evaluated a spiking neural
network based on integrate-and-fire model [12]. But it did not simulate the information
processing of rods and cones in retina.

In this paper we simulate the hierarchical visual processing pathways and explore
the application of a spiking neuron model and spiking neural network to extract multi-
features for pattern recognition. The extracted multi-features contain more information.
The simulation results proved that the proposed network can be used complex pattern
recognition efficiently.

The remainder of this paper is organized as follows. In Sect. 2, the hierarchical
architecture of the neural network is proposed to extract multi-features. The spiking
neural network model is based on simplified conductance-based integrate-and-fire
neurons. The behaviours of the neural network are governed by a set of equations
discussed in Sect. 3. Experimental results and discussions are presented in Sect. 4.
Section 5 gives a conclusion and a topic for further study.

2 Hierarchical Architecture of Spiking Neural Network

As mentioned introductions, integrate-and-fire neurons are used as the implementa-
tion units in visual processing pathways. Inspired by visual processing mechanism and
logical behavior of opponent neurons, a hierarchical architecture of spiking neural
network based on integrate-and-fire neuron model is proposed to extract multi-features.
For simplicity, only the architecture of the network for red/green opponent pathway is
shown in Fig. 1. The blue/yellow opponent pathway has similar architecture.

The spiking neural network as shown in Fig. 1 comprises three layers. Receptors
layer shows the mechanism of three type’s cones perceiving red, green, blue colours of
the input image and transforms a pixel into external current which is fed to neurons at
layerl. RF, is simulated receptive field for single opponent neurons of Layer]l and can
be interpreted as two dimensional difference of Gaussians functions. Each neuron at
layerl has excitatory and inhibitory synapses to transmit spike trains and is connected
to a receptive field RF; through both of excitatory strength matrix w,, and inhibitory
strength matrix w;,. If the membrane potential of neuron reaches the threshold, the
neuron will fire. Otherwise, the neuron will be suppressed. Neurons at output layer are
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used to simulate double opponent neurons of cortex V1 with orientation selectivity.
Receptive field RFg is designed for double opponent neurons of output layer, which can
be implemented using Gabor functions. Similarly, each neuron at output layer is
connected to a receptive field RFg through both of excitatory strength matrix wg,, and
inhibitory strength matrix wg;,. The details of the neuron model and receptive fields are
presented in following sections.

° © Excitatory synapse
@ Inhibitory synapse

receptors layer Layerl Output layer

Fig. 1. The architecture of the network for red-green opponent (Color figure online)

3 Spiking Neuron Model and Implementation

A simplified conductance-based integrate-and-fire model is applied in the computation
of the network. Let r,,(?), g,,(?) represent the normalized strength at a pixel (x,y) of an
image. Receptors transfer the image pixel brightness to a synapse current /), Io.y) by
following equations. Where a and f are constants for transformation.

Ly = arx,y(t)’ Ly =P gx,y(t)’ 1)
In the integrate-and-fire model, the membrane potential v() is calculated as:

c dvr/g(t)
m dt

=8(E; =)+ Y WY ) (0)
('.y)ERF, (2)

+ wy, (&, Y oy (s

g is the membrane conductance, E, is the reverse potential, v,, is the membrane
potential of r/g(x,y) in layer 1, #/g(x,y) represents a red/green single opponent neuron.
¢, presents the capacitance of the membrane, w,, and w;, are governed by the following
expression.
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;L _ e ey)? , _ =)0y 3
W, (X', y") = wye 252 Wi (XL Y) =we 2052 s 3)

Where (x.,y.) is the center of receptive field RF;. wy and w, are used to determine
the maximal value of the weight distribution, é and n are constants.

If the membrane potential reaches a threshold v, then the neuron generates a spike.
S,/e0ey)(f) TEPresent the spike train generated by the neuron such as that:

s ) = 1 if neuron r/g(x,y)fires at time t. 4
/g YT if neuron r/g(x,y)does not fire at time t. @

The firing rate F,)(f) is calculated by following expression, where T is a time
interval for counting the spikes.

+T

1
Fr/g(x,y)([) =T 2 Sr/g(X»y)(t), ®)
t

The neuron in output layer is governed by:

dvrg(t)
modt

= GE =V + D W& Y F, g (@)
('.y")ERF (6)

+Wwein(, Y 1 ) (0,

Cc

Uy, is the membrane potential of the rg(x,y) in output layer, rg(x,y) represents a red/
green double opponent neuron. The distribution of the weights wg,, and wg;, are simu-
lated by follows, where (x.;y,.;) is the center of receptive field RFg. 1 is wavelength, 6
represents orientation selection, y and ¢ are constants.

(@ =xe o088+ =y ) sin )% + 12 (<( =) sin 040 v )oos6)

WGex(-x/? y/) =e 202
X' —x.)cos0 + (Y —y,)sind ™
X cos(27r( c1) 07 = Y1) )
A
Wain (x’,y') = "WGex (XI,Y’) )
The spike train S,4,,)(f) generated by
s ) = 1 if neuron rg(x,y) fires at time t. 9
ENY T 0 if neuron rg(x,y) does not fire at time t. ©)
The firing rate F,,,(f) of neuron in output layer is

t+T

1
Frg(x,y)(t) = f Z Srg(.x,y)(t)’ (10)
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By analogy, we have the firing rate F, () (1), Fpyeoy)(®), Fypey (). The spiking neural
network is simulated in Matlab. Corresponding to biological neurons [13], the following
parameters for the network are used in the experiments. The dimension of receptive
field RF, and RFg are set to 5 X 5. v, = =60 mv. E;=—70 mv. g; = 1.0 ps/mm®. ¢,, = 8 nF/
mm”*. T=1000ms.a=2.f=1.6=1.n=25y=1/3.1=5.0 =pi/4, 6 = 3. These
parameters can be adjusted to get a good quality output image.

We compute mean and variance colour moments for each fire map in output layer,

=

_1 R 212
Mi_ﬁjlpi‘i,ai_(ﬁj;(pi‘i_ﬂi))' . (11)

FSNN(t) = [ﬂ]a ”2, #37 ﬂ49 0-1a 629 0-3a 0-4] (12)

4 Experiments and Discussion

In this section, we illustrate the ability of multi-features extracted from the proposed
network to test the actual problems in pattern recognition. Flower category dataset
comprises 10 flowers categories with similar colour and shape [14]. Each species images
also include differences in pose and incomplete flowers owing to shade. Figure 2 shows
example of the flower category dataset.

Fig. 2. Typical objects of flower category dataset

Totalizing 804 images are used for experimental purpose. It was divided into two
training set and testing set, where 50 % for each group. Experiment is achieved by 5
fold cross-validation of libSVM. We also compare with some other methods, which
are from RGB, Retina [6], SNN1 [11], SNN+ colour-opponent respectively, as they
both extracted colour features. The RGB method computed colour moments of red,
green, blue channel for colour images. The method of Retina is applied in Yue Zhang’s
paper. It is a logical model based on visual processing mechanism. According to this
model, we compute colour moments of output images for each channel. The method
SNNI1 is introduced by Qing Xiang Wu’s paper. A colour image is separated by several
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ON/OFF pathways, such as R_ON, R_OFF, B_ON, B_OFF, G_ON, G_OFF. We
calculate colour moment of each pathway. The features extracted by the method of
SNN-+colour-opponent are based on the proposed neural network of this paper, but
they only show characteristic of colour contrast sensitive without orientation-selective.
SNN+colour-opponent+orientation-selective is the algorithm of multi-features extrac-
tion. Obviously, the method of SNN+-colour-opponent gets the highest recognition rate
based on our networks, SNN+colour-opponent+orientation-selective has a slightly
lower recognition rate because some image details are removed after orientation-selec-
tive. However, SNN+-colour-opponent+orientation-selective will give better perform-
ance in terms of illuminant constancy. On the other hand, it shows the powerful func-
tion of spiking neural work (Table 1).

Table 1. Comparison of recognition accuracy for flower category dataset

Methods Recognition
rate (%)

Retina 62.19

RGB 78.54

SNN1 89.24

SNN+-colour-opponent 93.54

SNN+colour-opponent+-orientation-selective | 93.28

5 Conclusion

The hierarchical architecture of spiking neural network provides powerful functionali-
ties to perform very complicated computation tasks and intelligent behaviours. This
paper has proposed a neural network model that can perform multi-features extraction
from a colour image. An integrate-and-fire neuron model and biological visual mecha-
nism are used to construct the network. Simulations show that the proposed network
outperforms the alternative methods in recognizing objects. The reason for excellent
performance is that multi-feature fusion of colour and spatial information. It also
provides a better understanding of how human perceived colours in the visual pathways.
In this paper, only the behaviours of retina, LGN and cortex V1 have been discussed.
Actually, there are higher levels for colour processing in visual system, such as V2, PIT,
IT. This is a topic for further study.
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Abstract. This paper explores a synthetic method to create the unseen face
features in the database, thus achieving better performance of image set based
face recognition. Image set based classification highly depend on the consis-
tency and coverage of the poses and view point variations of a subject in gallery
and probe sets. By considering the high symmetry of human faces, multiple
synthetic instances are virtually generated to make up the missing parts, so as
to enrich the variety of the database. With respect to the classification frame-
work, we resort to reverse training due to its high efficiency and accuracy.
Experiments are performed on benchmark datasets containing facial image
sequences. Comparisons with state-of-the-art methods have corroborated the
superiority of our Synthetic Examples based Reverse Training (SERT)
approach.

Keywords: Face recognition - Image set classification

1 Introduction

Face recognition conducted on multiple images can be formulated as an image set
classification problem. The existing image set classification methods can be divided into
two categories, parametric model based methods and nonparametric model based
methods [1]. Parametric methods utilize a statistical distribution to represent an image
set and measure the similarity between two sets by KL-divergence. The main drawback
of such methods is that they need to tune the parameters of a distribution function and
rely on strong statistical correlation between training and test image sets [2, 3]. Unlike
parametric methods seeking for global characteristics of the sets, non-parametric
methods put more emphasis on local samples matching. They attempt to find the overlap
views between two sets and measure the similarity upon those parts of data. Nearest
Neighbor (NN) matching is used to find the common parts. They model the whole image
set as local exemplars [4], an affine hull or a convex hull [5], a regularized affine hull [6],
or use the sparsity constraint as a means to find the nearest pair of points between two
image sets [7]. Then the similarity of two sets can be reflected by the Euclidean distance
between their closest points. Since the NN based methods use only a small part of the
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data information, they are more vulnerable to outliers. Later, people find that in some
cases the structure of the whole image set might be a nonlinear complex manifold and a
linear subspace is not sufficient for representation. Thus, researchers start to model an
image set as a point on a certain manifold, e.g., a Grassmannian manifold [8, 9] or a
Riemannian manifold [10]. The corresponding distance metrics can be geodesic distance
[11], projection kernel metric [12] and Log-Euclidean distance (LED) [13].

In [14], Hayat et al. tried to keep each example independent and to remain the
image set in its original form rather than seeking a whole representation. They argued
that whatever form you use, once you model a set as a single entity, there must be loss
of information. Besides, they adopted the reverse training strategy.

The abovementioned methods mainly focus on devising an efficient classifier. They
tacitly make an assumption that the distribution of a person’s poses and view points in a
probe image set are similar to those in the gallery image set. However, it is sometimes
the case that there is pose or view point mismatch between the gallery and probe image
sets of the same subject. In such case, the probe image set is more easily classified as
the class whose gallery set contains the same head pose as the probe set but is indeed
from a different subject.

In this paper, to solve such a problem, we propose a simple yet effective approach
by synthesizing more samples for each image set. In this way, the variety of poses and
viewpoints within an image set can be apparently enriched. In terms of the classifi-
cation framework, we resort to Reverse Training [14]. The proposed method is named
as Synthetic Examples based Reverse Training, SERT for short.

2 Image Set Feature Extraction

We propose a face sample synthesizing method in which the symmetry property of the
human face is fully exploited. This approach is inspired by [14]. In [14], Hayat et al.
pointed out that based on the manual inspection of the most challenging YouTube
Celebrities dataset, a great amount of misclassified query image sets have a common
characteristic that their head poses are not covered in the training sets. To address this
issue, here we present our solution.

2.1 Horizontal Symmetry Synthetic Examples and LBP

We create synthetic examples to enrich the set variations, by operating directly in “data
space”. For each example in an image set, we flip the image horizontally and get
another symmetry version of the original face. To determine the necessity of this
flipping step, we use the Euclidean distance metric to measure the similarity between
the original face and the flipped one. A threshold is empirically set. If the distance is
less than the threshold, we neglect the flipped face since the original face itself has a
good symmetry. Otherwise, we add the new flipped face column to the image set and
therefore augment the number of instances in all the sets.

Next, we use Local Binary Patterns (LBP) [15] for face feature extraction. It has
three classical mapping table: (1) uniform LBP (‘u2’), (2) rotation-invariant LBP (‘ri’),
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and (3) uniform rotation-invariant LBP (‘riu2’). Here we adopt the uniform LBP (‘u2’),
whose binary pattern contains at most two bitwise transitions from O to 1 (or 1 to 0).
There are totally 2 conditions for O transition and 56 conditions for 2 transitions
(1 transition is impossible) in the case of (8, R) neighborhood. All the non-uniform
LBP that contains more than two transitions are labeled as the 59™ bin. The details of
feature extraction are listed in Table 1.

Table 1. Feature extraction based on grid division LBPgYZ1

Input: A face image

1. Divide the face image into k x k non-overlapping uniformly spaced grid cells

2. For each pixel in one cell, sample its 8 neighbors with radius 1 and map its pattern
into one of the 59 conditions

3. Build the histogram over each cell, which counts the frequency of each number
(1-59)

4. Normalize the histograms and concatenate them one after another (either

column-wise or row-wise)

Output: | A feature vector whose dimension is 59 &°

Original face : Flipped face
213 312
8l |
| oo/ 11]1 | B2[11[10f0
: 113 i 151413

Fig. 1. A synthetic feature and its original feature.

Since we use grid division LBPg?l which is not rotation invariant, the flipped image
must have a different LBP value from its original one. An intuitive illustration can be
seen in Fig. 1. Imagine the case that a training set only composes of left profile faces,
while its corresponding upcoming test set only consists of right profile faces. It is
obviously that the original gallery and probe set is hard to match to each other.
However, after we create synthetic examples, both gallery and probe set contains left
and right profile features. It is much easier for the later classification.

2.2 SMOTE and PCA Whitening

The number of instances varies a lot from set to set. Such an uneven distribution will
lead to the bias in the classification stage especially for those methods who do not
represent the image set as a whole entity. To solve this problem, here we use the
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Synthetic Minority Over-sampling Technique (SMOTE) proposed by Chawla et al.
[16]. For the image sets whose sizes are smaller than 100, we generate synthetic
examples by taking each minority instance and introducing synthetic ones along the
line segments between itself and its k nearest neighbors in the same set.

At the training phase, the LBP features are redundant since adjacent pixel inten-
sities are highly correlated. Therefore, we use PCA whitening to make our input
features uncorrelated with each other and have unit variance.

3 SERT: Synthetic Examples Based Reverse Training

3.1 Problem Formulation

Denote X = {x, x5, ..., x,,} as an image set containing n face examples from a person,
where x; is a feature vector of the i/ single image, and is in the form of LBP. A subject
can have multiple image sets. Given k training image sets X, X,, ..., X that belong to
c classes (k >= c¢) and their corresponding labels y = {1, 2, ..., k}, when there comes in
a query image set X,, our task is to find out which class it belongs to.

3.2 Reverse Training and the Proposed Framework

After the preparation for features, we use the Reverse Training algorithm proposed in
[14] to do the classification work.

Suppose a coming query set X4 has 200 images. The 20 training sets that belong to
20 classes (multiple sets per subject are combined as a whole) are marked as D = {X,
X5, ..., X50}. 10 images per set in D are randomly selected to form a set D containing
200 images and the rest of images in D form the set D,. As the name “Reverse training”
suggests, we treat the 200 images in X, as training data while the images in D, as test
data. Specifically, 200 features in X, are labeled as +1 and 200 features in D; are
labeled as —1. A binary classifier Liblinear [17] is trained on these 400 instances and
D, is tested on the linear decision boundary. Those who are classified as +1 (same side
as X,,) are denoted as D3 . A normalized histogram A is computed on the Yoy (labels of

D7) over the 20 class bins. Intuitively, #; (i = 1, 2, ... 20) indicates the percentage of
the number of label i in yp: over the number of label i in yp,.

lL,y=i

hi = ZyEyD+ﬁ(y)/ Z}’E}’l)zﬁ(y)’ Whereﬁ(y) - { 0 y 7& i (1)

Finally, the label of the query set X, is assigned according to &; that has the largest
occurrence,

Y = argmax h; (2)

The flowchart of the proposed SERT approach is presented in Fig. 2.
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Fig. 2. Illustration for the computation process of SERT.

4 Experimental Results

4.1 Datasets and Settings

Honda/UCSD Dataset. The Honda/UCSD dataset [18] contains 59 video sequences
involving 20 different persons. The face in each frame is first automatically extracted
using Viola and Jones face detection algorithm [19] and then resized to the size of
20 x 20. For our experiment, one video is considered as an image set. Specifically, each
person has one image set as the gallery and the remaining sets as the probes. We repeat
our experiment for 10 times with randomly selected training and testing combinations.

CMU Mobo Dataset. The CMU Mobo dataset [20] consists of 96 video sequences of
24 different subjects. The number of frames for each video is about 300. Similar to the
Honda, the faces are detected using [19] and resized to 40 x 40. As a convention, we
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consider one video as an image set and select one set per person for training and the rest
sets for testing (24 sets for training and 72 for testing). k = 5 for LBP grid division.

YouTube Celebrities Dataset. The YouTube Celebrities [21] has 1910 video clips of
47 celebrities. We utilized the method in [22] to track the face region across the entire
video, in which the face bounding boxes in initial frame is manually marked and
provided along with the dataset. The cropped face region is then resized to 30 x 30.
Specifically, we divided the whole dataset into five equal folds with minimal over-
lapping. From the aspect of fold division, for subjects who have more than 45 videos,
we randomly select 45 from them. As for subjects who don’t have 45 videos, some
videos are selected more than once. Then we divide 45 videos per person into 5 fold.

4.2 Comparisons with Existing Methods

We compare our proposed framework with several recently proposed state-of-the-art
methods which include DCC [1], MMD [4], MDA [8], AHISD [5], CHISD [5], SANP
[7], CDL [10] and RT [14]. Table 2 tabulates the recognition results for our approach
and all the other methods listed above on the three datasets.

Table 2. Average recognition rates (%) with standard deviation of different methods on the three
benchmark datasets

Method Honda/UCSD | CMU Mobo | YouTube

DCC [1] |92.6+23 88.9+25 648 £2.1
MMD [4] 192.1+23 925+29 629+ 1.8
MDA [8] 944 +3.4 903 +2.6 |66.5=+1.1
AHISD [5]|91.3 £ 1.8 88.5+33 |644+£24
CHISD [5] |93.6 £ 1.6 957+1.0 |634+29
SANP [7] |95.1 £3.1 95.6+09 |65.6=+24
CDL [10] 1989+ 1.3 88.7+22 |685+33
RT [14] 100 + 0.0 97.3+0.6 |769 £2.0
SERT 100 £ 0.0 98.2 +1.1 |80.5+24

5 Conclusions

In this paper, we examined the value of using synthetic examples combined with reverse
training, namely SERT, to increase the recognition rate of set based face recognition.
SERT is simple in concept and can be implemented easily. Experimental results indicate
that SERT could yield better performance than the other competitors.
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Abstract. This paper introduces a new approach for detecting carried baggage
by constructing human-baggage detector. It utilizes the spatial information of
baggage in relevance to the human body carrying it. Human-baggage detector is
modeled by body part of human, such as head, torso, leg and bag. The SVM is
then used for training each part model. The boosting approach is constructing a
strong classification by combining a set of weak classifier for each body
part. Specify for bag part, the mixture model is built for overcoming strong
variation of shape, color, and size. The proposed method has been extensively
tested using public dataset. The experimental results suggest that the proposed
method can be alternative method for state-of-the art baggage detection and
classification algorithm.

Keywords: Carried baggage detection and classification - Part-based model -
Video surveillance - HOG - Boosting SVM - Mixture model

1 Introduction

In the last decade, automatic video surveillance (AVS) system has more attention from
the computer vision research community. Detecting of carried object is one of
important parts of AVS. This task is potentially important objective for security and
monitoring in public space. However, the task is inherently difficult due to the wide
range of baggage that can be carried by a person and the different ways in which they
can be carried. In the literature, there have been several approaches proposed for
detecting baggage that abandoned by the owners [1, 2] or still being carried [3-5] by
them. Tian et al. [1] proposed a method to detect abandoned and removed object using
background subtraction and foreground analysis. In their approach, the background is
modeled by three Gaussian mixture that combining with texture information in order to
handle lighting change conditions. The static region obtained by background sub-
traction is then analyze using region growing and is classified as abandoned or removed
object by some rules. However, in some cases this method produces many false alarm
due to imperfect background subtraction. To overcome this problem, Fan et al. [2]
proposed relative attributes schema to prioritize alerts by ranking candidate region.
However, in real implementation to know who is the owner of abandoned baggage is
very important. Therefore, as prior process, the system should capable to detect the
person who carried baggage. The authors from [3, 4] proposed same concept to detect
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D.-S. Huang and K. Han (Eds.): ICIC 2015, Part III, LNAI 9227, pp. 289-296, 2015.
DOI: 10.1007/978-3-319-22053-6_31



290 Wahyono and K.-H. Jo

carried object by people. They utilized the sequence of human moving to make spatial
temporal template. It was then aligned against view-specific exemplar generated offline
to obtain the best match. Carried object was detected from the temporal protrusion. The
author in [4] extend the framework such that the system can also classify the baggage
type based on the position in relevance to the human body carrying it. However, the
method assumes that parts of the carried objects are protruding from the body sil-
houettes. Due to its dependence on protrusion, the method cannot detect non protruding
carried object. The protruding problem can be solved by method from [5]. This method
utilized ratio color histogram. Using assumption of the color of carried object is dif-
ferent with clothes, it will achieve good result in accuracy. However, this method is
dependence on event where the bag being transferred or left. The assumption of
observing the person before and after the change in carrying status is application
specific and cannot be used as a general carried object detector.

This paper proposes a novel approach for detecting people carrying baggage. Our
approach utilizes the strong connection between baggage and body parts. Instead of
constructing model for entire of object, our method build model for each part [8] of
body including the bag part according to possible placement. Overall, this paper offers
the following major contributions; (1) Part-based model schema and the relationship
among them specific for detecting person carrying baggage and classifying the baggage
based on our spatial model. (2) Bag part mixture model for solving strong variation
problem of baggage (e.g., location, size, shape, and color).

2 System Model

This section presents the detail of our model for detecting human-baggage object on the
image. Our model based on spatial information of bag on the human body.

2.1 Human Body Parameter and Baggage Spatial Model

Using human body proportional model, as shown Fig. 1(a), it can be deducted that in
average the height and weight of a person are H = 8h, W = 2h, respectively, where # is
the length of head. Therefore & = H/8. Bend line B is defined as the center of the body
in vertical axis, vertical line C is denoted as center of body in horizontal axis that
traverse the centroid of body. Let define T be the position of the top of the head in the
image, and L be the most left location of body in the image, then B = T + 4h and
C = L + h. These all parameters are used for making our spatial model of
human-baggage that is described in detail in the next subsection.

The general idea of spatial model is adopted from [4], by placing the bag in certain
location according of the body proportion and the viewing direction of the person. Our
spatial model is divided in into three major categories of bag, (1) backpack or hand bag,
(2) tote bag or duffle bag and (3) rolling luggage. As shown in Fig. 1(b)-(d), spatial
models of bag define the set of conditions for checking whether the bag exists or not in
front view direction. For instance, if our part model detect that location depicted in
Fig. 1(b) as bag with high probability value, then the bag is classified as a backpack; if
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(@) (b)

Fig. 1. Human-baggage spatial model of front view direction. The category of bag is divided
into three major categories according to body proportions (a); (b) backpack or hand bag, (c) tote
or duffle bag, and (d) rolling luggage.

Fig. 2. Visualizations of HOG features from some models on i-Lids data [11]. For each
category, first image is input image, the second image is the initial root filter for a human-bag
model, and the last image is part filter model from the first image.

not, then it is placed the bag in location of other categories. In addition, if there is no
bag identified in all spatial models, it is concluded the human is not carrying any bag.

2.2 Part-Based Model

Many object detection and recognition problems have been successfully implemented
using part based model, such as face [6], human [7], and general object detection [§]
with incredible result. In our work, the human-baggage is modeled based on obser-
vations of the part models and their relative position among them. In this paper, each
human-baggage model is divided into four part models; head part, torso part, leg part
and bag part, as shown in Fig. 2. Height of head, torso, and leg part are k, 3h and 4h,
respectively, while the height of bag part is varying according to our model. The
feature vector is then extracted from full body and part model. The framework
described here is independent of the specific choice of feature. In our implementation,
the histogram of oriented gradient (HOG) [9] feature is used for description the model.

The part detection is represented by m = ®@;(x, y, [, p), where specifying an anchor
position (x, y) relative to full body in the I level of the pyramid scale image and part p. The
score of part interpolation based on hybrid of boosting Support Vector Machine
(SVM) [10] is defined by the formulation as follows:
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Jm) = 3" 00,23, .p) m

where ; is the weighting, @w; > 0 and ®; is the output probability of SVM classifi-
cation of the component p, n is the number of component.

2.3 Mixture Model

Detecting baggage is not easy due to variation of color, size and appearance. Conse-
quently, the bag in certain location may exhibit more intra-class variation for by a
single bag part model. Thus, specific for bag part, mixture model is used for handling
this problem. More formally, let define a distribution f is a mixture of K component
distribution fi, f, .. .,fx if

F0)D 7 Aufilx, O) (2)
k=1

with the /; being the mixing weights, A; > 0, Ek A = 1, x is feature vector of
observations, and 0; specify as parameter vector of the kX component. The overall
parameter vector of the mixture model is thus 0 = (4,..., 4k, 01,...,0k). Our goal
now is to estimate these all parameters using Expectation-Maximization (EM).

2.4 Detection

Let M be the number of possible model (including human object that do not carry any
baggage) learned in our framework. The final score of object hypothesis being
human-baggage object is the maximum value among the score of each model that
formulated as Eq. (3). In addition, if the value of Jg, is less than a fixed threshold, the
object hypothesis is classified as other objects.

Jina = max (J(my),J(m2),...,J(my)) (3)

my,...,my

2.5 Training

A hybrid technique of boosting SVM implemented by [10] is used for training our
human-baggage detection system. The boosting technique introduces its ability to
extract high discriminative features to construct strong classifier from set of weak
classifier. In our model, set of weak classifiers is built according to a set of part models.
The standard SVM technique is used to learning of partial part model. The details of the
standard SVM can be found in [12]. The SVM is applied to learn part model as a weak



Carried Baggage Detection and Classification 293

(a) Category 1  (b) Category 2 (c) Category 3

Fig. 3. Some samples used for training. Category 1 includes backpack and handbag, category 2
consists of tote bag and duffle bag, and category 3 contains rolling luggage. First, second and
third row for each category are representing viewing direction from front, side and back viewing
direction. Thus, in total, nine models of human-baggage are built.

classifier. The boosting technique is then used for interpolating the full body detection.
In practical data, the weighting of weak classifiers are automatically decided by our
algorithm. The result training indicates that the head part has the largest weighting.
Also, the head part is used to distinguish the view direction of object. The output
probability of SVM classification is computed by

O(x) = P(y = 1|x) = m N

where h(x) is the signed distance of feature vector x to the margin of the SVM model.

3 Experiments

Our model was tested on human-baggage dataset. It was collected from small subset of
INRIA [9], Caltech [13] and our own images. Since our work was focused on
human-baggage detection, only human carrying baggage images were selected. The
summary of our dataset is shown in Table 1. Our dataset is divided into two groups,
training and testing groups. Each group is classified into 3 categories manually for
creating ground truth. The training group contains 338 human-baggage object consisted
of 132, 111, and 95 data for category 1, 2, and 3, respectively. The testing group
contains 202 human-baggage object distributed as 78, 67, and 57 data for category 1, 2,
and 3, respectively. Data from category 1 and 2 is resized to be 128 x 64 pixels
resolution, while for category 3 is more wider becomes 128 x 72 pixels resolution.
Figure 3 shows several samples of our dataset used in our implementation.



294 Wahyono and K.-H. Jo

Fig. 4. Some typical detection results. The human-baggage object is detected as red bounding
box. The baggage is then classified into category 1, 2 and 3 which are represented by blue,
yellow and green bounding boxes, respectively (Color figure online).

Our model was evaluated for classified object into human with or without baggage.
The human carrying baggage is set to be positive samples. Human without baggage is
set to be negative samples. For first evaluation, 338 positives samples and 1,352
negative sample were used. Our method achieves detection rate of 77.02 %. Since, as
our knowledge, there is no method researching this specific task, we do not compare
our method with others yet. However, we have tried to just use original HOG and SVM
on full body [9], but the result is not promising around 45.62 %. Next, our method was
evaluated to classify image into three baggage categories. Table 2 summaries the
evaluation result on training dataset. Our method obtains classification rate as much as
76.51 %, 77.47 %, 80 % for each category, respectively. In average, it achieves true
classification rate of 77.21 %. Table 3 depicts the evaluation result on testing dataset.

Table 1. Dataset specification

Baggage category #Training | #Testing

1. Backpack/handbag | 131 78

2. Tote bag/duffle bag | 111 67

3. Rolling luggage 95 57

Total 338 202

Table 2. Evaluation on training data Table 3. Evaluation on testing data
Detection Detection
Cl1 Cc2 |C3 Cl CcC2 |C3
Ground truth | Cl1 101 14 7 Ground truth Cl1 46 23 9

Cc2 9 |86 16 C2 12 39 16
C3 5 14 76 C3 7 15 35
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Our method achieves 59.40 %, which for category 1, 2 and 3 are 58.97 %, 58.2 %,
61.40 %, respectively. Last, our method was evaluated on full image databases. Sliding
window mechanism in any position and scale are used to detect human-baggage region.
In practical, the same human-baggage region is usually detected with several times with
overlapped bounding boxes. Therefore, it is necessary to combine the overlapped
regions for unifying detection and rejecting misdetections. Some typical results of our
method are shown in Fig. 4.

4 Conclusion

In this paper, part-based model for detecting and classifying baggage carried by human
was introduced. First, the human region was modeled into four parts, head part, body
part, leg part and baggage part. The model utilized the location information of baggage
relative to human body. Histogram of oriented gradient (HOG) features were extracted on
each part. The features were then trained using boosting support vector machine (SVM).
Gaussian mixture model was also applied for modeling the baggage part for handling
variation of baggage size, shape and color. After conducting extensive experiment, our
method achieves 77.02 % and 59.40 % for detection and classification rate, respectively.
However, our method has some limitations for detecting and classifying baggage carried
by human. First, it may fail to detect multiple baggage carried by the same person. The
additional model should be considered in our future work for handling this problem.
Second, our method fail to detect overlapping human-baggage region. Increasing the
number of part body can be one of the solutions for solving this issue.
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Abstract. Image splicing is very common and fundamental in image tampering.
Therefore, image splicing detection has attracted more and more attention
recently in digital forensics. Gray images are used directly, or color images are
converted to gray images before processing in previous image splicing detection
algorithms. However, most natural images are color images. In order to make use
of the color information in images, a classification algorithm is put forward which
can use color images directly. In this paper, an algorithm based on Markov in
Quaternion discrete cosine transform (QDCT) domain is proposed for image
splicing detection. The support vector machine (SVM) is exploited to classify the
authentic and spliced images. The experiment results demonstrate that the
proposed algorithm not only make use of color information of images, but also
can achieve high classification accuracy.

Keywords: Markov model - QDCT - Image-splicing detection - Color image
forgery detection

1 Introduction

In recent years, image splicing forgery detection is a hot topic in image processing.
Splicing forgery detection need to depend on the concept of hypothesis, although any
trace on the vision may not be left in tampering images, the underlying statistics are
likely to be changed. It is these inconsistencies that detection techniques are used to
detect the tampering. Various passive image splicing detection approaches have been
proposed. Shi et al. [1] employed wavelet moment characteristics and Markov features
to identify splicing images on DVMM dataset [2]. Wang et al. used gray level co-
occurrence matrix (GLCM) of threshold edge image to classify splicing image [3] and
employed Markov chain for tampering detection [4] on CASIA V2.0 Dataset [5].
Sutthiwan et al. [6] had pointed out two problems of the data sets [5] and had shown
how to rectify the dataset and the experimental results showed the detection rate of the
causal Markov model-based features was reduced to 78 % on the rectified dataset.
Recently, Zha et al. used non-causal Markov model domain on DCT and DWT domains
to obtain a high accuracy [7]. He et al. [8] proposed a method based on Markov features
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in DCT and DWT domain. The detection accuracy was up to 93.42 % on DVMM dataset
[2], 89.76 % on CASIA V2.0 dataset [5]. Amerini et al. [9] used the DCT coefficients
first digit features to distinguish and then localize a single and a double JPEG compres-
sion in portions of an image.

These algorithms mainly use the gray information of images or certain color
component information to detect whether the images have been spliced, whole color
information is not used effectively. In order to make use of the whole color infor-
mation, QDCT is introduced into image splicing detection algorithm in this paper.
The superiority of QDCT in color image processing is fully reflected in these appli-
cations [10, 11]. Therefore, an image tamper detection algorithm under QDCT
transform domain is proposed in this paper. A new idea for image tamper detection
is proposed, which has a certain theoretical and practical significance.

2 The Proposed Approach

In this section, the whole framework of the proposed algorithm is presented with detailed
description of each part. The framework of the proposed algorithm based on Markov
features is shown in Fig. 1. Compared with literature [8], we extract Markov features in
QDCT domain. Expanded Markov features in QDCT domain are obtained in this paper.
Besides, reference [1], we introduce main diagonal difference matrices, minor diagonal
difference matrices, main diagonal transition probability matrices and minor diagonal
transition probability matrices in QDCT. Different the literature [1, 8], We also consider
QDCT coefficients correlation between the intra-block correlation and the inter-block
in main diagonal and minor diagonal direction. Finally, the feature vector obtained is
used to distinguish authentic and spliced images with Primal SVM [12] as the classifier.

Original source N 8x8 Block N Expangded Markov

—» Primal SVM
color image QDCT Features in QDCT domain rimal SV

Fig. 1. Illustration of the stages of our algorithm

2.1 Quaternion Discrete Cosine Transform

The research of QDCT is prompted by the precedents of the successful application of
real number and complex number domain, the basic principle of QDCT was proposed
by Feng and Hu [10], and the actual algorithm was given. h,(m, n) is a two-dimensional
M X N quaternion matrix, m and n is row and column of the matrix respectively, here,
me [0,M - 1], n € [0, N — 1], the definition of L-QDCT as follows:

M—-1N-1
L - QDCT: J;(p, s) = a(p)a(s) Z Z U hq(m, n)-T(p,s,m,n) (D)

m=0 n=0
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In Eq. (1), u, is a unit pure quaternion, it represents the direction of axis of

transformation, and it satisfies qu = —1, p and s are row and column of the trans-
form matrix, respectively. It is similar to DCT in real number and complex number
domain, the definition of a(p), a(s) and T(p, s, m, n) are shown as follows:

v {\/I/M p=0 © {\/1/1\/ s=0
(04 = a(s) =
V2/M p#0 V2/N s#0

T(p. 5. m.n) = cos z(2m+ D)p cos z(2n+ 1)s
B M 2N
The spectral coefficient of J(p, s) through transformation is still a quaternion matrix
of M X N, and its representation is by Eq. (2).

J(,s) =Jy(@,s) + J,(p,8)i + Jr(p, s)j + J5(p, )k )

2.2 Block QDCT

The Expanded Markov features in DCT domain proposed in [8] are very remarkable in
capturing the differences between authentic and spliced images. They can be calculated
by seven steps. Unlike the first step, the original color images are blocked into 8 X 8 non-
repeatedly, and each block is still color image. Secondly, three color components R, G
and B of blocked images are used to construct quaternion matrix, and the quaternion
matrix is processed by QDCT transform to obtain QDCT coefficient matrix of each
block, then the square root of the real part (r) and three imaginary parts (i, j, k) are
calculated. Then all calculated matrices need to reassemble according to the site of
blocking, thus a 8 X 8 blocked QDCT matrix F of original color image can be acquired.
It is shown in Fig. 2.

The

||
i t Construct DCT
input| | Block onstructa | | Q L»| Sqrt(r+i+j+k)
image H quaternion transform
Block image QDCT
coefficient matrix

Fig. 2. Illustration of the stages of 8 X 8 block QDCT.

2.3 Expanded Markov Features in QDCT Domain

Compared with the literature [8], Expanded Markov features in QDCT domains are
obtained in this paper. Besides, reference [1], we introduce main diagonal difference
matrices, minor diagonal difference matrices, main diagonal transition probability
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matrices and minor diagonal transition probability matrices in QDCT. Different the
literature [1, 8], we also consider QDCT coefficients correlation between intra-block
correlation and inter-block in main diagonal and minor diagonal direction. In addition
to these different other steps are roughly the same. The following steps are shown.

Firstly, 8 X 8 block QDCT is applied on the original image pixel array following Part
2.2, and the corresponding QDCT coefficient array G is obtained. Then, the round QDCT
coefficients G to integer and take absolute value (denote as arrays F).

Secondly, calculate the horizontal, vertical, main diagonal and minor diagonal intra-
block difference 2-D arrays Fj, F, by applying Eqgs. (1) and (2), respectively in [8], F,
and F_, by applying Eqgs. (3)—(4) as follow:

F,(u,v)=Fu,v)—Fu+1,v+1) 3)

F_,uvy=Fu+1,v)—F(u,v+1) 4)
and calculate the horizontal, vertical, main diagonal and minor diagonal inter-block
difference 2-D arrays G,, G,, by applying Eqgs. (7) and (8), respectively in [8], G, and
G_, by applying Egs. (5)—(6) as follow:

G,(u,v) =F(u,v) — F(u+8,v+38) 5)

G_,(u,v)=Fu+8,v) — F(u,v+38) 6)

Thirdly, introduce a threshold 7(T € N,), if the value of an element in F), (or F,, G,
and G,) is either greater than T or smaller than —7, replace it with 7 or —7.

Fourthly, calculate the horizontal, vertical, main diagonal and minor diagonal tran-
sition probability matrices of Fy, F,, G,, G,, Fy4, F_4, G;and G_,. That P1,(i, ), P1,(i, ),
P2,(i, )), P2,(i, ), P3,,(i, ), P3,(i, /), P4,(i, )), P4,(i, /) by applying Egs. (3)-(6), (9), (10),
(11), (12), respectively in [8]. P1,(,j), P1_,(i, /), P3,(.j), P3_,(i,j) by applying
Egs. (7)-(10) as follow:

T EN () = L F et Ly 1) =)
Plati.)) = S,—2 5,2 : )
oY 6(F () = i)
XS YIS+ L) = i (v 4 1) = )
P1_4G0.j) = e, ; ®)
Yo X (F_y(u,v) =)
XSSO (G, v) = i, Gy + 8,v) = )
P3,@.)) = S —16 <S,—16 ) ®
Zull Zvv=1 6(Gd(u’ V) = l)
L XSG ) =i G (v + 8) = )
P3_4G.j) = S —16 <516 ) (10)
S 163510 5(G_y(u,v) = i)

wherei,je {-T,-T+1,...,0,...T—1,T},thus QT+ 1) X (2T + 1) X 12 dimensionality
Markov features in QDCT domain are obtained.
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3 Experiments and Results

In this section, we introduce image datasets for experiment, and present a set of experiments
to demonstrate high performance and effectiveness of proposed algorithm.

3.1 Image Dataset

Two public image datasets for tampering and splicing detection are provided by DVMM,
Columbia University [2]. However, the color information is not provided by their data
of gray images. The number of color images is too small. In addition, it doesn’t closer
to reality tamper image. In order to provide more challenging evaluation database for
evaluation, two color image data sets CASIA V1.0 and CASIA V2.0 are chosen, which
are shown in Fig. 3.

Fig. 3. Some example images of CASIA dataset (the left from V1.0, and the right from V2.0,
authentic images in the top row, their forgery counter parts in the bottom row).

Two problems of the dataset CASAI V1.0 and CASAI V2.0 have been pointed out
by Patchara et al. [6]. First one is the JPEG compression applied to authentic images is
one-time less than that applied to tampered images; the second one is for JPEG images,
the size of chrominance components of 7140 authentic images is only one quarter of
that of 2061 tampered images. For fairness purpose, we accord to the processing method
to modify the database in the article [6]. Because we can’t use YCbCr color space, we
justonly need solve the first problem of CASAITIDE V2.0. We used Matlab for standard
JPEG compression to alleviate the influence of the difference in the number of JPEG
compression by the following procedure: (1) Re-compressing 7437 JPEG authentic
images with quality factor of 84; (2) Compressing 3059 TIFF tampered images by
Matlab with quality factor of 84; (3) Leaving 2064 JPEG tampered images untouched.
The data set CASAI V1.0 is also processed by same method.

3.2 Classification

In our experiment, Primal SVM [12] is used for classification. The Primal SVM has
more kernel functions, such as RBF, linear, histogram intersection and so on. After the
comparison with several experiments, the histogram intersection kernel has the highest
classification accuracy. Therefore, histogram intersection is chosen as kernel function.
The threshold T'is fixed in all of the experiments. For CASIA V1.0, CASIA V2.0 dataset,
we choose T = 4, which will produce 972-dimensional feature vector. To be fair, all the
experiments and comparisons are tested on the dataset mentioned above with the same
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classifier. The testing platform is Matlab R2012b, and the hardware platform is a PC
with a 2G, 32 bit operating system, and Intel i3 processor. In each experiment, the
average rate of 30 repeating independent tests is recorded. In each of the 30 runs, 5/6 of
authentic images and 5/6 of spliced images in the dataset are randomly selected to train
SVM classifier. Then the remaining is used to test.

3.3 The Detection Performance of the Proposed Approach

Some common experiments are conducted first to assess the detection ability of the
proposed algorithm. The detailed results are shown in Tables 1 and 2. TP (true positive)
rate is the ratio of correct classification of authentic images. TN (true negative) rate is
the ratio of correct classification of spliced images. Accuracy of detection is the weighted
average value of TP rate and TN rate.

3.3.1 Comparison with Other Algorithms

To evaluate the proposed algorithm comprehensively, a comparison between the
proposed algorithm and some state-of-the-art image splicing detection methods were
performed. The gray image algorithms of NIM [1] and He [8] were chosen to compare.
Our color image algorithm obtained a higher accuracy than their algorithms. Fv, Dn, Ac,
FT, FS and TT represent features vector, dimensionality, accuracy, feature extraction
time, feature selection time and total time respectively.

Table 1. Experiment results obtained on CASIA V2.0 dataset

Fv Dn Ac(%) | FT(s) | FS(s) | TT(s)
NIM [1] 266 84.86 | 4479 |0 4.479
He [8] 100 89.76 | 2218 | 2.158 | 4.376
Our method | 972 92.38 | 3.61 0 3.61

Table 2. Results of the proposed algorithm with different threshold T on CASIA dataset

Threshold T C1-3 Cl-4 CI1-5 C2-3 C2-4 C2-5
Dimensionality n 588 972 1452 588 972 1452
TP (%) 95.881 | 95.440 | 95.735 | 88.371 | 89.185 | 89.426
TN (%) 95.073 | 96.470 | 97.131 | 95.637 | 95.567 | 95.914
Accuracy (%) 95.478 | 95958 | 96.435 | 92.003 | 92.377 | 92.668

3.3.2 Choice of Threshold T

Another issue is the choice of the threshold 7, which is used to reduce the dimension of
Markov features. Based on past experience of Markov threshold selection [1, 8], we choose
T=3,4,5.InTable 2, we provide the performance of Markov features with three different 7.
Ci-T (i = 1, 2 represent CASIA V1.0 dataset, CASIA V2.0 dataset respectively, T= 1, 2, 3).



Image Splicing Detection Based on Markov Features 303

4 Conclusion

In the most of current image tamper detection algorithms, color image is converted to
gray image before detection. Therefore, the whole color information is not taken into
account. Images can be processed by quaternion in a whole manner to improve the
accuracy of the image tamper detection algorithm. The experiment results demonstrate
that the proposed algorithm not only make use of color information of images, but also
can achieve high classification accuracy. Because the tamper images are mostly color
in real life, this new idea for image tamper detection research has a certain theoretical
and more practical significance.
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Abstract. This paper proposes an automatic system for facial expression rec-
ognition using a hybrid approach in the feature extraction phase (appearance and
geometric). Appearance features are extracted as Local Directional Number
(LDN) descriptors while facial landmark points and their displacements are
considered as geometric features. Expression recognition is performed using
multiple SVMs and decision level fusion. The proposed method was tested on
the Extended Cohn-Kanade (CK+) database and obtained an overall 96.36 %
recognition rate which outperformed the other state-of-the-art methods for facial
expression recognition.

Keywords: Facial expression recognition - Directional number pattern -
Feature - Image descriptor - Local pattern

1 Introduction

Automatic facial expression analysis plays a vital role in a wide range of applications
such as human computer interaction, data-driven animation, and so on. Due to its wide
range of applications, it has drawn much attention and interest in recent years. Though
much effort has been made, automatic recognition of facial expression remains difficult.

The facial expressions under examination were defined by psychologists as a set of
six basic facial expressions (anger, disgust, fear, happiness, sadness, and surprise) [1].
A survey about recently proposed approaches can be found in [2]. The features
employed by most of the existing methods are of two types: geometric features (e.g.
[3, 4]) and appearance features (e.g. [5—7]). In addition, there are also hybrid feature
based approaches, that use both geometric and appearance features together. As sug-
gested in several studies (e.g. [8]), the best choice for facial expression recognition
might be combining the geometric and appearance features. The benefits of combining
the two types of features was also demonstrated in [9—11] where the combined features
provided superior accuracy over using either feature type alone. We also adopt a hybrid
approach. What is unique about our work is that we integrate in the best reported
approaches for feature extraction, machine learning, fusion of modalities, into

© Springer International Publishing Switzerland 2015
D.-S. Huang and K. Han (Eds.): ICIC 2015, Part III, LNAI 9227, pp. 304-310, 2015.
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a coherent system. Through this, we show state-of-the-art performance on a public,
challenging dataset.

This paper proposes an automatic system for facial expression recognition. We first
address the issue of how to detect the human face and it’s salient regions in static
images. We then consider how to represent and recognize facial expressions presented
in those faces using our hybrid appearance-geometric approach. To extract appearance
features, we use the most efficient and robust descriptor in the literature, the Local
Directional Number Pattern (LDN) [17], which encodes the structural information and
the intensity variation of the face’s texture. Specifically, we automatically extract
multi-scale LDN features only from the visually salient regions (e.g. eyes, nose,
mouth). Thus ensuring we obtain the most informative parts in terms of macro and
micro structural details of the human face. In the geometric approach we use auto-
matically detected facial landmark points and their relative distances to construct the
feature. Unlike other methods, to extract geometric features we do not use manually
annotated information from person specific neutral expressions. Thus our system is
fully automatic. After appearance and geometric feature extraction, we classify emo-
tions using independent SVMs for each feature type and perform decision level fusion
of the SVM outputs [13] rather than direct feature level fusion approaches such as
simple concatenation [17]. This is because the two types of features are of two com-
pletely different modalities, so direct concatenation of the two feature vectors makes
learning an accurate classifier difficult in practice. In addition, concatenation of two
feature vectors leads to high dimensionality, which can cause the “curse of dimen-
sionality” where learning a good classifier is even harder [18]. The benefit of this
decision level fusion is that we can jointly consider the effects of appearance features
and geometric characteristics, which influence the change of expression greatly without
the drawbacks of feature level fusion.

2 Proposed System

Feature selection along with the regions from which the features are to be extracted is
one of the most important steps to recognizing expressions. The proposed framework
extracts appearance features only from the salient regions while the geometric features
are extracted from some feature points on face. A schematic overview of the framework
is presented in Fig. 1. The system first takes as input, an image that contains the face.
Face detection and segmentation of the salient regions then occurs. Then we extract the
feature vectors (geometric and appearance) from the face image and it’s salient parts.
After feature extraction, independent classification of facial expressions using the
geometric and appearance features is performed. The last phase of this system is the
decision level fusion method, which will be detailed later.

3 Facial Expression Features

In this paper the appearance and geometric features are obtained from face images
independently. The appearance features are extracted from four visually salient regions
by applying the LDN descriptor algorithm. These four visually salient regions (eyes,
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Input Images

Y2 &

Face Detection Salient Regions Detection

Geometric Features

Fig. 1. Block diagram of proposed facial expression recognition system.

nose, mouth) are selected and extracted from the position of face landmarks [12]. At the
same time, the facial landmarks are also used to encode a geometry based feature,
which is independent of the LDN appearance features.

3.1 Appearance Features

Appearance-based approaches usually use image filters, holistically on the whole face
or locally on specific face regions. Local descriptors have gained attention because of
their robustness to illumination and pose variations. In particular, the LDN coding
method is highly robust and effective for facial expression recognition [17]. Thus we
use LDN in this paper but other local descriptors could also be used.

Appearance Feature Extraction. To reduce the effects of illumination in facial
expression recognition, energy normalization is used to process the face image after the
segmentation of facial salient regions (eyes, nose, mouth). The process of energy
normalization is shown in Eq. (1).

) _I(x,y)
e TR M

where [|I(x,y)|| = \/<ZQ/I_1 Z;V:I 12 (x, y)) and the size of image is M x N.
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To capture textural micro-structure as well as macro-structure we apply LDN
coding on the salient regions at several scales s. Given an original image, a set of
cell-based average images are first obtained by calculating the mean values of
non-overlapping s X s cells. At scale s the cell size is s % s. Note that the original image
can be considered as the average image at scale 1 because the cell size is 1 x 1, and the
size of the average image at scale s is 1/s of the original image. Next, these multi-scale
average images are transformed to LDN label images.

We then represent the appearance of a facial expression as a vector of concatenated
histograms of the multi-scaled LDN features. Histograms discard spatial coherence so to
preserve it, we divide the image into several regions, {Ry, ... Ry}, and compute a
histogram, H,, from each region, R;, then combine them into single feature vector. Dif-
ferent regions of the mouth and the histogram concatenation process are shown in Fig. 2.

|‘|||H||---.H||H.
H\ ” | ‘| ” |
L A AT
5= 5= L

1 .. s=L-1 s =

H—)
Inputimage =L TpCY ‘ H ‘
NI Ll

Fig. 2. Fusion procedure of multi-scaled LDN features.

3.2 Geometric Features

It is argued that robust computer vision algorithms for face analysis and recognition are
based on con-figural and shape features [14]. These features are defined as distances
between facial components (mouth, eye, eyebrow, nose, and jaw line) and we make use
of them here. We also note that unlike past work, our extracted geometrical feature
does not require prior knowledge of a person’s specific neutral expression.

The structure of the proposed facial expression recognition approach is illustrated
in Fig. 3. We use a parts mixture and cascaded deformable shape model [12] to
automatically locate both the face and 46 facial points. These landmark points are then
used to build our geometric feature vector that will be used in later stages of our
system.

Feature Extraction. We use 46 facial points. The location of the 46 points relative to
the face position and size results in a 92 dimensional feature vector, generated from
both the x- and y- coordinates of each point. To encode the relative positions of the
facial points to each other. We extracted 45 Euclidean distances D between the
46 points as shown in Fig. 3.

To ensure the features is scale invariant, the distances are normalized to the
detected face width and height. Then, the two feature sets (coordinates and distances)
are concatenated to produce a vector of length 137.
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Fig. 3. Geometric features (feature points and the distance among them).

4 Feature Dimensionality Reduction and Classifier

After feature extraction, the appearance feature’s dimensionality was found to be much
larger than the geometric feature vector. Thus for the appearance feature, we utilize
PCA to reduce dimensionality.

We perform facial expression recognition using Support Vector Machines (SVMs)
[15] and decision-level fusion. That is, we use appearance features and geometric
features to train separate SVM models and determine class probabilities independently.
The probabilities are then combined using the product rule. As shown in [13], the

combined score S for a class d using the product rule is given by S(d) = M

where, p,,(d) is the probability of the test example belonging to class d for mode m and
Z is normalizing factor to make S(d) a probability.

5 Experiments and Results

Like in related work, we use the CK+ database [16] to allow for a fair comparison. The
CK+ database is composed of 123 subjects with each session, an image sequence that
starts from a neutral emotion and gradually ends at a peak prototypical emotion. Unlike
most other papers, we do not split multiple images of the same subject with the same
emotion label between training and testing sets. Instead, we randomly select 52 of the
first neutral frames and the last peak frames were picked from the 309 labeled
sequences, resulting in 361 images, including 83 surprise, 28 sadness, 69 happy,
25 fear, 59 disgust, 45 anger and 52 neutral. In this way, the dataset is more challenging
and makes the recognition identity independent.

From each emotion label, we randomly select 90 % of the data for training and 10 %
for testing. We repeat this protocol for our experiments 1,000 times and calculate the
average accuracy. Our framework obtained an average emotion recognition percentage
of 96.36 % using an SVM linear kernel. Table 1 shows the confusion matrix of one
instance. The performance of state-of-the-art methods are reported in Table 2, including
the performance of our method.
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Table 1. The confusion matrix obtained by applying our approach on the CK+ database for one
train-test split.

Neutral | Anger | Disgust | Fear | Happy | Sadness | Surprise
Neutral | 100 0 0 0 0 0 0
Anger |0 100 |0 0 0 0 0
Disgust | 0 0 100 0 0 0 0
Fear 20 0 0 80 |0 0 0
Happy |0 0 0 0 100 0 0
Sadness | 16.67 |0 0 0 0 8333 |0
Surprise | 0 0 0 0 0 0 100

Table 2. Comparison with state-of-the-art methods for the 7-class facial expression recognition
on CK/CK+ database.

Method Experimental environment | Recognition rate (%)
Kabir et al. [17] Identity dependent 93.1

Khan et al. [19] 6 classes of emotion 96.7

Rivera et al. [20] Identity dependent 89.3

Saeed et al. [21] Identity independent 73.63

Zhou et al. [22] Identity dependent 96.86

Zhou et al. [23] Identity independent 93.2

Z. Wang et al. [24] | Identity independent 86.3

Ours Identity independent 96.36

6 Conclusion

This paper presented a new method for fully automatic facial expression recognition using
a hybrid combination of geometric and appearance features that achieved state-of-the-art
performance on the challenging CK+ database. The next step in our research is to gen-
eralize facial expression recognition to non-frontal face poses. Real time facial expression
recognition from video data will also require a higher level of robustness.

Acknowledgement. This work was supported by JSPS KAKENHI(Grant-in-Aid for Challen-
ging Exploratory Research) Grant Number 26540131 and Saitama Prefecture Leading-edge
Industry Design Project.
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Abstract. A local feature descriptor based on energy information is presented
which combines kinetic energy, potential energy and the position information of
3D skeleton joints etc. These features conform to not only kinematics and
biology of human action, but also the natural visual saliency for action recog-
nition. The semantic features is obtained by the bag of word (BOW) based on
k-means clustering. Finally, SVM based on kernel function is used to carry out
human activity recognition. The experimental results show that the accuracy of
human activity recognition based on low dimensional features is higher than
several state-of-the-art algorithms.

Keywords: Activity recognition - 3D skeleton - Local feature descriptor - Bag
of word - Energy information

1 Introduction

Human activity recognition plays an extremely important role in many applications,
such as in intelligent furniture, service robot, and intelligent surveillance [1-3].
Because of the affordable depth image devices, image segmentation and object rec-
ognition become more simple, and has strong robustness, therefore many researchers
have pay more attention to it in recent years. We can conveniently and easily acquire
color image and depth information (RGB-D) from a 3D sensor device. And human
skeleton can be precisely extracted from this RGB-D data [4].

Feature description or feature selection of human behavior is a key problem in the
human behavior recognition. Human actions, from a biological standpoint, could be
modeled by the motion of a set of skeleton joints. Most representative skeleton-based
methods of human actions describe the positions, velocities, or trajectory of a set of 3D
joints [5]. In [5], the motion trajectories of joints are obtained by pair-wise SIFT
features. Then they compute a velocity description based on Markov chain model. Gu
et al. [6] propose a feature description of 3D joints which includes global movement
feature and local configuration feature in the 4D spatial-temporal space. And the rec-
ognition rate in ref. [6] is obviously higher than that in ref. [5]. Yang et al. [7] apply 3D
position differences of skeleton joints to characterize action information by combining
static posture, consecutive motion feature, and overall dynamics feature in each frame.
To reduce dimensionality of feature they employ PCA to form the final features called

© Springer International Publishing Switzerland 2015
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EigenJoints. And they firstly propose a concept of Accumulated Motion Energy
(AME) to select informative frame, which can remove noisy frames and reduce
computational cost. It is necessary to choose the more informative joints of skeleton for
the action description. In order to represent the most informative joints of actions
quantitatively, Ofli et al. [8] employ the entropy of its joint angle time series, i.e. the
mean or variance of joint angle trajectories, to express as the informativeness of joints.

From a biological standpoint, people always focus on the moving parts of human
body and gestures containing information. It is a natural response of human being. In
other words, it is the natural features of visual saliency for human action. In view of the
idea, we propose a new local feature descriptor for human action recognition. We
consider the kinetic energy and potential energy of human body as a new the important
features of human activity recognition. The kinetic energy of the human skeleton is
introduced as a representation of motion information of human actions. To represent
the position information of human skeleton, a new representation method of human
pose, the potential energy of human skeleton, are used to measure the spatial infor-
mation of human pose quantitatively.

2 Methodology of Feature Representation for Activity
Recognition

Human activity is often described by 3D skeleton obtained from depth information or
RGB image. The human skeleton model consists of 15 joints and the depth image and
the corresponding color image combined with the position of joint based on the Cornell
Activity Dataset: CAD-60 [9] can be extracted by Kinect.

2.1 Feature Representation

We first extract four types of features as candidate features, and then we use clustering
method to construct the local feature descriptors which are a low-dimension feature and
are advantageous to achieve activity recognition.

When performing different actions or different phases within an action, the par-
ticipative parts of each human body part are often various. Considering human action
characteristics and the human anatomy, we firstly select the feature of local kinetic
energy of all 15 skeleton joints. In this paper we define the feature of local kinetic
energy as follows:

1 2
2
Ekiy = kv, = A_ﬂkypi,, — Py

(2.1)
_ K 2 2 2
AR (i — Xi0-1)" + Vig — Yig—1)” + (zip — 2Zig—1)"]
where the subscript i represents ith joint (i = 1, 2, ..., 15). Ek;, is the overall kinetic

energy of each joint of human skeleton at frame F,, and v;, is the velocity of ith joint at
frame F,, P;(x;,y:Z:,) is the position of ith joint at the frame F,, k is a necessary
coefficient of kinetic energy.
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Considering the gesture of human is related to the relative position between two
different joints of human body, we choose the feature of local potential energy to
represent the gesture of human. According to the characteristics of human biology, the
head or the joint of trunk can be chosen as a reference point of zero potential energy.
Through experimental contrast, we find that choosing the head point as the reference
point of zero potential energy shows good performance. The potential energy is defined
as follows:

Ei = L(|Pi; — Py,)

= L<\/(Xz:,z - th,t—l)z + iy — yi,t—l)z + (ziy — Ziﬁt—l)z)

(2.2)

where E;, is potential energy of each joint (i = 1, 2, ..., 15), P;, is the zero potential
energy joint of human skeleton.

The speed and direction are usually considered to describe the moving state of
vehicles which are also important parameters for human activity recognition. Thus
direction vector is calculated according to the change of the joint position in the before
and after frame. The feature of direction vector is defined as follows:

©;p = (Xig — Xiym1, Yie — Viy—1+Ziy — Zig—1) (2.3)

where ¢;, represents the direction vector in F, frame, x;,, y;,, 2;, indicate the spatial
coordinate in F, frame respectively.

According to the rule of the human body movement we define six most repre-
sentative body joint angles. 0; and 0, are the left and right elbow angles respectively,
03 and 0, are the left and right knee angles respectively, 05 and g are the variant of left
and right shoulders angles or armpit angles, respectively. The number of joint angle is
only six, so we combine the joint angle feature with BOW feature to obtain the final
feature vectors. Joint angle is defined as follows:

i f[a-p
0= {0} 24

where 0;, represents the ith joint in the Fth frame, the indicates the vector inner
product. “||” is the vector norm. o and f represent two vectors of the skeleton.

[T

2.2 Construction of BOW

3D human body skeleton contains 15 joint points, so more than one hundred feature
data are extracted from each frame. In order to effectively combine multiple feature
data, reduce the dimension of feature vector, the k-means clustering algorithm is used
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to build BOW of feature. The local feature matrix ¥, comprises above four features, as
defined as follows:

Eki; ¢, P Ey

Ekyy ¢y, P2y Eny
Y, = : : : : (2.5)
Ekis;  ¢ys, Pisi Eisg

The columns of local feature matrix are four types of features, and the rows of
matrix are numbers of joints. Then we obtain the k-dimension feature vectors by
mapping them to cluster center. To ensure the scale consistency of feature vectors, the
local feature matrix should be normalized before clustering based on following
equations.

Xr == (2.6)

X; 1 )
M:Z;,S: S (Xi—M)’, n=15 (2.7)

where n represents the number of joints. M represents the average value of the features.
X; is the feature data of the ith joint. S is the standard deviation of the features. X;* is the
standard feature and the standard feature matrix Y,* is:

EkT,t d)ir PT,[ ET,z V1
Ekz‘z ¢2‘t Pﬁ.t EZ,[ 1%

Y;‘ — . . . . = . (28)
EkTiz d)TS,z PT5.z ETS,r Vis

The number of clustering k is acquired by experience. In this paper we do the
experiment many times based on different value of k, finally we find that 5 is the best
value of k. Local feature matrix contains 15 lines, each row represents a feature vector
v;. Five clustering centers C;, C,, C3, C,4, Cs are obtained after clustering, Then all the
feature vectors are mapped to the five clustering. The BOW, vector is defined as
Eq. (2.9):

BOWt:[binl bil’lz bil’l3 bil’l4 bll’l5] (29)

The pseudo code of BOW; vector shows as follows:
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1. Initialization: BOW, =[0 0 0 0 0], bin=0 (k=1,2,3,4,5)

2. Operation process:
(i) Construct

T :
Yt = [vectorl, vector, , vectory -+ s vectorls] s vector; = [Eki,t ¢i,t P[-’[

£, (2. 10)
(i) Using k-means method to cluster the vector; (i=1, 2... ... , 15) and then five
centers C;v C,v G5+ Cynv Csnamely C; (k=1, 2, 3, 4, 5) will be achieved.
(iii) for i: 15,
fork:35,
calculate the Euclidean distance between vector and Ck such as type:

Dlk] = |[vector, — C,,.
i k H Q2. 11)
2 2
= vector; + HC,\, H — 2% vector; - C/(

end
if D[index] is the minimum value

binlndexz binindex+1
end

3 Experiment and Results

The activity recognition process is divided into three steps: firstly, we extract the
features, such as kinetic energy, direction changing vector, joint angle and so on from
3D coordinate information of the human skeleton, and establish the features matrix of
the key features; the secondly, a semantic dictionary is established by clustering, then
the final feature vector consists of limb joint angles and BOW, and the dimension of the
final feature is k + 6. The thirdly, training multi-class SVM is modeled to test the result
of classification.

3.1 Database

In this paper we adopt CAD-60 as the experimental data. This dataset contains 12 daily
actions data of four human. These 12 actions include: still, talking on the phone,
writing on whiteboard, and so on. These actions are carried out by four people (one
left-handed man, and one left-handed woman). Each participant in five different sce-
narios (office, kitchen, bedroom, bathroom, living room) takes these 12 behaviors.

3.2 Experimental Results and Analysis

Experiments will adapt 70 % frames of each action in the database data as SVM
training set, the remaining 30 % of the data as a test set. Confusion matrix of the
classification results of each person are shown in Fig. 1.
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Fig. 1. Confusion matrix of the classification results based on four dataset.

(a) Rinsing mouth (b) Wearing contact
with water lenses

(c) Opening pill

(d) cooking
container

Fig. 2. Comparison of similar postures belong to different actions

It can be found from Fig. 1 that the recognition accuracy of “talking on couch” and
“relaxing on couch” is better than other nine actions, and the accuracy of “rinsing
mouth with water” and “opening pill container” is the lowest among these 12 actions.
By analyzing the experiment, when the people are doing this two actions (regardless of
the objects in the hands), in some ways their postures are very similar. As shown in
Fig. 2(a) and (b) which are “rinsing mouth with water” and “wear contact lenses” and
in Fig. 2(c) and (d) which are “opening pill container” and “cooking”, it can be found
that the postures at the some point are roughly similar, thus it will lead to error
classification. The total recognition rates of four dataset are 93.67 %, 94.49 %, 95.49 %,
85.27 % respectively. The average accuracy of all action is 92.23 %.
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4 Conclusion

This paper proposes a local feature descriptor from the human skeleton joint infor-
mation for human action recognition. Firstly, these features like pose potential energy,
kinetic energy, direction variation characteristics and spatial location information
characteristic are extracted based on human biology and kinematics. And local char-
acteristic matrix is established. Secondly, k-means method is used to convert the local
feature matrix to the BOW feature. The feature vector for final recognition is con-
structed by combining BOW feature and joint Angle feature. Finally we use the RBF
kernel based SVM classifier to recognize human actions. The direction of future work
is learning person—object interaction to improve the behavior recognition accuracy and
applicability.
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Abstract. So far, most existing non-rigid structure from motion (NRSFM) prob-
lems are solved by the batch algorithm. In this paper, a more accurate online
NRSFM is proposed based on the differential evolution (DE) algorithm. Experi-
ment results on several widely used image sequences demonstrate the effective-
ness and feasibility of the proposed algorithm.

Keywords: Non-rigid structure from motion - Differential evolution algorithm -
3D reconstruction

1 Introduction

The task of structure from motion (SFM) is to jointly reconstruct 3D shapes, and estimate
the corresponding camera external parameters from a set of 2D images. In terms of the
assumption on shape deformation, SFM is generally studied under two models, i.e. rigid
SFM and non-rigid SFM (NRSFM). Compared to rigid SFM, NRSFM is a more intract-
able problem due to the deformation [1, 2].

No matter rigid SFM or NRSFM, the solutions are mostly obtained via the off-line
model in the past decade [3-5]. In some real situation, e.g. surveillance video, the 3D
model should be established in real time as the video is captured. Therefore, it is neces-
sary to develop some effective online SFM algorithms.

As a relative early online SFM algorithm, a sequential factorization method is
proposed in [6] by regarding the feature positions as a vector time series. Compared to
the existed factorization methods, the sequential factorization method is able to handle
infinite sequences because the singular value decomposition is replaced with an updating
computation of only three dominant eigenvectors. Instead of global bundle adjustment,
a local bundle adjustment is proposed to estimate the motion of a calibrated camera and
the three-dimensional geometry of the filmed environment [7].
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face reconstruction).
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Except for non-rigid SFM, the online algorithms have been gradually developed for
NRSFM in recent years. In [8], a sequential Bayesian estimate is computed via Navier’s
equations, which model linear elastic solid deformations and are embedded within an
extended Kalman filter. In [9], the shape deformation is represented as a 3D-implicit
low-rank model. An incremental approach is proposed to estimate the deformable
models. The superior performance is verified via the experiments on motion capture
sequences with ground truth 3D data. Nevertheless, we found that the rank value selected
via the rank-growing strategy does not always correspond to the optimal parameter
value.

In this paper, a more accurate online NRSFM is proposed based on the sequential
NRSFM (OL-NRSFM) algorithm [9]. Experiment results on several widely used image
sequences demonstrate the effectiveness and feasibility of our proposed algorithm.

The remainder of the paper is organized as follows. In Sect. 2, we present the
proposed DE-based OL-NRSFM approach. Experimental results are given in Sect. 3,
and our concluding remarks are presented in Sect. 4.

2 Methodology

The proposed algorithm (denoted as DE-OL-NRSFM) is composed of two main parts:
construct the OL-NRSFM-based weaker estimators; compute the weighting coefficients
with the differential evolution algorithm. A detailed description of these two parts is
presented in the following subsections.

2.1 The OL-NRSFM Based Weaker Estimator

The first step of our proposed algorithm is to construct the OL-NRSFM-based weaker
estimators by varying the rank values. For the fth frame, the observation matrix w,can
be represented as a 2 X p matrix, i.e.,

x ,1 x ’2 cee x .
wo=( T 22 0
Yex Yr2o o Yrp
where p is the number of feature points. In order to compute the mean shape S, the
observations from the (f — m)th frame to (f — /)th frame are put together to form a sub-
sequence matrix Wi,
T T T
Wo=[ W, = W | @)

Given W, the initial motion matrix R,_; and the mean shape S are computed via an
optimal factorization algorithm.
According to the orthographic projection model, w;is factorized as follows [9]:
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where Urand V denote the mixing coefficient matrix and shape basis matrix. Given
Ry, and S, Uyand V can be computed via the linear estimation method [9].
In terms of the following projection error,

E= wa ~R,S+ UfV)”i , )

the rank is increased gradually until the projection error is lower than a given threshold,
or the rank reaches the pre-setting maximum value r,, [9]. When r,,is setas 0, 1, ---, / in
sequence, we can get a set of mixing coefficient matrix Uy; and shape basis matrix V;.

For a given r,,, the weaker estimator can be constructed by inputting the observations
to the OL-NRSFM algorithm. For the ith weaker estimator, the estimated 3D shape of
the fth frame can be given as follows:

2.2 Compute Weighting Coefficients with the DE Algorithm

By varying the maximum rank r,,(€[0,/]), [ weaker estimators are constructed via the
OL-NRSFM algorithm. Further, the final estimated 3D shape Sf of the fth frame is
computed as a linear weighted sum of the outputs (Sﬁ, (i=0,:---,D) of the weaker esti-
mators, i.e.,

S xOSfO +x1Sf1 + ... +X1Sﬂ

, (6)
f x0+x1+...+xl

where the weighted coefficients x, x;, -+, x; are obtained via the DE algorithm.
The strategy of the evolutionary algorithm is to search for the minimization x* € X
of a real value objective function f{(x), such that

fx*) <f(x),Vx € X, @)

where X is the feasible region. A common constraint is X # @, and f(x*) # —00.
As the task of the DE algorithm is to search for the optimal weighted coefficients,
the individual x is defined as:

X = [xo,xl,---,xl,]T. ®)

Correspondingly, the object function is defined as the 2D error:

2 Xo+ X+ .. +x
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where w,is the observation matrix of the test frame f, Wfo, v”vfl, ,Wﬂ are the esti-
mated 2D coordinates when the maximum rank r,, is set as 0, -, [, respectively.

Assume that the size of the population is N, the individuals of the Gth generation
can be represented as:

Xig = X6 %2060 %61 = 1.2, N, (10)
where each weighted coefficient satisfies the bound constraints:
L U
.Xj < Xii.G < xj . (1)

The initial parameter values are randomly drawn from the interval [ij, ij]. Each
individual undergoes the mutation, recombination and selection from generation to
generation until some stopping criterion is reached.

After the optimal weighting coefficients [x, x1, -+ x;] Tare obtained, the final estimated
3D shape Sf of the fth frame can be computed via (6). Correspondingly, we can extract

the estimated z-coordinate Z, and the shape Sf.

3 Experimental Results

We evaluate the performance of our proposed method on two widely used motion data-
sets: matrix and dinosaur. The performance of the reconstruction accuracy is measured by
the estimation error € between the estimated z-coordinate if- and the true z-coordinate z,,

- .
i |2 -]

&l

=7 12

Table 1 shows the mean and standard deviation of the z-coordinate errors of the online
NRSEFM algorithm [9] (denoted as OL-NRSFM) and our proposed method (denoted as DE-
OLNRSFM). It can be seen that the z-coordinate errors of DE-OL-NRSFM are less than
those of OL-NRSFM. Therefore, the proposed DE-based OL-NRSFM approach can effec-
tively decrease the estimation errors of the original OL-NRSFM algorithm.

Table 1. The mean and standard deviation of the z-coordinate errors of OL-NRSFM and DE-OL-
NRSFM.

OL-NRSFM DE-OL-NRSFM

Matrix 0.5161 +0.1750 | 0.3501 +0.1149
Dinosaur 0.2585 + 0.0603 | 0.2301 + 0.0959
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Moreover, Table 2 shows the computation times of OL-NRSFM and DE-OL-
NRSFM. We can see that the training times of DE-OL-NRSFM are less than those of
OL-NRSFM. Thus, the proposed method is more efficient than OL-NRSFM.

Table 2. The computation times (seconds) of OL-NRSFM and DE-OL-NRSFM

OL-NRSFM DE-OL-NRSFM
Matrix 524.00 19.64
Dinosaur | 3690.20 93.70

4 Conclusion

In this paper, a DE-based OL-NRSFM is proposed to estimate the 3D shape of 2D
images. Experimental results on several widely used sequences demonstrated that,
compared to the existing method, the proposed method not only has higher estimation
accuracy, but has a less training time.
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Abstract. In order to reduce the semantics gap and improve the consistency
between structural difference among images and similarity of semantics from the
corner of cognitive, many approaches on automatic image annotation have been
developed vigorously. In addition to making use of both the features of n-order
color moment and texture information, a multi-feature fusion method for auto-
matic image annotation was proposed by using weighted histogram integral and
closure regions counting in this paper. Based on Corel image data set, it showed
in our experiments that the proposed approach can achieve better performance
than that of traditional one using multi-label learning k-nearest neighbor algo-
rithm, i.e., it can improve average precision measure index from 0.222 to 0.352
in automatic image annotation.

Keywords: Weighted histogram integral - Closure regions counting - Multi-label
learning - Automatic image annotation - Multi-feature fusion

1 Introduction

When image is expressed briefly as a refined set of image features, it is practical to
retrieve desired image from a big collection [1]. Statistical features of image from
information of color, texture, shape have been used as important parameters in image
retrieving [2]. However, it showed that single image feature was far from retrieving
the satisfied results [3]. Multi-feature fusion methodology therefore based on content
itself gets the place of single feature gradually in image retrieving. For the sake
of reducing the semantics gap brought by the incompliance between the machine

© Springer International Publishing Switzerland 2015
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understanding of structural image difference via machine learning mechanism and that
of human being’s perception of difference and similarity in semantic cognitions, accu-
rate image annotation marked by semantic labels can work out the semantic gap puzzle
somewhat via whether professional labors or with the help of automatic image seman-
tics annotation in which most of the time can be saved. Many valid methods for multi-
instance and multi-label automatic image annotation have been studied and developed
in recent years [4-9].

M.R.B and J.L etc. presented a framework to handle classes overlapping in features
space for learning multi-label scene classification [5]. ML-KNN, a lazy learning method
of multi-label learning was proposed by Zhang and Zhou [8], and, it was performed for
automatic image annotation in natural image classification. Of course, the class label’s
number is only 1.24 for each image on average. However, the semantics gap and the
relation between image feature structure and semantic content itself remain still a big
challenging problem for us.

In order to make a further clear the relation between image structural components
difference and semantic similarity cognition, we proposed in this paper a method for
multiple features fusion embodying weighted histogram integral and closure regions
counting for automatic image annotation method based on multi-label k-nearest
neighbor algorithms for achieving better predicting performance.

2 Method

2.1 Multi-label Learning Used for Image Annotation

Each instance in traditional supervised learning was just treated as belonging only to
one class. But, the instance is closely related to two or multi-class actually in real life.
In the classification of images, each image has different regional objects representing
multiple semantics.

Function ‘f” was derived from learning process, f: x — 2". In mapping of s: {(x,, y;),
(X2, ¥2)s ---» (Xm» Ym) }» X is one of the elements in X set which was used to represent one
image in data set. y; is the label set of i-th image and at the same time yj; is one sub set
of the full label set Y.

The method of multi-label k-nearest neighbor [8] is adopted in this paper in which
principle of maximum a posteriori was used to determine the label set for the image
instance tested. Hamming loss, one-error, coverage, ranking loss and average precision
[9] are used as main algorithm performance measurement index.

2.2 Transformation of Color Space and Histogram Vector

In HSL (Hue, Saturation, Lightness) space, hue, saturation, and lightness, and at the
same time correspondingly, hue, saturation, value in HSV (Hue, Saturation, Value)
space are essential variants to characterize the image. For the sake of focusing on and
grasping the main distribution information, transformation of color image from RGB
color space to gray level space can be implemented. And histogram vector was often
used to illustrate the distribution of basic color (Fig. 1).
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Fig. 1. Histogram of gray level

2.3 Weighted Histogram Integral

In order to reduce the dimensions of features vector, the discrete histogram distributions
information of each gray level were replaced by weighted histogram integral area in
which gray level is the weight of corresponding frequency.

255

Spise = D, i+ DF() ¢
i=0

The original vector composed of each sub gray level from 0 to 255 is now replaced
by weighted histogram integral area Sy;g.

2.4 Image Semantics and Regions of Interest

Implicit relation between semantics and image regions of interest is assumed to be mined
by counting the region numbers and the total area of ROI (Region of Interest) in this
paper. One label is clearly correspondent to one specific semantic accordingly. Free
version of part of Corel5K image data set was used for the experiments in this paper.
The Canny edge detection operator was utilized in the experiments. Ny and Sjosure are
the representative symbols of numbers of ROI and total area of closed outline in image
respectively. And the vector (Ngror, Sciosure) Was the comprehensive features of inset
targets in one image.

Taking the coarse edge detection as input at low level implemented by differential
operator, i.e. Canny edge detection operator, the computing of closure characteristics
was conducted among potential target region contour edges on the basis of different and
typical relations existed in closure topology [10] in order to judge the relations among
various edges.

Counting the number of closure contours or outlines closed and calculating the total
closure area, both of them were taken into account being treated as the new features. The
number of closure and connected regions in one image represents the discrete distribution
that contains the configuration information in the perspective of composition.

Total area of closure and connected regions in one image in this paper is calculated
by counting the whole pixel number of these closure and connected regions in one image
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after the operation of edge detection and binarization. Different labels in Fig. 2 represent
different closure and connected regions in one image. The symbol ‘1’ means the first
closure and connected region while symbol ‘2’ and ‘3’ represent the second and the third
one in the same image.

0000000000000000000000
0000010000000000022200
0000011000000000022220

00001111000000002222000
00001111100000002222000
00001111100000000000000
00001111100000000000000
00001111100000000300000
00001111100000003333000
0000010000000000333300
0000000000000000333000
0000000000000000000000

Fig. 2. Marking closure and connected regions

2.5 Color Moment and Texture

In one image, n-order color moment of all the sub-color variants can be used as important
feature vectors. Py g, Mg are 1-order color moment which stand for the mean value of all
pixel. And 6 6665 Sk S Sp are accordingly the 2-order and 3-order color moment [3].
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Tamura texture features, different kinds of sub parameters including roughness,
contrast, direction, resolution lines, regulation and coarseness are used to illustrate the
texture of image. Texture parameters derived from gray symbiosis matrix, including
energy, inertia moment, entropy and coherence were adopted in this paper to illustrate
the image texture distribution characteristics.

2.6 Features Vector

The number of closure and connected regions after edge detection, total area of multiple
closure and connected regions, mean value, standard deviation, 1, 2, 3-order color
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moments, texture information, contrast, correlation, energy, homogeneity, total gray
common matrix energy (HSV color space) and gray histogram of image are five main
components of features vector.

3 Result

The original images in data set were transformed from color image to gray one and HSV
color space separately. The texture information characterized by contrast, correlation,
energy, homogeneity and total gray common matrix energy in HSV color space was
listed in Table 1.

Table 1. Image texture features

Image no. | Contrast | Correlation | Energy | Homogeneity | Total gray
common
matrix
energy

101005 24237 | 2.31 0.02 1.74 10.65

Color moment information characterized by the following n-order variants including
mean value, standard deviation and 3-order color moment were given in Tables 2 and
3 separately. Both 3 columns of result data came accordingly from un-normalized image
(in Table 2) and normalized one (in Table 3).

Table 2. Un-normalized image’s color moment features (Image No.: 101005)

Sub color | Mean Standard | 3-order color moment
deviation

R 74.40 58.65 55.07

G 88.79 54.98 40.20

B 75.13 53.94 32.67

Table 3. Normalized image’s color moment features (Image No.: 101005)

Sub color | Mean Standard | 3-order color moment

deviation
R 0.29 0.23 0.22
G 0.35 0.22 0.16

B 0.36 0.26 0.16
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In the process of image multi-label semantics prediction testing, the changing of
average precision of prediction on test data set with the adjustment and modification of
parameter K which was used to represent the numbers of nearest neighbor were recorded
in line chart of Fig. 3.

AveragePrecision

0335 0.340 0345 0.350 0.355
1

Fig. 3. Average precision with the change of K

Final experimental result of prediction was given in Table 4 with the help of measure
index of hamming loss, one-error, coverage, ranking loss and average precision. The
total dimensions of features vectors are correspondingly 273,273 and 17 in three experi-
ments under different conditions. The image pixel data had not been normalized in the
first experiment. In both experiments of the second and the third one, all the images pixel
data in train set and test set were normalized to O—1. In the third experiment, the compo-
nents of image features vector with 17 dimensional features were finally in sequence
listed as the following: numbers of ROI, total closure area, weighted histogram area,
HSV space’s contrast, correlation, energy, homogeneity, total gray common matrix
energy and the remaining 9 dimensional features are RGB color space’s mean value,
standard deviation, 3-order color moment.

Table 4. Comparison of automatic image annotation and performance measure (mean value)

One-error | Coverage | Ranking | Average precision
loss

0.789 111.152 0.204 0.159

0.753 110.413 0.192 0.222

0.607 84.645 0.138 0.352

It showed that the prediction performance of image annotation under the condition
of image normalized outperforms that of non-normalization in Table 4. And, at the same
time, after removing the 256 separate and concrete gray levels histogram distribution
information replaced by one single weighted histogram area, hence, the total dimen-
sional degree of features vector was reduced from 273 to 17, the multi-label image
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annotation performance obtained a notable improving from 0.222 to 0.352 as far as the
average precision measure index was concerned. At the same time, one-error decreased
from 0.753 to 0.607, coverage form 110.413 to 84.645 and ranking loss from 0.192 to
0.138.

4 Conclusion

To improve the predicting performance, multi-feature fusion embodying weighted
histogram integral and closure region counting method for automatic image annotation
using multi-label learning k-nearest neighbor method was proposed in this paper. Firstly,
the n-order color moment and texture distribution information including contrast, corre-
lation, energy, homogeneity, common gray matrix etc. were calculated. And then, the
weighted histogram integral took the place of individual gray level histogram in which
the features vector dimensions was cut down in a great deal. Afterwards, counting
numbers of closure regions embedded in image worked out in order that the new features
vector was appended deliberately. Lastly, the multi-label learning k-nearest neighbor
was utilized to test the multi-label predicting performance. It demonstrated that the
method with new features vectors fusion embodying weighted histogram integral and
closure regions counting for automatic image annotation using ML-KNN has achieved
59 % performance improving from 0.222 to 0.352 in average precision.
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Abstract. To capture the weak boundary in complex image, we proposed a new
level set method. Different from the exiting methods, our method is performed
on diffusion space rather than intensity space. The total energy functional is a
linear combination of local part, global part and regularization part. Firstly, the
nonlinear diffusion is performed on intensity image to acquire diffused image.
Then, the local energy term is formed by implementing a local piecewise constant
search on diffused image. To further avoid local minimum, the global energy term
is constructed by approximating diffused image in a global piecewise constant
way. Besides, the regularization energy term is included to naturally force level
set function to be signed distance function. Finally, image segmentation can be
performed by minimizing the overall energy functional. The experiments on
several complex images with distinct characteristics have shown the powerful
boundary approaching ability of our method.

Keywords: Complex image - Global energy - Level set - Local energy - Nonlinear
diffusion

1 Introduction

Over the past decades, level set methods (LSMs) have attracted tremendous attentions. Due
to the incorporation of different image features into contour evolution, LSMs have been
successfully used in various image segmentation applications. Among them, region-based
methods [1-3] utilize global image information to drive the level set evolution. These
methods are efficient for weak boundaries and are less sensitive to noise. However, they
still have some intrinsic limitations, i.e. wrong movement of the evolving contour in
complex image and the sensitivity to the placement of initial contour and setting of initial
parameters. To improve the performance of region-based methods, local region-based
methods were proposed which utilize local image features to guide the contour evolution
[4-6]. By statistically examining local region centered in each pixel, they can efficiently
segment inhomogeneous objects. Recently, some hybrid methods [7-9] combined global
and local information to stabilize and speed up evolution. However, all the above methods
are usually performed in intensity space. In complex image, the evolving contours of these
methods tend to surround the cluttered background and scattered disturbances, whereas the
target object can not be solely separated.

© Springer International Publishing Switzerland 2015
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To overcome the aforementioned problems, we proposed performing level set evolu-
tion on diffusion space and taking both local and global information into account. Firstly,
nonlinear diffusion is performed on intensity image so as to obtain diffused image. Then,
the local energy term is constructed by implementing a local piecewise constant search
on diffused image. To avoid trapping into local minimum, the global energy term is
introduced by approximating diffused image in a global piecewise constant way. The
local energy term and global energy term are then combined in a linear form. Further,
the regularization energy term is included to naturally force level set function to be a
signed distance function.

The remaining of paper is organized as follows: In Sect. 2, we shall discuss the
technical details of our method. Then, the experiments of our method on complex images
are provided in Sect. 3. Finally, Sect. 4 gives some conclusive remarks.

2 Method

2.1 Local Energy Term

Image diffusion aims to evolve the image as a dynamic system to reduce the random
variation and restore the image [10]. Generally, nonlinear diffusion has an impressive
effect on image where edges remain well localized and can even be enhanced. Starting
with the intensity image u(t = 0) = I, the diffused image u is obtained as the solution of
the following partial differential equation:

9 = div(r(|Vul) V), )

where r and f denote time and diffusivity function, respectively. Vu is the gradient of
u. By decomposing image into piecewise local regions according to their sizes, nonlinear
diffusion can efficiently reveal underlying image structures. In other words, cluttered
background and scattered disturbances can be smoothed out while object boundary is
preserved or even enhanced simultaneously. Hence, the diffused image can be used to
strength the description ability of evolving contour.

Firstly, we should select an appropriate diffusivity function. Actually, the choice of
the diffusivity function has a rather large influence on the diffusion output. In our appli-
cation, the TV flow is considered since it can offer a good compromise between the
smoothing property and the edge preserving quality.

1

f(Vul) = W,

@)

where # is a small positive constant to maintain the stability of diffusion equation. Here,
we use additive operator splitting (AOS) scheme [10] to solve (1) as follows:

Upp) = %((1 = 20A, ()" + (I = 22A, () "D, (3)
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where k is iteration number and 7 is time-step. A, and A, denote the diffusion matrices
in horizontal and vertical directions. The most appreciated advantage of AOS scheme
is that it is unconditionally stable even a large time-step 7 is used.

Next, we shall statistically analyze the local regions in diffusion image. In our imple-
mentation, the homomorphic unsharp masking (HUM) method [11] is adopted. At each
pixel in the diffused image, the local mean is calculated, and the value of the pixel is
multiplied by the ratio of the global mean to this local value.

g () = wQON /M, (x), @)

where M, (x) denotes the mean of u(x) in a local circular window with radius r. N is the
global mean of u(x) which acts as a normalized constant.

By performing HUM operation, the remaining low-frequency components in u(x)
are reduced while high-frequency boundary can be strengthened. In other words, the
sharpness and contrast of uy;;,,(x) is greatly enhanced. Further, we can construct the
local energy term by implementing a local piecewise constant search as follows:

EE (1,1, C) = /

e |ty ) = 1| dx + / |tgum @) = b dx, 5)
mside!

outside(C)

where /| and [, are the averages of u,,,(x) inside and outside C, respectively.

2.2 Global Energy Term

Using only local energy term may trap into local minimum since local statistics is not
enough to provide accurate information or even provides incorrect information to
misguide the evolution. Besides, the radius » of HUM operation is generally defined
with a larger scale (e.g. r = 32) to increase the local search ability. Thus, too much
detailed information may be introduced and in turn influence contour evolution. To avoid
local minimum and increase the segmentation accuracy and speed, we construct the
global energy term by approximating u(x) in a global piecewise constant way:

Eg(gl’g%c) = /

|u(x)—gl|2dx+/ |ux) - g,|” dx, 6)
inside(C)

outside(C)

where g, and g, are the averages of u(x) inside and outside C, respectively. It should be
noted that local energy term is responsible for accurately detecting object boundaries
with low contrast while global energy term aims to segment region with relatively
homogeneous feature. To making two energy terms work complementarily, they are
combined with a balancing parameter a € [0, 1]in a linear way as follows:

E=a-E5(,1,0)+ (1 —a) ES(g), 8. C). 7
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2.3 Regularization Energy Term

During the contour evolution, level set function (LSF) should be firstly formatted to a
signed distance function (SDF) and then maintain an SDF to keep the numerical stability
and accuracy of contour evolution. Different from the traditional time-consuming re-
initialization solution scheme, the following energy term proposed in our recent work
[9] is adopted to naturally keep LSF as a SDF.

1&@—1%+%£@—n{ if s<1

R(¢)=/P(IV¢(X)I)dx, P(s) = , 8)
Q

il N

5@—1?, if s>1

where P(s) is a double-well potential function based on polynomial. By utilizing this
energy term, LSF can be preserved as an SDF near the position of zero level set and
become a constant far away from the zero level set. Furthermore, to avoid the emergence
of small and isolated curves, the frequently used energy term L(¢) is also included. Thus,
the final regularization energy term E¥ is described as follows:

ER@)=p- L) +v-R(¢) =p- / 6(¢p() V()| dx + v - / P(IVpx)Ddx,  (9)
Q Q

where ¢ and v is positive constants to separately control the length penalization effect

and SDF penalization effect.

2.4 Level Set Formulation

Finally, the evolving contour C is implicitly represented as the zero level set of LSF ¢.
The total energy functional can be reformulated in terms of ¢:

E"(l},1,81.80.¢) = a - E5(l;, 1, ) + (1 — ) - ES(gy. 5. &) + EF(¢)

=a- (/!2 |t @) = 1y | H, ($x))dx + /Q |t () = Lo|* (1= H, ($(x))dx)

10
F(l—a)( /Q () — g1 [ H () + /!2 ) - g A=-Hpoody O
+u- /Q 5. () V()| dx +v - /Q P(V$ (),
where H_(x) and o, (x) are defined as follows:
S x _1._e
H,(x) = 3 1+ ﬂarctan g‘ , 0.(%) s (11)

Fixing ¢, we can minimize the energy functional in (10) with respect to two pairs of
constant functions: /,(¢) and [,(¢), g,(¢) and g,(¢). By calculus of variations, the four
constant functions are given in (12) and (13).
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L) oy s OH(B(0))dx  fo taon @)1 = H($(x))dx )
! [oH 0dx [o (1= H(p@)dx
@) = Jo UOH ($(x))dx _ Joum( = H(¢(x))dx 13
s [ H @Godx % Jo (1= H($p@))dx

Keeping [,(¢), L,(#). g(¢) and g,(¢) fixed and minimizing E"(l;, 1. ;. 8>, ¢) in
terms of ¢, the following gradient flow equation can be obtained:

0
a_(f =0 .(P){a - (upyyx) — 12)2 = (ugyp () = 11)2) + (1 =a) ((ulx) - 82)2 (14)

— )= g+ u-div(Vo/IVeD} + v-divd(|Ve|)Ve),

where d(s) = P'(s)/s. In our implementation, the finite difference scheme is used to solve
the above equation.

3 Experiments

In this section, we shall validate our method on different types of complex images. The
proposed method was coded and tested by Matlab R2010a. Here, the same parameters,
ie. k=1517=2571n=0.001,a =05, 4t =0.1, e = 1, r = 32, 4 = 0.001 * 255% and
v = 2 is used for all experiments.

Firstly, we shall test the performance of our method on three distinct images. The
first image is a normal image. The second image is a noisy image. The third image
displays a piece of leaf where the slant stripes in background are disturbances. For
convince, the initial contours of experiments in this paper were all placed in the center
of each image. The final evolving contours of our method are presented in the lower row
of Fig. 1. All three images were well segmented despite the existence of strong noise or
slant stripes. The success of segmentations should owe to the usage of image diffusion
which removes the disturbances existed in original intensity image.

Lt

Fig.1. The segmentation of our method on three distinct images. The upper row: Initial contours.
The lower row: Final segmentation results after 8, 10 and 60 iterations.
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Next, the efficiency of our method for segmenting images with texture structure was
demonstrated in Fig. 2. The first image shows a manhole cover with regular radiated
texture structure. The second image contains a starfish with regular natural texture and
an inhomogeneous rock background. The third image shows a hawk with irregular
natural texture and a cloudy sky background. The final segmentation results are illus-
trated in the lower row of Fig. 2 where the manhole cover, starfish and hawk were all
wholly separated from background. In our method, the powerful boundary approaching
ability is due to the usage of local energy term and the robustness for texture structure
attributes to the global energy term in diffusion space.

Fig. 2. The segmentation of our method on texture images. The upper row: Initial contours. The
lower row: Final segmentation results after 7, 15 and 20 iterations.

Finally, we provide more experiments to demonstrate the segmentation performance
of our method on real images with complex background (as shown in Fig. 3). The first
image shows a lotus to be separated from the stem and leaf in background. The second
image displays a flower surrounded by a mass of disturbed leaves. The third image
contains a fire hydrant where the wall, gate and grass are all disturbances. The final
segmentation results are presented in the lower row of Fig. 3. Due to the usage of image
diffusion, three targets were highlighted in diffused images so that they can be easily
separated from respective complex background.

Fig. 3. The segmentation of our method on real images with complex background. The upper
row: Initial contours. The lower row: Final segmentation results after 25, 35 and 80 iterations.
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4 Conclusion

This paper presented a diffusion-based hybrid level set method to segment complex
image. The total energy functional is a linear combination of local, global and regula-
rization energies. Firstly, the nonlinear diffusion is performed to obtain the diffused
image. Then, the local energy term is formed by implementing a local piecewise constant
search on diffused image. To avoid the local minimum, the global energy term is
constructed by approximating diffused image in a global piecewise constant way. The
experiments on several complex images can demonstrate that our method has a powerful
approaching ability for weak boundary.
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Abstract. The effectiveness of resource allocation directly affects process
performance. In order to optimize resource allocation, this paper proposes a
resource allocation model in view of the relationship between resource allocation
and process performance, which minimizes process execution time in terms of
resource preference, cost constraints and resource availability criteria. Resource
coordination is paid less attention in previous resource allocation studies. There-
fore, this paper presents the corresponding resource allocation method in consid-
eration of resource coordination, the interval between adjacent activities and
distinguishing turnaround time between different resources from event logs. The
experiments show that the proposed method can effectively optimize the resource
allocation.

Keywords: Resource allocation - Process performance - Process mining -
Optimization models - Resource coordination

1 Introduction

Resource allocation, as the key issue of process management, focuses on how to allocate
resources efficiently to optimize process performance. Hence, its quality directly affects
process performance. Process mining, which can discover useful patterns of resource
allocation from process event logs, can optimize the process by eliminating existing
bottlenecks in time and is significant in improving both resource execution efficiency
and process performance. We only focus on staff (participants) here in view of their
special importance [1].

Resource allocation models describe the relationship between process activities and
resources. Analysis of resource models can optimize resource allocation. Kumar and
Aalst proposed two basic resource allocation modes: push mode and pull mode [2]. The
former pushes process tasks to the resources that meet the requirements, while the latter
allows resources to request task initiatively from the task pool. The two modes are too
simple to deal with complex situations like resource shortage or overload. The purpose
of resource allocation models is to allocate the most appropriate resources for process
activities [3, 4]. Event logs record the real execution of resource allocation, so mining
resource allocation models from event logs is more consistent with actual situations of the
process, and more suitable for the optimization of resource allocation. Using the decision
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tree algorithm, Ly et al. discovered the task allocation rules from historical data and
organizational structure [5]. They treated process actors and the type of activities as input,
and whether participants are involved in activities as classification results, to learn the
resource allocation model inductively. Task allocation rules reflect information on
resources such as their preferences, skills, etc. These rules can be used to adjust resource
allocation. Huang et al. used association analysis to mine the dependencies among
resources [6]. Utilizing the sequence correlation constraint of process activities, they
improved the Apriori algorithm and produced two types of resource allocation rules: the
resource dependency rule and activity allocation rule. The resource dependency reflected
the relationship between resources, which connected the process activities orderly. For
example, the resource r; performs the activity a;, then the follow-up activity a, will be
performed by r,; activity allocation rules show that some resources frequently participate
in a specific task. Resource dependencies reflect the deep interaction between resources,
which helps understand the mode of resource cooperation. On the basis of these models,
some researchers tried to use certain resource allocation models to achieve automatic
resource allocation, thus improving process efficiency. In addition, by mining event logs
to analyze resource allocation rules, we also got preliminary exploration in recom-
mending resources to managers [7]. For example, Yang et al. used the hidden Markov
model to build resource allocation models, by mining initialization parameters from event
logs, to recommend suitable process resources to activities according to the probability
of employees involved in these activities and the transaction between staffs [8].

The researches above seldom concerned about the influence that resource allocation
has on process performance. Some studies on performance optimization based on
resource allocation have been done. Process execution time and cost are two commonly
used metrics for process performance. But it is hard to achieve the metrics best simul-
taneously. As a result, lowering process cost can increase execution time consumption
and speeding up process execution might increase cost. To compromise process cost
and time, appropriate balance has to be achieved. Kumar et al. proposed a dynamic
resource allocation method that balanced process performance and resource access
control [9]. Xu et al. presented a resource allocation method, which minimized process
cost under limited time constraint [10].

When allocating resources to activities, most methods only consider the applica-
bility, consistency and availability of resources, etc. [11]. However, in real business
processes, employees’ productivity usually changes due to variations of some external
factors such as work stress, business environments and so on. Resources are the key
elements of process performance. Process activities and their logical relations are just
external form of resource roles and their coordination [12]. Some scholars highlighted
the coordination among resources, ensuring the effective coordination among them. For
example, Aalst et al. calculated parameters relevant to resource coordination level
according to causality between activities [13]. Huang et al. calculated prior probabilities
of activities between resources and made judgments of the correlation between resources
on the basis of Aalst’s researches [14]. Those studies did not pay enough attention to
the effect of resource allocation on process performance. What’s more, most of them
determined resource correlation subjectively or only considered connections between
activities, without analyzing the correlation between staff from process event logs. But
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rich information on resources is hidden in process event logs, which deserves further
researches [15].

In order to solve low process performance and the relationship between resources in
existing resource allocation models, this paper proposes a new resource allocation model
that can minimize the execution time while meeting the requirements of cost and
resource availability constraints for higher process performance. On this basis, it fully
describes a real execution situation of the process, considering the effect of correlation
between resources on resource allocation.

The remainder of the paper is organized as follows: Sect. 2 generally introduces the
goal and constraints of the proposed resource allocation model. Sections 3 and 4 describe
the way to judge the resource availability, which is the key constraint in resource allo-
cation. Process cost is discussed in Sect. 5. Section 6 touches on resource coordination,
and elaborates the resource allocation method aiming at minimal flow time. Experiments
are discussed in Sect. 7, and Sect. 8 concludes this paper.

2 Resource Allocation Model to Minimize Total Process Time

The resource allocation table is used to store the status after a resource is allocated. A
record is inserted into the table when certain resource is assigned for an activity. Infor-
mation contained in this record includes the activity v, the assigned resource s, the
corresponding role r, the start time of the activity start time, the end time of the activity
end time. The resource allocation table includes the following subjects:

(1) For a business process P, we define the activity set SA ={li=1,2, ..., k, kis the
total number of activities }, resource set SP={ |i=1,2, ..., n, nis the total number
of resources} and role set SR = { |i = 1,2, ..., m, m is the total number of roles}.

(2) The precursor and sub-sequence relationships between activities and resources: in
sequentially connected activities, precursor activity occurs, and then the successor
activity occurs after the precursor activity directly. Resources that execute precursor
activities are called precursor resources, and while resources that execute subse-
quence activities are called sub-sequence ones. For example, i is the precursor
activity of j, which means j is the subsequence activity of i; If s; is the precursor
resource of s;, then s; is the subsequence resource of ;. Specifically, the process of
initiation (termination) activity (resource) does not have precursor (subsequence)
activity (resource); there is no precursor or subsequence relationship for parallel
activities. In P, RA represents the relationship set among activities, and RP repre-
sents the relationship set among resources.

P = (SA, SP, SR, RA, RP)

The aim of resource allocation model is to minimize the total execution time under
three constrains: resource preference, resource availability and total cost.

(1) Resource Preference. With regard to a particular resource, resource preference is
a set of activities that have been executed more often and have higher execution
efficiency. Although resources have the ability to perform various tasks, they do
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prefer to do some of them. A resource’s willingness and efficiency will be much
improved if some activities are allocated to them.

(2) Resource availability. The availability of resources for activities is limited by
simultaneity and workload. Simultaneity indicates that there is no free time to
receive new tasks when a resource is executing certain activity.

(3) Process Total Cost. Process cost must be limited within a certain range. Time and
cost are two of the most important metrics to measure process performance, yet
they cannot be optimized at the same time. Minimizing process time blindly is likely
to cause the increase of cost, so we need to develop a method that can control cost
within a certain range while minimizing process time.

The resource allocation model is defined as follows:
D(P) = min Z Time (v) )

preference(s,v) > f,t € SA, se&€SP
availability(tm, s) = true, s € SP 2)
Zv cost(s,v) < costy,, t€SA s€SP

In Eq. (1), D(P) is the object function which means to minimize the total time of P,
and Time(v) denotes time spent by each activity v. Equation (2) includes three constrains.
preference(s,v) denotes the preference value of s to v, and f is the threshold for elimi-
nating activities that resources are not interested in; availability(tm,s) denotes whether
aresource s is available at tm; cost(s,v) denotes the cost generated when s is executing
v, and cost,,,, 1S the cost constraint.

3 Resource Preference Constraints

This section shows the measurement for resource preference constraints. Resource pref-
erence preference(s,t) indicates the priority of v for s. Higher preference value means
that resources are more likely to execute this activity efficiently.

Resource preference support represents the probability that v may be executed by s in
a period, as defined in Eq. (3).

count (s, v, fim, ) — count(s, v, tim,)

support(s,v) =

3)

count (v, tim, ) — count(v, fim,)

where count(s,v,tim;) denotes times that s has executed v until the time tim;,
count(s,v,tim,) denotes times that s has executed v until tim, which is less than tim,.
count(v,tim;) count (v, tim, ) denotes times that v has been executed up to tim,, count(v, tim,)
represents times that v has been executed until tim,.
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Resource preference confidence represents the probability that s will execute ¢ in a
period of time, as defined in Eq. (4).

count (s, 1, tim, ) — count(s, 7, tim,)
confidence (s, v) =

“)

count (s, tim, ) — count(s, fim,)

count(s,tim;) denotes times of activities that s has executed until tim;, while
count(s,tim,) represents times of activities that s has executed until tim,

Resource Preference is related to preference confidence and preference support, as
defined in Eq. (5).

Preference(s,v) = a support(s,v) + (1 — a) confidence(s,v) 5)

In Eq. (5), a is a parameter (0 < o < 1), which represents the weight of resource
preference support on resource preference. In order to meet the conditions, prefer-
ence(s,v) has to be greater than the threshold S.

4 Resource Availability Constraints

This section discusses the algorithm of the resource availability constraint function
availability(tm,s).

(1) Resource load
Resource load represents work pressure of resources. The factors that cause
resource overload include the number of activities that has been executed in a
certain period (we choose the time window as 1 week) and work time. The Yerkes-
Dodson Law shows that work efficiency is relevant to work load. With reasonable
pressure, resources can work more efficiently, and overload may decrease work
efficiency. The curve of the Yerkes-Dodson Law is an inverted U-shape. Inspired
by the Yerkes-Dodson Law, resource load can be measured by work efficiency.
Since time consumption of v is changing with resources, work efficiency can be
calculated by the average time of v divided by time consumption by s. Time
consumption start when a resource begins work and end until the start of its subse-
quence activity. Therefore, through mining event logs, time can be used as the
horizontal axis and resource efficiency can be used as the vertical axis to form the
curve of resource load. The highest point on the inverted U curve stands for the
saturation value of resource load; otherwise, it means that resource efficiency can
be improved.
(2) Resource potential

Resource potential signifies the potential of improving work load when the load of
resource has already saturated. Higher potential for a resource indicates the larger
space to increase the resource capacity, which also means that the resource has the
ability to execute more activities. We assume the situation that all the resources are
at their saturation value when a new activity arrives. Now we have a young, highly
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educated man and an old lady with poor education, whom would you give the task
to? It is commonly considered that the young man has more potential, so we allocate
the activity to him. The larger the potential is, the higher the probability that a
resource can improve its work load.

Clustering analysis, which is a classical data mining method, is used herein to
determine the resource potential. Four properties are used to determine the resource
potential including age, gender, family status and educational status. Each property
has different weights. According to these properties, similarity can be calculated
between two resources.

We adopt the K-means algorithm to produce resource groups, which turn out to be
three clusters: the high potential set (hCluster), the middle potential set (mCluster)
and the low potential set (ICluster) respectively.

Resource availability

Resource availability is used to judge whether the resource can execute a new
activity. Three steps are needed to estimate resource availability: (1) Examining
whether the resource is busy. If the resource is executing the activity, then the
resource is unavailable. (2) Check the workload of unoccupied resources. The
resource is also unavailable provided that its load has reached the limit value. (3)
If all of the unoccupied resources are overloaded, we’ll choose resources from the
high potential set (hCluster).

Total Cost Constraints

In this section, we will illustrate cost constraints function costValue.

ey

@

Transmission probability
p(tra,, ,s) represents the probability that v is transmitted to its subsequence v’.

Transmission probability can be calculated by the equation A/B, where A is times
that v passes to v’ after being executed by s, and B is times that v is executed by s.
Total cost prediction

There may be a risk that the total cost will be beyond the constraint if we keep
reducing execution time. So we have to predict the total cost of this process after
allocating resources. The prediction of total cost contains two parts: the first is the
certain cost, which is the cost from the activities that have been assigned for
resources; the second is uncertain costs resulting from activities that have not yet
been assigned. We can calculate the certain cost by summing them up, but we have
to predict the uncertain one. The prediction of uncertain costs is defined as Eq. (6).

Jorecastc (v) = cost (s,v) + ZV p(tranwx, s)forecastc(vy) (6)

forecastc(v),a recursive equation, denotes the total cost prediction for activities
which have not yet been allocated resources. s is the resource that take a minimum
time consumption of v. Because forecastc(v) is the predicted value, so it allows a
deviation compared with the actual value. Meanwhile, resource availability
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constraints test will spend a lot of time, in order to assure efficiency of the cost
constraint test, so we do not take the resource availability constraints test for s. v,
is the subsequence activity selected after v. After predicting the uncertain cost, we
can get prediction of the total cost using Eq. (7).

overallc (s,v) = Zv cost (vp) + forecastc (v) (7
14

where overall ¢(s,v) represents prediction of the total cost after v has been allocated
to resources [16]; cost(v,)denotes the cost of activities which has been assigned for

certain resources; ) cost (vp) denotes the overall cost of all activities from the
P

initiation activity to the precursor of v.

Resource replacement ratio

If the prediction value of overall cost exceeds the cost constraint, we need to real-
locate resources to reduce the cost. To decide which activity should be reallocated
to the resource, we need to consider whether the activity is included in the longest
path. The longest path is the one that takes the longest execution time [10]. The
longest path decides execution time of the whole process. In order to avoid exten-
sion of execution time during adjustment, it is necessary to find the most suitable
replacement activity from both the longest path and other paths, and then compare
their influence on execution time after replacement. The activity that has less influ-
ence will be chosen.

Before getting the most suitable replacement activity, we need to find out the most
suitable replacement resource for each activity in the process. During adjustment,
replacing resources will cause modifications of execution time and processing cost.
Let Atime represent the time difference when resources change from s, to s,,
which has less cost than s;. —Atime / Acost measures the relative change of cost and
time due to resource replacement, which is called the resource replacement ratio,
denoted as compensation (v, 51589 ) Lower because Acost < 0, the resource which
has the lowestresource replacement ratio is the best replacement resource. Resource
replacement ratio means more reduction of cost with less increase of execution
time.

Resource Allocation Algorithm

After analyzing resource preference constraints, resource availability constraints and
total cost constraints, this section will determine the target of the resource allocation
model: the total processing time. Most of researchers only focus on process execution
time, ignoring the turnaround time during process execution. Turnaround time is the
time from the end of the precursor activity to the start of its subsequence activity. In
general, the turnaround time of neighboring activities varies mainly due to the different
collaboration relationship between resources. Resources with higher collaboration level
usually have shorter turnaround time. To simplify the problem, this paper considers that
the collaboration between resources is the main reason for turnaround time difference.
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For the reason that we have considered the turnaround time caused by resource
collaboration level, we achieve the allocation goal D(P). We need ensure that the execu-
tion time operatetime(v) for each activity v in the process is as little as possible, while
the turnaround time with precursor activities furntime(v) also needs to be controlled.
Now D(P) has become a multi-objective programming problem. One way to solve the
multi-objective programming problem is using linear weighted method to transform the
multi-objective programming problem into a single objective programming problem.

In run-time, turnaround time between different resources may vary greatly. From
events logs, we find that turnaround time always has larger impact on the total time than
process execution time. In some instances, the difference between turn-around time and
execution time may reach an order of magnitude, considering the sum of turnaround
time in a process may be 30 h while execution time may only be 3 h. A greater order of
magnitude that turnaround time is compared to execution time will enhance the impact
of turnaround time on process performance. Here is a measurement method using
magnitude level k.

tTi
k=1g ime ®)

oTime

where k represents difference order of magnitude between turnaround time and execution

time in process instances. tTime denotes the average value of turnaround time of
completed instances, and oTime denotes average value of execution time of process
instances. Larger value of k indicates that the turnaround time has greater effect on the
total time. For example, turnaround time with magnitude level of 3 has a greater impact
on the total time than magnitude level of 1. So in order to embody the impacts of turn-
around time on process performance caused by different magnitude level, the weight of
execution time is set to ﬁ and the weight of turnaround time is set to 1<+L1 Meanwhile,

in order to achieve the same order of magnitude as that of execution time, we let the
turnaround time multiply 107%. The time spent on each activity v of the resource allo-
cation model’s target D (P) = min ZV time (v) is:

time(v) = x operateime (v) + % 107 s turntime (v) 9)

1
k+1 k+1

In Eq. (9), operatetime(v) is time consumption of each activity, and turntime(v) is
turnaround time between activities and their predecessors.

Collaboration among resources is regarded as mutual adjustments and learning
processes between resources. Researches on human learning have shown that the
learning curve is a power function curve. The learning curve indicates that more times
you study, less time you consume. At first the study rate is relatively fast, but it will
gradually diminish to be flat [ 16]. From this point of view, we can conclude that resources
will have relatively low level of correlation and high level of turnaround time at the early
stage of cooperation. With the enhancement of correlation, turnaround time decreases
and tends towards stability.

On the basis of the learning curve, a regression equation for turnaround time predic-
tion is proposed.
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turntime = startime % tms™" (10)

The startime in Eq. (10) is turnaround time at the first collaboration stage between
resources; r represents collaboration coefficient between resources; tms represents times
that two resources collaborate; turntime is turnaround time provided that collaboration
times of these resources are tms. Firstly, evaluating the logarithm of both sides, and then
nonlinear regression analysis will be converted into linear regression analysis. We can
get a linear regression equation in which lg(turntime) is the dependent variable and
1g(tms) is the independent variable. By using the sum of squared error and taking the
derivative of r, the model will attain the best fitting state that the sum of n deviation is
minimum.

Ig (starttime) 3_ 1g (tms); — Y. lg(tms); * Ig(turntime),
r= -
Zi=1[lg(tms)i]2

an

We can get the collaboration coefficient r by inputting the corresponding data of
event logs into Eq. (11), and then predict turnaround time of next collaboration. Not
only resources’ learning abilities are the determinants of collaboration coefficient r, but
also resources’ cooperation, operation capacities and even information systems. The
collaboration coefficient r will turn out to be larger if the resources have strong coop-
eration abilities or are familiar with business operations. A good management system
and highly efficient staff will lead to larger r as well. Hence, the collaboration coefficient
r represents resources’ comprehensive abilities.

The resource allocation algorithm of minimum execution cost was put forward by
Xu et al., which was to find all the resources that have the lowest execution cost for
activities in the process at first, then detect the availability of these resources, and finally
check whether the total time of the process exceeds the constraint value after ensuring
availability [10]. This method may make the whole process repeatedly. A new method
that can detect the availability and cost constraints while allocating resources to each
activity is proposed in this section. The steps to allocate resources for each activity are
shown as follows:

(1) Find the resource that has the least execution time when performing the target
activity v.

(2) Detect whether the resource satisfies the constraints of resource preference.
Looking for candidate resources, which have less execution time and satisfy the
resource preference constraint.

(3) Detect the availability constraint of the resource given by step (2). If the resource
is unavailable, then it will be replaced by other suitable resources, which meet the
availability constraint.

(4) Predictthe total cost after the target activity has taken this resource, and test whether
it exceeds the cost constraint to find the most suitable activity.

(5) If the resource has been replaced in step (4), then repeat step (3) and step (4) until
we find out the resource that satisfies both the availability constraint and total cost
constraint.
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7 Experiments

Some experiments are conducted to show effectiveness of the method proposed above.
In the first place, we check whether it is effective to treat resource collaboration as a
learning procedure. We have collected some airline compensation process logs and
observe variance of average flow time as Table 1.

Table 1. Flow time variance as the number of instances increases

Number of 30 40 50 60 70 80 90 100
instances

Average flow 121 | 103 | 90 8 |77 |75 |80 |75
time (h)

It is showed that flow time decreases very fast when the number of process instances
increases from 30 to 100, and after that flow time slightly fluctuates in Table 1. The
reason is that resource collaboration level improves with increase of cooperation times.
Thus, turnover time and flow time will be reduced. However, collaboration capability
would remain stable after the number of instances reaches 70. Note that flow time rises
a little after the number of instances is 100, which may be explained by the fact that
some activities cannot be executed by suitable resources due to the availability issue.

We also check improvement in terms of flow time considering resource collabora-
tion. We choose 8 process log sets of the airline company randomly. The number of
process instances of each set is 30. After extracting the original logs, data pre-processing
is conducted to filter out resources in which interaction frequencies are less than 3. The
remained process instances are used for analysis. A small number of cooperation activ-
ities are insufficient to measure resource collaboration. Then, we use the algorithm that
only concern operatetime(v) in time(v) without touching on collaboration. In compar-
ison, we use the resource allocation algorithm proposed in this paper taking account of
collaboration as allocation guide. To compare the effect of collaboration, the measure
time(v) and operatetime(v) are used respectively. The average flow time is used as
performance metric. Figure 1 depicts the results.

It can be seen that process execution time reduces significantly by taking resource
collaboration into account. In addition, we can see more satisfactory results as the
number of process instances increases. The underlying reason is that more event logs
can generate more accurate collaboration measurement, which in turn provides more
effective allocation guideline. It can be noted that improvements can still be made for
process data with fewer event records through deleting some process logs. Even a small
number of event records can provide sufficient evidence for resource collaboration.

We use the same process log sets as Fig. 1 and compare the resource allocation
algorithm proposed in this paper considering resource coordination capacity with the
algorithm (named rb) by Kumar [17]. The clearest difference between these two algo-
rithms is that the former predicts collaboration capacity between resources using regres-
sion analysis, and considering collaboration to be dynamic as time goes. But the latter
calculated the average value as collaboration capacity. It did not pay attention to
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Fig. 1. Considering vs. ignoring collaboration between resources

changing patterns of collaboration between resources, thus lacking of considering
collaboration.

Huang also proposed a method (named mc) to compute the degree of collaboration
between resources. The main idea of this method was based on the premise of guaran-
teeing the correlation between resources, and measuring the strength of collaboration
between resources by calculating the probabilities [15]. In Fig. 2, process log sets are
denoted as the horizontal axis, and the average process total time is denoted as the
vertical axis. We can see that dynamic collaboration capacity between resources have
more positive effects on performance than the static one.
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Fig. 2. The influence of different methods in considering collaboration between resources
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8 Conclusions

Resource allocation is an important issue in the field of process management. The quality
of resource allocation not only determines how the process is executed, but also affects
process performance. Process mining has provided new insights and methods for
resource allocation. This paper discusses the resource allocation method from the
perspective of their effects on process performance, ensuring the process takes less time
under the cost constraint. Moreover, this paper also analyzes the effects of collaboration
cohesion between resources on process performances. We will do further researches on
the coordination among resources, especially on the influence of deep collaboration
among resources, in which we will mine further insights from process event logs.
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Abstract. In this paper, a new method of GM(1,1) model based on optimum
weighted combination with different initial value is put forward. The new
proposed model is comprised of weighted combination models with different
initial value of raw data. Weighted coefficients of every model in the combi-
nation are derived from a method of minimizing error summation of square. The
optimum weighted combination can express the principle of new information
priority emphasized on in grey systems theory fully. The result of a numerical
example indicates that optimum weighted combination GM (1,1) model pre-
sented in this paper can obtain a better prediction performance than that from the
original GM(1,1) model.

Keywords: GM(1,1) model - Optimum weighted combination - Initial value -
Prediction accuracy

1 Introduction

Since the grey system theory was put forward in 1982, it has been extensively used in
many areas of economic management and so on [1, 2]. Extensive studies for grey
system including grey correlation analysis, grey decision making and grey prediction
have been carried out by scholars [3]. Grey systems theory focuses mainly on such
systems as partial information known and partial information unknown. With the rapid
development of science and technology more and more systems have the same char-
acteristic as grey systems. Solutions to these uncertain systems have become a great
challenge for further development in associated fields. However, one of possible means
can be provided by some approaches in grey system.

GM (1,1) is playing an important role in grey prediction. From the procedure of
construction of GM(1,1) model we can find that the model is neither a differential
equation nor a difference equation. In fact, it is an approximate model which has the
characteristic both differential equation and difference equation. It is inevitable for the
approximate model to result in some errors in practical applications. To increase pre-
diction accuracy using GM(1,1) model a large number of researchers concentrate upon
improvements of GM(1,1) model mainly in three aspects. On the one hand, a number
of researchers focus mainly on improvements of grey derivative. Wang proposes a GM
(1,1) direct modeling method with a step by step optimizing grey derivative’s whitened
values to unequal time interval sequence modeling. He has also proves that the new
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method still has the same characteristic of linear transformation consistency as the old
method [4]. Mu presents a method to optimize the whitened values of grey derivative
and constructs an unbiased GM(1,1) model. He also proves that the new model has the
characteristic of law of whitened exponent [5, 6].

On the other hand, a number of researchers focus mainly on improvements of
background value. Li presented the improvement method of background values to
improve the prediction precision of GM(1,1)model with unequal time interval. The
author takes advantages of the actual values of generated sequence in point t;,, as a
background value for GM(1,1) model with unequal time interval [7]. Wang has proved
that the generated sequence of applying a first order accumulated generation operator
on X @ is a non -homogeneous exponential function. Then the author utilizes a
non-homogeneous exponential function to fit the generated sequence and develops the
improvement method of background value [8].

Finally, improvements of the initial condition in the time response function are
focused on by some researchers gradually. Xie proposes discretely grey prediction
models and corresponding parameter optimization methods. And he also illustrates
three classes of grey prediction models such as the starting-point fixed discrete grey
model, the middle-point fixed discrete grey model and the ending-point fixed discrete
grey model [9]. Liu also presents a method to improve the prediction precision by
optimization of the coefficient of exponential function [10]. Wang proposed a novel
approach to improve prediction accuracy of GM(1,1) model through optimization of
the initial condition. The new initial condition is comprised of the first item and the last
item of a sequence generated from applying the first-order accumulative generation
operator on the sequence of raw data [11].

Traditional GM (1,1) model and the model in paper [12] come to form their own
forecasting formulae by considering x")(1) and x(")(n) as their original condition
respectively. But in fact, the fitted curve does not pass any data point according to the
least square principles. There is lack of theoretical basis in traditional GM (1,1) model
and the model in paper [13].

For view of information theory, optimum weighted combination forecasting
method is extracting the useful information of single forecasting method. There is a
weighted vector M, the squared forecasting error of combination forecasting method
has been the minimum value. Then M is defined as optimum weighted coefficient
vectors, and the corresponding combination forecasting method is defined as optimum
weighted combination forecasting method [14-17].

As we all know, because of choosing different initial value, we can get different
forecasting models and different forecasting precision. In this paper, the new method of
GM (1,1) model based on optimum weighted combination with different initial value is
put forward. At last, the method is applied into building model of per capita living area
of city in China, and the results show the effectiveness and superiority of the method.

2 The Modeling Mechanism of Grey GM (1,1) Model

GM (1,1) is the most frequently used grey forecasting model. It is formed by a first
order differential equation with a single variable. Its modeling course is as follows:
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1. Let the non-negative original data series be denoted by

X03G)>0,i=1,2,....n
2. The AGO (accumulated generation operation) of original data series is defined as:

X = x01),xM2),...,xV(n)} (2)

3. The grey model can be constructed by establishing a first order differential equation
for X(1) as:

dxD(z)
dt

+axV(t) = u (3)
The difference equation of GM (1,1) model:

xXOk) +azV (k) =uk =2,3,...,n (4)

Unfolding Eq. (4), we can obtain:

xEO;(Z) _Z§1§(2> 1
x0(3) —ZV(3) 1 H
S = . <, (5)
xO(n) _Z<f>(n) 1
Let ¥ = [x9(2),x0(3),....xOm)]" & =[a u]",
—z(0(2)
g | 7 (6)
—Z“:)(n) 1

The background z()(k) in Eq. (5) is defined as:

Wk +1) =Wk +1)+xV &), k=1,2,..,n—1

N =
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4. The least squares solution of identification variable:
&= (B"B) 'B"Y

5. We can get the discrete solution of Eq. (3) with the original condition
30 (1) = xD(1) = x0(1):
u

(k4 1) = (1) = Tt 4= (7)

6. Revert into initial data:

0% 4+1) =0k + 1) — (k)

—(1—e)xM(1) - Z}e*“k (8)

3 Defect of Traditional Grey Forecasting Formulae
and Its Improvement

Grey GM (1,1) is an extrapolating method virtually by using exponential curve XM to
fit with the data series X", Traditional GM (1,1) model and the model of paper [12]
come to form their own forecasting formulae by considering x(!(1) and x(") (n) as their
original condition respectively. But in fact, the fitted curve does not pass any data point
according to the least square principles. Therefore, there is lack of theoretical basis in
traditional forecasting formulae. Now make a brief analysis as follows.

By solving Eq. (3), we can obtain:

We can get by dispersing the equation above:

N C u
k1) = —Ze % 4=
a a
In order to solve out constant C, it is essential to have a definite condition to

confirm the solution. Let (V) (1) = x(!(1) = x(%(1) be the condition, we can obtain:
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This is the expression of the forecasting value of grey GM (1,1) model.

So the fitted curve X)) should pass the data point (0,x(")(1)) on the coordinate
plane (k,iV)(k + 1)). However, according to the least square principles, the fitted
curve might not pass the first data point. Therefore, the theoretical basis of considering
#(1) = x(1) as the known condition does not exist. In addition, x!) (1) is the oldest
datum in terms of time and in far relations with the future. So the traditional method
considering ¥ (1) = x()(1) as the known condition should be generalized.

Let the forecasting value of x")(k + 1) be denoted by il )(k + 1) under the con-

dition of V(1) = x()(m)(m = 1,2,...n), it is easy to prove that:
A0k + 1) = jO (m) — Yeatemsn) L2
a

From above, we can get different forecasting models with different values m. A new
model based on optimum weighted combination with n kinds of forecasting results will
be put forward, and its fitted precision and forecasting precision will be higher than any
model with the single value m.

Let the observed value be denoted by x(!)(k 4 1) and the weight of 5c<11>(k+

1),)%(21)(k +1),.. il )(k + 1) in combination prediction model be denoted by vector

W= (W, Wa,..., Wm)T, we can obtain the combination model:
Wk+1) =3 Wil (k+1) (9)
=1

Let the error be denoted by:
elk+1) =xV(k+1) =iV (k+1) (10)
To work out optimum weight of combination prediction model is to solve out the

following mathematics programming of sum of square error with the least square
principles:

minQ = Zez(k)
=1
sty Wi=1
=

The non-negative weight of the optimum weighted combination can be worked out
by using the Qordpro in Matlab.
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4 Example

In this section we illustrate the application of optimum weighted combination GM(1,1)
model with different initial value. Weighted coefficients of every model in the com-
bination are derived from a method of minimizing error summation of square. The
optimum weighted combination can express the principle of new information priority
emphasized on in grey systems theory fully. To compare with prediction performances
among the original GM(1,1) model, optimum weighted combination GM(1,1) model
proposed in this paper and the model in document [2], we utilize the first thirteen data
in the sequence of simulation data to construct the three models, respectively.

The city per-capita living area of a country is an important index of the living
standard. Of course, it is an important factor to reflect economic strength of this
country. Setting up the model of city per capita living area and predicting its devel-
opment in the future have great realistic significance to country for the arrangement and
economic plan in the city. Now build the model of the city per-capita living area of
China from 1986 to 1998 ( {Statistic almanac of China-2002) ) by means of the
method proposed by this paper and forecast that of 1999, 2000, and 2001.

Let x(V)(1) be the initial value, the grey GM (1,1) model of city per-capita living
area of China is as followings:

Ok + 1) = 8.2553"037% § > 1
#91) =88

With the different initial value, we can obtain the solution of Eq. (7):

Hematemmset) L 2 — 12,13
a a

ik +1) = Y (m) -
Let the thirteen kinds of different forecasting results be denoted by

A&+ 0, 2k + 1), 2D (& +1)

And let the value of GM (1,1) model based on optimum weighted combination be
denoted by

Wk +1)

i
S ik +1)
=1
Then we can obtain the non-negative weight of the optimum weighted combination

by using the Qordpro in Matlab:

Ws — 0.4584, Wy — 0.5416,
Wi=Wo=W3 =Wy =Wsg=W; =Wy =Wio=Wi 1 =Wp=W;3=0



360 Q. Chen and J. Li
Therefore, the new forecasting results are worked out:
(& + 1) = 0.4584x (k + 1) +0.54163 (k + 1)
KOk + 1) = 045845 (k + 1) + 0.5416” (k + 1)
The new model of city per-capita living area of China is as follows:
FO(k +1) = 0.4584 x 9.9522¢03700=4 1 (0.5416 x 11.1150¢"0370%=7)
It is to say,

Ok + 1) = 4452129706 1 6.0199¢97¢7) k> 1
i0(1) =88

Tables 1 and 2 is the model values and forecasting values of there methods.

Table 1. Comparison of method of this paper and traditional GM (1,1) model (Unit: Square
Meter)

Year No. |City per-capita Method of this paper Traditional GM
living area (1,1) model
Model Relative Model Relative
values error (%) values error (%)
1981 1 35.82 35.82 0 8.8 0
1982 2 36.84 38.1463 —3.5458 8.8984 1.1291
1983 3 39.11 40.3691 —3.2195 9.2339 0.7105
1984 4 41.93 42.7216 —1.8878 9.5821 1.2153
1985 5 44.52 45.211 —1.5522 9.9434 —0.4388
1986 6 48.93 47.8456 2.2162 10.3184 —0.1785
1987 7 51.92 50.6337 2.4775 10.7075 —0.0698
1988 8 53.95 53.5842 0.678 11.1112 -1.0112
1989 9 55.5 56.7067 —3.0094 11.5302 —1.1422
1990 |10 58.54 60.0111 —2.6709 11.965 —1.3983
1991 11 61.7 63.5081 —2.9305 12.4162 —0.9445
1992 |12 69.74 67.2089 3.2548 12.8844 0.8895
1993 13 76 71.1253 6.4141 13.3702 1.6896
1994%* 14 71.7 75.27 3.1275 13.8743 2.2937
1995* 15 79.15 79.6561 —0.6394 14.3975 3.3725
1996* 16 83.15 84.2979 —1.3805 14.9404 3.6103

(forecasting value with*)



Research on Optimum Weighted Combination GM(1,1) Model 361

Table 2. Comparison of method of this paper and method of document [12] (Unit: Square
Meter)

Year No. |City per-capita Method of this paper Method of document [2]
living area
Model Relative Model Relative
values error (%) values error (%)
1981 1 35.82 35.82 0 8.8 0
1982 2 36.84 38.1463 —3.5458 8.9244 0.84
1983 3 39.11 40.3691 —3.2195 9.2349 0.7
1984 4 41.93 42.7216 —1.8878 9.5831 1.2048
1985 5 44.52 45.211 —1.5522 9.9445 —0.4494
1986 6 48.93 47.8456 22162 10.3195 —0.1891
1987 7 51.92 50.6337 24775 10.7086 —0.0805
1988 8 53.95 53.5842 0.678 11.1124 —1.0219
1989 9 55.5 56.7067 —3.0094 11.5314 —1.153
1990 |10 58.54 60.0111 —2.6709 11.9663 —1.4091
1991 |11 61.7 63.5081 —2.9305 12.4175 —0.9552
1992 |12 69.74 67.2089 3.2548 12.8857 0.879
1993 |13 76 71.1253 6.4141 13.3716 1.6792
1994* |14 71.7 75.27 3.1275 13.8758 2.2831
1995* |15 79.15 79.6561 —0.6394 14.399 3.3624
1996* | 16 83.15 84.2979 —1.3805 14.942 3.6

(forecasting value with*)

It is easy to see from Tables 1 and 2, the relative errors of model proposed by this
paper are almost lower than 3 %. The error inspection of post-sample method can be
used to inspect a quantified approach. The post-sample error of the model
cl =81/Sp = 0.0748 (where S is variation value of the error and Sy is variation value
of the original series), the post-sample error of traditional GM (1,1) model c2 = 0.0771,
and the post-sample error of the model of paper [2] ¢3 = 0.0761. The probability of the
small error p = {|e(®) (i) — e~} <0.6745S, = 1. It is obvious that the method of this
paper has the higher fitted precision and forecasting precision than the traditional GM
(1,1) model and the model in paper [12].

5 Conclusions

The accuracy of model is key factor of the gray mode. Scholars have made considerable
achievements in the aspect of improving the precision of grey model. In this paper, the
defect of the traditional grey GM (1, 1) model is analyzed theoretically and the irratio-
nality of choosing initial value is pointed out. The new method of GM (1, 1) model based
on optimum weighted combination with different initial value is also put forward. The
result of a numerical example indicates that optimum weighted combination GM (1, 1)
model presented in this paper can obtain a better prediction performance than that from
the original GM(1, 1) model.
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Abstract. Recently, subspace clustering has achieved promising clustering
quality by performing spectral clustering over an affinity graph. It is a key to
construct a robust affinity matrix in graph-oriented subspace clustering. Sparse
representation can represent each object as a sparse linear combination of other
objects and has been used to cluster high-dimensional data. However, all the
coefficients are trusted blindly to construct the affinity matrix which may suffer
from noise and decrease the clustering performance. We propose to construct the
affinity matrix via k-nearest neighbor (KNN) based sparse representation coef-
ficient vectors for clustering high-dimensional data. For each data object, the
sparse representation coefficient vector is computed by sparse representation
theory and KNN algorithm is used to find the k nearest neighbors. Instead of
using all the coefficients to construct the affinity matrix directly, we update each
coefficient vector by remaining the k coefficients of the k neighbors unchanged
and set the other coefficients to zero. Experiments on six gene expression pro-
filing (GEP) datasets prove that the proposed algorithm can construct better
affinity matrices and result in higher performance for clustering
high-dimensional data.

Keywords: Spectral clustering - Affinity matrix - k-nearest neighbor + Sparse
representation - Cosine similarity - Gene expression profiling

1 Introduction

Clustering aims at grouping the data objects into several subsets, so that data objects in
the same subsets are similar as much as possible and the data objects in the dissimilar
subsets are dissimilar as much as possible. The datasets in real-world are getting bigger
and bigger with more data objects and attributes, such as multimedia data, document
data, and GEP data. It has been a challenging task to cluster high-dimensional data for
traditional clustering algorithms such as k-means.

Spectral clustering has attracted increasing attention and been widely used in image
segmentation [1], speech separation [2]. It is based on the spectral graph theory and its
main tools are graph Laplacian matrices including un-normalized graph Laplacian and
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normalized graph Laplacian. Spectral clustering firstly constructs an affinity matrix
from data, then derives the graph Laplacian matrix from the affinity matrix and com-
putes the first k eigenvectors corresponding to the k largest eigenvalues of the graph
Laplacian matrix, finally uses k-means algorithm to cluster the k& dimensional row
vectors of the matrix which is formed by the first k eigenvectors of the Laplacian as
columns [3]. The performance of spectral clustering heavily depends on the goodness
of the affinity graph. Therefore, it is a key to construct an affinity matrix that can
faithfully reflects the similarity information between each pair of objects.

Sparse representation (SR) [4] is based on the compressed sensing theory and has
been widely applied in various tasks such as classification, subspace learning and
spectral clustering. It compresses high-dimensional data by representing each object
approximately as a sparse linear combination of other objects. Recently, it has been a
useful technique in clustering high-dimensional data. For example, Wright et al. [5]
used individual sparse coefficient directly to build the affinity matrix for spectral
clustering. However, Wu et al. [6] proved that exploiting complete sparse represen-
tation vectors can reflect more truthful similarity among data objects, since more
contextual information is taken into consideration. They assumed that the sparse rep-
resentation vectors corresponding to two similar objects should be similar, since they
can be reconstructed in a similar fashion using other data objects. These algorithms
trust all the coefficients in coefficient vectors blindly to measure pairwise similarity
which may make the affinity matrix sensitive to the noises and outliers, and result in a
degraded performance.

To improve the performance of sparse representation based spectral clustering
(SRSC) [6], we propose a novel clustering algorithm for high-dimensional data, which
constructs affinity matrix via KNN based sparse representation coefficient vectors. We
name our proposed algorithm as KNNSRSC. Firstly, each high-dimensional data object
is projected onto a lower dimensional vector of sparse coefficients by using sparse rep-
resentation theory. Then, we find the k nearest neighbors for each object, and remain the
k coefficients of the k nearest neighbors unchanged and set others to zero in the coefficient
vector. Then these coefficient vectors are used to construct affinity matrix according to the
cosine similarity between each pair of coefficient vectors. Finally, spectral clustering is
run on the affinity matrix. Extensive experiments on public gene expression profiling
(GEP) datasets show that KNNSRSC outperforms SRSC [6], k-means and normalized
spectral clustering (NSC) [1] with considerable performance margin.

2 Brief View of Spectral Clustering and Sparse
Representation

2.1 Spectral Clustering

Spectral clustering is a widely used graph-based approach for data clustering. For
dataset X = {x1,x2,...,X;,...,X,} € R™", where x; € R"™ represents the i-th object. It
can be represented as an undirected graph G(V, E, W), where V, E, W denote the vertex
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set, the edge set, and the affinity matrix, respectively. Each vertex v; € V represents an
object x;, and each edge(i,j) € E is assigned an affinity weight w;; which represents the
similarity between x; and x;. And the degree d; of node i is d; = Zj wj;, the degree
matrix D is a diagonal matrix D = diag(d,d, . . .,d,).

Spectral clustering algorithms are based on the graph Laplacian matrices. The
un-normalized graph Laplacian matrix is defined as L = D — W. It is notable that L is
symmetric and semi-positive definite, and for any vector x € R"

1 n 2

T
o Lx:izi,,-:l (xi_x.i) Wij (1)

The symmetric normalized graph Laplacian matrix Ly, is defined as

stm - l)il/zLDil/2 =] — Dil/ZWDil/2 (2)

where [ is the identity matrix. Similarly,

2
I [ xi Xj
TLomX = = L » 3
X LsymX ZZ,‘J’(\/‘Z \/E] Wi ()

The most popular spectral clustering is NSC algorithm [1] which is described as
Algorithm 1.

Algorithm 1. Normalized spectral clustering

Input: Affinity matrix W € R™" , the number of clusters C
Output: cluster labels of each sample 7, = (2,.4,,---.1,)

1. Compute the normalized Laplacian L,
2. Compute the first C eigenvectors U, U, of L,

3.Let U € R™ be the matrix contaning the vectors Uy, U, ascolumns

4. Form the matrix Z & R™ from U by normalizing each row by ¢ ,-norm, that is set

_ 2 \1/2
Zy = ui/’/(Zcuic)
5.Fori=1,---,m,let Y, = R€ be the vector corresponding to the i-th row of Z
6. Cluster the data objects (,),_, .., With the k-means algorithm into C' clusters

We can also understand spectral clustering from the perspective of graph cut. The
task of spectral clustering can be transformed to find the best cuts of the graph such that
edges between different groups have low weights and edges within each group have
high weights. The simplest and most direct way to construct a partition of the graph is
to solve the mincut problem. Denote F(A, B) = Y., icp wij and A for the complement
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of A. For a given number C of subsets, the mincut approach simply consists in choosing
a partition Ay, A, ...,Ac which minimizes

I —c =
Cut(Al7A27"'7AC) :Ezi:lF(Ai’Ai) (4)

However, it often does not lead to satisfactory partitions and may simply separate
one individual vertex from the rest of the graph. RatioCut (Rcut) [7] and normalized cut
(Ncut) [1] are proposed to address this problem by introducing balancing conditions to
explicitly request that the sets A, A,, . . ., Ac should be “reasonably large”. In RatioCut,
the size of a subset A of a graph is measured by its number of vertices ||Al|, while in
Ncut the size is measured by the weights of its edges vol(A). They are defined as
follows:

tAi7Ai
RatioCut(A,,As, .. .,Ac) = Z,Czl C“(|A|) )
c cut(A;, A)
NCut(Ay,Az, ..., Ac) = Zizl T(A') ©

However, the introduction of balancing conditions makes the previously simple mincut
problem an NP hard one. Spectral clustering has been a good way to solve the relaxed
versions of these problems, relaxing Ncut leads to NSC [1], while relaxing RatioCut
leads to un-normalized spectral clustering [3].

2.2 Sparse Representation

Let X € R™*" denote n data objects and each object has m dimensional features, y € R™
represents a test sample. Sparse representation is an effective algorithm based on /-
norm minimization, it can represent a sample as a linear combination of others with
sparse coefficients. Originally, sparse representation aims to solve the following ¢,-
norm minimization problem:

oo = argmin||a||, subjectto y = Xu (7)
o

where |||, is the £p-norm minimization and counts the number of nonzero entries in a
vector. As the ¢y-norm minimization is a NP-hard problem, it is equal to ¢;-norm
minimization problem if its solution is highly sparse [8]. Moreover, ¥ = Xa cannot
hold exactly since y may include noise. Thus, the above ¢j-norm minimization problem
can be relaxed to the following ¢;-norm minimization problem:

o = argmin||a||, subjectto ||y — Xo|,<e (8)
o
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By exploiting Lagrangian method, (8) can be transformed to the following opti-
mization problem:

o = argmin Al +[ly — X, %)

where 4 is a key parameter which balances the importance between the sparsity and the
reconstruction error.

3 The Proposed Method

3.1 KNN Based Sparse Representation Coefficient Vectors

Denote X = {x1,x2,...,X;,..., %, € R™" a high-dimensional dataset, where x; =
(X1, X2, - - -, Xim) € R™ is the i-th data object. Let X; = (x;, ..., Xi—1, Xit1, - - -, Xn) TEP-
resent all the data objects except for object x;. For each data object x;, we can use the
solution form (9) to represent it as a linear combination of other objects from X;. The
coefficient vector is calculated by solving the following optimization problem:

o = argmin Ao+l — Xioul, (10)

where of = (aj1,...,@ij1,diis1,- - ain) € R"! is the optimal solution, which con-
sists of sparse coefficients corresponding to each data object in X;,V; = 1,2,...,n. We
add a zero coefficient between o;;_; and ; ;1 in vector «] to obtain a new coefficient
vector o; = (a;q, ..., @ij—1,0,@i 41, ..., aiy) € R", which represents the sparse repre-
sentation coefficient vector of data object x;. Then, KNN algorithm is used to determine
the k nearest neighbors for x; from X;. In coefficient vector a;, the coefficients corre-
sponding to the k nearest neighbours remain unchanged, but those coefficients corre-
sponding to other objects are set to zero. Thus, for each coefficient vector a;, there are
only k nonzero entries.

According to sparse representation theory, similar objects gives significant coeffi-
cients and dissimilar objects gives nearly zero coefficients in a;. However, some prior
works have revealed that sparse representation is not robust enough, some coefficients
of dissimilar objects will not be nearly zero when data are noisy or have many outliers.
Therefore, it will degrade the discrimination of affinity matrix. KNN based sparse
coefficient vector just has k nonzero coefficients, which is more robust to noises and
outliers, because the coefficients of the dissimilar objects are set to zero.

3.2 Algorithm Description

Algorithm 2 describes the general procedure for spectral clustering via the KNN based
sparse representation coefficient vectors. NSC algorithm [1] is used in line 8.
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Algorithm 2. KNNSRSC
Input: A high-dimensional dataset X ={x,x,,---,x,}€ R™", where x e R"

represents the i-th data object; the number of clusters C
Param: Sparsity parameter A ; the number of nearest neighbors &
Output: Cluster labels of each data object P=(p,, p,,-, p,)

1. Foreach data object x, € X do

2.8et X, =X \X, =X, X_, X, X,
3. o =argmin Aoy +|x, — X,
(Z,
. _ n
4. Compute the sparse coefficient vector ¢, =(a,,,,4,,,,0,4,,,,,4,,)€ R" by

adding a zero element into ¢ *

5. Find the k nearest neighbors of x, from X, remain the corresponding k
coefficients unchanged and set other (1 — k) coefficients to zero in ¢,
6. End
7. Construct affinity matrix W e R™" using cosine similarity between each pair of
coefficient vectors as section 3.3
8. P« NSC(W,C)

9. Return P

3.3 Constructing Affinity Matrix Using Cosine Similarity

Assuming o; and a; are two KNN-based sparse coefficient vectors of data object x; and
x;, respectively. If x; and x; are two similar objects, we assume their coefficient vectors
o; and a; are also similar. Therefore, the similarity between x; and x; can be transformed
into the similarity between o; and g;. The affinity matrix can be constructed based on
the cosine similarity between each pair of coefficient vectors. The similarity between
object x; and x; is defined as follows:

.
w;i = max{ 0, —— — 11
, { na,-nzxnajnz} -

It is notable that w;; = 1 when i = j. Once the similarity between each pair of data
objects are computed, we obtain an affinity matrix W € R

4 Experiments

Some experiments are carried out to illustrate the effectiveness and efficiency of
KNNSRSC algorithm. Throughout the experiments, all the codes are written in
MATLAB and run on a computer with 3.2 GHz CPU and 8 GB RAM. Six public GEP
datasets are used in our experiments which are described in Table 1.
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Table 1. Datasets description.

Datasets Size of dataset | Number of dimensions | Number of clusters
DLBCL [9] 77 5469 2
Colon [10] 62 2000 2
Gliomas [11] 50 12625 2
Leukemia [12]| 72 5327 3
SRBCT [13] 83 2308 4
Lung [14] 203 12600 4

4.1 Baselines and Evaluation Metrics

We compare KNNSRSC with SRSC [6], NSC [1] and k-means. The last two methods
are run on the original data as two baselines. Clustering accuracy (CA), normalized
mutual information (NMI) [15], Rand index (RI) [16] and Entropy (E) [17] are used to
evaluate the clustering quality. All their value ranges are from O to 1. To achieve better
clustering, we would like to increase values of CA, NMI and RI, and decrease the value
of E. Let P = (p1,p2,...,pn) and T = (1,12, . . ., 1,) Tepresent the predicted labels and
ground truth labels, respectively. CA can be calculated as:

CAP,T) = 5" flamap(py) (12)

where f(x, y) equals 1 if x = y and equals 0 otherwise, and map(p;) is used to map each
cluster label p; to the equivalent label from the ground truth. The KM (Kuhn-Munkres)
algorithm [18] is used to compute the best mapping. NMI is defined as:

MI(P,T)

NMI(P,T) = max(H(P), H(T))

(13)

where H(P) and H(T) represent the entropies of P and 7, respectively. MI(P,T)
denotes the mutual information between P and 7', which is defined as:

MI(P, T) = Z P Zt,-eT S(pi7 tj) log (m) (14)

where S(p;) and S(z) are the probabilities that an arbitrary sample belongs to the
clusters p; and #;, respectively. S(p;, ;) denotes the joint probability that the arbitrary
ample belongs to the clusters p; and #; at the same time. RI can be computed with the
following formula:

_ TP+1N
Rl_n(n— 1)/2 (15)

where TP is the number of pairs of samples with the same true class labels and
belonging to the same clusters; 7N denotes the number of pairs of samples having
different true class labels and belonging to different clusters. The total E for set of
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clusters is calculated as the sum of entropies for each cluster weighted by the size of
each cluster:

E=Y (UxE) (16)

Where n; is the number of samples of class j, E; = — ), p;log(p;;) is the E of each
cluster j, p;; is the probability that a member of cluster j belongs to class i.

4.2 Experimental Setup

We repeat NSC [1] and k-means on the original GEP data 100 times and report the
average results. For SRSC and KNNSRSC, the process of computing coefficient
vectors are repeated 100 times, and for each time of the computation of coefficient
vectors, spectral clustering is repeated 100 times on the coefficient vectors. Then their
average results are computed.

To examine the influence of parameters combination of A and k over the clustering
result, we carried out some experiments using Colon dataset. Figure 1 illustrates the
clustering accuracy of KNNSRSC with varying A and k. In each case, we varied the
value of one parameter and fixed the value of the other.

In the following experiments, the best clustering results of all the methods under
different parameter configuration are reported as did in [19]. The values used to find the
optimal parameters for KNNSRSC are shown in Fig. 1. For SRSC, the values of A are
the same as those of KNNSRSC. In all of our experiments, the Euclidean distance is
used in KNN algorithm.

Clustering Accuracy
Clustering Accuracy

o

Y

@
T

0.76

0.74 H H H H H H H H H H H 7 H H H H H
0.001 0.01 01 02 03 04 05 06 07 08 09 1 2 3 4 5 6 7 0 1 12 13
Sparsity parameter: 1 Neighborhood parameter: k

() (b)

Fig. 1. Clustering accuracy of KNNSRSC on the Colon dataset. (a) The accuracy versus the
variation of the sparsity parameter A, where k£ = 10. (b) The accuracy versus the variation of the
neighborhood parameter k, where 4 = 0.1.
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4.3 Experimental Results

The affinity matrices of the ground truth, KNNSRSC and SRSC on SRBCT dataset and
Leukemia dataset are shown in Figs. 2 and 3, respectively. Each subfigure is a sym-
metrical matrix with n-by-n elements, where n is the number of data objects of the
dataset. Theoretically, the clustering quality will be good if the affinity weights between
two objects form different clusters are small, while affinity weights form the same
cluster are large. The euclidean distance between Fig. 2(a) and (b) is 39.72, while the
distance between Fig. 2(a) and (c) is 40.54. In Fig. 3, the two distance are 41.6 and
42.96, respectively. Therefore, compared with SRSC, KNNSRSC may tend to increase
the similarity of data objects belonging to the same cluster and decrease the similarity
of objects belonging to different clusters so as to result in more robust affinity matrix.
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Fig. 2. The comparison of affinity matrices of KNNSRSC and SRSC on the SRBCT dataset.

1
09
08
07
06
05
04
03
02
0.1
I

(a) Ground truth (b) KNNSRSC (c) SRSC

0 22 3 4 s 6 70

Fig. 3. The comparison of affinity matrices of KNNSRSC and SRSC on the Leukemia dataset.

Table 2. The comparison of CA.

Dataset Colon | Gliomas | Leukemia | SRBCT | Lung | DLBCL | Average
k-means 0.7158 [ 0.6100 |0.5642 0.4819 |0.5894 | 0.6883 |0.6082
NSC 0.5000 | 0.6002 |0.5556 0.3747 10.5030|0.6364 |0.5283
SRSC 0.8621|0.7410 |0.8490 0.6068 |0.7826|0.7273 |0.7614
KNNSRSC | 0.8875 | 0.7800 | 0.9084 0.7240 | 0.7965 | 0.7403 | 0.8061
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Table 3. The comparison of NMI.

Dataset Colon | Gliomas | Leukemia | SRBCT | Lung | DLBCL | Average
k-means 0.192310.0590 |0.3019 0.2262 | 0.5176|0.1238 | 0.2368
NSC 0.00120.0213 |0.1756 0.1111 |0.3702|0.0567 |0.1226
SRSC 0.39820.2164 |0.5594 0.3881 | 0.6080 | 0.2880 | 0.4096
KNNSRSC | 0.4709 | 0.2849 | 0.6862 0.5392 | 0.5850|0.0188 |0.4308

Table 4. The comparison of RI.

Dataset Colon | Gliomas | Leukemia | SRBCT | Lung | DLBCL | Average
k-means 0.6195[0.5275 |0.6262 0.6461 |0.6525|0.5653 |0.6061
NSC 0.4918 |0.5102 |0.5822 0.6306 |0.5679|0.5311 |0.5523
SRSC 0.758510.6073 |0.8036 0.7094 |0.7970 | 0.5981 |0.7123
KNNSRSC | 0.7964 | 0.6498 | 0.8650 0.7900 | 0.7798 | 0.6104 | 0.7485

Table 5. The comparison of E.

Dataset Colon | Gliomas | Leukemia | SRBCT | Lung | DLBCL | Average
k-means 0.6698 | 0.8682 |0.5009 0.6444 |0.0094 | 0.5487 |0.5402
NSC 0.8726 |0.8915 |0.6784 0.7893 | 0.0787 | 0.6087 |0.6532
SRSC 0.5619 | 0.6821 | 0.3659 0.5395 |0.1418 | 0.5185 |0.4682
KNNSRSC | 0.4926 | 0.6520 | 0.2779 0.4035 |0.1822/0.4710 |0.4132

The best clustering results obtained by all algorithms on the 6 GEP datasets with
optimal parameter settings are reported in Tables 2, 3, 4 and 5. For each dataset, the best
results are marked in bold. The last column in each table presents the average results of
each algorithm over all the 6 datasets. Table 2 shows that KNNSRSC achieves the
highest CA for all datasets. It is clear form Table 3 that the KNNSRSC obtains the
highest NMI value for four datasets, and SRSC achieves the highest NMI value on the
DLBCL and Lung dataset, respectively. Moreover, Table 4 shows that KNNSRSC
obtains the highest RI for five datasets. The last columns of Tables 2, 3 and 4 show
that KNNSRSC achieves the highest average results over all the 6 datasets, which
are 4.47 %, 2.12 % and 3.62 % higher than SRSC in terms of AC, NMI and RI,
respectively. In Table 5, KNNSRSC has the lowest E on five datasets and the average E
for the 6 datasets is 5.50 %, 24 % and 13.70 % better than SRSC, NSC and k-means,
respectively. In a word, KNNSRSC outperforms SRSC [6] significantly and has clear
advantage over other two compared methods in clustering high-dimensional data.

5 Conclusions

We have presented a novel spectral clustering via KNN based sparse representation
coefficient for clustering high-dimensional data. It projects the original high-dimensional
data onto a lower and more discriminative coefficient vectors space. The affinity matrix
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constructed based on the KNN based sparse coefficient vectors is more robust to noise
and can boost the clustering quality significantly. The extensive experiments demonstrate
the superiority of our proposed algorithm.
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Abstract. Social tagging system has become a hot research topic due to the
prevalence of Web2.0 during the past few years. These systems can provide users
effective ways to collaboratively annotate and organize items with their own tags.
However, the flexibility of annotation brings with large numbers of redundant
tags. Itis a very difficult task to find users’ interest exactly and recommend proper
friends to users in social tagging systems. In this paper, we propose a Friend
Recommendation algorithm by User similarity Graph (FRUG) to find potential
friends with the same interest in social tagging systems. To alleviate the problem
of tag redundancy, we utilize Latent Dirichlet Allocation (LDA) to obtain users’
interest topics. Moreover, we propose a novel multiview users’ similarity measure
method to calculate similarity from users’ interest topics, co-collected items and
co-annotated tags. Then, based on the users’ similarities, we build user similarity
graph and make interest-based user recommendation by mining the graph. The
experimental results on tagging dataset of Delicious validate the good perform-
ance of FRUG in terms of precision and recall.

Keywords: Friend recommendation - Social tagging system - Topic modeling -
User similarity graph - User interest

1 Introduction

With the development of Web2.0, social tagging system (STS) is growing rapidly. There
are many famous social tagging systems, such as Delicious, Last.fm and Flickr. STS
allows users to annotate, collect and share items by assigning tags. Moreover, users can
use free-form tags to annotate items and need no specific skills. Since tags are associated
to both items and users, tagging can represent users’ preferences on items and be used
for making personalized recommendations.

In social network-based recommendation system, friend recommendation is the
essential part. When a user wants to add a new friend, the user would like to choose
people whom they may know or have similar interest with. Friend recommendation can
be classified into two categories: suggesting friends based on social graphs, like friends
of friends; or based on the interest of users which is constructed with the text information
in recommendation systems. Following friends of friends on social graphs can mostly
recommend people you may already know. Thus it is practical significance to friend
recommendation based on interest which can suggest the users with high similarities of
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interest as potential friends. On the other hand, users’ tagging behavior can represent
their hobbies and interest. For example, a user often use “comedy’ to annotate the video,
it may explain that the user’s favorite video genre is comedy. Moreover, if both of two
users tag the same items, they could probably have the same interest.

However, social tagging applications may have some disadvantages. Unsupervised
annotation brings with a wide variety of tag redundancy, which means that tags may
have very similar meanings [1]. Redundant tags can hinder the performance of the friend
recommendation algorithms in social tagging systems. In addition, it is very hard to
grasp interest of the user who tags a little or gives a little ratings, in other words, it is
the problem of cold start in recommender systems.

In order to alleviate the tag redundancy and cold start problems on friend recom-
mendation, we propose a Friend Recommendation algorithm by User similarity Graph
(FRUG) in social tagging systems. FRUG recommends potential friends for users with
similar interest by the similarity graph based on interest.

Generally speaking, our work is summarized as follows:

e We regard the tags of a user as a document and use LDA to classify tags to users’
interest topics. LDA is an efficient way to overcome the problem of tag redundancy.

e To alleviate the cold start problem due to sparse data, we calculate the interest-based
user similarity from multiple different views of the interest topics, co-collected items
and co-annotated tags. All these information is useful to identify users’ interest.

e To recommend potential friends precisely, the user similarity graph is constructed
based on users’ similarities. And make interest-based user recommendation by
mining the graph.

The rest of this paper is organized as follows. Friend recommendation algorithms
and social tagging system models are introduced in Sect. 2. The method of building the
user similarity graph based on interest is introduced in Sect. 3. The new user similarity
by mining the interest-based user similarity graph is introduced in Sect. 4. Experimental
results and analysis are described in Sect. 5. We conclude the paper and discuss the
future work in Sect. 6.

2 Related Work

With the development of social networks, social networking sites (SNS) provide novel
ways for users to communicate and share interests. Users can resort to their friends in
SNS to share personal opinions and utilize recommendations of friends before
purchasing a product. Thus, friend recommendation has become an integral part of social
life and a hot research topic in recent years.

Social graphs-based Friend Recommendation System (FRS) is as same as the
predicting new links in social networks [2]. Nowell and Kleinberg [2] made recom-
mendation of friends by considering only the local features of graph on social network
sites. Scellato et al. [3] proposed a supervised learning framework which exploits these
prediction features to predict new links among friends-of-friends and place-friends.
Symeonidis et al. [4] exploited global graph features introducing transitive node
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similarity that captures adequately the missing local graph characteristics. Interest-based
FRS is to find like-minded people. In [5], a friend recommendation algorithm for blogs
was proposed and it tried to analyze users’ behavior for capturing the users’ interest,
and recommended the potential friends with the same interest. Xie [6] designed a general
friend recommendation framework, which can characterize user interest in two dimen-
sions: context (location, time) and content, as well as combining the domain knowledge
to improve recommending quality. The popularity of location acquisition technologies
such as GPS enabled people to expediently record the location histories they visited with
spatiotemporal data. In [7], a hierarchical graph based similarity measurement was
proposed for effectively measuring the similarity among users in geographic information
systems.

Tagging is becoming an increasingly important activity to help users to organize
various objects, such as bookmarks, music. There are two methods to use tags for
recommendation. First, it uses tags to compute user-user or item-item similarities for
improving the results. Second, recommendations are completely based on tags and
employ the co-occurrence of tags in the user-tag matrix [8]. Zhou et al. [9] attempted to
model users’ interest by building users’ tags graph by community detection. The algo-
rithm utilized Kullback-Leibler divergence (KL-divergence) to measure users’ interest
similarity and recommended potential friends with low KL-divergence. Social tagging
systems contain rich information such as users’ tagging behaviors, friends and items.
All the heterogeneous information helps to alleviate the cold start problem caused by
sparse data. In [10], Feng and Wang modeled a social tagging system as a multi-type
graph.

Based on the fact that collaborative tags in social tagging systems contain rich infor-
mation about personalized preferences and items attributes, we propose a FRUG algo-
rithm to find potential friends with the same interest in social tagging systems. Our
method utilizes Latent Dirichlet Allocation (LDA) to obtain users’ interest topics. Then
we calculate users’ similarities by users’ interest topics, co-collected items and co-
annotated tags from multi different views. Finally, based on the users’ similarities, we
build user similarity graph and make interest-based friend recommendation by mining
the graph.

3 Building User Similarity Graph Based on Interest

3.1 User Similarity Based on Topic Modeling

LDA is proposed by Blei et al. [11], which is an unsupervised algorithm to find latent
topic information from document collection. The users’ interest can be identified by the
topics based on the tags they used in social tagging systems. For this purpose, we
consider the tags of a user as a document. Therefore, LDA model can be used to obtain
users’ interest topics.

Blei presumes LDA is a “bag of words” model, which regards a document as a vector
of word counts. Therefore, a document is described as a probability distribution over
some topics. In this paper, the topic is described as a probability distribution over a
number of tags. The generative process works as shown in Fig. 1. In this figure, given
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the parameter of Dirichlet prior o and f3, the multinomial distribution 8 and ® are drawn
from o and P respectively. 8 represents the document distribution over topics. ® repre-
sents the topic distribution over words. Topic Z is drawn from 0 associated with the
document, and the word is drawn from f. D represents the number of documents. Nd is
the number of words in document d. w represents a word in documents.

oS

% Z w
OO

Fig. 1. Plate representation of LDA model

Nd

To learn the parameter of LDA model, we adopt Gibbs sampling which is an efficient
way to parameter estimation in LDA model. To obtain the topics that users are interested
in by LDA model, a document should correspond to the tags that a user has been used.
The result is described simply by a D X T matrix, where D is the number of users and
T is the number of topics. The number of times a tag used by user has been assigned to
a topic, which can represent the topic distribution that users are interested in. The
example of topics in Delicious dataset is shown in Table 1.

Table 1. The example of topics in delicious dataset

Topic 1 | Thinking virtual_teenage pdf graphics fingertips flat events

Topic 2 | Ubuweb documentation webdev tutoriales instant url

Topic 3 | Webdevelopment emt brain @css links glitch motivation it

Topic 4 | Bridges wiki critical_thinkers factdash wikipedia

Topic 5 | Lecture framework learn tutorial tecnologia openid

Topic 6 | Reading literacy writing smartboard seo wikipedia

KL-divergence has been widely used to calculate the similarity in LDA model, which
can measure the different topic distribution of a document. But it is not an efficient way
to measure the similarity of user interest. If both of two users are not interested in a topic
at all, it is considered with high similarity in this topic by KL-divergence. Therefore,
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we propose a new method to calculate the interest-based user similarity based on topics
which is defined as following:

Y min(N(u, 1), N(v, 1))

teT

\/Z N(u,t) * \/Z N, M
teT teT

T is a set of the topics which are interested by the both of users u and v. N(u, ?) is the
number of times a tag used by u has been assigned to topic 7. min(N(x, 7), N(v, f)) means
the minimum of user u and v’s interest in topic ¢ and is used to measure the interest-
based similarity between user u and v in topic . For example, if N(u, ) is 3 and N(v, 7)
is 7, the interest-based similarity between user # and v in topic ¢ was 3. We accumulate
the similarity in all topics and normalize it as the interest-based similarity between two
users.

sim’(u,v) =

3.2 User Similarity Based on Co-collected Items and Co-annotated Tags

As the items that users have been collected imply the users’ interest, the user similarity
can be measured by the co-collected items. The method to get users’ similarity based
on items is different from the one based on topic modeling. The number of times an item
is annotated by tags only represents the attributes of the item (such as color, shape)
instead of the likeness of the user who contributes the tags. Accordingly, we use a cosine
similarity to calculate the user similarity based on items which only consider the collec-
tion of items. It is defined as following:

I(u)nI(v)

VI) UIv) @)

where I(u) is a set of item which have been collected by user u, I(v) is a set of item which
have been collected by user v.

Although the tags are redundant, the tagging behavior contains lots of useful infor-
mation to identify users’ interest. Thus, we calculate the users’ interest similarity based
on tags and the method is similar to the one using topic modeling. The similarity is
defined as following:

sim" (u,v) =

> min(TN(u, 1g), TN(v, 18))
. ”,( ) tgeTG
sim"" (u,v) =
, 3
> TN(u,1g) * Y. TN(v.1g) ®
tg€TG 1g€TG

TG is a set of the co-annotated tags which are used by both of user # and v. TN(x,
tg) is the number of times tag rg used by user u.
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3.3 Calculating Users’ Similarity Based on Interest Topics, Co-collected Items
and Co-annotated Tags

To alleviate the cold start problem due to sparse data, we try to use as much information
as possible. Therefore, we combine users’ similarity based on interest topics, co-
collected items and co-annotated tags. The recalculated user similarity is more accurate
than the user similarity based on interest topics, co-collected items and co-annotated
tags alone. The recalculation is defined as following:

sim@u,v) = (1 = P =Y) % sim’(u,v) + Y * sim" (u,v) + P * sim"" (u, v) 4

where sim’(u, v) is the user similarity based on interest topics (Eq. 1); sim”(u, v) is the
user similarity based on co-collected items (Eq. 2), and sim”’(u, v) is the user similarity
based on co-annotated tags (Eq. 3) respectively. Y is the parameter which weighs user
similarity based on items while P is the weight of user similarity based on tags.
P+Ye[0,1],P€]0,1], Y €[0, 1].

4 Friend Recommendation by Mining User Similarity Graph

The user similarity graph based on user interest is built by users’ interest similarity which
is defined in Eq. (4). The nodes in graphs represent users, and the edges in graphs repre-
sent the similarity between the users. An example of the interest-based user similarity
graph is depicted in Fig. 2. In this figure, five nodes represented five users. Note that the
graph is a unidirectional graph, because the user similarity we defined is symmetrical.
We can see the interest-based users’ similarity between u; and u, is 0.86 in Fig. 2; the
zero values of user similarity are not considerable.

Fig. 2. An example of user similarity graph based on interest

In real world, friends can form a group because of sharing the same interest, and also
the members in a group with the same interest are more likely to be friends. In Fig. 2,
although the interest-based user similarity between u, and u5is 0.91 and it is larger than
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0.86 which is the user similarity between u; and u,. However, u; and u, are more likely
to become friends than u, and us because of u; and u, have a common neighbor node u;.

In order to solve the above problem properly and recommend friends more precisely,
we propose a new method which takes the common neighbor nodes into consideration
to recalculate the user similarity. It is inspired by the similarity propagation [12] which
recommends potential friends through the list of friends. In this paper, we propagate the
user similarity between common neighbor nodes. The method for calculating the simi-
larity (graph-based, simgb) is defined as following:

3 0.5 * (sim(u, i) + sim(v, 1))

simgh(u, v) = A % sim(u, v) + (1 — A) % =~ D )

where I is a set of common neighbor nodes which node u and v have. sim(u, v) is the
user similarity defined by Eq. (4) and A is the weight for it. N(I) is the number of common
neighbor nodes which node u and v have. 1 — A is the weight of user similarity which
has been propagated. The common neighbor nodes are considered as the factor of a
group with the same interest. Take Fig. 2 for example, u; and u, have a common neighbor
node u;, assume parameter A is 0.8, the simgb(u;, uy) is 0.88. Since u, and us don’t have
any neighbor common node, the simgb(uy, us) is 0.728. The simgb(u;, u,) is larger than
simgb(uy, us) according to the Eq. (5), it is a more effective result due to the interest
group feature of friendship. The users with high similarity scores by mining the graph
are recommended as potential friends.

5 Experimental Evaluation

5.1 Datasets

We evaluate the proposed recommendation algorithm on Delicious dataset which is a
famous social tagging resource. hetrec2011-delicious-2k is a Delicious dataset which is
published at the workshop of HetRec2011 [13], and it can be downloaded from the
website of grouplens [14].

The dataset contains 1867 users, 69226 resources and 53388 tags. There are 437593
times of user annotation; averaged 234.383 tags annotated by a user and averaged 6.321
annotated tags per resource. In addition, it contains 7668 bi-directional user relations,
averaged 8.236 friends per user (Table 2).

Table 2. Statistics of the dataset

Users | Resources Tags Tag assignments Bi-directional
user relations

1867 | 69226 53388 | 437593 7668
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Table 3. Density of the dataset

Avg. friends per user | Avg. tags annotated | Avg. tags per
per user resource

8.236 234.383 6.321

5.2 Evaluation Methodology

In hetrec2011-delicious-2k dataset, file user_taggedbookmarks contains tag assign-
ments of resources provided by users. The data format can be represented by tuples
<user, tag, resource>, and we take it as training set in experiments. File user_contacts
contains the friend relationship between two users, and we use it as test set in experi-
ments.

To measure the performance of algorithm, we use precision and recall, which are
widely used in recommender systems as measurements. Precision is defined as
following:

Y [R(w) N T(w)|
Precision="Y (6)

Y IRw)|

uel

Recall is defined as following:

> [R() N T(w)|
uelU

Recall = W (7)

uelU

where U is a set of all users. R(x) is the list of potential friends whom recommended to
user u by the algorithm. T(u) is the list of friends in test data.

5.3 Parameters

In LDA model, a and P are the parameter of Dirichlet prior; we set ato 1 and p to 0.01.
The number of topics represents the granularity of topics. If the number of topics is too
large, the correlated tags may not be in a same topic. On the contrary, if the number of
topics is too small, the uncorrelated tags may be in a same topic. In our experiments, we
set the number of topics to 100 and set the iteration number of LDA model to 400.

The parameter Y in Eq. (4) controls the weight of user similarity based on items;
parameter P controls the weight of user similarity based on tags. In our experiments, Y
is 0.85 and P is 0.125. A controls the weight of new defined user similarity. A € [0.8,
0.98] seems to be a good choice and we set A to 0.95.
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5.4 Comparison of Friend Recommendation Algorithms

To validate the performance of FURG, we compare it with other three methods: the
cosine similarity to calculate user similarity based on tags (Tag-cos), the cosine simi-
larity to calculate user similarity based on items (Item-cos), and the method of using
user-item-tag tripartite graphs [15] to calculate user similarity (Tri-graphs). We set the
parameter of lambda in Tri-graphs as 0.45 in hetrec201 1-delicious-2k dataset.

5.5 Experimental Results

Experimental results are shown in Table 4. The performance measured in terms of
precision and recall. The number of potential friends recommended to a user is 5 and
10 respectively. We can see Tag-cos and Item-cos have relatively poor performance,
worse than Tri-graphs and FRUG. Tri-graph is only worse than FRUG. FRUG is better
than the other three methods in Table 4.

Table 4. Precision and Recall on delicious

Algorithm | Precision@5 | Precision@10 | Recall@5 Recall@10
Tag-cos 0.103696 0.080450 0.063152 0.097991
Item-cos 0.113658 0.080664 0.069220 0.098252
Tri-graphs | 0.115529 0.096668 0.070133 0.117367
FRUG 0.145581 0.110927 0.079035 0.120442

To further validate the performance of FRUG, the number of potential friends is
validated in more details. N is the number of potential friends recommended to one user.
Since the average number of friends per user in our dataset is 8.2 (see Table 3), in our
experiments, the value of N is set to [5, 12]. The results in terms of precision in Top-N
are shown in Fig. 3. In Fig. 3, we can see that FRUG is still better than other three
methods in precision when N € [5, 12]. The results in terms of recall in Top-N are also
shown in Fig. 4. In Fig. 4, FRUG is observably better than other three methods in recall
when N € [5, 10]. It is noted that if N is between [10, 12], although FRUG is better than
Tri-graphs in recall, the recall of Tri-graphs is very close to FRUG. Since a user has
averagely less than 9 friends, the performance in N € [5, 10] is considered more impor-
tant than the performance in N € [10, 12].
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6 Conclusion and Future Work

In this paper, we propose a user similarity graph based on user interest for friend recom-
mendation. In order to alleviate the problems of tag redundancy and data sparseness, first,
we use LDA to identify users’ interest topics. Second, the interest-based user similarity
graph was built by using the multi different views of users’ interest topics, co-collected
items and co-annotated tags. Finally, the algorithm makes interest-based recommendation
by mining the graph. There are some possible research topics for future work:
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e Reducing the number of parameters. The proposed FRUG has more parameters than
other methods, resulting in the complexity of FRUG.

e With the research development of community detection, we will try to find a more
accurate method for constructing the similarity graph by community detection for
friend recommendation in social tagging systems.
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Abstract. This paper implements the real-valued negative selection with
variable-sized detectors (V-Detectors) for projecting the right decision with
respect to crude oil price. The Brent crude oil data is retrieved from US
department of energy. Using varying radius values of the V-Detector,
comparison in terms of detection rate and false alarm rate, with support
vector machine, naive bayes, multi-layer perceptron, J48, non-nested gener-
alized exemplars, IBk, fuzzy-roughNN, and vaguely quantified nearest
neighbor demonstrated that V-Detector is efficient and computationally
effective. The experimental outcome can initiate international crude oil
market policy making as the V-Detector is able to reach highest detection and
lowest false alarm rates.

Keywords: Real-valued negative selection algorithm - V-Detector - Data
mining - Crude oil price

1 Introduction

Data mining techniques development paved ways for diffusing several problems
encountered in many application areas not limited to science and engineering, manage-
ment etc. Such data mining techniques include Support Vector Machine (SVM), Genetic
Algorithm (GA), and Artificial Neural Network (ANN). In the globalized world of today,
crude oil has an enormous effect in the world economic development and growth. With
the unstable crude oil prices and for the purpose of making the right decisions, algo-
rithmic methods aforementioned serve as adequate solution. A number of the application
of data mining techniques for crude oil price have surfaced in literatures namely; the
training of Feed-Forward Neural Network (FFNN) with Levenberg-Marquardt Back-
Propagation (LMBP) resulting in the construction of ensemble models for boosting the
accuracy of crude oil price forecast [1]. To predict crude oil price, an Orthogonal
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Wavelet Support Vector Machine (OSVM) was proposed in [2], and a benchmark with
the SVM and Multi-Layer Perceptron (MLP) shows a better performance and robustness
of the OSVM. Wang et al. [3] presented a hybrid wavelet decomposition and support
vector machine model, and a wavelet neural network model for predicting and fore-
casting crude oil price. Also, proposition of a genetic algorithm for training neural
network termed GA-NN by [4] was used in predicting crude oil price.

Algorithms that mimic the Biological Immune System (BIS) known as the Artificial
Immune System (AIS) inhibit the following properties like diversity, detection, learning,
and tolerance which are competitive with the traditional and most common data mining
techniques. A comprehensive review of all the AIS algorithms are recorded in Dasgupta
et al. [5]. In this study, the Negative Selection Algorithm (NSA) specifically the Vari-
able-Sized Detectors (V-Detectors) is adopted for use.

Therefore, the structure of the paper is highlighted as follows: Sect. 2 describes the
negative selection algorithm, variable-sized detectors, their characteristics and structure.
Experimental simulations, results and analysis are reflected in Sect. 3. The concluding
part of Sect. 4 summarizes the contributions of the study.

2 Negative Selection Algorithm

The biological process of negative selection inspired the development of Negative
Selection Algorithm (NSA). It is solely confined to the adaptive immune system, where
the B lymphocytes (B-cells) and T lymphocytes (T-cells) play active roles. Both the B-
cells and T-cells act as the second line of defense and are triggered when the first line
of defense, controlled by the phagocytes, has been breached. The idea behind negative
selection is in the protection of the self cells occupied in the host body and elimination
of antigens (non-self cells), and the process emanates from the thymus starting from
when the T-cells are immature. For the T-cells to attain maturation, their receptors are
generated in a pseudo-random manner and subsequently exposed to the self-peptides of
the host body. An elimination process of the T-cells called apoptosis emerge when there
is a reaction between the T-cells and the self-peptides, and only those T-cells that do not
react are granted passage outside of the thymus into the body. These non-reactive
T-cells now make up the defense mechanism in fighting against unwanted molecules
which could prove harmful to the body.

Thus, resting on the recognition and elimination capabilities of the T-cells, Forrest
et al. [6] proposed and developed the Negative Selection Algorithm (NSA) for discrim-
inating what is self and non-self in a computer. It employed the use of binary strings.
While the binary representation affords some advantages, it failed and underperformed
when real-world data is concerned. The data representations for the negative selection
algorithm are discussed in [7]. Therefore, to be able to handle real-world data effectively,
Gonzilez et al. [8] proposed the Real-Valued Negative Selection Algorithm (RNSA),
that utilizes detectors which are fixed and chosen beforehand. The success of the RNSA
in comparison with some artificial immune system algorithms and classification algo-
rithm is demonstrated in [9]. In an improvement to the RNSA, Ji and Dasgupta [10]
proposed the Variable-Sized Detectors (simply termed V-Detectors) where the detectors
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are dynamically chosen and terminates after enough detectors to achieve the highest
detection rate is achieved. It should be noted that irrespective of the variation of NSA,
two important stages known as the generation stage and detection stage constitute the
algorithms. Sets of detectors are created and collected at the generation stage, and this
pool of detectors is tasked with change detection at the detection stage.

On predicting oil prices, the V-Detectors meet the requirement for use in this study.
A description of the V-Detectors algorithm, with its inherent properties is presented in
the following section.

2.1 Variable-Sized Detectors (V-Detectors)

The limitation posed by the Real-Valued Negative Selection Algorithm (RNSA) [8] lead to
the proposition of the Variable-Sized Detectors by Ji and Dasgupta [10] and termed V-
Detectors. Its adopts n-dimensional vectors in real space [0, 1]" to encode antigens and anti-
bodies. The elements to be detected are the antigens represented as {e;, e,, €3 €4, ..., €,} € U,
and detectors for the antibodies. The self elements and detectors have a centre and a radius,
denoted as s = (¢, ry) and d = (c,, r,) respectively. For every detector, there is assigned a
radius which is not the same as self radius, and equate to its distance to the self region.

V — Detector — Set (S, Tax 7's» Co)
S: set of self samples

T 0 maximum number of detector
r,: self radius

cp: estimated coverage

I:D<@

2: Repeat

3: t<0

4. T<0

5: r « infinite

6: x < random sample from [1, 0]"

7: Repeat foreveryd;inD ={i=1,2, ...}

8: d; < Euclidean distance between d; and x

9: if d; < r (d;) then, where r (d;) is the radius of d;
10: te—t+1

11: if t = 1/(1 - ¢) then return D

12: goto4:

13: Repeat for every s;in S

14: d < Euclidean distance between s; and x

15: ifd—ri<rthenr<d-r,:

16: if r>rythen D < D U {< x, r >}, where < x, r > is a detector
17: else T« T+1

18: if 7> 1/(1 — maximum self coverage) exit

19: Until IDI = T,,,,,

20: return D

Fig. 1. Detector generation algorithm of V-Detector
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Firstly, random detectors are produced; the centre of each detector is determined and
must not be in the confines of the hyper-sphere region of the self element. Upon exposure
and locating such a centre, the radius of the detector is dynamically resized until distance
of the boundary of the region to the self element bridges. Sets of detectors are accumu-
lated upon satisfaction of the above conditions, and radius of the resized detector denoted
r becomes greater than self element’s radius r,. The algorithm stops when a predefined
number of generated detectors can cover the non-self space.

The pseudo-code for the generation of detectors as regards V-Detector is shown in
Fig. 1 proposed in [10].

3 Experimental Investigation and Prediction Results

The aim of this study is to investigate the applicability of negative selection algorithm
for predicting crude oil prices. With implementations conducted using MATrix LABo-
ratory (MATLAB), V-Detector algorithm is applied for experimentation. Furthermore,
eight benchmarked algorithms namely Naive Bayes (NB) [11] from the Bayesian family,
Multi-Layer Perceptron (MLP) [12] from the neural network, Sequential Minimal Opti-
mization (SMO) [13] from the family of support vector machine, IBk (Instance-based
method on k-NN neighbor) [14] from instance-based category, J48 algorithm [15] from
decision tree family, Non-Nested Generalized Exemplars (NNGE) [16] from nearest
neighbor category, Fuzzy-Rough Nearest Neighbour (FRNN) [17] algorithm, and
Vaguely Quantified Nearest Neighbour (VQNN) [18] are all used for comparison. All
the benchmarked algorithms rely on Waikato Environment for Knowledge Analysis
(WEKA) for their experimentation.

3.1 Dataset

The internationally acclaimed benchmark prices by private and governmental sector are
the Brent crude oil prices and West Texas Intermediate crude oil prices. Other core
parastatals also benefit from these oil prices. As other crude oil market prices formulate
their oil prices, they ultimately refer to both the Brent and West Texas Intermediate
crude oil prices as a standard [19]. Based on the fact that two-third of the world make
reference to Brent crude oil price [20], the benchmark data employed for use in this
study is the Brent crude oil price. The US Department of Energy provide access to the
data, in which monthly data from 1987 to 2012 are retrieved. It consist of the following
variables/attributes: Organization for Economic Co-operation and Development crude
oil Ending Stocks (OECDES), Organization for Economic Co-operation and Develop-
ment Crude Oil Consumption (OECDCOC), US Crude Oil Production (USCOP), US
Crude Oil Stocks at Refineries (USCOSR), US Crude Oil Imports (USCOI), Non OPEC
Crude oil Production (NOPECCP), and World Crude Oil Production (WCOP). The
Dataset have a class attribute for the oil prices, and there exist five classes ranging from
Very Low (VL), Low (L), Medium (M), High (H), to Very High (VH).
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3.2 Experimental Procedure

Within the V-Detector algorithm, two important stages are accounted for, and are a
training stage and testing stage. For calling the datasets into MATLAB as input for
execution, the datasets need to be distinguished based on the class attribute. In the case
of a two class dataset, the normal class is employed as the training data and considered
as self whereas the other class becomes non-self. There is a difference when datasets
with three or more classes are concerned. With a three class dataset, one of the classes
is selected as the self and the remaining classes as non-self. This procedure is repeated
for all the classes, which simply means that each of the class is utilized as self for training,
with others as non-self. However, for the testing stage, all the data elements are used in
classifying either as self or non-self. In all the experiments, 100 % of the training data
is used and execution of 30 runs each, with the average values recorded. To be able to
measure the affinities between the detectors and real-valued elements, the Euclidean
distance represented in Eq. 1 is fused into the V-Detector algorithm. The Brent crude
oil price is normalized with the min-max normalization process in the range [0, 1].

n
D(d,x) = | X (d = x,)? Q)
i=1
where d = {d;, d,, ..., d,} are the detectors, x = {x;, x,, ..., x,} are the real-valued

coordinates, and D is the distance.

In designating parametric values, the same radius value r, as used in [10] have been
utilized. The V-Detector radius values r, = {0.05, 0.1} for the Brent crude oil price.
Other parameter settings as in [10] include estimated coverage ¢, = 99.98 %, and
Maximum Number of Detectors 7,,,, = 1000.

3.3 Assessment Measures

The detection rate (DR) and false alarm rate (FAR) are the performance metrics to assess
the computational effectiveness of the V-Detector algorithm as applied to Brent crude
oil price. The definition of both terms follows with respective Equation depicted in (2)
and (3).

Definition 1. Detection Rate DR, which represents the ration of true positive and the
total non-self samples identified by detector set, where TP and FN are the tallies of true
positive and false negative.

TP

DR= ————
TP + FN 2)

Definition 2. False Alarm Rate FAR, which represents the ratio of false positive and
the total self samples identified by detector set, where FP and TN are the tallies of false
positive and true negative.
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FP

FAR = ———
FP+ TN

3.4 Simulation Results and Discussions

3)

The execution of the simulation experiments is performed on 3.40 GHz Intel® Core i7
Processor comprising 4 GB of RAM. Constructed into tables and graphs are the results
of experiments on the Brent Crude oil price.

Table 1. Experimental results for Brent Crude oil price

Algorithms Detection rate (%) False alarm rate (%)
Naive Bayes 64.50 11.10
Multi-layer perceptron 81.80 7.90
SMO 66.60 11.20
IBk 68.90 11.00
J48 73.60 9.80
NNGE 74.70 9.10
FRNN 70.30 10.30
VQNN 77.00 8.90
V-Detector =" 80.86 0.00
V-Detector="" 83.01 0.00

As deducted from the Table 1, it can be seen as a representation of the Brent Crude
oil price results which are diagrammatically connoted in Figs. 2 and 3 respectively. From
the graph illustrations, the algorithms have been labeled 1 to 10 with Naive Bayes
standing for label 1, Multi-Layer Perceptron for label 2, up until the last algorithm in

Table 1 indicating V-Detector="* for label 10 in ascending order. The performance of
the compared algorithms in terms of detection rate ranged from 64.50 % for Naive Bayes
to 81.80 % for Multi-Layer Perceptron., and could not surpass that of V-Detector. The

detection rate of V-Detector™™"" at 80.86 % was eclipsed by the Multi-Layer Perceptron

at 81.80 %, but not the V-Detector’ =" at 83.01 %. The numeric figures in percentages
signify the superiority of the V-Detector in relation to the other algorithms when detec-

tion rate is concerned.
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Brent Crude Oil Price
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Fig. 2. Graph plots for detection rate

Brent Crude Oil Price
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Fig. 3. Graph plots for false alarm rate

Additionally, the motive behind the false alarm rate is to be at its lowest minimum

as possible. Resting on this, the V-Detector™' and V-Detector™"% generated false
alarm rates at 0.00 % respectively. With the other algorithms, SMO produced the highest
at 11.20 %, followed by Naive Bayes and IBk at 11.10 % and 11.00 % accordingly. Still
in the descending order, false r