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Abstract. Embodied conversational agents (ECAs) have been put forward as a
promising means for the training of social skills. The traditional approach to
drive the behaviour of ECAs during human-agent dialogues is to use conver-
sation trees. Although this approach is easy to use and very transparent, an
important limitation of conversation trees is that the resulting behaviour of the
ECAs is often perceived as predictable. To provide ECAs with more sophisti-
cated behaviour, the current paper proposes an approach to endow them with
mental states. The approach is illustrated by a motivational example in the
domain of aggression de-escalation training.
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1 Introduction

Embodied conversational agents (ECAs) are computer-generated characters ‘that
demonstrate many of the same properties as humans in face-to-face conversation,
including the ability to produce and respond to verbal and nonverbal communication’ [5].
ECAs have been put forward as a promising means for the training of social skills [8].
Recent applications can be found in domains varying from negotiation [9] to sales
conversations [3].

To effectively train users in developing such social skills, an important requirement
for ECAs is believability, as believable agents permit their conversation partners to
‘suspend their disbelief’, which is an important condition for learning [2]. Although
much progress has been made with respect to the physical appearance of ECAs, it still
remains difficult to develop agents with believable behaviour. The traditional approach
to drive the behaviour of ECAs during a human-agent dialogue is to use conversation
trees, i.e. tree structures representing all possible developments of the dialogue, where
users can decide between different branches using multiple choice. Although this
approach can be quite successful due to its transparency, an important limitation of
conversation trees is that they are quite rigid. Consequently, the resulting behaviour of
the ECAs is often perceived as stereotypical and predictable. This can be overcome by
constructing very large conversation trees (with many branches), but this approach is
highly labour-intensive and difficult to re-use.
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As an alternative, several authors have proposed the use of cognitive models to
endow ECAs with more sophisticated behaviour (e.g., [3, 7]). Using such models,
agents base their behaviour not only on their current observations (or input), but also on
internal mental states, for example an emotional state that resulted from previous
interactions. The abstract nature of cognitive models however, makes it difficult to
unify them with conversation trees.

Elaborating upon similar approaches (like [3, 7]), the current paper makes a step
towards building a bridge between the traditional conversation tree approach (trans-
parent, but rigid) and cognitive models (dynamic, but abstract). The approach is
illustrated by an example in the domain of simulation-based training for aggression
de-escalation.

2 Aggression De-escalation Training

Aggressive behaviour against employees in the public sector, such as tram drivers,
police officers, and ambulance personnel, is an ongoing concern worldwide. The
current paper is part of a project that explores to what extent simulation-based training
using ECAs can be an effective method for employees to develop these types of social
skills1. In the envisioned training environment, a trainee will be placed in a virtual
scenario involving verbal aggression, with the goal of handling it as adequately as
possible. The scenarios emphasise dyadic (one-on-one) interactions. For instance, the
trainee plays the role of a tram driver, and is confronted with a virtual passenger who
starts intimidating him in an attempt to get a free ride. The trainee observes the
behaviour of the ECA, and has to respond to it by selecting the most appropriate
responses from a multiple choice menu.

The main learning goal of the training system is to help trainees develop their
emotional intelligence: they should be able to recognise the emotional state of the
(virtual) conversation partner, and choose the right communication style. Here, an
important factor is the distinction between reactive and proactive aggressionmadewithin
psychological literature: reactive aggression is characterised as an emotional reaction to a
negative event that frustrates a person’s desires, whereas proactive aggression is the
instrumental use of aggression to achieve a certain goal [6]. Based on the type of
aggressive behaviour that is observed, the trainee should select the most appropriate
communication style. More specifically, when dealing with a reactive aggressor,
empathic, supportive behaviour is required to de-escalate a situation, for example by
showing understanding for the situation. Instead, when dealing with a proactive
aggressor, a more dominant, directive type of intervention is assumed to be most
effective, e.g. by making it clear that aggressive behaviour is not acceptable [1, 4, 10].
By ensuring that the ECAs respond in an appropriate manner to the chosen responses, the
system provides implicit feedback on the chosen communication style.

1 More information on this project, called ‘Simulation-based Training of Resilience in Emergencies
and Stressful Situations’, can be found at http://stress.few.vu.nl.
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3 Conversational Agents with Mental States

The proposed training system is based on the InterACT software2, developed by the
company IC3D Media3. InterACT is a software platform that has been specifically
designed for simulation-based training. The system assumes that a dialogue consists of
a sequence of spoken sentences that follow a turn-taking protocol. That is, first the
ECA says something (e.g. “I forgot my public transport card. You probably don’t mind
if I ride for free?”). After that, the user can respond, followed by a response from the
ECA, and so on. In InterACT, these dialogues are represented by conversation trees,
where vertices are either atomic ECA behaviours or decision nodes (enabling the user
to determine a response), and the edges are transitions between nodes. The atomic ECA
behaviours consist of pre-generated fragments of speech, synchronised with facial
expressions and possibly extended with gestures.

Each decision node is implemented as a multiple choice menu. Via such a menu,
the user has the ability to choose between multiple sentences. In the current version, for
every decision node, four options are used, which can be classified, respectively, as
letting go, supportive, directive, and call for support. Here, the supportive and directive
option relate to the communication styles that were explained above. The other two
options are more ‘extreme’ interventions, which should be applied, respectively, in case
the aggressor has calmed down or in case the aggression is about to escalate, for
example when personal threats are being made [10]. Additionally, the choice of the
user determines how the scenario continues (or whether it ends immediately) by trig-
gering a corresponding branch in the tree. Because a correct or wrong user choice is
always followed by, respectively, a positive or negative ECA response, this approach is
potentially predictable and repetitive.

We therefore propose to endow the ECA with an internal state of aggression that is
represented numerically. Additionally, each ECA has a personality, which specifies
whether it is a reactive or a pro-active aggressor. Based on this, the dynamics of the
ECA’s state of aggression are influenced by the observed communication style of the
user in the following way: if a reactive aggressor is approached in a supportive manner,
he calms down, but if he is approached in a directive manner, he becomes more
aggressive. For the proactive aggressor, this works exactly the other way around.

This approach allows us to create a large variation in scenarios with relatively
limited effort, because the ECA’s internal states keep track of the history of the con-
versation. To start with, threshold values determine which ECA verbal response
matches which level of aggression. By designing additional verbal statements that
contain language of an increasingly aggressive nature, but otherwise carry the same
message, every user choice can now be followed by a wider variety of ECA responses.
Because we no longer require a new user choice leading to the new ECA response, we
can actually create more different scenarios with half the work (see Fig. 1).

Lastly, under the proposed approach, the precise path that is taken through the
conversation tree no longer solely depends on what the user does, but also on the

2 http://www.interact-training.nl/.
3 http://ic3dmedia.com/.
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ECA’s personality, i.e. the nature of the ECA’s aggression and the parameter config-
uration that determines the rate at which its internal states change.
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Fig. 1. The benefits of the proposed approach. The red verbal behaviours entail the extra work
involved when adding a new ECA response, the green arrows the resulting new scenarios.
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