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Abstract. “Believable” agents are supposed to “suspend the audience’s dis-
belief” and provide the “illusion of life”. However, beyond such high-level
definitions, which are prone to subjective interpretation, there is not much more
to help researchers systematically create or assess whether their agents are
believable. In this paper we propose a more pragmatic and useful benchmark
than believability for designing virtual agents. This benchmark requires people,
in a specific social situation, to act with the virtual agent in the same manner as
they would with a real human. We propose that perceptions of mind in virtual
agents, especially pertaining to agency – the ability to act and plan – and
experience – the ability to sense and feel emotion – are critical for achieving this
new benchmark. We also review current computational systems that fail, pass,
and even surpass this benchmark and show how a theoretical framework based
on perceptions of mind can shed light into these systems. We also discuss a few
important cases where it is better if virtual humans do not pass the benchmark.
We discuss implications for the design of virtual agents that can be as natural
and efficient to interact with as real humans.

Keywords: Believability � Mind perception � Emotion � Virtual vs. real
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1 Introduction

The intelligent virtual agents community has always been fascinated with building
“believable” agents. These agents are meant to provide the “illusion of life” and
support the audience’s “suspension of disbelief” [1–4]. The notion emerged from the
arts and was a natural reaction to the focus, at the time, artificial intelligence researchers
placed on simulating proper reasoning, problem solving, and logical-analytical skill.
This fresh new perspective led researchers to, among others, develop agents that were
driven by personality and expressed emotion.

Believability was, nevertheless, left mostly underspecified. As researchers
attempted to determine the requirements for achieving believable agents, it became
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clear that believability was hard to measure with any precision or reliability. Some
researchers did attempt to refine the notion of believability [5, 6] but, ultimately, the
concept remained prone to subjective interpretation and, consequently, hard to study
from a scientific point of view.

In this paper we propose a more pragmatic, clearly defined, and useful benchmark
than believability. The benchmark is that: in a specific social setting, people behave
with the virtual agent in the same manner as they would with a real human. In social
decision making, this benchmark is achieved when, for instance, people are as fair,
generous, or cooperative with virtual as with real humans. In a learning task, the
benchmark is achieved when people learn as much and as efficiently with virtual as
with real humans. In a therapy session, the benchmark is achieved when, for instance,
people self-disclose as much with the virtual as with the real doctor. The benchmark is,
thus, really a point in a continuum, where there are virtual agents that fall below it
(probably the majority) and others that actually surpass it. Finally, in contrast to
believability which originally came from the arts, achieving our benchmark can be
informed by rigorous communication and psychological theories. Section 2 overviews
these theories. Section 3 reviews critical work that demonstrates how these theories and
benchmark can guide the design of virtual agents in various domains. Section 4 will,
then, present our conclusions.

2 Theoretical Framework

Clifford Nass and colleagues were among the first to advance a general theory of how
humans interact with machines [7–9]. The theory’s main tenet is that to the extent that
machines display social cues (e.g., interactivity, verbal and nonverbal behavior, filling
of typically human roles), people will treat them in a fundamentally social manner. The
argument is that people “mindlessly” treat computers that exhibit social traits like other
people as a way to conserve cognitive effort and maximize response efficiency [8].
These automatic cognitive heuristics lead people to use the easily accessible social rules
from human-human interaction and apply them in human-machine settings. To support
their theory, they replicated in a human-computer context various findings from the
human-human interaction literature. For instance, they demonstrated that people were
polite to computers [10], treated computers that were perceived to be teammates better
[11], and even applied gender and race stereotypes to computers [12].

These initial findings were so promising that they actually proposed that it was
possible to replicate any finding in human-human interaction with computers:

“Findings and experimental methods from the social sciences can be applied directly to
human-media interaction. It is possible to take a psychology research paper about how people
respond to other people, replace the word ‘human’ with the word ‘computer’ and get the same
results” ([7], p. 28).

Thus, a strict interpretation of the theory suggests that, in social settings, people
will treat machines – virtual agents included – just like real humans and, thus,
immediately meet our proposed benchmark.

110 C.M. de Melo and J. Gratch



Subsequent studies, however, showed that, even though people treat machines in a
social manner, people still make important distinctions between humans and machines.
For instance, these studies showed that, in certain social settings, people experienced
higher social presence [13, 14], inhibition [15], learning [16], flow [17], arousal [18,
19] and engagement [14] with humans than machines. These kind of findings led
Blascovich and colleagues [20, 21] to propose that social influence would be greater in
machines, the higher the perceived mindfulness1. According to this view, thus, the
higher the attributions of mind people make, the more likely machines are to pass our
benchmark.

Research shows that people are, in fact, quite adept at anthropomorphizing – i.e.,
attributing human-like qualities, including mental states – to non-human entities [22, 23].
Perceiving mind in (human or non-human) others matters because, when we see mind
in others, we attribute more responsibility, moral rights, and respect to others [24].
On the other hand, when we deny mind to others, we dehumanize, and consequently,
discriminate others [25].

Recent research, furthermore, suggests that we perceive mind in others according to
two core dimensions [26]: agency, the ability to act and plan; and, experience, the
ability to sense and feel emotion. When we deny agency to others [25, 27], we treat
others like “animals” that possess primitive feelings, but no higher reasoning skills.
When we deny experience to others, we treat others like “cold emotionless automata”
(“business people”). Accordingly, in a survey involving thousands of participants, Gray
et al. [26] showed that: (a) adult humans were rated high in perceived agency and in
perceived experience; (b) animals and babies rated high in experience, but low in
agency; finally, (c) machines rated high in agency but very low in experience.
According to this view, therefore, machines are unlikely to pass our benchmark, at least
by default, because people perceive less mind in machines than humans, especially
pertaining to perceptions of experience. This research, thus, goes one step further than
Blascovich et al., in that it proposes a structure for perceiving mind in human and
non-human others. The implication is that, the higher the perceived agency and
experience in virtual humans, the more likely they are to pass our benchmark.

3 Empirical Evidence

In this section we present several studies that compare people’s behavior with machines
versus humans. This review is not meant to be exhaustive, but representative of
computational systems – many of which involving virtual agents – that failed, passed,
and even surpassed our benchmark. We also present cases where it is actually better not
to pass the benchmark, i.e., where the goal is to develop virtual agents that should not
act like humans. We take particular care to frame all these systems within the theo-
retical framework mentioned in the previous section.

1 Blascovich et al. [20, 21] used the term “agency” instead of “mindfulness”; however, this use of the
term conflicts with its use in the mind perception literature. In this paper, we adopt the latter
definition of agency.
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3.1 Systems That Are not as Good as Humans

Neuroeconomics is an emerging field that studies the biological basis of decision
making in the brain [28]. To accomplish this, researchers compared people’s behavior
with humans versus computers. This evidence reveals that people tend, by default, to
reach different decisions and show different patterns of brain activation with machines
in the exact same decision making tasks, for the exact same financial incentives, when
compared to humans [29–36]. For instance, Gallagher et al. [29] showed that when
people played the rock-paper-scissors game with a human there was activation of the
medial prefrontal cortex, a region of the brain that had previously been implicated in
mentalizing (i.e., inferring of other’s beliefs, desires and intentions); however, no such
activation occurred when people engaged with a computer. McCabe et al. [30] also
replicated this pattern in the trust game. Riedl et al. [31] further replicated this result
with virtual humans. Finally, in a seminal study, Sanfey et al. [35] showed that, when
receiving unfair offers in the ultimatum game, people showed stronger activation of the
bilateral anterior insula – a region associated with the experience of negative emotions
– with humans, when compared to computers. In line with mind perception theories,
this evidence suggests that people experienced less emotion and spent less effort
inferring mental states with machines than with humans. This suggests that machines
will fail to pass our benchmark, at least by default, in social decision making.

In digital games, Ravaja [14] demonstrated that people tend to show higher arousal
and engagement with human than computer opponents. Specifically, people showed
stronger EMG response in facial musculature (e.g., zygomaticus major), higher skin
conductance, and better self-reported ratings with humans than computers. Moreover,
the study showed that participants experienced stronger psychophysiological response
with humans that were friends than strangers. This suggests that, in game-playing
contexts, familiarity and long-term interaction may improve the likelihood that virtual
agents will pass our benchmark.

Finally, research in social robotics tends to show that people behave differently
with robots, when compared with humans. Kahn et al. [37] presented a study that
clearly demonstrates this. In their experiment, children interacted for about 15 min with
a humanoid robot, before an experimenter came into the room, interrupted the inter-
action, and asked the robot to “go wait in the closet”. The question was whether this
was fair to the robot, and whether the robot had any civil or moral rights. Effectively,
children believed that the robot was entitled to fair treatment and had some rights;
however, when compared to the case where this happened to an actual person, children
were more likely to find the interruption unfair and to ascribe the person moral and civil
rights. In line with mind perception theories, this result suggests that social robots will,
thus, fail to pass our benchmark, at least by default.

3.2 Systems That Are as Good (or Better) Than Humans

Recently, de Melo et al. [38] had participants engage in the ultimatum game with
human or computer counterparts. The ultimatum game [39] is a simple 2-player game
where there is a proposer and a responder. The proposer is given an initial endowment
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of money and then decides how much to offer to the responder. The responder then
decides whether to accept or reject the offer. If the offer is rejected, no one gets
anything. In this experiment, participants always assumed the role of proposers. The
interesting aspect of the experiment, however, was that responders were manipulated to
have different levels of mind. The experiment followed a 2 × 2 × 2 factorial design:
Responder (human vs. computer) × Agency (intentional vs. random) × Experience
(non-emotional vs. emotional). For the manipulation of agency, they introduced a
variation of the game where the responder was forced to make a random decision,
independently of the offer, and the proposer was aware of this. For the manipulation of
experience, the responder would either show a neutral facial display or show facial
expressions of emotion. The emotion pattern rewarded fair behavior (e.g., sadness was
shown when the offer was unfair or happiness when the offer was fair). The results
showed, first, a main effect of Agency, with people offering more to intentional than
random responders; nevertheless, there was no Responder × Agency interaction. The
more interesting finding was a significant Responder × Experience interaction: when
the responder showed no emotion, people offered more to human than computer
responders, which is the usual bias in favor of humans; however, when responders
showed emotion, people offered just as much to computers as they did to humans.
Thus, adding appropriate emotion to computers was sufficient to “turn computers into
humans”, at least in the context of social decision making. These results show that
perceptions of experience – the ability to sense and feel emotion – play an important
role in making virtual humans pass our benchmark.

In a follow-up experiment, de Melo et al. [40] demonstrated that it was possible to
use other social mechanisms to overcome this intergroup bias people show in favor of
humans. In particular, they explored multiple social categories [41]. This mechanism
relies on the fact that people naturally categorize others as belonging to “in-groups”,
with which they identify with, and “out-groups”. In their experiment, participants
engaged with human or computer counterparts that were either of the same or different
race as the participant (see Fig. 1). The results showed that, as usual, people offered
more to humans than computers; however, people also made better offers to counter-
parts that shared the same race. In fact, there was no statistical difference between offers
to computers of the same race and humans of a different race. The experiment, thus,
showed that it is possible to use social categories – in particular, race – to help virtual
humans pass the proposed benchmark.

In yet another experiment, de Melo et al. [40] demonstrated that multiple social
categories could be used, not only to overcome but, to reverse people’s bias in favor of
humans. In this experiment, a third social category was created using the task payoff
structure. In practice, this category created two teams. Participants were placed in the
first team with two computers that shared the same race. In the other team, there were
humans of a different race. So, in this case, computers were associated with two
“positive” social categories (same team and race) and humans were associated with two
“negative” categories (different team and race). As expected, people offered more to
computers than to humans, thus, actually surpassing our benchmark.
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3.3 Systems That Should Not Be Like Humans

In this subsection, we present three interaction contexts that seem to inherently favor
machines to humans. First, we consider self-disclosure in health-screening interviews.
In these clinical settings, it is important that patients disclose information about
themselves honestly so that healthcare professionals may get an accurate medical
history. In a recent study, Lucas et al. [42] demonstrated that when people believed that
a virtual doctor was being controlled by algorithms, versus being driven by an actual
person, people reported lower fear of self-disclosure, lower impression management,
and were rated by observers as being more willing to disclose truthfully (Fig. 2).

Second, in the context of social robotics, Malle et al. [43] studied how people apply
moral norms to robots, when compared to humans. They asked people how morally
accepting was for a human or a robot to make an “utilitarian choice” in the trolley

Fig. 1. People make more favorable offers to (human or non-human) counterparts that belong to
the same social categories, such as race [40].

Fig. 2. People are more willing to self-disclose honestly with virtual than real healthcare
professionals.
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dilemma. In this dilemma, a runway train is heading towards five workers in the tracks
that will inevitably die, unless the decision maker, who is standing at a railroad
intersection, pushes a lever that deviates the train away. However, the dilemma is that
in the other track is a single worker, which will now be killed because the lever was
pulled. Most people prefer to avoid making a decision, since they don’t want to be
responsible for the death of anyone. In this experiment, however, the results suggest
that people would be more willing to accept the decision to pull the lever if it had been
made by a robot, rather than by a human. Thus, if we assume that a decision needs to be
made in such moral dilemmas, robots seem to be, by default, at an advantage when
compared to humans.

Third, Sanfey et al. [35] showed that people were more willing to accept unfair
offers in the ultimatum game if these were made by computers, rather than by humans.
They further showed that this was happening because people experienced less negative
emotion with computers than with humans. Therefore, if success is defined by the
amount of money made, then it seems that computers are more likely to succeed than
humans in making people accept unfair outcomes.

In all these social settings, it could be argued that people’s decisions favor
machines exactly because people have lower expectations of mental ability in
machines. For instance, one might be more willing to accept unfair offers from a
machine because a machine has no understanding of what it means to experience anger,
or one might be more willing to self-disclose with a virtual human because one does
not expect it to have the same kind of social concerns as humans (such as social image
preservation). Thus, building on the mind perception framework, it would be inter-
esting to confirm if, in these cases, proper simulation of mental ability in these
machines – and emotional intelligence, in particular – would be sufficient to make
people start treating them “just as badly” as they treat humans. Nevertheless, the main
point here is that these systems should not aim to be like humans.

4 Conclusions

In this paper, we argued for a new benchmark for virtual agents that is more pragmatic,
clearly defined, and useful than believability. The benchmark asks, in each specific
social situation, that people behave with a virtual human in the same manner as with a
real human. Thus, the benchmark serves as the basis for quantifying the difference
between people’s behavior with virtual and real humans. This benchmark can be easily
measured in the lab, as demonstrated in the numerous studies reviewed in this paper. In
fact, in many of these studies, the only thing that differed were participants’ beliefs
about whether they were interacting with a human or an autonomous agent. Moreover,
the benchmark fits within a continuum, thus, allowing for continuous measurement of
scientific progress towards the goal of achieving human-level social intelligence.

We also argue that perceptions of mind are critical for achieving virtual agents that
are treated like humans in social settings. In particular, we reviewed evidence that
perceptions of agency (the ability to plan and act) and experience (the ability to sense
and feel emotion) play a powerful effect on people’s behavior with virtual agents. This
research also emphasizes that people expect, by default, virtual agents to lack in
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experience and, therefore, appropriate simulation of emotional intelligence is especially
important for passing our benchmark.

Our review also shows that there are social settings for which virtual agents seem to
be inherently better than real humans, i.e., people tend to behave better – according to
some domain-specific criterion – with virtual rather than real humans. As mentioned
above, the mind perception framework suggests that appropriate simulation of mental
ability in these cases, thus, may actually be detrimental to virtual agents. The point is
that, in some cases, we do not want our systems to have the full gamut of capabilities
that we see in humans. Future research should continue to study these social settings for
which virtual agents that are unlike humans are particularly suited.

Finally, due to space restrictions, there were several topics that we chose not to
address in the paper. First, in general, the focus was on virtual agents that attempt to
perform social tasks that are usually expected of real humans. In this sense, we
excluded agents that are meant to be different than humans by design (e.g., for
entertainment purposes) or that are meant to serve as mere tools (e.g., a calculator).
Second, our benchmark focused on behavioral realism; nevertheless, some researchers
have emphasized that visual realism can also impact people’s behavior (e.g., [44]) and,
therefore, may warrant related, yet separate, benchmarks. Third, it is important to
discuss how long-term interaction with virtual agents impacts people’s behavior with
them and, in particular, whether it facilitates or hinders achieving the proposed
benchmark. Fourth, we avoided a discussion about the ethical issues associated with
creating computers that behave just like real humans, given the different social and
legal standing of artificially intelligent agents or robots (e.g., [45]). These are, never-
theless, important issues that need to be addressed as we quickly move towards a
society that is surrounded by artificial agents that can match (and even surpass) the
mental ability and social skill we see in humans.
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