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Preface

The ICICS conference series is a well-established forum for researchers in universities,
research institutes, and industry to get together to share the latest research results and
exchange ideas in the areas of information and communication security. ICICS has
taken place in a number of different countries including China (1997, 2001, 2003,
2005, 2007, 2009, 2011, 2013), Australia (1999), Hong Kong (2012), Singapore
(2002), Spain (2004, 2010), USA (2006), and UK (2008). This was the second time the
ICICS conference (the 16th event in the series) was hosted by the Center for Infor-
mation Security and Cryptography (CISC) of the University of Hong Kong (December
16–17, 2014). We received 87 submissions and the committee decided to accept 22
papers covering various aspects of information security. The program also included two
remarkable invited talks given by Andrei Sabelfeld titled “Securing Web Applications”
and by K.P. Chow titled “Occupy Central and Cyber Wars: The Technologies Behind
the Political Event in Hong Kong.”

We would like to thank all authors who submitted their papers to ICICS 2014 and
the 33 Program Committee members as well as the external reviewers for their
excellent work in reviewing the papers. We would also like to thank the Information
Security and Forensics Society (ISFS), our co-organizer the Institute of Software of the
Chinese Academy of Sciences (ISCAS), and the National Natural Science Foundation
of China (Grant No. 61170282) for their valuable support and sponsorship. Last, but
not the least, we give special thanks to the local organizing team led by Catherine
Chan. The conference would not have been so successful without their assistance.

December 2014 Lucas C.K. Hui
S.H. Qing
Elaine Shi
S.M. Yiu
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Abstract. Algebraic side-channel attacks are a type of side-channel
analysis which can recover the secret information with a small num-
ber of samples (e.g., power traces). However, this type of side-channel
analysis is sensitive to measurement errors which may make the attacks
fail. In this paper, we propose a new method of algebraic side-channel
attacks which considers noisy leakages as integers restricted to intervals
and finds out the secret information with the help of a constraint pro-
gramming compiler named BEE. To demonstrate the efficiency of this
new method in algebraic side-channel attacks, we analyze some popular
implementations of block ciphers—PRESENT, AES, and SIMON under
the Hamming weight or Hamming distance leakage model. For AES, our
method requires the least leakages compared with existing works under
the same error model. For both PRESENT and SIMON, we provide the
first analytical results of them under algebraic side-channel attacks in
the presence of errors. To further demonstrate the wide applicability of
this new method, we also extend it to cold boot attacks. In the cold boot
attacks against AES, our method increases the success rate by over 25 %
than previous works.

Keywords: Algebraic side-channel attack · Hamming weight leakage ·
Error-tolerance · Cold boot attack

1 Introduction

In recent years side-channel cryptanalysis has been an active topic of cryptanaly-
sis, in which an attacker targets a certain implementation of a cipher and exploits
the physical information during the encryption of the cipher such as computation
traces and power traces. In 2002 Suresh Chari et al. proposed template attacks [9]
c© Springer International Publishing Switzerland 2015
L.C.K. Hui et al. (Eds.): ICICS 2014, LNCS 8958, pp. 1–15, 2015.
DOI: 10.1007/978-3-319-21966-0 1



2 L. Song et al.

which are usually considered as the most powerful type of side-channel attacks in
an information theoretical sense, since a template attack only requires minimum
traces.

Combining template attacks with algebraic cryptanalysis, Renauld and Stan-
daert proposed algebraic side-channel cryptanalysis [25]. Their analysis composes
of two stages. First, the implementation of the cipher is profiled in advance as a
template, and a decoding process is devised to map a single power consumption
trace or electromagnetic trace to a vector of leaks (e.g., the Hamming weight)
on the intermediate values of the encryption of the cipher. In the second stage,
the cipher as well as the leaks is represented with a system of equations and the
system is solved with a SAT solver, assuming the leaks derived from the first
stage are accurate.

In fact, due to interference and the limitations of measurement setups, the
side-channel information usually involves noise. However, the algebraic crypt-
analysis is sensitive to errors and even small errors may make the key recovery
attack fail, i.e., the attack finds no or wrong solutions. In the literature, there
are several works that have explored error-tolerant algebraic side-channel attacks
under some leakage models like Hamming weight leakage model. In [23], a cryp-
tosystem and the corresponding Hamming weight leakages are transformed nat-
urally into a pseudo-Boolean optimization (PBOPT) problem which was then
solved with the mixed integer programming (MIP) solver SCIP [5]. Neverthe-
less, the method in [23] can not fully attack AES in the presence of errors. Later,
an enhanced error-tolerant algebraic side-channel attack named MDASCA was
introduced in [30], where the leakage is treated as a set of values rather than a
single value, so that the correct leakage can be included with great confidence.
In MDASCA, the cryptosystem and leakages are transformed into Conjunctive
Normal Form (CNF) and then solved with a SAT solver. The MDASCA method
outperforms the the SCIP-based method in [23] in dealing with errors. More
techniques under a framework similar to MDASCA were discussed in [21].

Our Contribution. Inspired by the idea of MDASCA that models the leakage
as a set of values to trade robustness for informativeness, we propose a new
method of algebraic side-channel attacks that considers noisy leakages as integers
restricted to an interval and finds secret information with BEE (Ben-Gurion
Equi-propagation Encoder) [4,20]. BEE is a constraint programming compiler for
problems represented with Boolean variables and integer variables and provides
a high-level descriptive language for use and automatically generates low-level
executable CNF for the underlying SAT solver. Using this method, we analyze
some popular implementations for three block ciphers—PRESENT, AES and
SIMON under the Hamming weight or Hamming distance leakage model where
side-channel leakages are modeled as integers (constraints for BEE). We provide
the first analytical results of PRESENT and SIMON under the Hamming weight
and the Hamming distance leakage model respectively in the presence of errors,
and our attack against the AES is better than MDASCA and other existing
attacks under the same error model with respect to the error-tolerance and
leakages required.
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To further show the flexibility of the new method in algebraic side-channel
attacks, we extend its use in cold boot attacks [15] and also other applications
where the side-channel information can be described as constraints for BEE. In
the cold boot attacks against AES, our method increases the success rate by over
25% than previous works. Furthermore, all of our experiments are done within
several seconds even in the worst case.

Organization. The paper is organized as follows. We briefly describe the process
of our method of algebraic side-channel attacks using BEE in Sect. 2 and present
algebraic side-channel attacks on two block ciphers in Sect. 3. In Sect. 4 we extend
the use of our method into cold boot attacks and other attacks, and discuss the
features of BEE in Sect. 5. Finally, we conclude the paper in the last section.

2 Algebraic Side-Channel Attacks Using BEE

In this section, we elaborate on the new method of algebraic side-channel attacks
using BEE. As can be seen in Fig. 1, an attacker needs to build a system of
polynomial equations from the target cipher, and then add the side-channel
information he obtained to the equation system as constraints and solve it to
recover the secret key. A more detailed description is provided below.

Fig. 1. Algebraic side-channel attacks using BEE

2.1 Building an Equation System

Theoretically, each cipher can be represented with a system of Boolean polyno-
mial equations which involve the bits of the cipher key, plaintext and ciphertext
as unknown variables. However, since a block cipher usually iterates a nonlin-
ear function many times (e.g., AES iterates 10 or more rounds), it is unlikely to
obtain a low degree polynomial representation on the bits of the cipher key, plain-
text and ciphertext. To get a system of low degree Boolean equations, intermedi-
ate variables (e.g., standing for input and output bits of the nonlinear operations
in intermediate round operations) are needed. To build quadratic equations for
the nonlinear layer composed of S-boxes, techniques in [6,10,18] can be referred.
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2.2 Extracting Side-Channel Information

Usually, it is difficult to solve the system of polynomial equations of a block
cipher even when the plaintext and ciphertext are known, since there are too
many unknown variables in the system [10]. However, under the circumstance of a
side-channel attack, partial information related to the key, plaintext or ciphertext
may be known, e.g., physical leakage of the intermediate states in the encryption
or key schedule of a block cipher, and this so-called side-channel information
can be plugged into the equation system to help to solve it. Unfortunately, the
side-channel information usually involves noise in practice, which may make the
attack fail, i.e., the attacker finds no or wrong solutions.

To deal with the noise, it is needed to profile a device (similar to the target
one) which executes the encryptions and modulates the measurement errors in
advance. Once the leakages of the target device are obtained, the side-channel
information can be added to the equation system in an error-tolerant way accord-
ing to a priori error model. In this paper we assume that the error model has
been built and the leakages can be extracted in some way. Hence, we focus on the
procedure of solving the system of equations and noisy side-channel information.

2.3 Solving the System of Equations and Noisy Side-Channel
Information with BEE

In recent years, Boolean SAT solving techniques were improved dramatically in
the field of cryptanalysis [2,22]. A general idea of SAT-based cryptanalysis is
to encode algebraic equations (usually over the binary field F2) into Boolean
formulae in CNF and solve the transformed problem with a SAT solver. Since
the efficiency of SAT solving is greatly influenced by the conversion, it is crucial
to choose proper conversion methods. Truth table, Karnaugh map [17] and the
methods proposed in [2] can be served as such conversions. Another way is to
use a SAT-based tool which provides a high-level descriptive language for prob-
lems and automatically generates low-level executable files for the underlying
SAT solver. STP [14] and BEE [4,20] are this sort of known examples. In these
tools specific techniques are used to optimize the problem before invoking the
underlying SAT solver.

BEE is a compiler in constraint programming which facilitates users to trans-
late problem instances involving Boolean and integral variables into CNF. The
generated CNF is then solved by an underlying SAT solver such as CryptoMin-
iSat [27] and MiniSat [13]. A brief description of its syntax can be referred to [20].
Compared with a pure SAT solver, its ability to deal with integers and maintain
the structure of the original problem instance opens a door for more complex appli-
cations.

For example, in an algebraic side-channel attack under the Hamming weight
leakage model, a byte X = x7x6 · · · x0 with x0 as the least significant bit and its
Hamming weight can be represented in the BEE syntax as

new int(I, w − i, w + j),
bool array sum eq([x0, x1, x2, x3, x4, x5, x6, x7], I),
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where the i and j in the first sentence are used to define the interval of integer
I around the most likely value w which includes the correct Hamming weight
of X with great confidence, and the second sentence represents the Hamming
weight of X as I. With additional information of the Hamming weight, the whole
equation system of the target cipher ended with the functional sentence as solve
satisfy can be fed into BEE, and BEE returns an assignment or reports UNSAT.
Other functional sentences solve minimize w or solve maximize w can also be
used, which means BEE returns UNSAT or solutions that minimize or maximize
the objective integer variable w.

Hence, as long as the side-channel information can be modeled as integers,
i.e. constraints that speeds up the solving or narrows solution space, BEE works
well. However, when the side-channel information is modeled as integers, noise
should be considered, that is to say, each integer should be defined with an
interval or a set rather than a specific value in order to trade robustness for
informativeness.

3 Algebraic Side-Channel Attacks Under the Hamming
Weight Leakage Model

In this section we explain the efficiency of our method through algebraic side-
channel attacks against some popular implementations where the Hamming
weight (distance) leakage model can be built. Our examples are PRESENT-80 [7],
AES-128 [11] and SIMON-32 [3] (in Appendix B). In these examples we assume
that the noisy Hamming weight or Hamming distance information during the
encryption is obtained (no leakage during the key schedule of the cipher), and we
focus on solving the corresponding equation system with our new method.

To begin with, we introduce the notion of offset, standing for the offset of
the measured Hamming weight (or Hamming distance) from the correct one. For
simplicity, we only consider three typical cases with offset 0, ±1 and ±2, and
denote them as offset = 0, offset = 1 and offset = 2. More general offsets can
also be analyzed. Obviously, larger offsets tolerate greater noise, so the offset is
determined by the error model of the template.

3.1 PRESENT-80

PRESENT is a cipher with substitution-permutation network and with a block
size of 64 bits [7]. The recommended size for the key is 80 bits, while 128-bit
keys are also suggested. In this paper we just analyze PRESENT-80, the version
with 80-bit keys.

The encryption of PRESENT-80 is composed of 31 rounds, each of which
consists of an XOR operation to introduce a round key Ki for 1 ≤ i ≤ 31, a
linear bitwise permutation and a nonlinear substitution layer which parallelly
applies a 4-bit S-box 16 times. An additional round key K32 is used for post-
whitening.
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Both the encryption and key schedule of PRESENT-80 are simple with
respect to algebraic representations. In our attack, each S-box is described with
four equations as shown in Appendix A. Since the algebraic representations of
the S-boxes are the most complex part of the equation system, we introduce
new variables for the input and output bits of each S-box to get low degree
polynomial equations. In this way we get a system of 4276 equations in 4292
variables.

For an implementation of PRESENT-80 in a PIC 16F877 8-bit RISC-based
microcontroller, a measurement setup described in [28] can be exploited to
extract a power consumption that strongly correlates with the Hamming weight
of the data manipulated. This is also the model used in [25] where the Hamming
weight of the data commuting on the bus is indicated to be recovered with a
probability of 0.986. In this implementation, the whole encryption of a single
plaintext leaks the Hamming weight information corresponding to the compu-
tation of 2 × 8 × 31 bytes.

Let us first consider the case that the accurate Hamming weight informa-
tion can be recovered, and then move on to other cases of inaccurate Hamming
weight information. All of our experiments are conducted with MiniSat as the
underlying solver of BEE on a PC with 3.4 GHz CPU (only one core is used)
and 4 GB Memory. All solving times are given in seconds and are averaged over
on 50 random instances.

For accurate Hamming weight information, it can be added to the equation
system as constraints in the way described in Sect. 2 with i = j = 0. Following
[25], we consider four different attack scenarios according to known/unknown
plaintext-ciphertext pairs and consecutive/random Hamming weight leakages.
Table 1 lists the solving times using one trace compared with [25] when a 100 %
success rate is reached, where “#rounds” means the number of rounds which are
observed in the side-channel information, and the leakage rate means the ratio
between the number of leaked bytes and the number of all bytes in the measured
rounds. Thus, 50 % indicates random leakages and 100 % infers to consecutive
leakages.

According to Table 1, our attack requires less leakages than [25]. However,
under the unknown plaintext and ciphertext scenario with random leakages, our
attack fails and the experiments ran overtime.

Next, we consider the cases where the Hamming weight leakages are noisy
with offset = 1 and offset = 2. Table 2 exhibits the experimental results under
known plaintext/ciphertext scenario. If the leakages are consecutive, two traces
are enough to retrieve the cipher key within an hour even when the offset is ±2.
For the case that offset = 2 and the leakage rate is 0.7, three traces are required.
For unknown plaintext/ciphertext scenario, it takes a very long time to return
a solution.

3.2 AES-128

The block cipher AES-128 [11] accepts 128-bit blocks and 128-bit keys and iter-
ates 10 rounds. Each round, except the last one, consists of four operations—
AddRoundKey, SubByte, ShiftRow and MixColumn. The last round omits the
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Table 1. Experimental results of PRESENT-80 with a single trace when offset = 0.
Experiments in [25] were performed on an Intel-based server with a Xeon E5420 proces-
sor cadenced at 2.5 GHz running a linux 32-bit 2.6 Kernel.

Scenario leakage rate [25] this paper

#rounds time (s) #rounds time(s)

known P/C 100 % 8 79.69 2.5 0.21

known P/C 50 % 18 117.10 5 104.31

unknown P/C 100 % 8 45.59 4.5 92.55

unknown P/C 50 % 26 214.12 > 8 > 3600

Table 2. Experimental results of PRESENT-80 when offset = 1,2

Scenarios offset leakage rate #rounds #traces time (s)

known P/C 1 100 % 4 2 6.86

known P/C 1 50 % 4 2 39.40

known P/C 2 100 % 5 2 3084.39

known P/C 2 70 % 4 3 33.27

MixColumn operation. The SubByte operation applies an 8-bit S-box 16 times
in parallel and is the only nonlinear operation in AES.

In order to represent AES as a system of low degree Boolean polynomial
equations, we introduce new variables for both the input bits and output bits of
SubByte and apply the technique proposed in [10] to describe the S-box with 23
quadratic equations. Then the key schedule algorithm and the encryption of a
plaintext can be represented with a system of 6296 equations in 3168 variables.

For an 8-bit PIC microcontroller implementation of AES, there are 84 Ham-
ming weight leakages in each round corresponding to 16 weights in AddRound-
Key, 16 weights in SubBytes and 4 ·13 weights in MixColumn [21,23,26,30]. The
work in [26] is the first algebraic side-channel attack against AES, which showed
how the keys can be recovered from a single measurement trace, provided that
the attacker can identify the correct Hamming weight leakages of several inter-
mediate computations during the encryption process. Later, Zhao el al. proposed
an enhanced method named MDASCA to deal with the noise in measurement
using a set rather than a single value to describe the Hamming weight [30]. More
elaborate techniques in a framework similar to MDASCA were discussed in [21].
Recently, a novel method that models the cipher and the template as a graph and
finds the most possible key with a decoding algorithm from low-density parity
check codes was proposed in [32].

Following the notations in the previous subsections, we give our experimen-
tal results on AES comparing with two latest works [21,30]. The experiments
are carried out with CryptoMiniSat as the underlying solver of BEE on a PC
with 3.4 GHz CPU (only one core is used) and 4 GB Memory. The results are
summarized in Table 3. It shows the method in [30] outperforms that of [21],
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Table 3. Experimental results of AES-128. The symbol “-” indicates that no related
information was provided. The experiments of [30] were ran on an AMD Athlon 64
Dual core 3600+ processor clocked at 2.0 GHz. All solving times are given in seconds.

Scenario offset leakage [25] [30] this paper

rate #rounds time #rounds time #rounds time

known P/C 0 100 % 2 - 1 10 1 2.74

known P/C 0 50 % 10 - 5 120 3 118.00

unknown P/C 0 100 % 5 - 2 10 2 6.75

unknown P/C 0 50 % not clear - 6 100 6 69.17

known P/C 1 100 % - - 2(2 traces) 120 2(2 traces) 37.11

3 974.67

known P/C 2 100 % - - - - 1(3 traces) 33.29

while our attacks push the results of [30] further. Specifically, for offset = 1 our
method can recover the secret key of AES using a single trace, less than what
is needed in [30]. For a greater offset, offset = 2, only three traces are needed.
Note that method in [32] also provides good results. In [32], the noise level is
parameterized with signal-to-noise ratio, which makes it difficult to compare our
results with that of [32].

4 Cold Boot Attacks and Other Applications

In general, we can feed into BEE any problem instance that can be solved by a
SAT solver. In fact, BEE was designed for problems that are characterized by cer-
tain constraints, for example algebraic side-channel attacks under the Hamming
weight leakage model. Besides this, BEE can also be applied in other algebraic
attacks like cold boot attacks [15].

4.1 Cold Boot Attacks Against AES-128

Cold boot attacks were first proposed in [15]. In a cold boot attack, an attacker
tries to recover the cryptographic key from DRAM based on the fact that the
data may persist in memory for several minutes after removal of power by reduc-
ing the temperature of memory. For block ciphers, a cold boot attack is to recover
the secret key from an observed set of the round keys in memory, which are dis-
turbed by errors due to memory bit decay. From the point of view of algebraic
analysis, the cold boot problem can be modeled as solving a polynomial system
{f1, f2, · · · , fm} with noise.

There are different methods proposed to tackle the cold boot problem [1,16].
In [1] a system of equations derived from the cold boot attack is solved with
a mixed integer programming solver SCIP [5]. Specifically, for each fi a new
Boolean variable ei is added, and then the system is converted to a mixed integer
programming problem with Σei as the objective function. Hence, the cold boot
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problem turns to be a maximum satisfiability problem, which may also be solved
with another method named ISBS [16]. The basic idea of ISBS is to solve the
polynomial system {f1 + e1, f2 + e2, · · · , fm + em} with the characteristic set
method [29] by searching all {e1, e2, · · · , em}. The solution with {e1, e2, · · · , em}
achieving the smallest Hamming weight is the target solution.

Following the ideas of [1,16], BEE can be used instead in the following way.
First, represent the polynomial system {f1 + e1, f2 + e2, · · · , fm +em} with the
BEE syntax, and introduce a new integer variable, say w, to describe the Ham-
ming weight of {e1, e2, · · · , em}, and then solve the problem with the BEE func-
tional sentence as solve minimize w.

Before experimentally verifying the efficiency of BEE for solving cold boot
problems, the bit decay model should be illuminated first. According to [15], bit
decay in DRAM is usually asymmetric: bit flips 0 → 1 and 1 → 0 occur with
different probabilities, depending on the ground state. Consider an efficiently
computable vectorial Boolean function KS : Fn

2 → F
N
2 where N > n, and two

real numbers 0 ≤ δ0, δ1 ≤ 1. Let K = KS(k) be the image for some k ∈ F
n
2 , and

Ki be the i-th bit of K. Given K, we compute K ′ = (K ′
0,K

′
1, · · · ,K ′

N−1) ∈ F
N
2

according to the following probability distribution:

Pr[K ′
i = 0|Ki = 0] = 1 − δ1, P r[K ′

i = 1|Ki = 0] = δ1,

P r[K ′
i = 1|Ki = 1] = 1 − δ0, P r[K ′

i = 0|Ki = 1] = δ0.

Therefore, K ′ can be considered as a noisy version of K = KS(k) for some
unknown k ∈ F

n
2 , where the probability of a bit 1 in K flipping to 0 is δ0 and

the probability of a bit 0 in K flipping to 1 is δ1.
In our experiments, the target is the key schedule of AES-128 and the same

algebraic representation of the key schedule is used as in Subsect. 3.2. We set δ1
to be 0.001 to generate the K ′ as in [1,16,31] and assume δ1 = 0 for solving the
cold boot problem. Figure 2 shows the experimental success rate of key recovery
of AES for different δ0, compared with methods from [1,16] denoted as SCIP
and ISBS respectively. It is manifest that BEE provides an increase over 25%
in success rate. The details of running time can be found in Appendix C which
shows that BEE solves the problem in several seconds even when δ0 increases to
0.5. This may be explained by the low nonlinearity of the key schedule of AES-
128 and the optimization of BEE. The experiments also include the case where
BEE simply takes the cold boot problem as a satisfiability problem denoted as
“BEE satisfiability”. If we use information of all rounds of the key schedule, this
method almost corresponds to the method in [31] and the key can be recovered
in 1.3 hours even when δ0 = 0.8.

4.2 Side-Channel Cube Attacks

Cube attacks were proposed by Dinur and Shamir at Eurocrypt 2009 [12]. It
is a type of generic key recovery attacks applicable to any cryptosystem whose
ciphertext bit can be represented by a low degree multivariate polynomial in the
secret and public variables. The aim of a cube attack is to derive a system of
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Fig. 2. Success rate of key recovery considering 4 rounds of key schedule output

linear or quadratic equations with the secret key bits as unknowns which can be
solved easily. However, block ciphers tend to resist against cube attacks, since
they iteratively apply a nonlinear round function a large number of times such
that it is unlikely to obtain a low degree polynomial to represent any cipher-
text bit.

Fortunately, in a side-channel attack where some intermediate variables leak,
cube attacks are still useful [19]. Due to the side-channel noise, the derived
equation system may contain errors, which resembles the situation in a cold
boot attack. As a consequence, it is likely that our method can also be applied
efficiently in side-channel cube attacks against block ciphers.

5 Discussion

We have introduced a new method of algebraic side-channel attacks that con-
siders the noisy leakage as an integer restricted to an interval and finds secret
information with the help of BEE, a compiler in constraint programming. We
exemplified the efficiency of our method by analyzing some popular implementa-
tions of three block ciphers—PRESENT, AES and SIMON under the Hamming
weight or Hamming distance leakage model. In addition we applied our method
to cold boot attacks against AES.

As a new compiler for SAT problems, BEE can be added to the tool set
for side-channel attacks. In the literature, SAT solvers usually outperform MIP
solvers in cryptanalysis. For instance, an MIP solver determines the initial state
of Bivium B [24] in 263.7 seconds [8] while the MiniSat takes only 242.7 seconds.
For side-channel attacks in the presence of errors as mentioned above, the SAT-
based BEE works better than the methods based on MIP solvers. It is likely
that BEE has its own advantages for certain algebraic attacks. The feathers of
our BEE-based method are summarized below.
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– With the side-channel information modeled as constraints, BEE shows a wide-
spread use in algebraic side-channel attacks, for example, side-channel attacks
under Hamming weight leakage model, cold boot attacks and cube attacks.

– BEE, as a SAT-based tool, may outperform the tools based on MIP solvers
in many classes of algebraic attacks.

– It is natural for use, and BEE can simplify constraints and optimizes the
resulted CNF automatically.

– Algebraic side-channel attacks are more efficient than classical side-channel
attacks like differential power attack (DPA) in respect of the number of traces
needed.

6 Conclusion

In this paper we introduced a new method of algebraic side-channel attacks that
treats the noisy leakage as an integer restricted to an interval and finds secret
information with the help of BEE. We showed that this method is efficient and
flexible.

We analyzed some popular implementations of PRESENT, AES and SIMON
under the Hamming weight or Hamming distance leakage model to illustrate the
efficiency of constraint programming in cryptanalysis. The results on AES are
better than previous ones under the same error model and we provided the first
analytical results on PRESENT and SIMON under the Hamming weight and
Hamming distance leakage model respectively in the presence of errors.

To further show the flexibility of BEE in algebraic side-channel attacks, we
extended its use in cold boot attacks. In the cold boot attacks against AES,
our method provides an increase over 25 % in success rate and all of our attack
experiments were done within seconds. It is also likely to apply our method in
cube attacks and it is a future work to verify its efficiency experimentally in new
applications.
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XDA06010702, and the State Key Laboratory of Information Security, Chinese Acad-
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Appendix

A Equations of the S-Box in PRESENT

Suppose the input nibble of the 4-bit S-box in PRESENT is X = x3x2x1x0 and
the output nibble is Y = y3y2y1y0. Then four Boolean polynomial equations on
xis and yjs are as follows.
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x0 + x2 + x1x2 + x3 + y0 = 0,

x1 + x0x1x2 + x3 + x1x3 + x0x1x3 + x2x3 + x0x2x3 + y1 = 0,

1 + x0x1 + x2 + x3 + x0x3 + x1x3 + x0x1x3 + x0x2x3 + y2 = 0,

1 + x0 + x1 + x1x2 + x0x1x2 + x3 + x0x1x3 + x0x2x3 + y3 = 0.

B Algebraic Side-Channel Attack of SIMON-32 Under
Hamming Distance Leakage Model

SIMON is a family of lightweight block ciphers designed by researchers from the
National Security Agency (NSA) of the USA to provide an optimal hardware
implementation performance [3]. SIMON comes in a variety of block sizes and key
sizes. In this section we analyze its smallest version, SIMON-32, which accepts
64-bit keys and 32-bit blocks and iterates 32 rounds.

The design of SIMON follows a classical Feistel structure, operating on two
n-bit halves in each round. For SIMON-32, n is 16. The round function makes
use of three n-bit operations: XOR (⊕), AND (&) and circular shift (≪), and
given a round key k it is defined on two inputs x and y as

Rk(x, y) = (y ⊕ f(x) ⊕ k, x),

where f(x) = ((x ≪ 1)&(x ≪ 8)) ⊕ (x ≪ 2). The key schedule algorithm of
SIMON is a linear transformation.

The algebraic representation of SIMON is intuitive due to the simplicity of
the round function. We introduce new variables for the intermediate state after
each round operation in both the encryption and key schedule algorithm. Conse-
quently, a system of 960 equations in 992 variables is built from the encryption
of a single plaintext and the key scheduling.

A typical implementation of SIMON is based on ASIC [3] which leaks the
Hamming distance between the input and the output of the round function. The
Hamming distance varies from 0 to 16. Following the attacks on PRESENT and
AES, we consider the measured Hamming distance, compared with the correct
one, to be with a small offset offset = 0,1,2.

Table 4 exhibits our results of experiments running on a PC with 2.83 GHz
CPU (only one core is used) and 3.25 GB Memory with CryptoMiniSat as the
underlying solver of BEE, where all solving times are given in seconds and are
averaged over 50 random instances. Our attacks are performed under the known
plaintext or known ciphertext scenario and there is no difference between them.
For offset=0, the BEE works seriously overtime with only one trace and 5 traces
are advisable to recover the key within a proper time. For offset=2, as many as
13 traces are required. It is observed that the Hamming distances leaked near
the known plaintext or ciphertext is more useful than the ones in the middle for
solving the system in a reasonable time. Note that more traces are required for
attacking SIMON-32 than for AES or PRESENT. This is because the Hamming
distance leakages on 16-bit states provide less information than that on 8-bit
states.
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Table 4. Experimental results of SIMON-32

offset #traces #rounds time (s)

0 5 6 36.32

1 11 7 386.34

2 13 8 320.11

C Running Time of Cold Boot Attack against AES-128

In this appendix the running time of the cold boot attack against AES-128 is
shown in Table 5, where “SCIP” stands for the method in [1]; “ISBS” represents
the method in [16]; “BEE min.” and “BEE sat.” are methods in this paper and
short for “BEE minimize” and “BEE satisfiability” respectively. Our experiments
are carried out with CryptoMiniSat as the underlying solver of BEE on a PC
with 3.4 GHz CPU (only one core is used) and 4 GB Memory. Experiments of
“SCIP” and “ISBS” are conducted on PCs with 2.6 Ghz and 2.8 Ghz respectively.

Table 5. The running time of key recovery considering 4 rounds of key schedule output
of AES-128 (in seconds)

δ0 Method limit t min t avg. t max t

0.15 SCIP 60 1.78 11.77 59.16

ISBS 60 0.002 0.07 0.15

BEE min. 60 1.29 2.02 2.36

BEE sat. 60 1.25 1.94 2.33

0.30 SCIP 3600 4.86 117.68 719.99

ISBS 3600 0.002 0.14 2.38

BEE min. 60 1.34 2.15 2.64

BEE sat. 60 1.34 2.27 2.55

0.35 SCIP 3600 4.45 207.07 1639.55

ISBS 3600 0.002 0.27 7.87

BEE min. 60 1.41 2.10 2.76

BEE sat. 60 1.42 2.34 2.59

0.40 SCIP 3600 4.97 481.99 3600

ISBS 3600 0.002 0.84 20.30

BEE min. 60 1.48 2.44 3.34

BEE sat. 60 1.44 2.43 3.11

0.50 SCIP 3600 6.57 3074.36 3600

ISBS 3600 0.002 772.02 3600

BEE min. 60 1.47 1.94 4.18

BEE sat. 60 1.62 2.82 3.94
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Abstract. Database outsourcing reduces the cost of data management;
however, the confidentiality of the outsourced data is a main challenge.
Existing solutions [9,13,16,17] either adopt multiple encryption schemes
for data confidentiality that only support limited operations, or focus
on providing efficient retrieval with problematic update support. In this
paper, we propose a secure database outsourcing scheme (SEDB) based
on Shamir’s threshold secret sharing for practical confidentiality against
honest-but-curious database servers. SEDB supports a set of commonly
used operations, such as addition, subtraction, and comparison, and is
among the first to support multiplication, division, and modulus. We
implement a prototype of SEDB, and the experiment results demonstrate
a reasonable processing overhead.

Keywords: Database · Outsourcing · Confidentiality · Secret sharing

1 Introduction

In the cloud computing environment, database outsourcing can lower costs [4],
thus enables organizations to focus on their core businesses. However, outsouring
sensitive data to the third parties increases the risk of unauthorized disclosure,
as curious administrators can snoop on sensitive data, and attackers can access
all the outsourced data once it compromises the data servers.

There are two approaches to provide confidentiality in database outsouring.
One is based on client-side encryption, where the clients (or proxies) encrypt
the data before uploading it to database servers so that the servers perform the
requested operations over the encrypted data. Fully homomorphic encryption [6]
allows the servers to execute arbitrary functions over one encryption of the data.
However, fully homomorphic encryption is still prohibitive impractical [7], which
requires slowdowns on the order of 109×. CryptDB [13] and MONOMI [17]
implement multiple cryptosystems, each of which supports a class of SQL queries,
c© Springer International Publishing Switzerland 2015
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such as AES with a variant of the CMC mode [10] for equality comparison,
order-preserving encryption [3] for range query, Paillier cryptosystem [12] for
summation, and the efficient retrieval protocol [15] for word search. As a result,
they have to maintain multiple copies of a same sensitive data. Moreover, these
schemes do not support the update operation well. For instance, when the data
is updated by summation, only the copy encrypted with Paillier cryptosystem
will be updated while the other copies remain stale, which harms the execution
of other queries. Last but not least, these schemes cannot support operations
such as multiplication, division, and modulus.

The other solutions are based on threshold secret sharing [14] in which the
clients split the sensitive data into shares and store them in independent servers.
Solutions of this category require more servers than the encryption-based ones
do. However, with the advances in virtualization, the hardware cost has been
decreased remarkably. It is believed that the implementation cost should not
be the main obstacle to the adoption of these solutions. Several schemes are
proposed to achieve efficient retrieval. For example, AS5 [9] preserves the order
of the data in the shares by choosing appropriate coefficients of the polynomial
for secret sharing, and a B+ index tree is built to improve the query processing
in [16]. With a focus on efficient retrieval, these solutions not only require a
priori knowledge about the data, but also support the update operations poorly.

In this paper, we proposed a secure database outsourcing scheme (SEDB)
based on Shamir’s threshold secret sharing. SEDB employs three independent
database servers to store shares of each sensitive data item, and coordinates
the three servers to complete the clients’ requested operations cooperatively. In
summary, SEDB achieves the following properties:

– It supports a wider set of operations including multiplication, division and
modulus in addition to addition, subtraction and comparison. To the best of
our knowledge, it is the first practical solution that supports these operations.

– SEDB is easy to deploy as it is an out-of-the-box solution. SEDB doesn’t
needs any modification on the database management system (DBMS) or the
applications of database services. Moreover, SEDB doesn’t need any priori
knowledge of the data for the setup of the database services.

– It provides a continuous database outsourcing service. Existing encryption-
based solutions requires costly and problematic coordination to keep multiple
copies of data consistent, and the secret sharing based solutions often need to
maintain additional information (e.g., the index tree [16], the mapping [1,9]),
which may interrupt the database services during data update. Unlike them,
SEDB only maintains one share of the data at each database server, and
thus ensures a continuous database outsourcing service. We have implemented
SEDB on MySQL, which is the first prototype providing continuous database
outsourcing services based on secret sharing, to the best of our knowledge.

2 System Overview

As shown in Fig. 1, SEDB consists of three backend database servers, a SEDB
coordinator, and a set of SEDB client plug-ins (denoted as SEDB plug-ins), one
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Fig. 1. The architecture of SEDB.

at each client. A client has several applications of the database service. When an
application issues an SQL query, the SEDB plug-in rewrites the query according
to its operation type and sends it to the SEDB coorinator which generates three
SQL queries from it and distributes each to the backend database server. There
is an unmodified DBMS and several user-defined functions (UDFs) in each back-
end database server, which executes the requested operations over the shares of
sensitive data. In SEDB, the applications need no modification to execute the
functions over sensitive data, they issues the SQL queries through the standard
API and library; the SEDB plug-in is responsible for sharing sensitive data and
recovering it for the applications; the SEDB coordinator ensures the requets
processed at each database server in the same order and makes the backend
database servers complete the requested operation through one or two phases of
communications with the database servers.

Trust Model. In SEDB, we assume the clients that are authorized to process
the sensitive data are trusted. The SEDB plug-in deployed at client side is also
trusted and assumed to follow the protocol strictly without leaking any sensitive
data. On the contrary, the SEDB coordinator and the backend database servers
deployed at different third parties are assumed to be honest-but-curious: on one
hand, the honest coordinator/server executes the requested operations without
tampering with query content, the execution and results, or the shares in the
DBMS; on the other hand, a curious coordinator/server may infer the sensitive
data from the submitted queries, the execution results, or the priori knowledge
about the outsourced data.

Network Assumption. We assume the messages transmitted between the
client (the SEDB plug-in) and the SEDB coordinator, the SEDB coordinator
and the database servers can be captured by attackers. Therefore, we employ
AES to ensure message confidentiality. Each server shares a secret key with each
of the other servers and all clients, e.g., kc,si between the client c and server i.
The message m encrypted with the key k is denoted as [m]k. Moreover, we
assume the clients have limited bandwidth, while the bandwidth of the SEDB
coordinator and the servers are reasonably large enough in the cloud computing
environment.
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Finally, although we present SEDB with a focus on the process over the
integers, it can be extended to support the data of other types (e.g., char, varchar
and float), by transforming them into one or more integers. As we adopt Shamir’s
threshold secret sharing scheme [14] to share sensitive data, we assume that there
exists a large prime p such that all the computation results on the sensitive data
are in the interval [−(p − 1)/2, (p + 1)/2].

3 The Protocol

In SEDB, the applications, SEDB plug-ins, SEDB coordinators and database
servers exchange messages through SQL queries, which ensures no modification
of DBMSes and applications. For example, to insert a value v into the table test
as the attribute attr, the application issues “insert into test(attr) values(v)”.
The SEDB plug-in sends “insert into test(attr) values(encshares(v))” to the
SEDB coordinator, in which encshares(v) = {[share1(v)]kc,s1 , [share2(v)]kc,s2 ,
[share3(v)]kc,s3}, where [sharei(v)]kc,si

is the encrypted share for server i. The
SEDB coordinator splits the received SQL queries and sends “insert into
test(attr) values(DecShare(encshares(v)[i]))” to server i, where DecShare is a
UDF to execute decryption. The SQL queries for all the operations are detailed
in the AppendixA.

We assume, in each table, there is a unique identifier of each row (i.e., the
primary key). SEDB needs a shadow for each table to store the intermediate
transformation of the original data. The shadow table is designed for the process
of comparison, division and modulus.

3.1 Query Processing

SEDB supports a set of operations including addition, subtraction, comparison,
multiplication, division, and modulus. We first describe the detailed process of
each single operator and then discuss the process of SQL queries that contain
multiple operators in Sect. 3.2.

3.1.1 Insert
The applications use insert operation to insert a confidential value v into the
database. An application invokes an insert process by sending the SQL query
with v as the parameter to the SEDB plug-in.

The SEDB plug-in parses the SQL query to get the value v, and uses Shamir’s
(2, 3)-threshold secret sharing scheme [14] to split v into 3 shares, where any 2 or
more shares can be used to reconstruct v. To compute the shares of v, the SEDB
plug-in produces the polynomial f(x) = a1x+a0, where a0 = v, and a1 is a non-
zero integer chosen randomly from [−(p−1)/2, (p+1)/2). Using the predefined
vector X = {x1, x2, x3}, where non-zero xi ε [−(p−1)/2, (p+1)/2), the SEDB
plug-in calculates f(xi) as the share for database server i. The large prime p and
the vector X are known to all participants. Then, the SEDB plug-in rewrites the
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query by replacing v with the share vector {[f(x1)]kc,s1
, [f(x2)]kc,s2

, [f(x3)]kc,s3
},

and sends it to the SEDB coordinator. After that, the SEDB plug-in discards
the polynomial. The SEDB coordinator splits the received SQL query into three
queries, each with one encrypted share, for three backend database servers. On
receiving the query, each database server decrypts the encrypted share, and
stores it in the database.

3.1.2 Select
The applications use the select operation to retrieve the values that satisfy a
specified condition. The SEDB plug-in forwards the select SQL query from the
application to the SEDB coordinator directly, which further sends the received
query to all three database servers. Then, each server encrypts its shares, and
sends them to the SEDB coordinator as responses. On receiving the responses,
the SEDB coordinator sorts them by the servers’ identifiers, and sends them
to the SEDB plug-in. Finally, the SEDB plug-in decrypts the encrypted shares,
reconstructs the values and returns the retrieved values to the applications.

3.1.3 Addition and Subtraction
In SEDB, applications can achieve the addition and subtraction of two or more
confidential values without recovering them. The process of the subtraction is the
same as the addition, except that each server executes the subtraction instead
of addition on the shares. So we only present the process for the addition here.

The application may want to perform additions on existing values in the
database, or add a constant to an existing value. Without loss of generality, the
former case can be expressed as updating v3 with v1 + v2. To process it, the
SEDB plug-in and SEDB coordinator simply forward the update query to three
database servers, where each server updates its share of v3 with the summation
of its local shares of v1 and v2. Assume the polynomials for v1 and v2 are f1(x) =
a1x + v1 and f2(x) = b1x + v2 respectively. Since the Shamir’s secret sharing
scheme is linear, v3 is shared using the polynomial f3(x) = (a1+b1)x+(v1+v2).
In the latter case, when the application wants to add a constant const to an
existing value v1 in the database, the SEDB plug-in needs to pre-process const by
splitting it using the (2,3)-threshold secret sharing scheme. The encrypted shares
are decrypted at each server and added to the corresponding share, respectively.

3.1.4 Multiplication
Compared to addition, the process of multiplication is more complicated since
the multiplication of two shares increases the degree of the generated secret-
sharing polynomial. In particular, when updating v3 with v1 ∗ v2, the degrees of
the polynomials for v1 and v2 are 1, while the degree of the generated polynomial
for v3 increases to 2, which means 3 shares are needed to recover the result of the
multiplication. To reduce the degree back to 1, we adopt the degree reduction
scheme [5] in the process of the multiplication.
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To process the multiplication, we introduce three UDFs at database servers:
NewMul1, NewMul2, and MulConst. When the SEDB coordinator receives a mul-
tiplication query from the SEDB plug-in, it rewrites the query by replacing the
operator ∗ with UDF NewMul1 and sends the rewritten query to all three backend
database servers. To execute NewMul1, server i multiplies its shares of v1 and v2
to compute mul1i = v1 ∗ v2, and then splits mul1i using (2, 3)-threshold secret
sharing scheme. The share vector {[share1(mul1i)]ks1,si , [share2(mul1i)]ks2,si ,
[share3(mul1i)]ks3,si}, with each subshare encrypted by pairwise secret key, is
returned to the SEDB coordinator.

The SEDB coordinator combines the share vectors from three servers to
generate parameters of UDF NewMul2. In particular, database server i takes
parameter ([sharei(mul11)]ks1,si , [sharei(mul12)]ks2,si , [sharei(mul13)]ks3,si) to
compute muli =

∑3
k=1 λk ∗ sharei(mul1k) where {λ1, λ2, λ3} is the first row of

the following matrix in [−(p−1)/2, (p+1)/2), and {x1, x2, x3} is the predefined
vector for secret sharing. Then, muli is server i’s share of the multiplication result
using (2, 3)-threshold secret sharing scheme.

⎡

⎣
1 x1 x2

1

1 x2 x2
2

1 x3 x2
3

⎤

⎦

−1

(1)

The multiplication with a constant can take two different approaches. The
SEDB plug-in can simply invoke a UDF MulConst at three backend database
servers to multiply each local share with this constant. In the case where the
value of the constant needs protected, the SEDB plug-in needs to take a similar
process as presented earlier in this section: it first splits the constant with a
(2, 3)-threshold secret sharing scheme, sends the encrypted sub-shares to each
backend database server, and executes the multiplication of two shares.

3.1.5 Division and Modulus
In SEDB, we cannot directly perform the division or modulus on the shares in the
backend database servers. Certain transformations of the operands are necessary
to support the division and modulus operations. In particular, to calculate v1/v2
or v1 % v2, we propose to generate v

′
1 = t1 ∗v1+ t1 ∗ t2 ∗v2 and v

′
2 = t1 ∗v2, where

t1 and t2 are non-zero integers chosen randomly from [−(p − 1)/2, (p + 1)/2).
Then we can represent the division and modulus of v1 and v2 as a combination
of addition, subtraction and multiplication operations on v1, v2, and v

′
1/v

′
2, i.e.,

v1/v2 = v
′
1/v

′
2 − t2, v1 % v2 = v1 − v

′
1/v

′
2 ∗ v2 + t2 ∗ v2. If v1 or v2 is a constant,

we can create a dummy column firstly, then the computing is the same as the
division and modulus on existing values in the database.

Division: The SEDB plug-in and the SEDB coordinator cooperate to generate
the random transformations v

′
1 and v

′
2 for v1 and v2 respectively, and compute

the value of v1/v2 based on v
′
1 and v

′
2. In particular, the SEDB plug-in first

chooses three different polynomials of degree 1 to share t1, t2 and t1 ∗ t2, then
sends the encrypted shares to the SEDB coordinator. The SEDB coordinator
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forwards the shares to corresponding backend database servers and invokes a
UDF Div1 at each database server to calculate its shares of v

′
1 and v

′
2. With

([sharei(t1)]kc,si
, [sharei(t2)]kc,si

, [sharei(t1 ∗ t2)]kc,si
), the server i updates the

shadow of v1 with sharei(v1) ∗ sharei(t1) + sharei(v2) ∗ sharei(t1 ∗ t2), and the
shadow of v2 with sharei(v2) ∗ sharei(t1), encrypts the shadows for the other
two servers, and returns the result to the SEDB coordinator. Then the SEDB
coordinator forwards the encrypted shadows to the corresponding servers and
invokes a UDF Div2 in each database server to reconstruct v

′
1 and v

′
2. As a result,

each server calculates its share of v1/v2 as v
′
1/v

′
2 − sharei(t2).

Modulus: To calculate v1 % v2, the SEDB plug-in and the SEDB coordinator
take a similar process to prepare the Shamir’s (2, 3)-threshold shares of t1,
t2, t1 ∗ t2, and update the shadows of v1 and v2 by invoking a UDF Mod1 at
three database servers. In the execution of Mod1, each server invokes NewMul1
to generate the share vector for t2 ∗ v2. Then, the SEDB coordinator invokes
a UDF Mod2 at each server, which generates its share of t2 ∗ v2 by invoking
NewMul2, recovers v

′
1 and v

′
2, and generates its share of v1 % v2 by calculating

sharei(v1) − v
′
1/v

′
2 ∗ sharei(v2) + sharei(t2 ∗ v2).

3.1.6 Comparison
As the shares of the confidential values are not order-preserving in SEDB, we
perform the comparison by comparing the order-preserving transformations of
the values. For example, to compare two values v1 and v2, we first compute
v

′
1 = t1∗v1+t2 and v

′
2 = t1∗v2+t2, where t1 is randomly chosen from (0, (p+1)/2)

and t2 from [−(p − 1)/2, (p + 1)/2). As a monotonic transformation, the order
of v

′
1 and v

′
2 determines the order of v1 and v2.

To calculate v
′
1 and v

′
2, the SEDB plug-in prepares the three shares for t1

using a polynomial of degree 1 and a polynomial of degree 2 for t2, and then
sends the encrypted shares to the SEDB coordinator, which further forwards
([sharei(t1)]kc,si

, [sharei(t2)]kc,si
) to server i as the input of a UDF Compare1.

Each backend database server i executes Compare1 by computing sharei(t1) ∗
sharei(v1) + sharei(t2) and sharei(t1) ∗ sharei(v2) + sharei(t2), encrypts the
results for other two servers, and returns the encrypted results to the SEDB
coordinator. After collecting the results from all three backend database servers,
the SEDB coordinator invokes a UDF Compare2 to reconstruct v1

′ and v
′
2 at

each server using the (3, 3)-threshold secret sharing schemes, for comparison.
To compare a confidential value with a constant const, the SEDB plug-in

firstly computes t1 ∗ const + t2, encrypts it, and sends it to each server, which
compares it with the same transformations of the confidential value.

3.2 Discussions

SEDB supports complex SQL queries that contain a combination of the above
operators. The SEDB plug-in needs to determine the order of operations, and
prepares the parameters for all the operators and sends it in one SQL query
to the SEDB coordinator. The SEDB coordinator parses the received query,
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extracts the parameters for each UDF, and then invokes multiple UDFs at the
backend database servers in order.

SEDB supports aggregation queries. SEDB processes the count() function
similarly as in the original DBMS. To calculate the sum() of data in a particular
column, the SEDB coordinator asks all servers to return the summation of their
shares for all the data in that column, and returns the result to the SEDB plug-
in for recovering the summation of that column. From the results of sum() and
count(), the SEDB plug-in can calculate the average of a particular column.
To process the min(), max(), group by, or order by operations on a column,
the SEDB coordinator invokes UDFs Compare1 and Compare2 to update the
shadow of that column using its order-preserving transformation, and executes
the min(), max(), group by and order by functions on the shadow column.

SEDB supports the join of columns as well. The process of join is similar
to the comparison, that is, we process the join on the shadow columns, which
is the same order-preserving transformations of the selected columns.

Since many SQL operators process NULL differently from the execution on
non-NULL values, SEDB stores the NULL values in plaintext. Finally, SEDB
is limited in supporting certain DBMS mechanisms such as the transactions
and indexing in its current version for the complexity in multi-round processing
between the SEDB coordinator and the backend database servers.

4 Security Analysis

In this section, we analyze the security of SEDB briefly. In SEDB, the sensitive
data is split using Shamir’s threshold secret sharing scheme. The adversaries
and SEDB coordinator can never obtain any plaintext share, as they have no
keys to decrypt the transmitted encrypted shares, thus they can never infer the
sensitive data. Each database server cannot reconstruct the sensitive data from
its local shares, as it owns only one share for each data. Moreover, the servers
are assumed to be honest, they never collude with each other to acquire enough
shares to reconstruct the data. In the following, we show that the database
servers cannot infer the sensitive data from the process of the operations, either.

In SEDB, the servers with no priori knowledge of the data and queries,
cannot infer any sensitive data during the executions. To process addition, each
server summarizes its local shares and gains no information from others. To
process multiplication, each server cooperatively completes the degree reduction.
As analyzed in [5], the generated polynomial is random, and each server owns
only one share of the multiplication. To process division and modulus, each server
obtains the transformations of two confidential values v1 and v2, such as t1 ∗v1+
t1 ∗ t2 ∗ v2 and t1 ∗ v2. As the randomly chosen t1 and t2 are different in different
processes and never reconstructed, each server cannot deduce v1 and v2 from the
transformations. Each server determines the order of two confidential values v1
and v2 by the order-preserving transformation t1 ∗ v1 + t2 and t1 ∗ v2 + t2. As t1
and t2 are chosen randomly and differently each time, and never reconstructed,
the servers cannot infer v1 and v2 or other statical information (e.g., v1 − v2,
v1/v2) from the transformations.
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SEDB prevents the curious servers inferring the sensitive data from priori
knowledge of the data and queries. The server may attempt to gain the sensitive
data from some known values (e.g., the minimum and maximum) or keywords in
some special queries. As all data are split independently, and the statical relation
of the values isn’t preserved in their shares, the server cannot deduce unknown
values from its local database. In the execution of addition and multiplication,
each server only gains its share of the result, no useful information for statical
attacks. To execute v1/v2 and v1 % v2, each server obtains the transformations
v

′
1 = t1 ∗ v1 + t1 ∗ t2 ∗ v2 and v

′
2 = t2 ∗ v2. However, because t1 (or t2) is chosen

independently in different executions, the adversarial server cannot infer t1 (or
t2) from multiple executions; in one execution, the adversarial server cannot
deduce v2, t1 or t2 even if it knows v1, v

′
1 and v

′
2; it can either infer v1, t1 even

if it knows v2, v
′
1 and v

′
2. Therefore, the server cannot gain any unknown value

from the known ones and their transformations in the process of division and
modulus.

For comparison, SEDB can be extended to prevent statistical attacks. In
the current version, with two known values (e.g. the maximal and minimum
values) and their order-preserving transformations, an adversary can deduce the
coefficients of the transformation, and thus infers other unknown confidential
values in the same column from their transformations. To compare v1 and v2,
we extend SEDB as follows: (1) we calculate v

′
1 = t1 ∗ v1 + t2 and v

′
2 = t1 ∗ v2 +

t
′
2, where t2 and t

′
2 are chosen independently and randomly from [1, r]; (2) if

v
′
1 − v

′
2 > (r − 1) or v

′
2 − v

′
1 > (r − 1), the order of v1 and v2 is determined by

v
′
1 and v

′
2, otherwise, the shares of v1 and v2 are returned to the SEDB plug-in

who recovers v1 and v2 for comparison. The value r is specified at the setup of
the database, if r is set as the size of that column, all comparison are processed
at the SEDB plug-in, which leaks no information at the cost of efficiency. In the
extended version, the adversarial server cannot infer any unknown confidential
value even it has some priori knowledge about the sensitive data, and knows the
transformation of the unknown confidential value and t1, as it cannot distinguish
the exact value from r potential inverses of the transformation.

5 Performance Evaluation

We have implemented the prototype of SEDB, which consists of the SEDB plug-
in, SEDB coordinator and backend database servers. The SEDB plug-in and
SEDB coordinator each contain a C++ library and a Lua module. The library in
the SEDB plug-in rewrites the queries from applications, constructs the results
based on the results from the SEDB coordinator, splits and reconstructs the
confidential values, encrypts and decrypts the shares. The library in the SEDB
coordinator splits the query from the SEDB plug-in for each backend database
server, issues the query based on the replies from the servers, and constructs
the result for the SEDB plug-in. To provide transparent database service, we
adopts MySQL proxy [11] which invokes our Lua module to pass queries and
results to and from the C++ library in the SEDB plug-in. MySQL proxy is also
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deployed in the SEDB coordinator which invokes the Lua module to capture
the queries from the SEDB plug-in, and passes them to the C++ library for
further process. Each backend database server uses MySQL 5.1 as DBMS, we
implement 15 UDFs at each server to complete the computation on the shares.
The big prime p is 128 bits, and the X vector is set as {1, 2, 3}. The secret
sharing scheme and AES are implemented using NTL [18].

All experiments ran with three database servers, one trusted client and one
SEDB coordinator in an isolated 100 Mbps Ethernet. The database servers and
SEDB coordinator ran on identical workstations with an Intel i7-3770 (3.4 GHz)
CPU and 4 GB of memory. The application and SEDB plug-in were deployed in
one physical machine with an Intel 2640 M (2.8 GHz) CPU and 4 GB of memory.
The operating systems of all the nodes are Ubuntu 12.04. Each database server
maintains a table test, which sets id as the primary key and has two attributes
attr1 and attr2.

We evaluated the processing overhead for ensuring confidentiality of sensitive
data in SEDB, by comparing each operation’s processing time in SEDB with it in
the original MySQL. We measured the average processing time by issuing a SQL
query with a single operation 100 times, to operate on test with different numbers
of rows (denoted as n). For better comparison, we classify the operations into
two classes according to the number of needed communication rounds between
the SEDB coordinator and each database server. The operations select, insert,
addition and subtraction, need only one round and belong to the first class. The
remaining ones need two rounds and are categorized into the second class.

Table 1 lists the ratio of the processing time in SEDB to that in MySQL for
the operations in the first class. To evaluate the processing time for insert, select
and addition, we use SQL queries “insert into test(attr1,attr2) values (u1,u2)”
(u1 and u2 are random values), “select * from test” and “update test set attr1 =
attr1+attr2” respectively. As illustrated in Table 1, the overhead for operations
in the first class is modest. For insert and addition, the processing overhead is
independent of n, and is at most 3.6× and 2.31× respectively when n ≤ 10000.
The main sources of SEDB’s overhead for insert and addition is the message
transmitting, as the critical communication path is 3 in SEDB and 1 in MySQL.

The processing overhead for select increases slightly as n increases, from
3.35× when n = 1 to 7.33× when n = 10000. The overhead is increasing mainly
because the size of messages for the clients increases quicker in SEDB than in
MySQL, as the SEDB plug-in has to receive three shares instead of the original
data.

Table 2 illustrates the processing overhead for operations in the second class.
We evaluate the processing time for multiplication, division, modulus and com-
parison, using SQL queries “update test set attr1 = attr1 ∗ attr2”, “update test
set attr1 = attr1/attr2”, “update test set attr1 = attr1% attr2” and “update
test set attr1 = attr1 where attr1 > attr2” respectively. As among the existing
solutions, only the ones based on fully homomorphic encryption can execute the
multiplication at the servers, which introduces a overhead of 109× [17], SEDB is
a more practical solution, whose overhead for multiplication is at most 168.41×
when n ≤ 5000. For the operations in the second class, the processing overhead
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Table 1. The average response time for operations in the first class (in ms).

Num of rows 1 2 10 40 100 400 1000 3000 5000 10000

Insert SEDB 5.00 5.01 5.34 5.37 5.06 4.99 5.47 5.70 5.73 5.86

MySQL 1.45 1.65 2.28 1.82 1.34 1.72 1.19 1.24 1.11 1.29

Ratio 3.45 3.04 2.34 2.95 3.78 2.91 4.62 4.60 5.18 4.56

Select SEDB 3.23 3.19 3.72 5.38 8.33 23.11 46.97 129.95 200.17 364.87

MySQL 0.74 0.85 0.91 1.31 1.52 3.47 6.53 14.72 28.33 43.80

Ratio 4.35 3.75 4.07 4.10 5.49 6.66 7.19 8.83 7.07 8.33

Add SEDB 4.65 4.55 4.79 5.11 5.82 8.81 15.56 32.60 51.44 93.79

MySQL 1.47 1.46 1.59 1.54 2.16 3.73 6.08 12.08 18.45 35.47

Ratio 3.17 3.11 3.00 3.31 2.69 2.36 2.56 2.70 2.79 2.64

Table 2. The average response time for operations in the second class (in ms).

Num of rows 1 2 10 40 100 400 1000 3000 5000

Mul SEDB 9.01 10.82 18.14 41.24 87.53 273.35 742.00 1910.84 3185.17

MySQL 1.77 1.73 1.78 1.96 2.43 3.85 5.68 12.47 18.80

Ratio 5.09 6.27 10.17 21.00 36.03 70.92 130.73 153.19 169.41

Div SEDB 9.10 14.36 24.95 75.50 149.92 451.35 1336.40 6918.89 15391.94

MySQL 1.81 1.67 1.45 2.03 2.18 3.60 6.00 12.66 19.00

Ratio 5.02 8.62 17.18 37.28 68.63 125.30 222.88 546.64 809.93

Mod SEDB 10.94 16.05 45.31 135.35 296.01 1283.04 2417.34 6132.38 14270.56

MySQL 1.73 1.80 1.33 1.94 2.00 4.05 6.84 15.00 27.33

Ratio 6.31 8.92 33.94 69.65 147.77 316.71 353.22 408.84 522.18

Compare SEDB 9.73 11.59 21.22 53.72 119.97 304.24 795.89 2545.82 5671.55

MySQL 0.86 0.85 0.92 1.26 1.35 2.25 4.14 10.59 32.68

Ratio 11.34 13.69 23.07 42.75 88.72 135.45 192.14 240.36 173.52

in SEDB increases with n, from a rather small one (10.34× for comparison when
n = 1) to 808.93× for division when n = 5000. It’s mainly because, with the
increase of n: (1) the time for the servers to complete the operations increases
quicker in SEDB than in MySQL, as the servers in SEDB have to invoke UDFs n
times; (2) the sizes of messages transmitted by the SEDB coordinator increase,
the sizes are 9zn, 15zn, 24zn, 12zn for multiplication, division, modulus and
comparison, where z is the size of the share and is 16 bytes in our evaluation.
The overhead can be reduced when the database servers and SEDB coordinator
are deployed in the cloud, where the computing resources and bandwidth are
increased remarkably.

6 Related Works

Hacigumus et al. [8] firstly proposed to provide the database as a service in
2002. They encrypt the database with a symmetric encryption, and then place
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it on the untrusted server. Hacigumus partitions the domain of each column into
several disjoint subsets and assigns each partition with a unique partition id.
When accessing the database service, the trusted client rewrites the query by
replacing the confidential value with the index of the partition that the value
belongs to. Therefore, the results from the server contains false ones which will
require the clients to postprocess it. Moreover, this scheme doesn’t support the
aggregates well, for example, when the client wants to get summation of some
column, it should acquire the entire column firstly, while each database returns
the summation of the shares to the client (SEDB plug-in) directly in SEDB.

CryptDB [13] is a more practical solution. It uses different cryptosystems
to support different types of queries, and maintains up to four columns for one
column in the original database. CryptDB cannot ensure the consistency of the
different shadow columns for one original column which makes the result of some
queries false. For example, when an addition is executed on the column encrypted
using Paillier [12], the data in other columns are stale. In SEDB, there is only
one column that stores the shares which ensures the correctness of the results.
Moreover, CryptDB cannot support SQL queries involving the multiplication or
division as it does not adopt any cryptosystem that can handle multiplications.

MONOMI [17] extends CryptDB to support more SQL queries by splitting
client/server execution of complex queries, which executes as much of the query
as is practical over encrypted data on the server, and executes the remaining
components on trusted clients, who will decrypt the data and process queries
further. SEDB provides the transparent database service and doesn’t require the
modification on the clients. Cipherbase [2] provides secure database outsourcing
services with the trusted hardware on the untrusted server. The trusted hardware
executes arbitrary computation over the encrypted data.

Threshold secret sharing scheme has also been used to provide secure data-
base outsourcing services. Existing works mainly focus on improving the per-
formance for retrieval. Tian [16] builds a privacy preserving index to accelerate
query. Agrawal [1] utilizes hash functions to generate the distribution polynomi-
als to achieve efficient retrieval. AS5 [9] preserves the order of the confidential
values in their shares by choosing the appropriate polynomials, to make query
execution efficient. However, these schemes need to know the distribution of the
data in advance, and doesn’t support the update on the data.

7 Conclusion

In this paper, we propose a secure database oursourcing scheme (SEDB) to
ensure the confidentiality of the outsourced database. SEDB is based on Shamir’s
threshold secret sharing scheme, in which the sensitive data is split into three
shares and stored in three independent, honest-but-curious servers. In SEDB, the
database servers execute functions over the shares without recovering the data.
The execution is leaded by a honest-but-curious SEDB coordinator, which makes
the servers cooperatively execute the operation. SEDB supports the functions
including insert, select, addition, subtraction, multiplication, division, modulus
and comparison, and provides continuous database outsourcing services.
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A Appendix

We describe a sample of the message exchanges in SEDB for each operation in
Fig. 2. In particular, we assume the application operates on the table test, which
sets id as the primary key, and has three attributes attr1, attr2 and attr3. The
table shadowtest is the shadow of test.

Fig. 2. The message exchange in SEDB.

To execute insert, the SEDB plug-in replaces the confidential value v with
its encrypted share vector encshares(v), the SEDB coordinator invokes a UDF
DecShare with the corresponding encrypted share encshares(v)[i] at database
server i, which decrypts the share and stores it in test. For select and addition,
the SEDB plug-in doesn’t modify the SQL queries, while the SEDB coordinator
invokes a UDF EncShare to get the encrypted shares from server i to complete
select, and a UDF NewAdd to make server i execute the addition of the columns.

In the process of multiplication, the SQL query is transmitted to the SEDB
coordinator without modification, who firstly invokes a UDF NewMul1 at each
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server i. Server i sorts the rows in test by id, generates the share vector for the
multiplication of its local shares of values in columns attr1 and attr2 in order,
then returns the encrypted share vectors encshares(attr1∗attr2)[i]. On receiving
the replies from three database server, the SEDB coordinator constructs the
parameter for a UDF NewMul2 as in Sect. 3.1.4, and invokes it to complete the
degree reduction.

To execute division and modulus, the SEDB plug-in firstly chooses t1 and
t2 for each row in test and generates the encrypted share vectors for each t1,
t2 and t1 ∗ t2, then it invokes NewDiv and NewMod at the SEDB coordinator. To
process the NewDiv, the SEDB coordinator firstly invokes a UDF Div1 to get the
encrypted shares of v

′
1 and v

′
2 (encshares(attr1

′
)[i] and encshares(attr2

′
)[i]) of

all rows ordered by id in test from server i; then the SEDB coordinator com-
bines them to generate encshares(attr2

′
) and encshares(attr2

′
), and invokes

Div2 to complete the division at each server. For NewMod, by invoking a UDF
Mod1, the SEDB coordinator gains encshares(attr1

′
)[i] and encshares(attr2

′
)[i]

as in the process of Div1, together with the encrypted share vector (encshare
(attr2 ∗ t2)[i]) of the multiplication of the corresponding local shares of attr2
with the share of t2 from server i, where encshare(attr2 ∗ t2)[i] is also ordered
by id. Then, the SEDB coordinator recombines the encshare(attr2 ∗ t2)[i] as
in Sect. 3.1.4, and invokes a UDF Mod2. To execute Mod2, each database server
firstly complete the degree reduction as in NewMul2 to get its share of attr2 ∗ t2,
then calculates its share of the modulus as described in Sect. 3.1.5.

To compare two columns in test, the SEDB plug-in invokes the NewCompare
with the encrypted share vector of t1 and t2 at the SEDB coordinator. The
coordinator firstly invokes a UDF Compare1 at each server i, to get the encrypted
shares of t

′
1 and t

′
2 of all rows ordered by id in test from server i, then combines

them to update the shadowtest through a UDF Compare2, finally the coordinator
sends a query to make each server complete the comparison on the shadowtest.
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Abstract. In this paper, we investigate how to implement Direct
Anonymous Attestation (DAA) on mobile devices, whose processing and
storage capabilities are limited. We propose a generic framework provid-
ing a secure and efficient DAA functionality based on ARM TrustZone.
Our framework is flexible enough to support multiple DAA schemes, and
is efficient by leveraging the powerful ARM processor in secure mode
to perform computations originally delegated to the Trusted Platform
Module (TPM). Besides, our framework uses an SRAM PUF commonly
available in the On-Chip Memory (OCM) of mobile devices for secure
storage of user signing keys, which achieves a low-cost design. We present
a prototype system that supports four DAA schemes on real TrustZone
hardware, and give evaluations on its code size and performance together
with comparisons of the four schemes with different curve parameters.
The evaluation results indicate that our solution is feasible, efficient, and
well-suited for mobile devices.

Keywords: Direct anonymous attestation · Mobile devices · ARM
TrustZone · Physical unclonable functions · Performance evaluation

1 Introduction

Modern mobile devices provide lots of compelling capacities allowing the realiza-
tion of various applications such as mobile payment and mobile ticketing, which
bring many benefits to users. However, the widespread use of mobile applications
poses a serious threat to user privacy. In particular, authentication is a prerequisite
for proper access control to many services, but it often leads to the identification of
users. This issue can be resolved by anonymous credential systems [15,16], which
allow anonymous yet authenticated and accountable transactions between users
and service providers. In an anonymous credential system, users can authenticate
themselves by proving the possession of credentials without revealing any other
information. However, without additional countermeasures, an adversary could
share a legitimate user’s credential by just copying all necessary authentication
data, such that he can gain unauthorized access to services without being detected.
c© Springer International Publishing Switzerland 2015
L.C.K. Hui et al. (Eds.): ICICS 2014, LNCS 8958, pp. 31–48, 2015.
DOI: 10.1007/978-3-319-21966-0 3
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To some extent, this problem can be effectively solved by Direct Anonymous
Attestation (DAA), which uses hardware security features to protect authenti-
cation secrets. DAA was first proposed by Brickell, Camenisch, and Chen [11]
for remote anonymous authentication of the Trusted Platform Module (TPM),
and it is an anonymous credential system designed specifically to encapsulate
security-critical operations in the TPM. In a DAA scheme, a signer proves pos-
session of his credential to a verifier by providing a DAA signature, and the
TPM is responsible for protecting the secret signing key, such that other enti-
ties even the host the TPM embedded in are prevented from learning it and
hence from producing a valid signature without interaction with the TPM. The
original DAA scheme [11], which we call BCC04, is based on the strong-RSA
assumption, and to achieve better efficiency, researchers have constructed DAA
schemes with elliptic curves and pairings [12–14,17,19,20], which we call ECC-
DAA in this paper. To date, DAA has gained lots of favor with standard bodies
[2,4,18,40,41] and industry, which makes it have better prospects for practical
applications than other anonymous credential systems.

Although DAA is attractive for mobile anonymous authentication, realiz-
ing DAA on mobile devices with reasonable efficiency and cost while preserving
security is a non-trivial task. The major challenge is that DAA requires com-
plex cryptographic computations, making its use on mobile devices which have
limited power and processing capabilities rather difficult. The problem is exacer-
bated by the sheer number of different DAA schemes that have been proposed,
since real-world applications involve plenty of service providers adopting various
DAA schemes, which should all be supported by the user’s device. Furthermore,
demanding computations originally performed by the TPM put high require-
ments on the security of the execution environment of the signer’s device. In
addition, DAA requires secure storage on the device for protection of signing
keys that must not be copied and moved to a different device, while mobile
devices typically do not provide sufficient secure persistent storage.

In this paper, we investigate how to implement DAA on mobile devices with
sufficient security, high efficiency and minimum overhead, and present the Mobile
Direct Anonymous Attestation frameworK (Mdaak), a generic framework that
allows multiple DAA schemes to be integrated into it. Mdaak is carefully crafted
to provide an efficient and low-cost implementation of DAA schemes without
the expense of security. It leverages the Trusted Execution Environment (TEE)
provided by ARM TrustZone which is available on many mobile devices to per-
form security-critical computations, and uses a secret extracted from the on-chip
SRAM PUF (Physical Unclonable Function) as the root of trust for storage of
the device key and user signing keys.

1.1 Our Contributions

The contributions of this paper are summarized as follows:

– We propose a framework that allows implementation of DAA on mobile
devices with a perspective focusing on generality and performance. The frame-
work is flexible enough to support variant DAA schemes and enables elastic
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DAA scheme selections and updates. It leverages the TEE provided by Trust-
Zone to obtain the full power of the processor for security-critical operations,
which leads to a simpler and more efficient DAA implementation and obviates
the need for any additional security hardware, e.g., smart cards or the TPM.

– We propose a cost-effective approach for secure storage of user signing keys.
We extract a secret from the on-chip SRAM PUF, which is commonly available
on current System-on-Chips (SoCs), and securely store user signing keys using
the secret. The physical unclonable property of the SRAM PUF can prevent
copying of user signing keys, and this approach requires no additional secure
non-volatile memory, which decreases the cost of devices.

– We implement a prototype of Mdaak on real TrustZone hardware. The proto-
type realizes four typical ECC-DAA schemes. To the best of our knowledge,
this is the first practical implementation of multiple variants of ECC-DAA on
TrustZone-enabled platforms.

– We perform a thorough performance evaluation on the four ECC-DAA
schemes with different security levels, and the results show that our proto-
type is efficient. Based on the results, we give our suggestions on how to select
DAA schemes and curve parameters for real-world application scenarios.

1.2 Outline

The remainder of this paper is organized as follows. We provide background infor-
mation in Sect. 2. The objectives and thread model of our framework is described
in Sect. 3. We describe the design of our framework in Sect. 4. Our implemen-
tation and evaluation are described in Sects. 5 and 6, respectively. Finally, we
explore related work in Sect. 7 and conclude our work in Sect. 8.

2 Background

In this section, we present the background technologies and concepts used in
this paper.

2.1 ARM TrustZone

TrustZone [7] is a hardware security technology incorporated into ARM proces-
sors, which consists of security extensions to an ARM SoC covering the proces-
sor, memory, and peripherals. TrustZone enables a single physical processor to
execute code in one of two possible operating modes: the normal world and
the secure world, which have independent memory address spaces and different
privileges. TrustZone-aware processors propagate the security state into AMBA
AXI bus to achieve Broad SoC security, which ensures that normal world com-
ponents cannot access secure world resources and constructs a strong perimeter
boundary between the worlds. Security-critical processor core status bits and
System Control Coprocessor registers are either totally inaccessible to the nor-
mal world or access permissions are strictly under the control of the secure world.
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For the purpose of switching worlds, a special monitor mode exists in the secure
world, and the secure monitor acts as a virtual gatekeeper controlling migration
between the worlds. The monitor generally saves the state of the current world
and restores the state of the world at the location to which it switches. It then
restarts processing in the restored world by performing a return-from-exception.
To summarize, a TrustZone processor can be seen as two virtual processors with
different privileges and a strictly controlled communication interface.

2.2 Physical Unclonable Functions and Fuzzy Extractors

Physical Unclonable Functions [35] are functions where the relationship between
input (or challenge) and output (or response) is defined via a physical system,
which has the additional properties of being random and unclonable. The sys-
tem’s unclonability originates from random variations in a device’s manufactur-
ing process, which cannot be controlled even by the manufacturer. A PUF takes
a challenge as its input and generates a unique but noisy response as its output.
The uniqueness property of PUFs can be used to store a secret key [42], but
the noise in responses should be eliminated first. Algorithms known as fuzzy
extractors [24] can solve this issue, which leverage non-secret helper data to
work around the noisy nature of responses. A fuzzy extractor consists of a pair
of procedures: generate (Gen) and reproduce (Rep). The Gen procedure extracts
a key k from the PUF’s response r and generates a helper data H, which is not
sensitive. The Rep procedure reproduces k from a noisy response r′ under the
help of H.

PUFs provide significantly higher physical security by extracting keys from
complex physical systems rather than storing them in non-volatile memory.
Additionally, PUFs are cost-effective, since they are the results of a preexist-
ing manufacturing process and do not require any additions, such as a special
manufacturing process or programming and testing steps. In this paper, we focus
on SRAM PUFs [27], which take an SRAM cell’s address as the challenge and
return its power up value as the response.

3 Objectives and Threat Model

In this section, we formulate objectives of Mdaak and discuss the threat model.

3.1 Objectives

Mdaak is designed to meet the following three objectives:

– Security. The main object of Mdaak is to prevent the adversary from being
able to impersonate a legitimate user. While attacks against the authentication
procedure are prevented by DAA protocol designs, Mdaak must protect user
signing keys from being accessible or forged by the adversary. More specifically,
the framework has to ensure that: (1) the adversary cannot access signing
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keys stored on mobile devices; (2) he cannot exploit or modify the security-
critical code that processes signing keys (the key-processing code). Therefore,
Mdaak should possess secure storage only accessible by the key-processing
code, isolate the key-processing code from other code and preserve its integrity.

– Practicability. Mdaak should be based on widely used hardware compo-
nents and compatible with software environments on mobile platforms. Its
implementation cost must be low and suitable for embedded devices, and the
requirements for additional hardware components should be as little as possi-
ble. The imposed performance of Mdaak must be feasible for mobile devices,
and users should not notice significant delay while they authenticate to service
providers.

– Flexibility. To meet various requirements from service providers and users,
Mdaak should support different DAA schemes and allow configurations and
updates of DAA schemes and curve parameters.

3.2 Threat Model

We assume that there is secure anonymous communication between a mobile
device and other entities, such as issuers, service providers, and other mobile
devices. Mdaak protects the DAA functionality against the following adversary:

– The adversary can perform software attacks. He can compromise the mobile
OS or existing applications and access Mdaak interfaces, which are provided
through specific TrustZone mechanisms.

– The adversary can obtain physical access to user devices. He can reboot the
mobile platform and gain access to data residing on persistent storage. How-
ever, he is not able to tamper with the TrustZone hardware or mount success-
ful side-channel attacks [34].

4 Design

To build an efficient and economical DAA framework that guarantees the security
of signing keys, we propose to implement the DAA functionality in a software-
only way, run the software on the TrustZone-enabled hardware, and adopt the
on-chip SRAM PUF to extract a secret as the root of trust for storage of signing
keys. The framework runs security-critical operations in the TEE provided by
TrustZone, which makes it can leverage the full power of the processor to obtain
great performance. Furthermore, protected by the secret extracted from the
SRAM PUF, signing keys can be stored in the insecure non-volatile memory such
as flash and SD cards, which eliminates the need for secure persistent storage
and makes our design inexpensive. Additionally, as the DAA functionality of the
framework is implemented by software, it is flexible and extensible.

Figure 1 shows the detailed design of the Mdaak architecture and an overview
of how components interact with each other. The framework contains three major
components: a small security-sensitive component DAA Trustlet and a larger
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Fig. 1. Mdaak architecture.

untrusted component DAA Service, which together provide the DAA function-
ality, and a key management component Key Manager. DAA Service runs in the
normal world, while DAA Trustlet and Key Manager run in the secure world and
are isolated via TrustZone from all code running in the normal world.

In the remainder of this section, after a brief introduction to the basic prim-
itives of Mdaak, we describe the components of Mdaak and our secure storage
for signing keys, and then discuss the security of our design.

4.1 Mdaak Primitives

We use KDFk(m) to denote a Key Derivation Function (KDF), which derives
new keys from a string m using a key k.

1. Root of Trust. Mdaak extracts a unique secret s from start-up values of
the on-chip SRAM PUF using a fuzzy extractor. s serves as the root of trust
for storage, since it derives the device key and the storage root key, which
securely stores user signing keys.

2. Device Key (DK). It is a device-specific key pair dk = (dsk, dpk) derived
from s and computed as follows: dk = KDFs(‘identity’), where ‘identity’ is
a value used to differentiate the uses of the KDF. The private part dsk is
available only inside the TEE. The public part dpk should be certified by a
trusted authority. Typically, the device manufacturer will perform the cer-
tification at the time of the device manufacturing process: it signs dpk and
issues the device certificate dcert, which is used for platform authentication
to promise that dpk belongs to a device supporting Mdaak.

3. Storage Root Key (SRK). It is a symmetric key srk derived from s,
i.e., srk = KDFs(‘storage’), where ‘storage’ is also a value used to differen-
tiate the uses of the KDF. The SRK is the root key for secure storage and
used to generate other storage keys.
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4. Storage Key. It is a program-specific symmetric key derived from the SRK
using the program identifier, which is a digest of the program’s code. More
specifically, for DAA Trustlet, its storage key sk is computed as follows:
sk = KDFsrk(H(DAA Trustlet)), where H(DAA Trustlet) is the digest of DAA
Trustlet’s code.

4.2 Mdaak Components

As shown in Fig. 1, Mdaak is split into the normal world and the secure world
of TrustZone: the normal world hosts DAA Service and the mobile OS contain-
ing NW-Driver, while the secure world hosts DAA Trustlet, Key Manager and the
secure OS kernel containing SW-Driver. DAA Service and DAA Trustlet are com-
ponents providing the DAA functionality, and DAA Service invokes DAA Trustlet
through the GP TEE Client API [26], which leverages NW-Driver to communi-
cate with the secure world. Key Manager is a component used for controlling the
usage of keys. Crypto Library in both worlds provide cryptographic algorithms
for other components. The SRAM PUF is used to extract the unique secret s,
which is the seed for deriving the DK and SRK. In the following, we present a
more detailed description.

1. Key Manager. It generates the primitives described in Sect. 4.1 and provides
the seal and unseal functions to protect signing keys for DAA Trustlet. The
technical details of the seal and unseal functions will be described in Sect. 4.3.

2. DAA Service. It is the central component running all DAA protocols and
offering the DAA functionality for mobile applications. This service executes
the computations of DAA protocols on the host side and manages the storage
of DAA public keys, credentials, and sealed signing keys. It consists of the
following four components:
– DAA Software Stack: provides mobile applications with DAA interfaces.

It receives a DAA request from a mobile application and transfers the
request to Host Engine, which processes the request. Then, it returns the
result to the mobile application.

– Host Engine: executes the computations of DAA protocols on the host side.
It includes different engines each of which is responsible for executing one
specific DAA scheme. It invokes Storage Manager to access DAA public
keys and credentials, and sends requests to Command Library for security-
critical computations.

– Storage Manager: controls the storage and access of DAA public keys,
credentials, and sealed signing keys, which are stored in the insecure per-
sistent memory of the mobile device.

– Command Library: provides interfaces that enable Host Engine to inter-
act with DAA Trustlet. It takes a request from Host Engine, invokes DAA
Trustlet through the GP TEE Client API, and returns the result from
DAA Trustlet to Host Engine.

3. DAA Trustlet. It is the core component that operates on user signing
keys. Specifically, it performs computations originally delegated to the TPM,
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i.e., the computations of DAA protocols on the TPM side, and contains the
following two components:
– Command Handler: receives a request from SW-Driver and transfers it to
Trusted Engine, which processes the request. Then, it forwards the result
returned by Trusted Engine to SW-Driver.

– Trusted Engine: executes the computations of DAA protocols on the TPM
side. Similarly to Host Engine, it supports different engines each of which is
responsible for executing one specific DAA scheme. It invokes Key Manager
to seal/unseal signing keys.

4.3 Storage Support

Key Manager is used to protect signing keys of DAA Trustlet from being obtained
by adversaries from the normal world and other trustlets running in the secure
world. We achieve this goal by letting Key Manager: first derive a storage key by
leveraging a fuzzy extractor, which takes as input the SRAM PUF initial data,
and then provide seal and unseal functions, which use the storage key to protect
signing keys. The unclonable property of the SRAM PUF prevents signing keys
from being copied and shared. As the storage key is generated during runtime, it
does not require specific secure non-volatile memory. In this section, we describe
how to extract a unique, persistent, device-specific secret s from the SRAM PUF
initial data and the seal and unseal functions.

Secret Extraction. The secret s is associated with the device by the manu-
facturer when the device is in the production facility. The Gen procedure of the
fuzzy extractor takes as input the on-chip SRAM initial data r and a randomly
selected large value s, and then performs the following steps:

1. Encode s with the BCH error correction code to obtain a code C = BCHEnc(s).
2. Create the helper data H = C ⊕ r.
3. Use s as the seed to derive the device key dk = KDFs(‘identity’), and issue

the device certificate dcert by signing the device public key dpk.
4. Store H and dcert in the device’s insecure non-volatile memory.

After the manufacturer associates the device with the secret s, Key Manager
can re-generate s by running the Rep procedure of the fuzzy extractor. The
Rep procedure proceeds as follows: it takes as input the on-chip SRAM start-up
values r′, which is a noisy variant of the initial SRAM start-up values r, generates
a noisy BCH code C′ = r′ ⊕H using r′ and the helper data H, and transfers code
C′ to the BCH decoder, which eliminates noise and generates the same s that the
manufacturer selects during the Gen procedure. Finally, the DK and SRK are
derived from s by dk = KDFs(‘identity’) and srk = KDFs(‘storage’), respectively.

Key Sealing and Unsealing. The seal function binds data to some trustlet
by encrypting the data with the storage key derived from the identifier of the
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trustlet, while the unseal function yields the data contained in the sealed enve-
lope. In the following, we describe how DAA Trustlet protects signing keys using
the seal and unseal functions.

As described in Sect. 4.1, sk, which is derived from the SRK and the digest
of the DAA Trustlet’s code, is used to seal user signing keys. To seal signing
keys, the seal function generates two symmetric keys ck and ik from sk. ck is a
confidentiality key used for encrypting signing keys, and ik is an integrity key
used for computing an integrity check on the encrypted signing keys to protect
their integrity. Unsealing is the reverse: using the digest of DAA Trustlet to
derive sk from the SRK, computing ck and ik, using ik to check the integrity of
the encrypted signing keys, and finally decrypting signing keys using ck. Since
sk is device-specific and program-specific, signing keys are inherently bound to
DAA Trustlet of the specific device, thereby being kept privy to other trustlets
on the device and prevented from being copied to other devices.

4.4 Security Analysis

In this section, we revisit the security objectives of Mdaak identified in Sect. 3.1
and informally reason how Mdaak achieves those objectives.

Secure storage of user signing keys. We achieve this by sealing signing
keys before storing them in the insecure non-volatile memory. The integrity
and confidentiality of signing keys are protected by an integrity check and an
encryption, respectively. The sealing key is derived from the SRK using the
identifier of DAA Trustlet, and the SRK is extracted from the SRAM PUF initial
data, which is only available in the secure world (as after the initial data of the
SRAM is obtained by the secure world, it is erased). Therefore, signing keys will
never be disclosed to any entity other than DAA Trustlet and cannot be copied
and moved to other devices.

Protection of the key-processing code. The key-processing code con-
tains two components: Key Manager and DAA Trustlet. The integrity of these
components can be verified by the BootROM during the system booting: this is
done by measuring the image of the secure OS kernel and comparing the result
with a hash value signed by the manufacture. It’s common for the BootROM
to provide the verification ability in devices supporting secure boot, such as the
Zynq-7000 SoC [37] and iOS platforms [6]. The runtime protection of the key-
processing code is guaranteed by the memory isolation provided by TrustZone,
which ensures that the key-processing code executing within TEE cannot be
affected by code running in the normal world.

5 Implementation

We prototyped Mdaak on real TrustZone hardware and leveraged existing open
source software.
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5.1 Hardware Testbed

We choose a development board Zynq-7000 AP SoC Evaluation Kit [44]. It is
TrustZone-enabled and equipped with dual ARM Cortex-A9 MPCore, 1GB of
DDR3 Memory, and an On-Chip Memory (OCM) module consisting of 256 KB
of SRAM and 128 KB of ROM (BootROM). Although Zynq-7000 AP SoC has
256 KB of on-chip SRAM, it is initialized by the BootROM once the board is
powered on, preventing us from reading its initial data. We then use an SRAM
chip that is of the type IS61LV6416-10TL [29] to serve as our SRAM PUF.
This SRAM chip is equipped in a board [5] whose core is the ALTERA Cyclone
II EP2C5T144 chip. In our implementation, the SRAM initial data is trans-
ferred to the Zynq development board by an FPGA implementation of Univer-
sal Asynchronous Receiver/Transmitter (UART) in Verilog hardware description
language. A UART receiver in the Zynq board receives the SRAM data via a
General Purpose I/O pin and stores the data in a RAM cache. Then the CPU
can fetch the SRAM data in the RAM cache via the AXI bus.

5.2 Software Implementation

There are two types of ECC-DAA variants: LRSW-DAA whose security is based
on the LRSW assumption [31] and SDH-DAA whose security is based on the
q-SDH assumption [10]. We implemented four typical ECC-DAA schemes,
including two LRSW-DAA schemes (BCL08 [12], CPS10 [19]) and two SDH-
DAA schemes (CF08 [20], BL10 [14]). To achieve maximum efficiency, the pro-
totype code is developed in the C language. Communication between the secure
and normal worlds is through the GP TEE Client API. Furthermore, we use
the Pairing-Based Cryptography (PBC) library [30] as Crypto Library of the two
worlds for elliptic curve arithmetic and pairing computation.

Secure World. The secure world runs the Open Virtualization SierraTEE,
which provides a basic secure OS in the secure world of TrustZone and is com-
pliant with the GP’s TEE Specifications [25].

For Key Manager, the fuzzy extractor is based on an open source BCH code
[32], which can build BCH codes with different parameters. We customize a
[1020,43,439]-BCH code based on [32] and optimize the source code to make
it require less than 40KB memory. The [1020,43,439]-BCH code can decode a
noisy 1020 bits message whose errors are less than �493/2� = 219 bits, and
obtain 43 “error-free” bits. As the secret s is of length 256 bits, we require at
least �256/43� ∗ 1020 = 6120 bits SRAM initial data and need to run the BCH
code �256/43� = 6 times. In addition, we implement the KDF of asymmetric
keys using the RSAREF library [36], and use the KDF from SP800-108 [33] for
the generation of symmetric keys. We use AES and HMAC-SHA1 to implement
the seal and unseal functions, and use SHA1 to compute the identifier of DAA
Trustlet.

To build DAA Trustlet, we leverage an open-source project TPM Emula-
tor [39]. The project provides the implementation of a software-based TPM
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emulator, which contains the DAA functionality of BCC04 [11] but does not
provide any ECC-DAA functionality. To implement DAA Trustlet with a small
size of code, we remove unnecessary command processing code from the emulator
and only keep the necessary code, such as command handling and parsing code
and DAA command processing code. We then develop four ECC-DAA trusted
engines, which provide the cryptographic operations for the four ECC-DAA
schemes on the TPM side. Finally, we change the DAA command processing
code in the emulator to interact with the new ECC-DAA engines.

Normal World. In the normal world, we run a Linux OS with kernel version
3.8. NW-Driver and the GP TEE Client API are provided by the SierraTEE
project. We now briefly describe the realization of two components: DAA Service
and an application DAA Tester, which is used to evaluate DAA Service.

We leverage the libtpm library [28] to implement DAA Service, which pro-
vides a low level API to TPM command ordinals. We add DAA function code to
libtpm and borrow the TPM utility function code (tpmutil) of libtpm to inter-
face to DAA Trustlet. Specifically, we (1) develop four ECC-DAA host engines
performing the computations of the four ECC-DAA schemes on the host side,
(2) add command processing code to interact with the engines, (3) change the
I/O interface to invoke the GP TEE Client API to interact with DAA Trust-
let, and (4) add Storage Manager to control the storage of DAA public keys,
credentials, and sealed signing keys.

To allow an evaluation that does not take the network latency and through-
put into account, we implemented an application DAA Tester in the normal
world, which serves the issuer functionality as well as the verifier functionality.
In particularly, DAA Tester can

1. run as an issuer: generate its secret key and DAA public key, and invoke DAA
Service to execute the Join protocol.

2. run as a verifier: generate a basename, a message, and a nonce, invoke DAA
Service to generate a DAA signature, and verify the signature received from
DAA Service.

6 Evaluation

In this section, we first give a description of the elliptic curve choices in our
evaluation. Afterwards, we present the code size of the prototype and perform
a performance evaluation. Finally, we give our suggestions on the selection of
DAA schemes and curve parameters on TrustZone-enabled platforms.

6.1 Curve Parameters

The selection of elliptic curve parameters impacts both the credential and sig-
nature sizes and the computational efficiency. For the evaluation, we use eight
different elliptic curves offering varied levels of security. Table 1 presents the
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Table 1. Description of the elliptic curve parameters used in our evaluation

Curve k R(G1) (bits) R(GT ) (bits) S (bits)

SS512 2 512 1024 80

SS768 2 768 1536 96

MNT160 6 160 960 80

MNT224 6 224 1344 96

BN160 12 160 1920 80

BN192 12 192 2304 96

BN224 12 224 2688 112

BN256 12 256 3072 128

curve choices along with relevant details. Let k denote the embedding degree,
R(Gi) (i = 1, T ) denote the approximate number of bits to optimally represent
an element of the group Gi, and S denote an estimate of the security level,
which is the number of operation required to break a cryptographic algorithm.
For symmetric pairings, we choose two supersingular (SS) curves over a prime
finite field with k = 2 according to [1]. For asymmetric pairings, based on [3],
we consider two MNT curves with k = 6 and four BN curves with k = 12.

6.2 Code Size

We use the metric of lines of code (LOC) to measure the code size of our imple-
mentation, and the result is shown in Table 2. For DAA Trustlet, DAA Service,
and DAA Tester, column Main refers to the main function’s code size, the fol-
lowing four columns respectively denote the code size of a specific engine, and
column Total refers to the whole code size of the component. For other com-
ponents, we only measure their total code size and label ‘-’ in other columns.
In addition, row Secure World and Normal World show the overall code size
for the secure and normal worlds, respectively. The total size of our prototype
is about 71.6 KLOC: the secure world components comprise 35.9 KLOC, and
the normal world components comprise 35.7 KLOC. Generally, the code size of
our implementation is small enough to be run on mobile devices. Note that in
both worlds, more than 83 % of the overall size is consumed by PBC library. As
we have made no effort to strip unused content from PBC library, significant
reductions in code size are readily attainable.

6.3 Performance

This section presents a performance evaluation of Mdaak. We evaluate Mdaak
through a series of experiments on the four DAA schemes with different curve
parameters listed in Sect. 6.1. In total, we conduct 20 experiments: two for BCL08
(using SS512 and SS768 respectively), six for each of the rest three schemes
CPS10, CF08, and BL10 (using MNT160, BN160, MNT224, BN192, BN224,
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Table 2. Code size of our implementation (in LOC)

Component Main BCL08 CPS10 CF08 BL10 Total

PBC library - - - - - 29.9K

Key Manager - - - - - 3.9K

DAA Trustlet 887 344 269 301 272 2.1K

Secure World - - - - - 35.9K

PBC library - - - - - 29.9K

DAA Service 971 489 347 400 408 2.6K

DAA Tester 45 783 787 811 751 3.2K

Normal World - - - - - 35.7K

and BN256 respectively). The security levels of the DAA schemes in our exper-
iments range from 80 bits to 128 bits. For each security level, we measure the
performance of the individual scheme using the specified curve and compare the
results with each other. The obtained performance results for each security level
of the DAA schemes are analyzed in the following.

80-bit security level. Figure 2 plots the evaluation results of seven exper-
iments for 80-bit security level, showing the execution time of all entities. For
the Sign process, we measure the performance results of each world. The SW
Signing refers to the execution time in the secure world, while the NW Signing
denotes the execution time in the normal world. The Verification refers to the
performance of the Verify process, which is represented by the vertical axis on
the right. The results show that for the Sign process, the CPS10 scheme using
MNT160 outperforms others and takes 60.7 ms, while for the Verify process, the
BL10 scheme using MNT160 is most efficient and costs 142.2 ms.

96-bit security level. Figure 3 shows the performance results of seven
experiments for 96-bit security level. It clearly demonstrates the performance
advantages of CPS10 using BN192 in Sign and BL10 using MNT224 in Verify, and
they take on average 104.7 ms and 254.3 ms, respectively. For CPS10, the signing
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Fig. 2. Execution time of DAA schemes with 80-bit security level (in ms).
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Fig. 3. Execution time of DAA schemes with 96-bit security level (in ms).

performance using MNT224 is only slightly slower than the signing performance
using BN192. However, it requires about 445.4 ms to complete a verification
using MNT224 but about 2322.7 ms using BN192. Therefore, for this scheme,
using MNT224 at 96-bit security level is more competitive than using BN192.

Higher security level. Figure 4 presents a detailed overview of execution
times of experiments with two higher security level: (1) 112-bit and (2) 128-bit.
From the figure, it is apparent that the signing performance of CPS10 is always
much higher than CF08 and BL10. For 112-bit and 128-bit security level, its
signing time is about 105.5 ms and 133.9 ms, respectively. Moreover, the verifi-
cation efficiency of BL10 exceeds the other two schemes for both security levels.
With 112-bit security level it requires 360.1 ms for a verification, and with 128-bit
security level it requires 450.8 ms for a verification.

As can be concluded from the results presented in Figs. 2, 3, and 4, execu-
tion time varies with the DAA scheme and the curve parameter. Depending on
the scheme and curve, signing lasts about 60.7 ms−1377.9 ms, and verification is
done within 142.2 ms−2835.5 ms. Six of the 20 experiments require more than 2 s
to verify a signature, which may seem like a long time for realistic use, while note
that verification is a less critical factor regarding mobile device performance, as

Fig. 4. Execution time of DAA schemes with 112-bit and 128-bit security level (in ms).
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it is generally performed on powerful server machines. Overall, the results of our
practical evaluation show that the implementation of our framework provides
promising performance, and all the four DAA schemes are competitive in terms
of performance, even for the Verify process. It is obvious that DAA can be imple-
mented efficiently enough on mobile devices, and our framework is feasible and
well suitable for mobile environment.

6.4 Suggestions

Through above measurement results, we find that the choice of DAA schemes
and curve parameters has a big effect on the performance. As efficiency is an
important factor when deploying DAA in practice, we give our suggestions on the
selection of DAA schemes and elliptic curves for different application scenarios
in the following.

– For the most common application scenarios, where users authenticate them-
selves to a powerful server through low-power computing devices, the signing
efficiency of DAA schemes is crucial, as users will hardly accept a long waiting
time. Then CPS10 will be the best choice.

– In some applications, authentication servers may have low performance or there
may be a large number of verification requests to an authentication server. Then
verification becomes a performance bottleneck. BL10 is well suitable for this
type of applications, as it achieves high performance on verification.

– For applications with low security requirements, where security level less than
96-bit is enough, MNT curve is more practical, as it is more efficient than BN
curve at low security levels up to 96-bit.

– BN curve is recommended for high-security applications. When security level
at least 112-bit is needed, above two recommended schemes show better per-
formance using BN curve than using MNT curve.

7 Related Work

There are various publications [8,9,22,38] discussing how to employ DAA on
mobile devices based on smart cards. Bichsel et al. [9] implemented a variant of
BCC04 [11] using a standard JavaCard, which executes the entire computations,
even the host computations in a smart card. As a result, computing a signature
takes about 7.4 s for a 1280-bit modulus, and up to 16.5 s for a 1984-bit modulus.
To increase efficiency, in [38], the computation of a signature is divided between
a smart card and a host, and the on-card execution time for a signature using a
1024-bit modulus is about 4.2 s. However, this approach requires partial trust on
the host. Balasch [8] implemented BCC04 [11] on an AVR micro controller, and
the signing time of his approach is about 133.5 s on an 8 bit micro-controller for
a 1024-bit modulus. Dietrich [22] proposes to implement BCC04 [11] using an
on-board smart card. This approach takes about 4.8 s for computing a signature
using a 2048-bit modulus on card, and it is still a heavy load for an authentication
process.
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Some following publications propose to implement DAA on mobile devices
without using additional hardware. Dietrich [21] presents an implementation of
BCC04 [11] in Java on off-the-shelf mobile phones. The protection of his app-
roach can only be guaranteed by the security properties of the Java virtual
machine and the mobile operating system. To improve security, in [23], Diet-
rich et al. implemented above approach on a TrustZone-based device, and the
protection is achieved by the TrustZone processor extensions. However, these
approaches both realize the RSA-based DAA scheme which is less efficient, and
their implementations use Java which in general is much slower then C. Hence,
Wachsmann et al. [43] propose a design of anonymous authentication for mobile
devices by modifying an ECC-DAA scheme [19] and present their prototype,
which is implemented in C and based on TrustZone. Their scheme “requires a
hardware-protected environment that ensures confidentiality of the secret key”,
but they did not specify how to achieve it in the paper.

8 Conclusion

In this paper, we propose Mdaak, a generic framework that enables cost-effective
deployment of DAA on mobile devices, while ensures the security of user sign-
ing keys and the efficiency of authentication by using ARM TrustZone. The
framework is flexible enough to support various DAA schemes and achieves high
performance by performing security-critical computations on the powerful ARM
processor in secure mode. Furthermore, our framework leverages an SRAM PUF
available in OCM of mobile devices as the root of trust for secure storage to pre-
vent copying and sharing of signing keys. We present a full implementation of
Mdaak on real TrustZone hardware and give detailed performance measurements
of four typical ECC-DAA schemes using different curve parameters. The experi-
ments provide strong evidence that our framework is highly efficient for practical
deployment of DAA on the current generation of mobile hardware. In conclu-
sion, we are confident that our solution is a practical approach to realize DAA
in mobile environment.
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Abstract. In recent years, memory disclosure attacks, such as cold boot
attack and DMA attack, have posed huge threats to cryptographic appli-
cations in real world. In this paper, we present a CPU-bounded mem-
ory disclosure attacks resistant yet efficient software implementation of
elliptic curves cryptography on general purpose processors. Our imple-
mentation performs scalar multiplication using CPU registers only in
kernel level atomatically to prevent the secret key and intermediate data
from leaking into memory. Debug registers are used to hold the private
key, and kernel is patched to restrict access to debug registers. We take
full advantage of the AVX and CLMUL instruction sets to speed up the
implementation. When evaluating the proposed implementation on an
Intel i7-2600 processor (at a frequency of 3.4 GHz), a full scalar multipli-
cation over binary fields for key length of 163 bits only requires 129 μs,
which outperforms the unprotected implementation in the well known
OpenSSL library by a factor of 78.0 %. Furthermore, our work is also
flexible for typical Linux applications. To the best of our knowledge,
this is the first practical ECC implementation which is resistant against
memory disclosure attacks so far.

Keywords: Elliptic curve cryptography · Efficient implementation ·
Memory disclosure attack · Cold boot attack · AVX · CLMUL

1 Introduction

Main memory has long been commonly used to store private keys at runtime for
various cryptosystems because of the assumption that memory space isolation
mechanism of operating system and volatility of dynamic RAM (DRAM) prevent
access from adversaries both logically and physically. However, the presence of
cold boot attack [5] shows acquiring memory contents is much easier than most
people thought. Cold boot attack leverages the data remanence property which
is a fundamental physical property of DRAM chips, because of which DRAM
c© Springer International Publishing Switzerland 2015
L.C.K. Hui et al. (Eds.): ICICS 2014, LNCS 8958, pp. 49–60, 2015.
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contents take a significant time to fade away gradually. This property exists in
all DRAM chips and it determines how DRAM chips works: holding memory
contents by refreshing the state of each memory unit periodly. The problem is
that the time before memory contents fading away after the moment at which
memory chips lost power can be significant extended at a low temperature, and
memory contents stop fading away and become readable again once memory
chips power on, so memory contents may survive across boots. As a result, for
a running target machine physically accessible to adversaries, adversaries are
able to transplant the memory chips from the machine to a well prepared attack
machine after cooling down the memory chips, and cold boot the attack machine
with a customized boot loader to bypass all defence mechanisms of the target
machine and dump the memory contents to some persistent storage to get a
snapshot of the memory contents.

Cold boot attack is not the only attack can be used to acquire the mem-
ory contents. DMA attack is another powerful attack which uses direct memory
access through ports like Firewire, IEEE1394 to access physical memory space
of the target machine. And the recently exposed vulnerable of OpenSSL called
“HeartBleed”1 which leaks memory contents onto network can also be used for
memory acquisition. These attacks are called memory disclosure attacks in
general, since they disclose contents in memory partially or entirely to adver-
saries while adversaries are unable to actively change the contents in the memory.
Not only PCs and laptops, smart phones have also been demonstrated to be vul-
nerable to these attacks [11]. These attacks pose huge and prevalent threats to
the implementation of both public-key and symmetric-key cryptosystems which
hold secret keys in memory at runtime, and adversaries are able to reconstruct
the key efficiently when only a part of the key or key schedule is acquired
[5,7]. Compared to symmetric-key cryptosystems, these attacks may cause more
damage on public-key cryptosystems, since revoking a compromised private key
is very expensive, sometimes even impossible: private keys often have a long life
cycle such as several years, leakage of high sensitive private keys leads to serious
consequences.

Memory disclosure attacks have become a research hotspot since the presence
of cold boot attack [5]. Akavia et al. proposed a new security model to formally
describe memory disclosure attacks [1], in which the total amount of key leakage
is bounded while “only computation leaks information” in traditional model of
side channel attacks. Based on this model, several schemes have been proposed
to resist memory disclosure attacks theoretically [1,2,15]. These solutions are
not practical and cannot be used to protect existing cryptographic primitives,
such as AES, RSA, etc.

Several solutions based on CPU-bounded encryption have been proposed to
protect existing cryptographic primitives. The underlying idea of which is to avoid
DRAM usage completely by storing the secret key and sensitive inner state in CPU
registers, since there has been no known attacks can be used to acquire contents
of CPU registers. AESSE [13] from Müller et al. implemented an AES cryptosys-
tem using X86 SSE registers as the key storage. The performance of AESSE is

1 http://heartbleed.com.

http://heartbleed.com
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about 6 times slower than a standard implementation. As a successor of AESSE,
TRESOR [14] utilizes the new X86 AES-NI instructions for AES encryption to
provide a better performance and a better compatibility with Linux distributions.
Loop-Amnesia [16] stores a master key inside Machine Specific Registers (MSRs),
and supports multiple AES keys securely inside RAM by scrambling them with
the master key. TreVisor [12] builds TRESOR into the hypervisor layer to yield
an OS-independent disk encryption solution.

On the other hand, resisting memory disclosure attacks for public key cryp-
tosystem is more challenging. Garmany et al. [4] have proposed a memory disclo-
sure attacks resistant RSA implementation based on CPU-bounded encryption.
They achieved 21 ms per operation for modular exponentiation, which is about
ten times slower than off-the-shelf cryptographic libraries. And the TLS server
based on their implementation achieved a significant higher latency under high
load in the benchmark.

An important reason for the unsatisfied performance in PRIME is the
extreme large key size of RSA for CPU registers. On the other hand, elliptic
curve cryptography (ECC) [8,10] provides the same level of security as RSA
with a much smaller key size, and thus, requires less memory storage. In this
case, efficient implementation of ECC which resists against memory disclosure
attacks is still a challenging work. Our work presented in this paper is going to
make up for the gap.

1.1 Contributions

In this paper, we propose an efficient elliptic curve cryptography (ECC) imple-
mentation that also resists memory disclosure attacks by keeping the private
key and sensitive intermediate state out of the memory. In detail, our major
contributions are listed as follows:

– We proposed an efficient and memory disclosure attack resistant CPU-bounded
elliptic curve cryptography cryptosystem using new features on modern X86-64
CPUs. The cryptosystem keeps the private key and sensitive intermediate data
within CPU registers after the private key is loaded so that attackers have no
chance to retrieve the key or key schedule from the memory.

– The cryptosystem makes full use of AVX and CLMUL instruction sets of X86-
64 CPU architecture to speed up the computation. The performance evalua-
tion of our solution on an Intel i7-2600 processor found our implementation
achieves a performance of 129 µs for a scalar multiplication operation over
binary fields for key length of 163 bits. This result outperforms the unpro-
tected fashion of OpenSSL by a factor of 78.0 %.

– To the best of our knowledge, this work provides the first memory disclosure
attacks resistant ECC implementation, and the first public-key cryptographic
implementation that resists these attacks, and provides a better performance
than off-the-shelf cryptographic libraries at the same time.

The rest of this paper is organized as follows. A brief introduction of elliptic
curve cryptography is given in Sect. 2 together with architecture we focus on.
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Next we describe how we design and implement the solution in Sect. 3. Then the
evaluation on security and performance is given in Sect. 4. Finally, we conclude
this paper in Sect. 5.

2 Preliminaries

In this section, we first recap the basic knowledge of elliptic curve cryptography
and then give a brief description of the CPU architecture and key instruction
sets we used for our implementation.

2.1 Elliptic Curve Cryptography

Elliptic curve cryptography (ECC) can be considered as an approach of public-
key cryptography based on the algebraic structure of elliptic curves over finite
fields [8,10]. An elliptic curve over a field K is defined by Eq. 1.

E : y2 + a1xy + a3y = x3 + a2x
2 + a4x + a6 (1)

The equation can be simplified for the characteristic of K is 2, 3, or greater than
3, respectively. The points satisfying the equation and a distinguished point at
infinity which is the identity element forms a set, together with group operations
of the elliptic group theory form an Abelian group. The group is used in the
construction of elliptic curve cryptographic system.

There are two basic group operations in ECC: a point addition adds two dif-
ferent points together and a point doubling operation doubles a single point.
Point addition and point doubling are computed according to a chord-and-
tangent rule. Scalar multiplication computes k · P where k is a scalar and P
is a point on an elliptic curve, that is adding P together k times. A scalar mul-
tiplication is computed as a serious of point additions and point doublings. Like
the integer exponentiation in RSA cryptosystem, scalar multiplication is the
basic cryptographic operation of various ECC schemes.

Domain parameters define the field and the curve of an ECC system, includ-
ing the field order f , the curve constants a and b, the base point(subgroup
generator) G, the order of the base point n and the cofactor h. The generation
of domain parameters is time consuming, therefore several standard bodies pub-
lished domain parameters for several common field sizes, which are commonly
known as “standard curves” or “named curves”. Domain parameters must be
agreed on by all parties before use.

Each party must also generate a public-private key pair before use. The
private key d is a randomly selected scalar. The public key Q is computed as
Q = d ·G, where G is the base point. The security of an ECC cryptosystem relies
on the assumption that finding the discrete logarithm of a random elliptic curve
point with respect to a public known base point is infeasible.

Elliptic Curve Diffie-Hellman(ECDH) is an anonymous key agreement proto-
col that allows two parties to establish a shared secret over an insecure channel.
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It is a variant of the Diffie-Hellman protocol using elliptic curve cryptography.
Denote two parties A and B, the key pairs of them are (dA, QA) and (dB , QB),
then they can compute dAQB and dBQA respectively to get a shared secret, as
(xk, yk) = dAQB = dAdBG = dBQA where xk is the shared secret. A symmetric
key can be derived from the shared secret to encrypt subsequent communica-
tions. The key exchange protocol is one of the most important applications for
public key cryptography.

2.2 The X86-64 CPU Architecture

x86-64 is the 64-bit version of x86 instruction set. It supports larger memory
address space and register files. X86-64 is supported by mainstream operating
systems and widely used in modern desktop and laptop computers. Besides the
base instruction set, we mainly use its two extensions: CLMUL and AVX.

Carry-Less Multiplication. The Carry-Less Multiplication(CLMUL)2

instruction set is an X86 extension that can be used to compute a polynomial
multiplication, which is the product of two operands without the generation or
propagation of carry values. Carry-less multiplication is an essential process-
ing component of several cryptographic systems and standards, including of the
Galois Counter Mode(GCM) and elliptic curve cryptography over binary fields.
Software implementations of carry-less multiplication are often inefficient and
suffer from potential side channel attacks, while CLMUL instruction set pro-
vides an convenient and efficient way to calculate carry-less multiplications.

Advanced Vector Extensions. The Advanced Vector Extensions (AVX/
AVX2/AVX–512)3 are X86 SIMD extensions proposed by Intel. AVX and AVX2
are supported by recent processors, while AVX–512 will be supported in 2015.
AVX/AVX2 doubles the amount of SIMD registers from 8 to 16, which are
named as YMM0–YMM15 respectively, and extends the width of each register
from 128 bits to 256 bits. AVX–512 doubles the amount and width of SIM reg-
isters again to 32 and 512 bits resprectively. AVX introduces a non-destructive
three-operand SIMD instruction format. Mixed usage of AVX and legacy SSE
instructions should be avoided to prevent AVX-SSE transition penalties. For any
legacy SSE instruction, there is an equivalent VEX encoded instruction which
should be used instead to avoid the penalty.

3 System Design and Implementation

3.1 System Overview

We hold the private key and intermediate data in CPU registers to avoid the
leakage of secret data. We implement the ECC scalar multiplication using assem-
bly language to control the usage of registers precisely to ensure no secret data
2 http://en.wikipedia.org/wiki/CLMUL instruction set.
3 http://en.wikipedia.org/wiki/Advanced Vector Extensions.

http://en.wikipedia.org/wiki/CLMUL_instruction_set
http://en.wikipedia.org/wiki/Advanced_Vector_Extensions
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Fig. 1. The architecture of the proposed ECC cryptosystem.

leaks into memory explicitly. To avoid the implicit leakage of secret data by
context switch mechanism, we deploy the ECC implementation in kernel level in
a loadable kernel module(LKM) and make the computation atomically by dis-
abling the interruption and kernel preemption during the computation. Netlink
based interfaces are provided for user level applications. We also implement an
OpenSSL engine to provide an interface based on our implementation for ECDH
operations to demonstrate the possibility of integrating our implementation with
existed applications. A private key is imported into the cryptosystem before use.
The imported key is stored in debug registers and loaded into YMM registers
before each scalar multiplication. The kernel of the operating system is patched
to restrict access to debug registers. The architecture of the system is shown
in Fig. 1.

3.2 Implementation of Secure Scalar Multiplication in ECC

Field Operations. For domain parameters “sect163k1”, there are two sizes of
polynomial involved in field operations: 163-bit and 325-bit. The former is the
size of polynomials over the field F2163 , while the latter is the size of the product
of two polynomial and will be further reduced to 163 bits. As we implement
field operations mainly with AVX instructions and YMM registers, we use one
YMM register for a 163-bit polynomial and two YMM registers for a 325-bit
polynomial.

Operations over binary field are carry-less operations, which means the oper-
ation is performed without the generation or propagation of any carry values.
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In this case, for any polynomial a and b over the binary field, the following
equation holds:

a + b = a − b = a ⊕ b

Namely that an addition and a subtraction over binary field can be simply
calculated by XORing two operands.

The presence of CLMUL instruction set makes it much easier to imple-
ment carry-less multiplication efficiently and securely. Denote the 163-bit input
operands A and B by [A2 : A1 : A0] and [B2 : B1 : B0], where Ai, Bj , 0 ≤ i, j ≤ 2
is a 64-bit quad-word. The carry-less multiplication between Ai and Bj can be
simply calculated with a VPCLMULQDQ instruction:

Cij = Ai · Bj = VPCLMULQDQ(Ai, Bj), 0 ≤ i, j ≤ 2

Then the product C of A and B can be calculated as:

C = A · B = [C22 : C21 ⊕ C12 : C20 ⊕ C11 ⊕ C02 : C10 ⊕ C01 : C00]

Therefore we can implement a carry-less multiplication of two 163-bit operands
with only 9 PCLMULQDQ instructions for partial products, 4 bitwise XOR
instructions to combine partial products together, and several register manip-
ulation instructions to put the partial products into right place in the result.
A squaring operation can be implemented similarly as multiplicate the operand
with itself.

The result of a multiplication or a squaring is a 325-bit polynomial, therefore
it has to be reduced to 163 bits before further use. We use the NIST fast reduction
algorithm and modulo f(z) = z163 + z7 + z6 + z3 + z1 defined in FIPS 186-2 [3]
for reduction.

The inversion operation is to find a polynomial g = a−1modf over F2m for
the polynomial a satisfying ag ≡ 1(modf). The inverse can be efficiently calcu-
lated by the extended Euclidean algorithm for polynomials. In our solution, we
use the “modified almost inverse algorithm for inversion in F2m” algorithm [6]
to calculate the inversion of a polynomial in F2163 . An inversion operation takes
much longer time than other basic field operations, therefore the group oper-
ation algorithm must be carefully selected to reduce the number of inversion
operations.

Group Operations. We employ Montgomery ladder for elliptic curves over
binary fields to compute a scalar multiplication [9]. One advantage of this algo-
rithm is that it does not have any extra storage requirements, which is suitable
for our CPU-bounded ECC cryptosystem since the storage space we can use is
limited. It is also efficient enough and has been used in mainstream cryptographic
libraries, such as OpenSSL. We use the projective version of the algorithm in
order to reduce field inversions, as described by López and Dahab [9].

In this algorithm, each iteration j between line 4–13 performs an addition
(line 7 and 10) and a doubling (line 8 and 11) to compute the x-coordinates
only of Tj = [lp, (l + 1)p], where l is the integer represented by the jth left
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most bit of k. After the final iteration, x-coordinates of kP and (k + 1)P have
been computed, and line 14 and 15 are used to compute the affine coordinates
of kP . Using temporary variables for intermediate result, one addition requires
4 field multiplications and one squaring, and one doubling requires 2 field mul-
tiplications and 4 squarings. The number of temporary variables used by an
addition and a doubling is 2 and 1 respectively. The operation used to convert
kP and (k + 1)P back to affine coordinates requires 3 temporary variables, 10
field multiplications, 1 field squaring and 1 field inversion.

We allocate the YMM registers as follows. One YMM register for storing a
dimension of a point on elliptic curve over F2163 , and thus, two YMM registers
are sufficient for a point represented in affine coordinates. Following the equa-
tions listed above, we implement addition and doubling with field operation in
MACROs. Consequently, a doubling operation requires five YMM registers and
an addition requires eight YMM registers, as well as the scalar multiplication
algorithm (i.e. doubling-and-addition) requires 12 YMM registers. At the end,
the ECC private key is a polynomial over the field and can be stored into one
YMM register.

3.3 Deployment of ECC Cryptosystem in the Operating System

The implementation of ECC scalar multiplication should be carefully deployed
in the operating system to make it be secure and accessible to user space appli-
cations. As described above, we implement the ECC cryptosystem as a loadable
kernel module(LKM) to make it run atomically and patched the kernel to protect
the private key. We demonstrate the modification and deployment successfully
on Ubuntu 14.04, the kernel version is 3.13.0-34.

Atomicity. The private key and sensitive intermediate data is kept in YMM
registers during cryptographic computations, so we have to make the compu-
tation atomic to prevent sensitive intermediate data being swapped into the
memory. This can be achieved by disabling the interruption and the kernel pre-
emption by preempt disable(), local irq save() and local irq disable(),
before the computation, and enable the interruption and the kernel preemption
again after the computation by local irq enable(), local irq restore() and
preempt enable() to make the system run normally.

User Space Interface. We provide two interfaces based on netlink mechanism,
which is widely used for communications between kernel and user space processes
of the same host:

private key import Import the private key into the debug registers. The input
is the plain text of the private key, which is a 163-bit big number.

private key operation Calculate the product of the point multiplication
between the private key and a given point. The input is a point which is
represented by two big numbers.
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Each interface is implemented as a request-response round trip, namely the user
space process send the request consisting of the function name and input values
into the kernel then block until a response is received.

Private Key Protection. Access to debug registers should be prevented from
either user space or kernel space other than the code of our system to pre-
vent key damage and loss of secret data. Debug registers can only be accessed
with ring 0 privilege directly. Access to debug registers in user space and
kernel space are finally delegated to kernel functions ptrace set debugreg,
ptrace get debugreg, native set debugreg and native get debugreg. We
modified these functions to discard any change to debug registers and inform
the caller there is no debug registers available. We searched the source of the
kernel we are using thoroughly and found no other accesses to debug registers
besides in these functions, which means only our module has access to debug
registers in our patched system in both user space and kernel space.

Debug registers are per-core registers, therefore we have to copy the key
into debug registers on all CPUs to prevent logical errors. We implement this
procedure with the help of the kernel function smp call function which runs
a certain function on all other CPUs.

4 Evaluation and Discussion

4.1 Security Verification

We assume the procedure of loading the key from a secure storage to the registers
is safe and the memory trace of the key is erased immediately. This assumption
is reasonable, because this procedure is transient and the user of the system
has to physically access the computer to load the key, which also prevent the
physical access from attackers. Therefore our system focus on the life cycle since
the private key has been loaded into the registers.

We implement ECC in a way that no private key or sensitive intermediate
data leaks into memory once the private key has been loaded into debug registers.
Considering about the threats posed by memory disclosure attacks, our approach
resists these attacks since adversaries cannot get the private key or any private
key related data which can be used for key recovery with these attacks from our
cryptosystem. In this section, we analyze and evaluate the approach to verify its
security under the threats of these attacks.

Since we have already patched kernel functions which are used to access
debug registers, and Müller et al. have verified debug registers are reset to zero
after both cold and warm reboot, there is no way for the key to be moved into
memory from debug registers or be accessed with cold boot attack.

For intermediate data and the private key in YMM registers, they will not
appear in memory unless we write them to memory explicitly or be swapped
into memory due to interruptions during the execution. We reviewed our code
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Table 1. Performance comparison of scalar multiplication between OpenSSL and this
work. �: unprotected version. †: protected version

Implementation Operations Per Second

OpenSSL 4346�

This work 7734†

Improvements 78.0 %

thoroughly and made sure only the final result is written into memory. As pre-
emption and interruption are disabled during the computation, our system is
theoretically not vulnerable to memory disclosure attacks.

We also verified the correctness of the system on the test machine. Since we
have already known the private key, we do this by acquire a series of snapshots
of the memory contents after the key is loaded and search for the private key
in them. If our system works correctly, there will be no match in snapshots.
Performing a memory disclosure attack such as cold boot attack actually is time
consuming, and these attacks get no more than memory contents, so we used
a tool called fmem4 to acquire the whole range of memory contents instead.
We also performed this test on a system running a process using OpenSSL ECC
library with the same private key as a comparison. The result shows there is
a match of the private key on the system using OpenSSL while there is no
significant match on the system using our approach.

As should be noted that the security of cryptographic application in real
world is not trivial, single countermeasure can not mitigate different attacks.
But our method is compatible with other countermeasures such as software based
power analysis defeat method and can be used together.

4.2 Performance

Our benchmark is running on a desktop with an Intel Core i7-2600 processor
set to be constantly running at 3.4 GHz. The operating system is Ubuntu Linux
13.10 64-bit with our modified kernel at version 3.11.0. We implemented an
OpenSSL ECDH engine using scalar multiplication in our approach, and com-
pared the performance of ECDH operation on curve SECT163K1 in our imple-
mentation with the same operation provided by OpenSSL5 at version 1.0.1e.
The evaluation shows the performance improvements precisely and practically,
since ECDH is widely used and each operation comprises mainly a single scalar
multiplication. The performance is measured by operations per second with the
OpenSSL built-in speed tool. the result is shown in Table 1.

As shown in the table, an ECDH operation, namely a scalar multiplication
in our solution is faster than that in OpenSSL by a factor of 78.0 %. The result
of performance evaluation is encouraging, since our implementation is memory
disclosure attacks resistant and that in OpenSSL is not, ours is also much more
4 http://hysteria.sk/∼niekt0/fmem/.
5 https://www.openssl.org/.

http://hysteria.sk/~niekt0/fmem/
https://www.openssl.org/
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Table 2. Performance comparison of field arithmetic operations between OpenSSL
and this work (in μs per operation)

Implementation Modular Add. Modular Mul. Modular Sqr. Inversion

OpenSSL 0.013 0.160 0.117 3.670

This work 0.004 0.084 0.083 3.133

Improvements 225 % 90.1 % 41.0 % 17.1 %

efficient. We also compared the performance of running scalar multiplications
directly and running with the APIs exposed into user space, and found com-
munications between user space and kernel brings 2 %–5 % overheads, which are
acceptable.

We also compared the performance improvements of each field operations,
the result is shown in Table 2. The performance of field addition, modular mul-
tiplication and modular squaring in our solution is faster than that in OpenSSL
by a factor of 225 %, 90.1 % and 41.0 % respectively. The performance of inver-
sion in our solution is faster than that in OpenSSL by a factor of 17 %. The
performance improvements due to the reduction of branches, unrolled loops and
the power of CLMUL and AVX instruction sets, etc.

5 Conclusion and Future Work

Memory disclosure attacks such as cold boot attack have become a threat that
must be considered by designers and developers of cryptographic libraries and
applications. To mitigate such threats, we present a systematic solution on pro-
tecting public key cryptography based on the idea that restricts the private key
and the intermediate states during the cryptographic operations inside CPU.
Our solution is implemented as a Linux kernel patch with interfaces in the user
space to provide secure elliptic curve scalar multiplications, and various secure
ECC schemes can be constructed based on it. Evaluation shows our approach
leaks none of the information that can be exploited by attackers to the memory,
therefore it resists the cold boot attack and other memory disclosure attacks
effectively. An ECC scalar multiplication over binary fields for key length of 163
bits in our solution is about 78.0 % faster than that in OpenSSL. To the best
of our knowledge, our solution is the first efficient ECC implementation that is
memory disclosure attacks resistant.

One of our future work is to support multiple private keys in our cryptosystem
so that it supports multiple applications at the same time. After the release of
processors supporting AVX-512, we will provide support of larger key size since
AVX-512 has 4 times more register space than AVX/AVX2.
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Abstract. Virtual economy develops rapidly and accounts for quite a
large proportion in the entire economy. Markets of virtual goods, such
as games, apps and cloud services, are quite active and contribute a lot
to the revenue of platforms and providers. The existing virtual economy
systems mainly rely on the trustworthiness of the platforms who maintain
the accounts of all participants, which is short of transparency. Another
concern is how to maintain the market order when conspiracy between
participants happens. In this paper, we extend the Verito scheme (NDSS
2013) and introduce a new participant Payment to obtain our 4P VES
scheme, in which collusion between two parties can be detected while
satisfying required properties of transparency and accountability at the
same time. We also analyze the properties and prove the security of our
scheme. Finally, we evaluate the additional cost compared with Verito
and find that our scheme is a cost affordable and practical one which
enhances the system’s independency and security.

Keywords: Virtual economy · E-coin · Homomorphic commitment ·
Dynamic accumulator

1 Introduction

With the rapid development of Internet, network economy expands to nearly
all kinds of market segments and accounts for a large proportion in the entire
economy. The recent years have seen the boom of transactions of virtual goods
and services, including online games, apps and cloud services. According to Face
book annual report 2013, payments revenue, generated almost exclusively from
game applications, in the fourth quarter is $241 million. It is the largest source of
revenue after advertising [1]. For cloud services, it is estimated that the Amazon
Web Service hits $3.8 billion revenue in 2013. In China, Ten cent, one of the
leading providers of internet value-added services, declares that the revenue of
virtual goods and services, mainly contributed by online games, reached 11,972
million Yuan, or about 2 billion dollars, in the fourth quarter of 2013, accounting
for 70 percent in the total revenue [2].
c© Springer International Publishing Switzerland 2015
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Usually these virtual economies are carried out on platforms using virtual
currencies rather than real ones. Due to the high frequency and small-valued
size of virtual transactions, it is inconvenient for both sides to use a real cur-
rency. Thus the platforms issue virtual currencies, which can be sold in bulk,
to perform the function of circulation. There are a number of virtual currencies
now, including Face book credits, Q-coins (issued by Ten cent), U-coins (issued
by Sina, a top portal in China), etc. Due to the lack of strong supervision and
effective regulation in virtual economy, platforms are able to issue virtual cur-
rency without any limit. This makes the exchange rate from virtual coins to real
currency unpredictable. Additionally, the virtual economy is globally oriented,
making the issue more complicated. Because of the very divergent pricing poli-
cies and floating exchange rates from region to region, the possibility of arbitrage
should also be taken into consideration.

Raghav Bhaskar et al. proposed a solution Verito [8] in NDSS 2013 which
provides four properties viz., transparency, fairness, non-repudiation and scala-
bility to address the issue mentioned above. The main idea of their scheme is to
make a commitment which binds a virtual coin with a price in real currency. [8]
assumes that no two of the three parties (i.e. Platform, Merchant and User) will
collude to compromise the third. However, according to the property of fairness
they mentioned, the merchants cannot distinguish between any two coins even
if they are of different real values, so the User does not have incentive to check
the coin’s real value. This leaves room to the conspiracy between Platform and
User. Thus it is a necessity to propose an anti-collusion scheme.

Our Contribution: We modify the Verito to obtain our own solution, in which
collusion can be detected while supporting the essential properties at the same
time. As the majority of transactions take place online and third-party payments
such as Paypal, Alipay are widely adopted, we introduce the third-party payment
into our system to defend against collusion. We propose 4P VES, a virtual econ-
omy system composed of four parties (Platform, Provider, Player and Payment)
which provides transparency and accountability even allowing the existence of
collusion. We also analyze the security as well as the feasibility in our paper.

In summary, this paper makes three main contributions:

– First, we identify the possibility of collusion between Platform and Player in
virtual economy system as a realistic threat;

– Second, we modify Verito to obtain an anti-collusion system 4P VES with the
combination of cryptographic primitives: commitment and accumulator.

– Finally, we discuss the properties of our system and the security under concrete
assumptions.

The rest of the paper is organized as follows: We describe the system and define
the model in Sect. 2. Section 3 gives the preliminaries including cryptographic
primitives and assumptions. Section 4 presents the concrete construction of our
scheme. Properties and security are analyzed in Sect. 5. We evaluate its perfor-
mance and compare it with different schemes in Sect. 6. We review related work
in Sect. 7 and finally conclude in Sect. 8.
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2 System Model

4P VES consists of four parties: Platform, Provider, Payment and Player.
(4P refers to these four parties whose names all start with P). The Platform (Face
book, Ten cent etc.) provides an ecosystem for the transaction. It maintains the
resources of system and deals with both the Provider and the Player. The Provider
is the company or individual who is registered with Platform and provides vir-
tual goods or services. Online games and application vendors are examples of the
Provider, such as King, Wooga (registered in Face book). Players are the cus-
tomers who buy virtual goods and services with virtual currency. And Payment
(Paypal, Alipay, etc.) is the third party in charge of pay and encashment.

Fig. 1. Participants and interactions

Virtual currency, referred as e-coin in this paper, is adopted during the
transaction. Platform issues e-coins and maintains the virtual accounts of both
Provider and Player. Player purchases e-coins in bulk from Platform and pay
with real currency through Payment. Player spends e-coins to buy virtual goods
and services, such as apps and in-game props supplied by Provider. And Provider
offers virtual goods or services in exchange for e-coins which can be encashed in
bulk from Platform through Payment later. Payment plays a vital role in our sys-
tem and is responsible for payment and encashment. The additional duty of Pay-
ment is to supervise the behavior of Platform and Player, checking whether there
is conspiracy. It is reasonable to introduce the Payment party in our scheme.
First, third party payment such as Paypal and Alipay are widely adopted in real
world. Second, Payment is much more reliable than common users. Considering
the large number of users registered, it is infeasible to verify and regulate all
the users’ behavior. Third party payment is under the public and government’s
supervision and is much easier for regulation. Furthermore, third party payment
reduces the computation burden of clients, which makes the system more prac-
tical since the clients tend to use terminals with limited computational capacity.
Therefore, the party, Payment, is introduced in our system.
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The main interactions of the virtual economy (Fig. 1) are listed as follows.

(1) Purchase e-coins (Participants: Player, Platform, Payment):

– Player chooses the quantity and type of e-coins to buy from Platform.
– Platform generates the e-coins requested by Player.
– Payment verifies whether the real value bound to the e-coins is equal to the

posted price. If the verification succeeds, Payment authenticates the e-coins
by a signature scheme and transfers real currency from Player’s account to
Platform’s. Otherwise, it rejects the Purchase action.

– Player receives e-coins together with the signature of Payment.

(2) Consume (Participants: Player, Provider, Platform):

– Player chooses the products (including goods and services) to buy and sends
the e-coins as posted price to Provider.

– Provider checks the e-coins whether they are signed by Payment. Provider
then generates a Transaction No. (TNO) and sends it back to Player.

– Player sends the TNO together with the e-coins to Platform.
– Platform verifies the e-coins, transfers the e-coins from Player’s virtual account

to Provider’s and sends back a receipt to Player.
– Player forwards the receipt to Provider to get the products.

(3) Encash (Participants: Provider, Platform, Payment):

– Provider sends the e-coins to Platform to exchange for real currency.
– Platform checks the authenticity of the e-coins. If it is valid, Platform produces

a proof that convinces the Provider that the aggregate value of the cashed e-
coins is v without revealing the value of any individual e-coin.

– Provider reviews the proof.
– Platform removes the e-coins from Provider’s virtual account.
– Payment transfers real currency from Platform’s account to the Provider’s.

3 Preliminaries

As our scheme follows [8] closely, the same modern cryptographic primitives,
commitment and dynamic accumulator, are employed. In addition, to obtain a
collusion-free system, we adopt another much more familiar primitive, digital
signature, which is omitted here to save space.

3.1 Commitment

A commitment scheme includes two main phases: committing and revealing.
Vividly, it can be thought of as analogous to an envelope. When a user Alice
wants to form a commitment to a certain value, she puts the value into the
envelope and seals it. The envelope is sealed in a special way that no one except
Alice can open it. Then the envelope can be sent as a commitment to another
user Bob. When it is time to reveal the value, Alice opens the envelope. There
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are two properties of commitment: hiding and binding. The hiding property:
As the value is sealed in the envelope, Bob cannot learn any information about
the value before Alice reveals it. The binding property: Because the envelope is
sealed, Alice cannot change the value in the envelope without Bob’s notice. We
denote the commitment of value m as c = Com(m) and the revealing phase as
OpenCom(c, r,m), r is the randomness used to form the commitment.

One more property required in our commitment scheme is additive homomor-
phism, i.e. Com(m1 + m2) = Com(m1)

⊙
Com(m2). There are several homo-

morphic commitment schemes such as [3,12,14,15]. To best suit our purpose, we
adopt the Pedersen commitment [15], which relies on the security of the Discrete
Logorithm assumption. Following is the main construction of [15].

ComSetup(): generate large primes p and q such that q|(p − 1). Let Gq �
Z

∗
p, |Gq| = q. Randomly choose a generator g ∈ Gq and an element h ∈ Gq

such that loggh is unknown.

Com(m): to commit an element m ∈ Zq, choose r ∈ Zq at random and compute
c = gmhr.

OpenCom(c, r,m): output 1 if gmhr ≡ c, otherwise 0.

3.2 Dynamic Accumulator

An accumulator scheme, introduced by Benaloh and de Mare [7], allows aggrega-
tion of a large set of values into one constant size value. Camenisch and Lysyan-
skaya extended the accumulator to dynamic accumulator (DA), where the cost
of adding or deleting elements from the accumulator and witness updating do
not depend on the size of the accumulated set [5,10]. Here is the construction of
[4,10] adopted in our implementation.

Fk is a family of functions that correspond to exponentiating modulo safe-
prime products with length k. fn ∈ Fk, fn(u, x) = ux mod n, n = pq, p = 2p′ +
1, q = 2q′ +1, where p, p′, q, q′ are all prime, x ∈ X = {a |a is prime, a �= p′, q′}.

The accumulator value will be updated when an element is added or deleted.
Adding an element x̃ ∈ X to the accumulator v:

v′ = AccAdd(v, x̃) = fn(v, x̃) = vx̃ mod n;

Deleting an element x̃ from the accumulator v:

v′ = AccDel(v, x̃) = D((p, q), v, x̃) = vx̃−1 mod (p−1)(q−1) mod n.

For each element x accumulated in v, there is a corresponding witness w such
that wx ≡ v.

AccV erify(v, x) = 1, iff wx ≡ v mod n.

Updating the witness w of x after x̃ has been added:

w′ = fn(w, x̃) = wx̃ mod n;
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Updating the witness w of x after x̃(x̃ �= x) has been deleted:

w′ = wbv′a mod n, ax + bx̃ = 1.

And multi-elements can be added or deleted at once. Let πa be the product of
elements to be added while πd be the product of ones to be deleted. Then

v′ = vπaπ−1
d mod (p−1)(q−1) mod n;

w′ = (wπa)bv′a mod n, ax + bπd = 1.

3.3 Cryptographic Assumptions

The construction of our scheme is based on the following assumptions.

Discrete Logarithm (DL) Assumption: given a group G with generator g,
|G| = p, for all non-uniform probabilistic polynomial-time (PPT) algorithms A,

Pr
h←G

[A(h) = logg h] is negligible

As the Pohlig-Hellman algorithm can solve the DL problem efficiently in the
case when p − 1 is a product of small primes, usually p is required to be a safe
prime (p = 2q + 1, q is prime).

Strong RSA Assumption: given a modulus n of unknown factorization and
a ciphertext c, it is infeasible to find a pair (m, e) such that c = me mod n.

4 Scheme Construction

This section details the key parts of our system using the cryptographic primi-
tives mentioned above. Other familiar primitives such as symmetric encryption
and signature are also used. To best adapt our scheme, we adopt DES as Ek(r,m)
while RSA signature is used in function sign().

(1) Setup
Platform sets the system parameters, generates a signing keypair(vk, sk) and a
symmetric key k to encrypt the commitment’s open key which should be hidden
from the Provider. It also runs the ComSetup() to set the parameters used
in commitment: p, q, g, h and Accgen() to initiate the registered Players’ and
Providers’ accumulator values.
(2) E-coin construction
There is a list mapping the e-coin’s nominal value to its real value (including
the currency type and amount) published by the Platform (Shown in Table 1).
E-coin = (Com(m), Ek(r,m)) where Com(m) = gmhr, and r is chosen randomly
from Zq.
(3) Purchase e-coins
Player chooses the type and quantity of e-coins to buy. Platform searches the
corresponding Identity Number mi of the chosen e-coin type and calls the
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Table 1. Example of E-coins list

ID NO E-coin Type Real Price

m1 Type1 $0.1

m2 Type2 £0.6

m3 Type3 �10

· · · · · · · · ·

Table 2. Number of rounds of interactions

phases

rounds schemes
Verito 4P VES Variant

Purchase 2 4 3

Consume 5 7 6

Encash 2 4 3

construction function to generate the required e-coins. Then the e-coins are sent
together with the open keys to Payment. Payment opens the commitments (using
the homomorphic property here) to check the commited value and sends them
to Player after signing. It also transfers corresponding amount of real currency
from Player’s account to Platform’s. The Platform updates the accumulator of
the Player’s e-coins by AccAdd and sends the accumulator value to Player. Player
updates all of his e-coins’ witness, signs the accumulator value and sends back
the signed value to Platform as a receipt. The detail is showed in Algorithm 1.

Algorithm 1. Purchase e-coins
Require: The type typei and number #num of e-coins to buy.

Platform
1: mi ← search(typei) // search the ID of the typei e-coin
2: ECOINS ← ∅
3: for k = 1; k <= #num; k + + do
4: Com(mi) = gmihri ;
5: Ek(mi, ri);
6: coink ← (Com(mi), Ek(mi, ri))
7: σ(coink) = signsk(coink)
8: ECOINS = ECOINS ∪ {coink}
9: end for

10: C =
∏#num

i=1 Com(mi)

11: Openkey =
∑#num

i=1 ri

12: vid = AccAdd(vid, C) //vid is the accumulator value of Player′
ids e-coins

Payment
13: M =

∑
mi

14: if OpenCom(C, Openkey, M) == 1 then
15: for k = 1; k <= #numn; k + + do
16: σ(coink) = signpsk(coink) //psk is the private key of Payment
17: end for
18: transfer() // transfer money from real cash account
19: end if

Player
20: for each coini accumulated in vid do
21: witi = WitUpdate(witi, C) = fn(witi, C).
22: end for
23: σ(vid) = signpskid

(vid) //pskid is the private key of Playerid

(4) Consume
Player initiates a transaction by sending the e-coins as posted price to the
Provider to purchase virtual products. The Provider verifies the received e-coins
by checking the signatures of Payment. If the verification succeeds, it accepts the
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transaction and sends back a Transaction No. (TNO) to the Player. Then the
Player sends e-coins to Platform together with the TNO and witnesses. Platform
checks whether these e-coins are in the whitelist of the Player by AccV erify. If
it is valid, it removes the e-coins from the Player’s accumulator by AccDel and
adds them to the Provider’s by AccAdd. It sends back the updated accumulator
values of the Player and the Provider to the Player. The Player updates the
remaining e-coins’ witnesses and forwards the Provider’s accumulator value to
the Provider. The Provider updates its e-coins’ witnesses and provides the Player
with the chosen products. At last, the Player and Provider sign their accumulator
values and send back to the Platform. Algorithm 2 shows the detail.

Algorithm 2. Consume
Require: The products to buy and the required {ecoini}, ecoini = (Com(mi), Ek(ri, mi))

Provider(prid)
1: for each ecoini ∈ {ecoini} do
2: V erifySignpvk(ecoini)//pvk is the public key of Payment
3: end for
4: TNO ← TransactionNO.

Platform
5: for each ecoini ∈ {ecoini} do
6: AccV erify(vid, Com(mi))//check the ecoini is in the Player’s accumulated value vid

7: end for
8: vid = AccDel(vid,

∏
Com(mi))//vid is the accumulator of Playerid

9: vprid = AccAdd(vprid,
∏

Com(mi))//vprid is the accumulator of Providerid

Player(id)
10: for each ecoini accumulated in vid do
11: witi = WitUpdate(witi,

∏
Com(mi))

12: end for
13: σ(vid) = signpskid

(vid) //pskid is the private key of Playerid

Provider(prid)
14: for each ecoini accumulated in vprid do
15: witi = WitUpdate(witi,

∏
Com(mi))

16: end for
17: σ(vprid) = signprskid

(vprid) //prskid is the private key of Providerid

18: provide products

(5) Encash
Provider sends a batch of e-coins to the Platform in exchange for real currency.
The Platform verifies the e-coins and checks whether they are accumulated in the
Provider’s whitelist. If the verification succeeds, it computes the total value of
the e-coins, decrypts the keys and computes the Openkey to open the product
of commitments πcommitments according to the homomorphism. The Provider
opens πcommitments with Openkey and checks whether the sum of money equals
to the one Platform announced. The Platform also removes the e-coins from
the Provider’s accumulator by AccDel and sends back the updated accumulator
value. The Provider updates the remaining e-coins’ witnesses, signs the accu-
mulator value and sends back to the Platform. At last, the Payment transfers
the money (after deducting the Platform’s profit) from Platform’s real currency
account to the Provider’s. See the detail in Algorithm 3.
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Algorithm 3. Encash
Require: The set of e-coins to cash {ecoini}, ecoini = (Com(mi), Ek(ri, mi))

Platform
1: for each ecoini ∈ {ecoini} do
2: AccV erify(vprid, Com(mi))//check the ecoini is in the Provider’s accumulated value vprid

3: end for
4: C =

∏
Com(mi)

5: Openkey =
∑

ri

6: M =
∑

mi

7: vprid = AccDel(vprid,
∏

Com(mi))//vprid is the accumulator of Providerid

Provider(prid)
8: if OpenCom(C, Openkey, M) == 1 then
9: for each ecoini remained in vprid do

10: witi = WitUpdate(witi, C)
11: end for
12: σ(vprid) = signprskid

(vprid) //prskid is the private key of Providerid

13: end if
Payment

14: transfer()

5 Property Analysis

The properties of e-coin and virtual economy are given in this section. We define
the properties formally as well as the attack model. We also analyze the security
and discuss the cryptographic assumptions on which it is based.
Consistency: Once an e-coin is generated, the Platform should not be able to
change its real value. The adversary is the Platform in this game.

– The adversary generates an e-coin with real value m;
– The adversary changes the value m to m′ without other party’s notice.

Formally, the adversary wins if it can find m′ �= m that Com(m′) = Com(m).
Analysis:

Pr[Adv wins] = Pr[Com(m′) = Com(m) ∧ m′ �= m] = Pr[gm′
hr′

= gmhr ∧ m′ �= m].

r′ = (m−m′)(loggh)−1+r, according to the DL Assumption, it is with negligible
probability to compute r′.
Indistinguishability: The Provider cannot distinguish between different
e-coins with the same nominal value. This is a necessity to ensure the fairness
of the virtual market as the Provider cannot give priority to the Player whose
e-coins with higher real value. In this attack game, the adversary is the Provider
and the challenger is the Player. The model is:

– Challenger randomly picks t ∈ {0, 1} and sends ecoint to adversary. ecoin0

and ecoin1 are two coins with the same face value but different real values.
– The adversary responds t′ ∈ {0, 1}
The adversary wins if it guess t′ = t with probability 1/2+ ε, ε is non negligible.

Analysis: c0 = gm0hr0 mod p, c1 = gm1hr1 mod p. c0 and c1 are
information-theoretically indistinguishable since the randomness of r and r′.
Unreusability: The Player cannot re-spend an e-coin and the Provider should
not be able to encash an e-coin more than once.
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In this game, the challenger is the Platform. The adversary is the Player in
re-spending and the Provider in re-encashment.

– The adversary generates two sets of e-coins: S1, S2, S1 ∩ S2 �= ∅.
– The challenger removes the e-coins ∈ S1 from the adversary’s accumulator.
– The challenger verifies the e-coins ∈ S2.

The adversary wins if the verification succeeds.
Analysis: When S1 is removed from S(accumulator value v), v is updated

to v′, v′ is the accumulator of S′(S′ = S − S1). If the verification in the third
step succeeds, for each e-coin ∈ S2, it needs to generate a valid witness. Let
x ∈ S1∩S2, then x /∈ S′, we need to find the witness w′ of x such that w′x = v′ =
w
∏ {xi|xi∈S′}, according to [10], it can be reduced to the strong RSA problem.

Transparency: All the real cash inflow should be accountable without rely-
ing on the assumption of the Platform’s honesty. Let EcoinS denote the set
of e-coins that have been sold. Let Cashed and Uncashed denote the sets of
all e-coins which have been encashed and not cashed respectively. V alue(S)
denotes the function computing the aggregate real value of the e-coins set S.
Then V alue(Ecoins) = V alue(Cashed) + V alue(Uncashed) holds;

In this game the challenger is the Provider and the adversary is the Platform.

– The challenger sends the e-coins set {(Com(mi), Ek(ri,mi))} to the Platform
together with the witnesses.

– The adversary responds to the challenger with the Openkey to reveal the
aggregated commitment πCom(mi) as a proof of the e-coins’ total value M .

– The challenger opens the πCom(mi) with Openkey to check the value M .

The adversary wins if M = Open(πCom(mi), Openkey) while M �= ∑
mi.

Analysis: Pr[Adv wins] = Pr[πCom(mi) = gMhOpenkey ∧ M �=
∑

mi]

= Pr[g
∑

mih
∑

ri = gMhOpenkey ∧ M �=
∑

mi] = Pr[hOpenkey = g
∑

mi−Mh
∑

ri ].

Openkey = (
∑

mi − M)(loggh)−1 +
∑

ri, finding such an Openkey can be
reduced to the DL problem.

Collusion-Resistance: As discussed in the previous sections, it is possible for
the Platform to collude with the Player. The Platform creates an e-coin with
committed value m while selling it at a price m′. 4P V ES introduces Payment
to defend this conspiracy. The Payment will open the commitment before signing
the e-coins. Provider will verify the Payment’s signature whenever it receives an
e-coin. As no one can forge the signature of Payment, there is no possibility of
collusion between Platform and Player without the Provider’s notice.

6 Performance Evaluation

In this section, we evaluate the performance of 4P VES and compare it with
Verito. As a new party Payment is introduced, additional cost of computation
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Fig. 2. Each party’s cost in Purchase Fig. 3. Avg. cost of Purchase with diff.
sizes

and communication is inevitable. We will show the extra cost is acceptable. We
also try to optimize the performance by proposing a variant of 4P VES.

During the purchase phase, as the commitment is opened by the Payment
rather by the Player in Verito to detect conspiracy in our solution, the cost
of this step is transferred from the Player to the Payment. And the Payment
is also in charge of signing the e-coins which brings about extra cost. Figure 2
describes the cost of each party in purchase phase. As the cost of generating
e-coins depends on the number of e-coins, we assume the Player buys a batch of
50 e-coins in our evaluation. The total time cost of Player and Payment is about
23 % higher than the cost of Player in Verito.

As the commitment is homomorphic and the accumulator is dynamic, the cost
of opening commitment and updating accumulator can be amortized. Therefore
the more e-coins in a batch, the less average cost it takes. Figure 3 shows the
performance of purchase phase with different batch sizes.

Our solution adds interactions between the participants to make the sys-
tem less rely on the Platform’s honesty. Every time when the accumulator value
changes, the Platform needs to require the corresponding signature. Table 2
compares the interaction rounds of different solutions. The variant version of
4P VES is a tradeoff between security and communication efficiency. In the vari-
ant, the Player or Provider sends the accumulator value’s signature together with
the transaction request messages which will save one interaction. The expense
is that the Platform merely holds the last accumulator value rather than the
current one’s signature which leaves a little room for the Platform’s trick.

As evaluated above, although extra cost and delay are introduced in our
solution, it is still within acceptable tolerance. That is to say, our solution is
practical that enhances the Verito with little overhead.

7 Related Work

Our work is closely related to [8] in which the possibility of collusion between
participants is not considered and the account’s consistency relies on the honesty
of platform. Our work is based on [8] and tries to avoid some of its shortcomings.
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Other electronic cash systems focus on the anonymous and traceable payment
[16]. Schemes [11,17] introduce the trusted third party (TTP) to trace double-
spending. And only when some vital crime happens will the tracing be performed.
Double-spending tracing schemes without TTP are also proposed in [6,9]. In [13],
a provably secure E-cash scheme with tracing is proposed.

8 Conclusion and Future Work

In this paper, an accountable and transparent virtual economy system with four
participant parties is proposed based on the scheme of Verito. Our system retains
the properties of Verito while further study the anti-collusion problem. We intro-
duce a new participant Payment to detect possible collusion. Our solution also
enhances the security and reduces the dependency on Platform’s honesty.

Although our solution solves the problem of collusion, it introduces extra
cost. How to reduce computation and communication overhead and make the
system more efficient and feasible is an interesting problem. In future, we will
also extend our scheme to other application situations.
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Abstract. In distance-bounding protocols a prover wants to prove that
it is located within a distance bound D from a verifier. Distance-bounding
(DB) protocols have numerous applications including authentication and
proximity checking. The privacy problem in DB protocols was limited to
privacy against MiM adversaries. Gambs et al. [11] extended this lim-
itation and proposed a protocol that provides strong privacy when the
verifier is malicious, or honest-but-curious registration authority. The
protocol however does not provide resistance against terrorist-fraud.

In this paper we consider private DB protocols that provide the
strongest level of security against all known DB attacks, in particular
terrorist-fraud, and provide anonymity of the prover and unlinkability
of its sessions against malicious verifiers and assuming an honest-but-
curious registration authority. We define private distance-bounding as a
special ZKPoK in which a prover presents a commitment on its long-
term private-key, and later proves in zero-knowledge that; (i) she knows
the committed value, (ii) she knows a signature of the authority on the
committed value (registration proof), and (iii) she is located within a
pre-defined distance to the verifier. The prover stays anonymous and its
sessions will be unlinkable. We propose a protocol PDB with these proper-
ties that resists against all known attacks including terrorist-fraud. PDB is
based on Bussard-Bagga [5] (DBPK-Log). PDB also fixes the vulnerability of
the protocol pointed out by Bay et al. [2] resulting in a secure public-key
DB protocol, hence answering the open question of constructing a secure
public-key DB protocol.

1 Introduction

In DB protocols, there are two types of entities; provers and verifiers. In concur-
rent execution of DB protocols, multiple protocol instances are run at the same
time. Provers and verifiers are usually connected to a back-end server, which
only takes care of the registration phase and is silent otherwise.

Secure DB protocols provide two functionalities: (1) authentication of a regis-
tered prover to a verifier, and (2) bounding the prover’s distance to the verifier.
The bounding is commonly by measuring the round trip time in a fast-exchange
phase between the prover and the verifier, during which the verifier presents
challenges to the prover and verifies if the prover’s responses are correct. The
round-trip times of correct challenge and responses are used to estimate the
c© Springer International Publishing Switzerland 2015
L.C.K. Hui et al. (Eds.): ICICS 2014, LNCS 8958, pp. 74–88, 2015.
DOI: 10.1007/978-3-319-21966-0 6
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distance between prover and verifier, and then compare it against a specified
distance bound D.

Privacy is a necessary property in many location-based services. One app-
roach for providing privacy in location-privacy, is to modify the geometric data,
for example loose accuracy of location data, to achieve privacy [15,21]. In
distance-bounding however, the location accuracy is a requirement. To achieve
both privacy and location accuracy, one can unlink the location data from
provers’ authentication information. This problem has been well studied in the
context of RFID systems [13,22]. In these systems the location of provers are
known by the verifiers, but provers hide their identity in their interactions. In
RFID systems however, verifiers are assumed trusted, and the privacy is only
against Man-In-the-Middle (MiM) adversaries. The assumption of trusted ver-
ifier is not acceptable in many distance-based location services in which the
verifiers can get exploited, and so it is important to consider stronger privacy
models, in particular consider untrusted verifiers.

In a symmetric-key DB protocol, there is a shared-key between prover and
registration authority and so privacy is not achievable against an adversary who
can access the internal state of the authority. One can always achieve prover
privacy by using the same key for all provers. This however is unacceptable
because of the threat it exposes to the whole system. There are three famous
public-key based DB protocols in the literature: (a) The seminal Brands-Chaum
protocol [4], which uses commitments and signatures. The protocol is not secure
against Terrorist-Fraud Attack (TFA). (b) Bussard-Bagga [5] protocol (DBPK-
Log), which uses bit commitment and was designed to provide TFA resistance,
but it was recently broken [2]. And, (c) the recent Hermans et al. [14] protocol,
which uses elliptic curve cryptography and does not provide TFA resistance.
It also does not allow the privacy adversary to access the internal state of the
registration authority. Therefore, there is no DB protocol, which is both public-
key based and is secure against terrorist-fraud adversary.

The following questions have been open in the literature. (i) Design a public-
key based DB protocol that is, secure against terrorist-fraud adversary; and (ii)
design a secure privacy preserving DB protocol that provides privacy for provers
against a privacy adversary who controls the verifier, and has access to the
internal state of registration authority.

In this paper we answer to these open problems. Our contributions is three-
fold; first we propose a privacy model which we refer to it as extensive-privacy,
and show that it is stronger than the wide-privacy notion of [22], and the privacy
model of Gambs et al. [11], with respect to the adversary’s access to the state
of the non-prover entities. Second, we fix the security flaw of DBPK-Log proto-
col, and achieve the first public-key based distance-bounding protocol, which is
secure against TFA adversary (called DBPK-log+ protocol). Finally, we propose
the protocol PDB, as an extension of DBPK-log+, which is secure in the proposed
privacy model.
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2 Background

In DB systems, since the seminal paper [4], the implicit assumption about all
secure DB protocols is the presence of a secure function which generates and
distributes the private-keys of the entities. In some cases this function can be
executed by a verifier. A distance-bounding protocol allows a registered prover
to prove that she is within a distance bound to verifier, and in possession of the
secret-key which is used for user authentication information.

In order to have a privacy-preserving distance-bounding system, we need to
consider three properties; Authentication, Distance-Bounding and Privacy. By
having authentication property, the verifiers determines whether an approaching
entity is indeed a legitimate prover or not. Distance-Bounding property guar-
antees that the prover is located within a pre-defined distance. And privacy
property provides assurance to provers that their interactions in the system is
not traceable.

Authentication is obtained by a protocol between prover and verifier. The
prover must prove that she knows a secret value which is registered to the sys-
tem. The protocol must satisfy two properties; correctness and soundness. The
correctness holds when the honest verifier accepts, if an honest prover, who
knows the secret value is involved. The soundness holds when no adversary who
doesn’t have access to the secret value of a registered prover, can convince the
honest verifier to accept in the authentication. Gambs et al. [11] consider these
two properties, but make two assumptions: (1) the server revokes all corrupted
provers upon corruption, and (2) dishonest provers cannot yield their private-key
to the adversary, unless they get un-registered. Implementing these assumptions
are major challenges, and so one of the goals of our work is to weaken these
assumptions.

Distance-Bounding protocols run a fast-exchange phase, which guarantees
presence of the owner of the secret-key within distance bound D. By assuming
that no prover is willing to disclose her secret-key to others, five attacking sce-
narios have been studied in DB protocols: Distance-Fraud Attack (DFA) [4]; a
dishonest prover P∗, which is not located within distance D to verifier V, tries
to convince V that she is located within distance D to V. Mafia-Fraud Attack
(MFA) [8]; an adversary A, which is located within distance D to V (between V

and far away honest prover P), convinces V that P is close-by. Terrorist-Fraud
Attack (TFA) [8]; an adversary A (located within distance D to V) co-operates
with a dishonest prover P∗ (far away) to convince V that P∗ is located within dis-
tance D to V. Distance-Hijacking [7]; a dishonest prover P∗, which is not located
within the distance D to a verifier V, exploits some honest provers P1, . . . ,Pn to
mislead V about the actual distance between P∗ and V. Impersonation-Attack [1];
a dishonest prover P∗ purports to be another prover in her interaction with V.

Vaudenay et al. [23] proposed a general attack model, which captures all
these attacks;
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– Distance-Fraud is defined to capture the classic DFA and Distance-
Hijacking.

– MiM attack captures MFA and Impersonation-Attack.
– Collusion-Fraud is a different game-based definition about TFA. Based on

this definition, if there is any PPT adversary who can win the TFA game with
probability γ, then there exist a weaker MiM adversary who can succeed in a
specific MiM game with probability γ′.

Authentication and Distance-Bounding have been studied in DB protocols.
Recently, a considerable amount of focus have been on proposing formal defini-
tions and provably secure of symmetric DB protocols [3,9,10]. In Dürholz et al. [9],
the strong simulation-based terrorist-fraud for “single prover, single verifier” set-
ting have been defined. Fischlin-Onete [10] have extended [9] and defined even
stronger simulation-based model and proposed a protocol with security proof.
On the other hand, Boureanu et al. [3] showed that the definition of Dürholz
et al. is too strong, and proposed a general and practical game-based terrorist-
fraud model for “multiple prover, multiple verifier” setting (same model as [23]).
Boureanu et al. proposed the SKI protocol, which is claimed to be secure against
the defined distance-fraud, MiM and collusion-fraud. By the way, this protocol
is not proven to be secure under the defined collusion-fraud adversary, despite
their claim. The provided proof is just for deterministic PPT adversaries in the
TFA game, rather than any PPT adversary in this game.

Privacy is considered as un-traceablility of different sessions of a single prover.
This notion of privacy have been well studied in the RFID framework against
MiM adversaries, which mostly use symmetric setting and assume trusted verifier
and registration authority [13,22]. In Hermans et al. [13] model, privacy is defined
as a game between an adversary and a challenger. The adversary has oracle access
to the following functionalities; create honest provers (CreateProver), launch
a session of a pre-defined protocol (Launch), ask the challenger to choose one
of the given two provers and return an anonymous handle (DrawProver), send
message to an anonymous prover (SendProver), free the anonymous handle of a
prover (Free), send message to the verifier in a protocol session (SendVerifier),
see output of the verifier in a session of protocol (Result), and finally get the
non-volatile internal state of an honest prover (Corrupt). The adversary wins the
privacy game if she can find out the chosen bit of challenger in DrawProver ora-
cle. Peeters-Hermans [19] added a new oracle to the above list by which, the
adversary can create insider prover and have control on it (CreateInsider).

Vaudenay [22] have classified the adversaries, based on their access to the
above oracles. A wide adversary has access to Result oracle, otherwise it
will be a narrow adversary. In parallel, the adversary can be weak (no access
to Corrupt oracle), forward (Corrupt queries can only be followed by other
Corrupt queries), destructive (Corrupt queries destroys the access to the cor-
rupted prover), and strong (unlimited access to Corrupt oracle). Paise-Vaudenay
[17] showed that destructive and strong privacy is not achievable in symmetric-
key systems.
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Gambs et al. [11] built of the work of Hermans et al. [14] to define public-key
DB protocols that are privacy-preserving and constructed the first protocol, which
is secure against three separate adversaries: (1) MiM adversary, (2) a MiM adver-
sary who has access to the internal state of the verifier, and (3) an honest-but-
curious adversary who knows the internal state of the verifier and the registration
server. We extend this model and introduce a stronger adversary who has access to
the internal state of verifiers and registration server (extensive1 adversary). There-
fore, the following order in the new classification holds; NARROW ⊆ WIDE ⊆
Gambs et al. ⊆ EXTENSIVE based on having access to the state of verifiers and
registration authority, as well as WEAK ⊆ FORWARD ⊆ DESTRUCTIVE ⊆
STRONG based on having access to the state of provers.

In this paper we propose a new protocol, which provides authentication,
distance-bounding (distance-fraud, MiM and terrorist-fraud resistance) and pri-
vacy (against extensive-weak adversary).

2.1 Distance-Bounding Proof-of-Knowledge (DBPK-Log)

Bussard-Bagga [5] proposed the only public-key DB protocol which was designed
to be secure against TFA adversary. This protocol combines a fast-exchange
DB protocol, Pedersen commitment scheme [18] and zero-knowledge proof-of-
knowledge [20]. In this protocol, a prover chooses a key pair and registers the
public-key with a trusted server. The verifiers are trusted and have access to
the public-key of provers. The system parameters are set by a trusted authority,
and uses a cyclic group whose order is a strong prime. These parameters are
shared and used by all the participants. This protocol was designed to be secure
against DFA, MFA and TFA adversaries, while the information leakage about
the private-key of provers is minimal.

The protocol combines the bitwise operation, used for fast-exchange phase,
and modular operations that are required for commitment schemes. This results
in some security loss of the secret-keys, while maintaining indistinguishability of
the secret-keys.

Bay et al. [2] showed TFA and DFA attacks on this protocol,
which takes advantage of poor auditing of un-used elements in the
Commitment Opening phase (i.e. half of the bit commitments won’t get opened).

2.2 BBS+ Signature Scheme [6]

This signature scheme uses bilinear mapping and supports signing of committed
message block2 M = {m1, . . . , mL}, without knowing about the actual message.
Two entities are invloved in this scheme; a trusted signer (S) who holds the
signing key, and a client (C) who knows a message block.

This signature scheme, follows the standard operations [12] of all signature
schemes BBS+ = (KeyGen, Sign, Verify):

1 Extensive privacy will be defined in Definition 5.
2 A single message that is represented as string of integers.
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– (skS , pkS = hskS
0 ) ← KeyGen(1λ); S creates a key pair and publishes the

public-key.
– Sign

[
C(M,pkS ;σ = signS(M)) ↔ S(skS ; partial(σ), cmt(M))

]
, s.t. M =

{m1, . . . , mL}, σ = (A, e, s), partial(σ) = (A, e), cmt(M) = ({Ci = gmi
1 gri

2 },

CM = gs′
1 gm1

2 . . . gmL

L+1), and A = (g0gs
1g

m1
2 . . . gmL

L+1)
1

e+skS for random val-
ues of {ri}, s, s′, e; C and S get involved in a protocol for signing a commit-
ted message block (M). In this protocol, first C calculates the commitment
cmt(M) = ({Ci}, CM ) as mentioned above, and sends it to S, then they
run PoK{({mi, ri}, s′) : CM

∧{Ci}} to verify the possession and integrity of
the values in the commitment. Then S creates the signature as A =
(g0gs′′

1 CM )
1

e+skS for random e and s′′ and sends {A, e, s′′} to C. And finally C
calculates s = s′ + s′′, checks the validity of σ = {A, e, s} and keeps σ as the
signature of S on M .

– Verify
[
C(M,σ; ∅) ↔ E(pkS ;OutP , {C ′

i})
]
, s.t. C ′

i = gmi
1 g

r′
i

2 for random r′
i;

C and any entity(E) with access to the public parameters of system, get
involved in a protocol for proving the possession of a signature on a com-
mitted message block. First C creates new commitments on each element of
the message block {C ′

i} and sends it to E. Then they run a signature proof-
of-knowledge SPK{(A, e, s,m1, . . . , mL) : A = (g0gs

1g
m1
2 . . . gmL

L+1)
1

e+skS } to
prove possession of a valid signature on M , which is committed by {C ′

i}. S
returns OutP = 1 if no error happens.

This signature scheme provides two extra properties, beside the standard
properties of signature schemes (authenticity, integrity and non-repudiation), as
follows:

– blind-sign: Sign protocol allows a client to obtain the signature of signer on a
message, which is committed as cmt = Commit(M) using Pedersen commit-
ment. The client uses ZKPoK to prove that the committed values are correctly
calculated from message. The protocol perfectly hides the message from the
signer. The signature is secure under LRSW assumption [16].

– blind-verify: In Verify protocol, the client computes a non-interactive honest-
verifier zero-knowledge proof-of-knowledge (SPK) protocol in order to prove
to any verifier that she knows a message block (M) and a signature on it,
where the commitment of the message is presented. The proof does not leak
any information about the message and the signature.

3 Model

There are three types of entities; a set of untrusted provers P = {P1, . . . ,Pn}, a
set of untrusted verifiers V = {V1, . . . ,Vm}, and a honest-but-curious registration
authority (RA) with a key-pair (pkRA/skRA). We assume RA can generate her
key pair. Each registered prover Pi has a secret key ski, and a certificate of RA
for it (σi = SignRA(ski)). The communication channels are public. We assume
there exists a public and secure board which keeps the public parameters of the
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system, including the public-key of registration authority and every entity has
secure read access to the board.

There are three operational phases in this model; (1) RA makes a key pair
by executing “KeyGen” phase and puts the public-key on the public board. (2)
In “Registration” phase, a new prover (Pi) with a chosen secret-key (ski), and
RA interact, resulting in Pi obtaining a registeration certificate (ski, σi). (3) In
“DB” phase, a registered prover Pi interacts with a verifier Vj , that has read
access to the public board. At the end of this phase, Pi proves that she knows
a secret key (ski), she has a signature of RA on ski, and is located within a
distance bound D to Vj . The verifier returns a single bit OutV as the output of
protocol (OutV = 1 for accept and OutV = 0 for reject).

Definition 1. Correctness: for any pair of honest prover and honest veri-
fier, with mutual distance of at most D, the “DB” protocol should always return
OutV = 1.

The protocol’s soundness is against two types of adversaries: distance-bounding
adversary (ADB) and privacy adversary (AP ). The distance-bounding adversary
ADB can, (1) read the public board, and (2) control the corrupted provers. The
aim of ADB is to convice an honest verifier to return OutV = 1 as the output
of DB operation. The privacy adversary AP can, (1) read the public board, and
(2) read the internal state of RA, and (3) control all verifiers and corrupted
provers. The aim of AP is to distinguish between two honest provers based on
their interactions with the system.

We define three general DB attacks. The definition of distance-fraud and
MiM attacks are in-line with Vaudenay et al.’s [23] approach, but the proposed
terrorist-fraud attack is following the classic definition. First, a simple two-party
attack is considered, where a dishonest prover is far away from the verifier, but
wants to convince the verifier that she is within the distance.

Definition 2. α-resistance Distance-Fraud: For any PPT adversary A,
which is not located within the distance D to an honest verifier Vj, and is able
to run a Registration session with RA, the probability of returning OutV = 1
in an interaction with Vj is not more than α.

This definition captures Distance-Hijacking, in which a dishonest far-away prover
P∗ may mis-use some honest provers to successfully authenticate to Vj . In this
attack, the adversary is allowed to mis-behave in the Registration session,
which results in a more powerful adversary in comparison to the distance-fraud
adversary of Vaudenay et al. [23]. The second DB attack is a three-party attack
in which an honest prover P is far-away from honest verifier (V), but a malicious
adversary A2 which is located within the distance D, wants to convince V about
the distance bound of P.

Definition 3. β-resistance MiM: For any PPT adversary A, which can

(i) initiate Registration or DB session of an honest prover (Pi),
(ii) listen/block/change the communications of a Registration session

between an honest prover (Pi) and RA,
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(iii) listen the communications of polynomially bounded instances of DB sessions
between any honest verifier Vj and Pi, when she is located within distance
D to Vj (learning phase),

(iv) listen/block/change the communications of polynomially bounded instances
of DB sessions between any honest verifier Vk and Pi, when she
is not located within distance D to Vk,

(v) run any polynomially bounded instances of algorithms with independent
inputs from above,

the probability of returning OutV = 1 in any of DB sessions with Vk is not more
than β.

Impersonation-Attack is an special case of this attack, in which there is
no learning phase and no honest prover. If a protocol is secure against MiM
adversary, then it is secure against impersonation-attack with at least the
same probability. With the same argument as before (i.e. more freedom in
Registration phase), this definition is stronger than the MiM adversary of
Vaudenay et al. [23].

In the third attack, three parties are involved; a dishonest prover (P∗) which
is far away from the honest verifier (Vj), and an adversary which is located
within the distance to Vj and helps P∗ to convince Vj about the distance
bound of P∗.

Definition 4. γ-resistance Terrorist-Fraud: For any pair of PPT adversary
ATF and dishonest prover (P∗

i ), which is not located within distance D to an
honest verifier (Vj), when they have the following abilities;

(i) P∗
i is able to run a Registration session with RA

(ii) P∗
i can communicate with ATF outside the DB protocol, but is not willing

to leak any information about her own secret key,
(iii) ATF can listen/block/change the communications of a DB session between

any honest verifier Vj and P∗
i , and

then the probability of convincing Vj to return OutV = 1 in the DB session is not
more than γ.

We define privacy in terms of the distinguishability advantage of an adversary
in a game with a challenger. The adversary chooses two provers P0 and P1, and
gives them to the challenger. The challenger chooses a random bit b ∈R {0, 1}
and returns the anonymous handle of Pb, to the adversary. The adversary can
have access the orcales listed below, for any polynomial number of times, and
then outputs a bit b′. Success probability of adversary is in terms of Pr(b = b′).
The formal definition is as follows:

Definition 5. ρ−Extensive Privacy: Consider the following game between a
challenger and adversary AP who can make query to the following oracles:

– (Pi) ← CreateProver(); creates a prover with a unique identifier Pi. This
oracle creates the internal keys and certificates of a new prover and returns Pi.
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– (Pi, sttP) ← CreateInsider(); This oracle is same as CreateProver, but it
also returns the internal state of the prover.

– (π,m) ← Launch(); this oracle runs a pre-defined protocol on verifier and
returns the session identifier π and the message sent by the verifier.

– (vtag) ← DrawProver(Pi,Pj); on input of two provers, this oracle returns a
unique virtual fresh identifier to either Pi for b = 0, or Pj for b = 1. It first
checks if any of them is an insider or already drawn, and terminates if so.
Then asks from challenger to choose one bit b ∈R {0, 1}. Based on this bit,
creates an anonymous handle vtag for the chosen prover and returns it. Note
that in this step, there a private table T, which stores the tuple (vtag,Pi,Pj , b).

– (m′) ← SendProver(vtag,m); on input of anonymous handle of a prover and
a message m, this oracle sends the message m to the prover, and returns
prover’s reply message (m′).

– () ← Free(vtag); on input of anonymous handle of a prover, this oracle
removes the handle, which eliminates any access to the prover through this
handle. And by using the recorded tuple in the database, the related prover
will get reset (i.e. erase volatile memory).

– (m′) ← SendVerifier(π,m); on input of a protocol session (π) and a message
m, this oracle sends the message m to the verifier in the session π, and returns
verifier’s reply message (m′).

– (sttV) ← StateVerifier(); this oracle returns the internal state of the veri-
fier. This oracle includes the functionality of the Result oracle in [22], which
just returns the final output of session π.

– (sttRA) ← StateRA(); this oracle returns the internal state of RA.

AP wins if she can find the choice of challenger in DrawProver oracle. A protocol
is ρ-extensive private, if and only if there is no PPT adversary AP who can win
the game with advantage of more than ρ.

Note 1. Extensive-privacy is stronger than wide-privacy [22] and the privacy
model of Gambs et al. [11], in regards to the view of adversary about all non-
prover entities. That’s because the adversary has access to two more oracles
StateVerifier and StateRA at the same time. This classification is about the
view of adversary about all non-prover entities. The view of adversary about the
provers have been considered independently based on her access to Corrupt ora-
cle, which is not in the scope of this privacy model.

Finally, we define the security of PDB:

Definition 6. (α,β,γ,ρ)−secure Privacy-Preserving Distance-Bounding:
A PDB protocol is defined by a tuple (KeyGen, regP, regRA, dbP, dbV,D), as
follows:

1. (pkRA, skRA) ← KeyGen(1λ): A randomized algorithm such that on the input
of the security parameter λ, returns a key pair to RA.

2. regP(pkRA; ski, σi) ↔ regRA(skRA; ∅): An interactive protocol between two
PPT ITMs; regP returns a secret-key and signature of RA on it (ski, σi =
SignRA(ski)) by taking pkRA as input, while regRA takes skRA as input.
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3. dbP(ski, σi; ∅) ↔ dbV(pkRA;OutV): An interactive protocol between two PPT
ITMs; dbV returns a single bit OutV, by taking pkRA as input, while dbP takes
prover’s secret-key and RA’s signature (ski, σi = SignRA(ski)) as input.
dbP provides a commitment on ski, and then provides three proofs about the
commitment; (i) proves that she knows the committed value (ski), (ii) proves
that she knows a valid signature of RA on the committed value (σi), and (iii)
proves that she (owner of ski) is located within the distance D. dbV returns
OutV = 1 if the three proofs are correct, otherwise OutV = 0.

4. D is an integer indicating the distance bound.

The protocol is secure, if the following properties hold; Correctness (Defini-
tion 1), α-distance-fraud (Definition 2), β-MiM (Definition 3), γ-terrorist-
fraud (Definition 4), ρ-extensive-privacy (Definition 5).

4 PDB Construction

In this section we introduce our protocol, as an extension of DBPK-Log [5],
by using Pedersen commitment [18], zero-knowledge proof-of-knowledge proto-
cols [20] and signature proof-of-knowledge protocols [12]. The overview of the
protocol is as follows:

1. Setup : RA creates a key-pair for signing secret-key of new provers. This
operation is an instance of “BBS+.KeyGen” function.

2. Registration : A new prover (Pi) gets registered by RA. Pi chooses a random
secret-key (ski), and gets the signature of RA for it (σi = SignRA(ski)) in a
blind form. This operation is an instance of “BBS+.Sign” interactive protocol.

3. Distance-Bounding : A registered prover (Pi) provides distance-bounding
proof to a verifier (Vj). Pi sends a Pedersen commitment C = commit(ski)
to V, and then provides three proofs about the commitment; (i) proves that
she knows the committed value (ski), (ii) proves that she knows a valid signa-
ture of RA on the committed value, by using “BBS+.Verify” non-interactive
protocol, and (iii) proves that she is located within the distance bound D. This
proof is based on fast-exchange bitwise operation of every single bit of ski.

Global Common Parameters. By considering λ as the security parameter,
let’s define (G1,G2) as a bilinear group pair with computable isomorphism ψ
such that |G1| = |G2| = p for a λ-bit strong prime p, such that p = 2q + 1 for a
large prime number q. Gp is a group of order p, and the bilinearity mapping is
ê : G1 ×G2 → Gp. H : {0, 1}∗ → Zp and Hevt : {0, 1}∗ → Gp are hash functions.
Let g0, g1, g2 be generators of G1, h0, h1, h2 be generators of G2 such that ψ(hi) =
gi, and u0, u1, u2 be generators of Gp such that the discrete logarithm of the
generators are unknown. The generation of these parameters can be done by
a trusted general manager, which is present just once at the begining. We use
BBS+ signature scheme [6] with a block message of size one (M = {ski}), so
obviously the parameters of BBS+ is included in these parameters. These values
are public and considered as the input of all operations (omitted for simplicity).
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The steps of the protocol are as follows:

1. Setup: (skRA, pkRA = hskRA
0 ) ← BBS+.KeyGen(1λ)

2. Registration: Pi(pkRA; ski, SignRA(ski)) ↔ RA(skRA; ∅). They do the fol-
lowing steps:

– Pi randomly chooses an odd number ski ∈R Zp \ {q}.
– They execute BBS+.Sign

[
Pi(ski, pkRA;σi = SignRA(ski)) ↔ RA(skRA; .)

]

3. Distance-Bounding: Pi(ski, SignRA(ski); ) ↔ Vj(pkRA;OutV). There are

five steps in this phase; (i) BBS+.Verify, (ii) Bit Commitments, (iii) Fast-
Exchange, (iv) Commitment Opening and (v) Proof-of-Knowledge. At any step
of this phase, V terminates with OutV = 0, if any failure happens, otherwise if
it reaches the end, it returns OutV = 1 as the output.

(i) BBS+.Verify
[
Pi(ski, σi = SignRA(ski); .) ↔ Vj(pkRA;Out,C = gski

1 .gr
2)

]
.

If Out = 1, then Vj continues to the next step and keeps the value of C.

(ii) In Bit Commitment step, the process of Fig. 1 gets executed. At the end of
this phase, Vj is able to compute:

Fig. 1. PDB: Bit Commitment step
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Fig. 2. PDB: Fast-Exchange step

Fig. 3. PDB: Commitment Opening step

z =
∏λ−1

l=0 (Ck,lCe,l)2
l

= g
∑λ−1

l=0 (2l.k[l]+2l.k[l])
1 .h

∑λ−1
l=0 (2l.(vk,l+ve,l)) = gk+e

1 .hv =
gu.ski
1 .hv mod p

such that: k =
∑λ−1

l=0 (2l.k[l]) mod p − 1, e =
∑λ−1

l=0 (2l.e[l]) mod p − 1, e =
∑λ−1

l=0 (2l.e[l]) mod p − 1, v =
∑λ−1

l=0 (2l.(vk,l + ve,l)) mod p − 1.

(iii) In Fast-Exchange step, process of Fig. 2 runs for ∀l ∈ {0, . . . , λ − 1}.

(iv) In Commitment Opening step, the process of Fig. 3 runs for ∀l ∈ {0, . . . ,
λ − 1}.

(v) Finally in Proof-of-Knowledge step, and interactive instance of
PoK[(ski, v, r) : z = gu.ski

1 .hv ∧ C = gski
1 .gr

2] takes place to make sure that
the summation of the secret values k and e is equal to randomized form of the
committed secret-key (u.ski). One possible way of doing the PoK is repeating the
process of Fig. 4 for t times. The process continues, unless occurance of failure.

If all t times verifications succeed, then Vj returns OutV = 1. Note that if
we replace the secret-key commitments (C = gski

1 .gr
2) with public-keys of the

prover (pki = gski
1 ), and remove the BBS+ signature scheme, then we would have

a secure public-key distance-bounding protocol (DBPoK-log+), which fixes the
vulnerabilities of DBPK-Log [5]. Now we provide our claim about the security of
PDB protocol.
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Fig. 4. PDB: Proof-of-Knowledge step

Theorem 1. PDB protocol is (negl(λ), negl(λ), negl(λ), negl(λ))-secure, under
Definition 6.

The security proof of this theorem will be provided in the full version paper.

5 Conclusion

In this paper we solved the open problem of having a public-key DB protocol,
which is secure against all DB adversaries by proposing a new protocol (DBPoK-
log+). This protocol is based on DBPoK-Log protocol which has shown to be vul-
nerable against DFA and TFA. We achieved security by adding some PoK oper-
ations. The computational cost of this achievement is equivalent to about 4.λ
exponentiations in a prime order cyclic group per each DB instance.

Moreover we proposed a new privacy model for the provers against dishon-
est verifiers and honest-but-curious registration authority. And finally extended
DBPoK-log+ protocol to build a privacy-preserving DB protocol (PDB) in the
new privacy model. This protocol, inherits distance-bounding properties from
DBPoK-log+ protocol. We replaced the public-key setting of provers, with Ped-
ersen commitments and adopted BBS+ signature scheme to provide privacy and
authentication at the same time. As a result, PDB provides all three properties
together; distance-bounding, privacy and authentication. The computational cost
of this achievement, is about 25 extra exponentiations per each DB instance, in
comparison with DBPoK-log+.

There are still two open problems in this field; (1) having a DB protocol secure
against all DB adversaries, which supports extensive privacy against an adversary
who has access to corrupt oracle. And (2) having the same DB protocol in the
presence of dishonest registration authority.
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Abstract. Distance (upper)-bounding (DUB) allows a verifier to know
whether a proving party is located within a certain distance bound. DUB
protocols have many applications in secure authentication and location
based services. We consider the dual problem of distance lower bound-
ing (DLB), where the prover proves it is outside a distance bound to
the verifier. We motivate this problem through a number of application
scenarios, and model security against distance fraud (DF), Man-in-the-
Middle (MiM), and collusion fraud (CF) attacks. We prove impossibility
of security against these attacks without making physical assumptions.
We propose approaches to the construction of secure protocols under
reasonable assumptions, and give detailed design of our DLB protocol
and prove its security using the above model. This is the first treatment
of the DLB problem in the untrusted prover setting, with a number of
applications and raising new research questions. We discuss our results
and propose directions for future research.

1 Introduction

Distance (upper) bounding (DUB) protocols have been widely studied in recent
years: a verifier V interacts with a prover P to obtain assurance that the prover
is at a distance at most B from the verifier. A DUB protocol was first proposed
in [3] to thwart relay attacks in authentication protocols, by using the location
as an unforgeable attribute of the prover. DUB protocols have been widely used
for proximity based authentication (e.g., passive keyless entry and start system
in modern cars [8]), proximity based control (e.g., implantable medical device
[15]), and Radio-Frequency Identification (RFID) authentication [1,18].

Secure DUB protocols estimate distance by measuring the round-trip time
between a challenge and its response, which are transmitted as light-speed elec-
tromagnetic (EM) signals. We refer to protocols that use this method for distance
estimation, as class EF (i.e., EM fast-exchange). In this paper, we consider the
dual problem of distance lower bounding (DLB), where a prover P wants to prove
its distance from a verifier V is higher than a bound B. DLB problem naturally
arises in application scenarios where privileges are given based on the distance of
the requester to a verifier. For example a company offering unrestricted Internet
access to games and entertainment software to employees, when they are outside
of main office area of the company campus (e.g., Google campus), and restricted
access when employees are within the main office area. Here the requirement is

c© Springer International Publishing Switzerland 2015
L.C.K. Hui et al. (Eds.): ICICS 2014, LNCS 8958, pp. 89–104, 2015.
DOI: 10.1007/978-3-319-21966-0 7
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for employees to prove they are outside the main working area. A second sce-
nario is when the parking lot is divided into zones and parking charge depends
on the distance of the car to the main point of interest (e.g. discounted rate
will be given if users park their car at farer distance from the shopping mall
entrance). In both cases once the privilege is granted based on the distance,
one needs to use monitoring mechanisms such as continuous authentication to
ensure that the user stays within the claimed area. Embedding such authenti-
cation in streaming services such as games or music is straightforward. For the
latter scenario, one can use random scanning of the area to ensure correct claim.
Although determined users may be able to bypass the authentication, but they
will be inconvenient (e.g. move the car frequently) and also have to accept the
risk of detection and penalty.

Despite the relation between DUB and DLB and the fact that a successful
DUB protocol run proves an upper bound on the prover’s distance, its failure
does not say anything about the distance of the prover. None of the DUB proto-
cols protect against distance enlargement attack [6], where the malicious prover
enlarges the distance by delaying the response. Other applications of DUB pro-
tocol, such as using DUB protocols with multiple verifiers for secure positioning
[6], will also be vulnerable to distance enlargement attack. A second approach
would be to use Global Positioning System (GPS)[11] to determine the location
of the user. However one needs to trust the GPS measurements, which is known
to be vulnerable to attacks, such as GPS spoofing attack [21] where fake satellite
signals are used to modify the GPS location data. This solution also results in
privacy loss and so one needs to consider privacy enhancing GPS solutions that
require extra infrastructure.

Attacks on DLB protocols depend on the application scenario. In Sect. 2.1
we formalize attacks that are applicable in the above application scenarios, and
show that they are parallel to attacks on DUB protocols. DUB protocols have
been analyzed against three broad classes of attacks [20]: distance fraud (DF)
where the prover is malicious and wants to shorten its distance to the veri-
fier; collusion fraud (CF) where the prover is malicious and has a helper that
would assist them to shorten its distance to the verifier; and finally Man-in-the-
middle (MiM) attack where the prover is honest and is the victim of an external
attacker, who aims to shorten the distance between the honest prover and the
verifier. These classes include attacks such as impersonation, Mafia fraud and
Terrorist fraud, that are traditionally considered for DUB. We show that all
above attacks are directly applicable to our DLB scenario above and capture
important DLB attacks.

The solution to DLB problem depends on the trust assumption. DLB problem
in a setting that both the prover and the verifier are trusted, has been considered
in [19]. In this paper, we consider a setting where the prover is untrusted and
the verifier is trusted.

Here we unravel the main difference between DUB and DLB protocols:
DUB protocols have been primarily designed in the setting that an untrusted
prover interacts with a trusted verifier. However in Sect. 2.2, we prove that it
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is impossible to have secure DLB protocol if provers are fully untrusted (have
full control of the device hardware and software), which allows them to deviate
arbitrarily from the protocol. One however can have secure protocols by making
assumptions on the malicious prover’s access to the device and/or communica-
tion channel. Table 1 summarizes trust assumptions in the two problems.

Table 1. Impossibility result of DB protocols with different trust assumptions

Trust DLB problem DUB problem

Trusted prover Possible (e.g., secure ranging [19]) Possible a (c.f., DB [2])

Fully untrusted proverb Impossible (Sect. 2.2)

Partially trusted proverc Possible (Sect. 3, ΠDLB−BM )
a DUB protocols with fully untrusted prover are secure in other trust settings.
b Malicious prover with unrestricted control of the prover device hardware/software.
c Restricted Malicious prover who can run malicious software on the prover device.

Our Contribution. First, we initiate the study of distance lower bounding
(DLB) problem in a setting where the prover is untrusted using motivating
application scenarios. Second, we construct security model for DLB problem and
define three broad classes of attacks: distance fraud (DF), Man-in-the-middle
attack (MiM) and collusion fraud (CF). Third, we prove that security against
any of these attacks without making physical assumptions1 is impossible. In par-
ticular, a fully malicious prover can always succeed in the DF attack, and an
external attacker (without the cryptographic credentials) can always jam-and-
delay the signal between the verifier and the prover, and succeed in the MIM
attack. This also implies that a malicious prover that has a helper (CF) will
always succeed. Fourth, we construct a secure DLB protocols under reasonable
assumptions, and prove its security against DF, MiM and CF attacks. Finally,
we estimate time, memory and energy requirements of our protocol and conclude
with open questions and directions for future research.

Related Work. There is a large body of research on secure positioning and
distance estimation, including distance bounding protocols [2,3,10], positioning
techniques [6,11] and secure ranging protocols [19]. As we argued earlier, these
approaches are not directly applicable to the DLB problem in the setting that
the prover is not trusted. GPS systems use a set of satellites signals to determine
the location and are designed for non-adversarial setting, and so GPS systems
are vulnerable to signal spoofing attacks [21]; DUB protocols protect against
malicious provers trying to shorten the distance, but are in general vulnerable
to the distance enlargement attack [6]; secure positioning systems use a DUB
protocol with multiple verifiers to triangulate the prover’s location, but is also
vulnerable to distance enlargement attack, making positioning an insecure app-
roach for DLB; and secure ranging systems only consider non-adversarial setting
as well.
1 Including limited access to the device hardware, and/or the communication channel.
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To our knowledge, this is the first paper to study DLB in a setting where
the prover is not trusted. Our approach to defining attacks, distance estimation,
and design of the protocol is inspired by the large body of literature on DUB,
in particular, [20] for formalization of attacks, and [2,10] for the design of the
protocol. The use of bounded-memory assumption for the prover’s device in the
context of secure code update had been considered in [13]. We refer to [22]. for
a complete review of relevant works.

2 DLB - Model and Impossibilities

We consider a multi-party system where a party U is modeled by a polynomially
bounded interactive Turing machine (ITM) with a certain location locU , and
some pre-shared key. A party can be a prover or a verifier. A prover P engages
in a two-party protocol with a verifier V , to prove the claim that its distance to
the verifier satisfies certain bound. Honest parties run predefined algorithms for
their side of the interaction. The verifier V is always honest. The prover however
may be malicious, in which case it is denoted by P ∗. A protocol instance defines
an experiment denoted by exp = (P (x; rP ) ↔ A(rA) ↔ V (y; rV )). At the end of
a protocol instance, V has an output OutV , which is 1 or 0, showing acceptance
or rejection of the DLB, respectively. The prover does not have an output. A
participant in an experiment has a view consisting of all its inputs, coins, and
messages that it can see. The external attacker A may interact with multiple P s
and V s, and its view will include all these interactions.

Definition 1 (DLB Protocol). A Distance Lower Bounding (DLB) proto-
col is a tuple (Gen, P, V,B), where (x, y) ← Gen(1s, rk) is a randomized key-
generation algorithm that takes security parameter s and randomness rk and
outputs keys x and y; P (x; rP ) is the prover’s ppt ITM that takes secret-key] x
and randomness rP ; V (y; rV ) is the verifier’s ppt ITM taking secret-key y and
randomness rV , and B is a distance-bound. It satisfies two properties:

– Termination: (∀s)(∀R)(∀rk; rV )(∀locV ) if (.; y) ← Gen(1s; rk) and (R ↔
V (y; rV )) is an execution of the protocol between the verifier and any
(unbounded) prover algorithm, V halts in Poly(s) computational steps;

– p-Completeness: (∀s)(∀locV ; locP such that d(locV ; locP ) ≥ B) we have

Prrk;rP ;rV

[

Outv = 1 :
(x; y) ← Gen(1s; rk))
P (x; rP ) ↔ V (y; rV )

]

≥ p

2.1 Attacks on DLB Protocols

We consider three classes of attacks: distance fraud (DF), man-in-the-middle
(MiM) attack, and collusion fraud (CF). In DF, P ∗, with d(P ∗, V ) < B wants
to convince V that its distance is at least B. In MiM attack, an external attacker
who does not have the secret key, interacts with multiple P s and V s, and finally
succeeds in taking the role of a prover in a protocol instance (See Fig. 1a). In
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Fig. 1. MiM and CF attack in DLB

CF, P ∗ colludes with a helper to claim a longer distance to V (See Fig. 1b).
The collusion should not leak the prover’s secret key to the helper. The formal
definitions of the attacks are below.

Definition 2 (DF-resistance). A DLB protocol Π is α-resistant to distance
fraud if (∀s)(∀P ∗)(∀locv such that d(locv, locp∗) ≤ B)(∀rk), we have

Prrv

[

Outv = 1 :
(x, y) ← Gen(1s; rk)
P ∗(x) ↔ V (y; rv)

]

≤ α

where P ∗ is any dishonest prover. Because of the concurrent setting we effec-
tively allow polynomially bounded number of P (x′) and V (y′) close to V (y) with
independent (x′, y′).

Distance hijacking Definition 2 captures distance hijacking attack [7] against
DLB protocols. In this attack, P ∗ who is at distance < B, uses DLB communi-
cations of unaware honest provers at a distance ≥ B, to claim a distance ≥ B.

Definition 3 (MiM-resistance). A DLB protocol Π is β-resistant to MiM
attack if (∀s), (∀m, �, z) are polynomially bounded, (∀A1, A2) polynomially
bounded, for all locations such that d(locPj

, locV ) < B, where j ∈ {m+1, · · · , �},
we have

Prrv

⎡

⎣Outv = 1 :
(x, y) ← Gen(1s)
P1(x)...Pm(x) ↔ A1 ↔ V1(y)...Vz(y)
Pm+1(x)...P�(x) ↔ A2(V iewA1 ) ↔ V (y)

⎤

⎦ ≤ β

Here probability is over all random coins of the protocol, and V iewA1 is the
final view of A1. The definition effectively allows polynomially bounded number
of P (x′), P ∗(x′), and V (y′) with independent (x′, y′), anywhere.

Mafia fraud and impersonation attack. Definition 3 covers Mafia fraud and imper-
sonation attack as special cases. In Mafia fraud, there is no learning phase. The
attacker interacts with an honest prover and makes the verifier to output accept.
That is, m = z = 0 and, � = 1 in the attack phase. In impersonation attack the
attacker uses multiple possibly concurrent interactions with the verifier to make
the verifier output 1. This attack is captured by letting � = m.

Definition 4 (CF-resistance). A DLB protocol Π is (γ, η) resistant to collu-
sion fraud if (∀s)(∀P ∗)(∀locv0) such that d(locv0 , locP ∗) < D), (∀ACF ppt.):
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Prrv

[

Outv0 = 1 :
(x, y) ← Gen(1s)

P ∗(x) ↔ ACF ↔ V0(y)

]

> γ

implies existence of an extended2 MiM attack with m, �, z, A1, A2, Pi,
Pj , Vi that uses interaction with P and P ∗ both, and V in learning and satisfies

Pr

⎡

⎣Outv = 1 :

(x, y) ← Gen(1s)

P
(∗)
1 (x)...P (∗)

m (x) ↔ A1 ↔ V1(y)...Vz(y)
Pm+1(x)...P�(x) ↔ A2(V iewA1) ↔ V (y)

⎤

⎦ > η

Here, prover P (∗) is either P or P ∗ and we have d(locPj
, locV ) < B, for j ∈

{m + 1 · · · �}. We implicitly allow a polynomial number of P (x′), P ∗(x′), and
V (y′) with independent (x′, y′) anywhere but honest participants are close to V0.

Terrorist fraud. In Terrorist fraud, P ∗, with d(P ∗, V ) < B, gets aid from a
helper who does not have the secret key. Definition 4 captures terrorist fraud as
a special case by letting m = z = � = 1, by simply allowing A1 to run ACF and
succeed in impersonation and making V to accept.

2.2 Impossibility Results

We consider protocols in EF . Let C denote speed of light, tc and tr denote the
verifier’s clock readings, when the challenge is sent and the response is received,
respectively. If the received response is correct, the verifier calculates TΔ = tr−tc
to estimate the distance of the prover. Let Tproc denote the processing time of
the prover. The verifier estimates the prover’s distance D as

D =
(TΔ − Tproc)C

2
. (1)

Theorem 1. 1. Any DLB protocol in EF is vulnerable to DF if P ∗ has full
(hardware and software) control over the prover’s device.

2. No DLB protocols in EF can provide β-resistance with β < 1 to MiM attack
by an external attacker who can jam and delay messages to/from the prover.

3. For any DLB protocol in EF , P ∗ can succeed in CF with probability 1 and
negligible key leakage to the helper, if the helper has full access to the commu-
nication channels with P ∗, and P ∗ has full control over the prover’s device.
The result holds even if communication is only allowed in one direction
between the prover and the helper.

The proof sketch of Theorem 1 can be found in Appendix A.

2.3 Restricted DF, MiM, and CF

To remove the above impossibility results, we must use reasonable assumptions
(restrictions) on the adversary’s control of the device and/or the communication
channel. We refer to attacks under these conditions as restricted DF, MiM and
CF (rDF, rMiM and rCF), to emphasize extra assumptions are needed.

2 Because learning phase allows interaction with P ∗.
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Table 2. DLB security against the three attacks in different settings.

Attacks Assumptions

No Assumption Prover’s device Communication Combined

[BM] [OC] [BM + OC]

DF-security × � × �
MiM-security × × � �
CF-security × × × �

Notations. We use PD to denote the prover’s device, and rX[Y ] to denote
restricted version of attack X, where X ∈ {DF,MiM,CF} and restrictions
are stated in Y . For example, rDF[BM ] refers to the restricted DF attack, under
the restriction that PD has bounded memory.

Table 2 summarizes our impossibility results and shows assumptions used in
our construction in Sect. 3. The assumptions that we use for security against rDF
are, (i) P ∗ cannot access (read or write) the PD ’s read-only memory (ROM), and
(ii) PD has bounded memory (BM). Note that the first assumption still allows P ∗

to inject malicious codes into the device writable memory (RAM), and modify
correct execution of the protocol. The bounded memory assumption is a well-
established model in cryptography [4], and has been used in the design of security
systems [13]. To achieve the security against rMiM and rCF, in addition to the
above assumptions, we require the helper to have no On-line Communication
(OC) with the prover during the fast-exchange phase. In Sect. 3, we present a
DLB protocol that provides security against rDF, rMiM and rCF under the above
assumptions. Note that one may achieve rDF, rMiM and rCF resistance using
other assumptions that restrict the prover and the helper. For example instead
of assuming a root of trust on the PD, one may establish a dynamic root of trust
using software attestation. We give a software attestation-based DLB protocol in
full version [22]. This protocol also requires no online-communication assumption
for security against all attacks. We also provide an overview of security analysis
and implementation challenges of the protocol.

3 DLB Protocol Constructions

Assumptions and Attack Model. We assume the PD is a bounded memory device
with a protected memory (ROM), and a writable memory (RAM) of (fixed) L bit
size. We consider RAM as an array indexed from 1 to L. The DLB protocol code
is stored partly in ROM, denoted by DLBROM , and partly in RAM, denoted
by DLBRAM . We assume V has a shared key with the PD, and holds the same
DLB code. The secret key of PD is stored in ROM and is accessible only to the
code in ROM. We assume communication channel is noise free, although our
results are extendable to noisy communication by applying similar methods as
[17]. The adversary may store and run arbitrary malicious code on the RAM of
the PD, but is not able to tamper the hardware of the device.
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Approach. Using Eq. 1, P ∗ at distance D can always delay the response by 2D′/C
second(s) to claim a longer distance D + D′. Let Tmax denote the maximum
expected response generation (processing) time by the verifier. (This can be
estimated for example, by measuring the processing time of a set of functional
devices, and choosing Tmax larger than all the measured times.) Knowing that
0 ≤ Tproc ≤ Tmax, the verifier uses the round-trip time TΔ to obtain the following
distance bounds.

D ≥ Dlower =
(TΔ − Tmax)C

2
(2)

We propose a protocol that assumes bounded memory for PDand enables V to
force an upper bound on the delay introduced by P ∗.

3.1 The Protocol ΠDLB−BM

The secret key consists of two binary strings, x, and x̂ in {0, 1}� respectively.
When clear from context, we refer to each string as key also. The protocol uses
a secure Pseudo Random Function (PRF) fx : {0, 1}2k → {0, 1}2n, x ∈ {0, 1}�,
and a secure keyed-hash function (Hx̂)x̂∈{0,1}� : {0, 1}∗ → {0, 1}b. Figure 2 shows
the messages communicated in the three phases of the protocol.

Phase 1: Initialization Phase. The prover generates a k-bit nonce Np and sends
it to the verifier. The verifier selects a k-bit nonce Nv and a 2n-bit random string
A, calculates M = A ⊕ fx(Np, Nv), and sends (M,Nv) to the prover. With this
information, the prover decrypts M to retrieve A = M ⊕ fx(Np, Nv) and stores
it in memory. A is the response table that will be used by the prover to respond
to challenges in Phase 2. Considering A = (a(1,j), a(2,j)), where j = 1 · · · n, as a
sequence of n bit pairs, we define a third string a(3,j) = a(1,j) ⊕ a(2,j) ⊕ x. a(3,j)

is computed at run time from the response table and so is not stored in memory.

Phase 2: Fast-exchange Phase. This phase proceeds in n consecutive challenge-
response rounds. In each round 1 ≤ i ≤ n, the verifier chooses a random challenge
ci ∈ {1, 2, 3} and sends it to the prover, immediately followed by a random eras-
ing sequence RSi of length zi. In Sect. 3.2, we will discuss how zi is determined.
The role of RSi is to prevent P from delaying the response to extend its distance.
On receiving the challenge ci, the prover will retrieve the response ri = a(ci,i).
When zi − 1 bits of RSi are received, the prover must send ri to avoid it being
overwritten by the final bit of RSi. The prover must also send the response
to the erasing sequence (also referred to as proof of erasure hi). By correctly
designing the computation of the hash, the correct proof of erasure will “prove”
that the prover has received and stored the full RSi and also has kept the code
DLBRAM intact (see Sect. 3.2 for details). In addition, the verifier records the
time difference TΔ,i between sending ci and receiving ri.

Phase 3: Verification Phase. The verifier checks the correctness of response ri and
proof of erasure hi for all rounds, i = 1 · · · n. It also verifies whether all response
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Fig. 2. Distance lower bounding protocol ΠDLB−BM

times are higher than a threshold θ, determined as follows. Let B denote the
distance-bound, and T (zi − 1) denote the time interval required by the prover
to receive zi − 1 bits. The acceptable round-trip time in round i must satisfy
TΔ,i ≥ θ = 2B

C + T (zi − 1), where C = 3 ∗ 108 is the speed of light (see Eq. 2).
The verifier outputs Outv = 1, if and only if all verifications and time checks
succeed. For simplicity, we assumed the communication channel is noiseless; thus,
a successful protocol requires all challenges to be correctly responded.

3.2 The Design of Erasure Sequence and Its Response

In fast-exchange round i, an erasure sequence RSi is sent to the P , and a correct
response is required. RSi is used to guarantee all the device memory is erased,
except DLB code and the part of the memory that is required for future response.
The length of the erasing sequence RSi must be chosen as follows.

Sequence Length. Let the sizes of the RAM and DLBRAM , be L and λ, respec-
tively. After the initialization phase, the 2n-bit random table A is stored in
the prover’s device memory. In Round 1, the erasing sequence RS1 must erase
L − λ − 2n unused memory, together with (a(1,1), a(2,1)), the two response bits
associated with round 1. In each subsequent challenge-response round i, two
additional bits (a(1,i), a(2,i)) of A will be used and so the length of the erasing
sequence must be increased by two bits. By induction, the random sequence RSi

in round 1 ≤ i ≤ n must have length L − λ − 2(n − i). Figure 3 shows the state
of the prover’s memory during protocol execution.

Response to the Erasure Sequence. The response in round i, denoted by hi,
must guarantee that the PD’s memory, contains the sequence RSi and DLB
code DLBRAM in full, and prove that the rest of the memory is erased. We
refer to this response as proof of erasure, as it is inspired by [13]. An efficient
approach is to send the cryptographic hash of RSi. To prevent the prover from
calculating the hash value in real-time without storing the whole RSi, we require
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Fig. 3. Prover’s memory during protocol execution

the hash function to be applied to the received sequence in the reverse order
of arrival. That is, assuming RSi = (u1 · · · uzi

), the hash will be applied to
R̄Si = (uzi

· · · u1). This leaves the prover no choice other than waiting for the
last bit to arrive, before starting the calculation. To prevent P ∗ to simply store
the required hash value of the code, we use hi = Hx̂(R̄Si ‖ DLBRAM ). In
this construction, R̄Si serves as a random nonce, and rules out the possibility
of P ∗ successfully passing the verification without storing the full DLBRAM .
The response calculation must be such that it cannot be delegated to a helper.
This requirement is for achieving security against rCF (Sect. 4). We thus use a
keyed-hash message authentication code, that requires the prover’s secret key.
The keyed-hash message authentication code uses a suitable cryptographic hash
function in a specific structure (e.g. HMAC), to construct a secure MAC, which
ensures the keyed-hash value cannot be forged.

4 Security Analysis of ΠDLB−BM

ΠDLB−BM protocol uses a PRF and HMAC, and we analyse its security against
a computationally bounded adversary. We note that it is possible to construct an
information theoretically secure version of this protocol, by replacing the PRF
and HMAC with appropriate primitives.

rDF[BM ] resistance. In DF, a malicious prover P ∗ with d(locv, locP ∗) ≤ B,
wants to prove, its distance is higher than the bound. To achieve this goal,
P ∗ must send the correct response bit ri, and the correct proof of erasure hi,
both with sufficient delay, in all rounds 1 ≤ i ≤ n, of the fast-exchange phase.
Theorem 2 proves that the DF resistance of the DLB protocol ΠDLB , assuming
that a malicious code of length at least g bits is required.

Theorem 2. ΠDLB−BM is ε-resistant to rDF[BM], with ε = max
(
2−( g

2 )2 ,

2−n(n+1)
)
, against any rDF[BM] attack that requires at least g-bit malicious code,

assuming Hx() is HMAC with a suitable cryptographic hash function.
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The proof is given in Appendix B. The theorem implies that attacks with
longer codes directly reduce the success probability of P ∗. This substantially
limits designing malicious codes. Note that for a 1-byte malicious code (g = 8)
leads to a success chance of ε < 10−6, for protocols with at least 4 rounds, n ≥ 4.

rMiM[OC] resistance. In rMiM[OC], the adversary cannot send or receive signal

to, or from the prover during the fast-exchange phase of the target instance. It
however has full communication power during other phases. We do allow the
adversary to jam communications between the verifier and provers in all phases
of the protocol (including fast exchange phase). The proof outline of the following
Theorem 3 is given in full version [22].

Theorem 3. The DLB protocol ΠDLB−BM is β-resistant to rMiM[OC]attack with
β = 2−l, by choosing b > l

n − 1.

rCF[BM, OC] resistance. Providing rCF security requires security against rDF and

rMiM, and so their associated assumptions. We consider rCF[BM, OC], and show
(i) this is a stronger attack than rDF[BM], and (ii) ΠDLB−BM is secure against
this attack (see Theorem 4 and its formal proof is given in [22]).

Theorem 4. The protocol ΠDLB is (γ, η)-resistant to rCF[BM, OC], with η = 2−l

and γ ≤ max{2− g+0.5
2

g+1
2 , 2−(n+0.25)(n+1)}, assuming malicious code length ≥ g.

5 Practical Consideration

The computation during the initialization and challenge-response is similar to
DUB protocols and so the excellent works [14] on the implementation of DUB
protocols can be used for performance estimates. However using erasing sequence
is unique to ΠDLB−BM . We estimate memory, time, and energy consumption
of ΠDLB−BM on a MicaZ sensor [12] using TinyOS. We assume the following
parameters: n = 10 rounds and k = 192 bits of nonces. We use HMAC-SHA1,
denoted by HMAC(.; .), for the PRF, fx, and generation of response for RSi,
Hx̂. That is, fx(Np, Nv) equals the first 2n = 20 bits of HMAC(x;Np||Nv) and
Hx̂(R̄Si||DLBRAM ) equals HMAC(x̂; R̄Si||DLBRAM ) of length b = 160 bits.

MicaZ Sensor Specifications. The device is supplied by two AA batteries and
includes an ATMEGA128 microcontroller and a TI-CC2420 radio transceiver.
The micro-controller provides 4 KB of writable memory (SRAM), with 4 KB of
EEPROM and 640 KB of write-protected flash memory. The radio transceiver
chip works for an RF band of 2.4–2.48 GHz and has 250 Kbps data rate.

Memory Consumption. HMAC-SHA1 takes code size of 4650 bytes [13] for
implementation on ROM, and around 124 bytes of RAM to load data structures
and stack. Considering l = 128 of secret key x, we have a reasonable estima-
tion of code size to be 10 KB. Although the EEPROM is only 4 KB large, the
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ATMEGA128 architecture allows for ROM extension via the use of mask ROM,
locked flash memory, and fuse bits. Using these extension methods, one can build
read-only memory of size 10 KB or more. Note that in order to obtain maximum
energy consumption, we assume the size of DLBRAM to be 0.

Energy and Time Consumption. The writable memory in ATMEGA128
(when flash memory is write-protected) is the 4KB SRAM. For a n = 10 rounds
DLB protocol, the erasing sequence has length 32758 bits on average.

Communication Costs. The protocol requires the prover to receive Nv, M
in initialization phase and ci, RSi in each fast-exchange round, which gives
a total of lrx = len(Nv) + len(M) + 2n + n × len(RSi) = 326912 bits.
There is also requirement for sending Np, ri’s, and hi’s which sums to ltx =
len(Np) + n + n × len(hi) = 1802 transmission bits. Sending (resp. receiving)
a single bit requires Erx = 2.34μJ/b (resp. Etx = 4.6μJ/b) by the radio trans-
ceiver with typical power adjustments [5]. The total communication energy is
thus Ecomm = ltxEtx + lrxErx = 773mJ .

Computation Costs. The cost is highly due to computing hi. The rest is negligi-
ble. Extrapolating memory erasure phase figures in [13] to our 4KB-memory
device, we require less than 600 milliseconds time for computing proof of
erasure, which is quite practical. As for energy consumption, each HMAC-
SHA1 computation uses 3.5μJ per memory byte. Considering the memory size
and the number of rounds, the required computation energy is obtained as
Ecomp = 3.5 × 10−6 × 4 × 210 × 10 = 140mJ . Each AA battery is capable
of delivering 1.2 Amperes under an average voltage of 1.2 Volts for one hour
[5], implying the power supply of 10, 368J via the two batteries. This means the
proving device can be used for approximately 10,368

(773+140)10−3 > 11, 000 runs of
DLB protocol before the batteries die. This is quite a reasonable turn out for
power consumption. Although we should consider idle/sleep mode energy con-
sumption for more accurate analysis, this consideration will not cause a drastic
change on the above result.

6 Concluding Remarks

We motivated the novel security problem of DLB in the setting that the prover is
not trusted using a number of application scenarios, and gave formal definition of
security against three general classes of attacks (DF, MiM and CF). We proved
that it is impossible to provide security against any of these attacks without
making physical assumptions. Our results show that an adversary, even if it
is computationally bounded, will always succeed in DF if it has unrestricted
access to the prover’s device (fully untrusted prover), and will succeed in MiM
attacks, if it has unrestricted access to the communication channel. And security
against CF requires restrictions on both types of accesses. These results show
a fundamental difference between DLB and DUB problems. The only physical
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assumption in DUB protocols, is that the speed of EM signals is constant. In
DLB protocols however, in addition to this assumption, one must assume other
restrictions on the physical access of the adversary.

Our protocol provides security against rDF[BM], rMiM[OC], and rCF[BM, OC], using
reasonable assumptions that have been used in theoretical cryptography as well
as security systems in practice, including systems for secure code update [13].
Enforcing assumptions in practice would need special technologies such as tar-
geted jamming [9]. One can replace the above assumptions with other reasonable
assumptions. For example, instead of assuming bounded memory, one can use
a software-based externally verifiable code execution (EVCE) system such as
Pioneer [16], to guarantee that the target executable code associated with the
distance measurement, is executed without modification by a malicious code
that may reside on the device. a trusted network to eliminate proxy attacks
allowing the construction to provide security against rMiM[OC] and rCF[SA, OC].
The important point to note is that one must restrict the adversary’s physical
access to the environment to achieve any DLB security.

Our primary application scenarios of DLB in this paper were examples of
proximity-based access control. Other application scenarios in DLB may have
different security requirements. Examining these requirements will be an impor-
tant step in modelling security and designing secure protocols. Another inter-
esting question is to efficiently incorporate DLB in DUB protocol to provide
security against distance enlargement.

A Proof Sketch of Theorem 1

For (1), assume a malicious prover (who can calculate correct responses to the
verifier challenges) at D < B. To claim a longer distance D + D′, the prover
modifies the execution to add appropriate delay by tampering with the hard-
ware/software and responds after 2D′/C second(s). The attack succeeds with
probability 1. For (2), A MiM attacker can use the following strategy: upon
receiving a message from one party, the adversary jams the signal to prevent it
from being received by the other, and later forwards it with appropriate delay.
For (3), note that CF resistance requires both DF resistance and MiM resistance:
A CF attacker can simply simulate a successful DF attacker by simply ignoring
the helper. It can also simulate a successful MiM attacker, by allowing P ∗ in the
CF attack to run the algorithm of P , and the helper in CF to run the algorithm
of the MiM adversary, AMiM .

B Proof of Theorem 2

A dishonest prover P ∗ succeeds if it passes verification in all rounds. A P ∗’s
strategy σ, is defined by a sequence of actions that it will take over the n rounds.
P ∗ needs a malicious code of size at least g to implement its strategy. The code
must be stored in the PD’s RAM. In each round, P ∗ must dedicate g bits of
RAM for the malicious code MC, by either over-writing the response table A[i],
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or RSi, or DLBRAM , or part of each, Here A[i] is the un-used part of A at the
start of round i. It is important to note that success probability of P ∗ in each
round, depends on the action taken in the current round, and all actions taken in
all the previous rounds. For example if P ∗ has overwritten (a(1,i), a(2,i)), during
an earlier round j, where j < i, then the success probability of producing the
correct response to ci, will be at most 1/2.

Let Pr(Succσ
DF ) denote the prover’s success probability for a strategy σ (n-

round strategy, possibly adaptive) used by P ∗. Let Si denote the event associated
with the success in round i, 1 ≤ i ≤ n. We have the following:

Pr(Succσ
DF ) = Pr(

n∧

i=1

Si) =
n∏

i=1

Pr(Si|Si−1, . . . , S1).

The properties of probability imply: ∀i, Pr(Si|Si−1, . . . , S1) ≤ 1. In round i,
P ∗’s device receives a challenge symbol ci, followed by L − λ − 2(n − i) bits of
RSi. The response consists of ri, and hi = Hx̂(R̄Si||DLBRAM ). Because of the
unforgeability of HMAC, to calculate hi, the string RSi must be fully stored,
and DLBRAM must remain intact. If some of these bits, say �, are overwritten,

to generate the correct response, the � missing bits can be guessed., with
success probability 2−�.

Let g be even and smaller than the response table original size, g ≤ 2n. In
each round, 2 bits of the table are used and the erasing sequence is lengthened
by 2 bits. The reduction in the size of the table in each round finally reaches a
round n0

	
= n − g

2 , after which the size of A[i], i > n0, is less than the malicious
code. That is, 2(n − i) < g and the length of RSi satisfies L − 2(n − i) > L − g.
From round i > n0, to keep the g bit malicious code, some bits from RSi must
be overwritten and this number equals,

g − 2(n − i) = g − 2(n0 +
g

2
− i) = 2(i − n0).

This leads to a success chance of 2−(2(i−n0)+1) in calculating hi in round i. The
overall success chance is given by,

Pr(Succσ
DF ) ≤

∏

1≤i≤n0

1 ×
∏

n0+1≤i≤n

2−(2(i−n0))

= 2−(∑n
i=n0+1 2(i−n0)) = 2−(∑n−n0

i′=1
2i′) = 2−( g

2 )( g
2 +1) < 2−( g

2 )2 .

If g is odd: A similar argument can show that the prover needs to drop 2(i−n0)−1

bits in rounds i > n0 =
	
= n − g+1

2 . The success probability equals

Pr(Succσ
DF ) ≤ 2−(∑n

i=n0+1 2(i−n0)−1) = 2−(∑n−n0
i′=1

2i′−1)

= 2−( g+1
2 )( g+1

2 +1).2
g+1
2 = 2−( g+1

2 )2 < 2−( g
2 )2 .
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If g ≥ 2n. Here, the prover needs to drop some bits of the erasing string RSi in
all rounds 1 ≤ i ≤ n; in other words, n0 = 0 and the prover’s success chance is,

Pr(Succσ
DF ) ≤

∏

1≤i≤n

2−(2i) = 2−(∑n
i=1 2i) = 2−n(n+1).

This means that the success probability of P ∗ in any strategy is bounded, and
the proof is complete.
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Abstract. Oblivious transfer is one of the basic building blocks of cryp-
tography. Due to its importance as a building block in the construction
of secure multiparty computation protocols, the efficiency and security
are two big issues in its design. In this paper, we present an efficient,
universal composable (UC) secure adaptive oblivious transfer without q-
type assumptions. The proposed protocol is UC secure under Decision
Linear (DLIN), Decision Bilinear Diffie-Hellman (DBDH) and Square
Decision Bilinear Diffie-Hellman (SqDBDH) assumptions in the presence
of malicious adversary in static corruption model. The proposed protocol
exhibits low computation and communication overheads as compared to
the existing similar schemes.

Keywords: Oblivious transfer · Universally composable security ·
Non-interactive zero-knowledge proofs

1 Introduction

Adaptive Oblivious Transfer (OTN
k×1) is a two-party protocol, where a sender

with messages m1,m2, . . . , mN interacts with a receiver with indices σ1, σ2, . . .,
σk ∈ [N ] in such a way that at the end the receiver obtains mσ1 ,mσ2 , . . . , mσk

without learning anything about the remaining N − k messages and the sender
does not learn anything about the indices σ1, σ2, . . . , σk. The receiver may obtain
mσi−1 before deciding on σi. The OTN

k×1 protocol consists of a initialization
phase and k transfer phases. In initialization phase, the sender encrypts the mes-
sages m1,m2, . . . , mN using some encryption scheme and publishes the encrypted
database. In each transfer phase, the receiver interacts with the sender to decrypt
the ciphertext of its choice in order to recover the desired message. The OTN

k×1 is
an interesting primitive. It is a basic building block for secure multiparty compu-
tation and adaptive oblivious search of large database such as medical, financial,
patent etc.

Naor and Pinkas [18] introduced the first OTN
k×1 protocol in half-simulataion

model in which the security of one party follows real/ideal world paradigm while
the security of other party is supported by heuristic argument only. The first
fully-simulatable OTN

k×1 in which security of both the parties follow real/ideal
c© Springer International Publishing Switzerland 2015
L.C.K. Hui et al. (Eds.): ICICS 2014, LNCS 8958, pp. 105–119, 2015.
DOI: 10.1007/978-3-319-21966-0 8
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world paradigm is proposed by Camenisch et al. [7]. Afterwards, there are quite
a number of OTN

k×1 protocols [1,12–15,17,20,22]. Peikert et al. [19] introduced
the universal composabe (UC) secure oblivious transfer protocols. The security
of OTN

k×1 protocols [1,14,17,20] are also proven in UC framework [8,9]. The UC
secure OTN

k×1 protocols retain their security even when composed with arbitrary
protocols during concurrent execution. The aforementioned OTN

k×1 protocols are
based on q-type assumptions except [1,15]. The q-type assumptions state that
given q solutions of the underlying problem, it is not possible to come up with a
new solution. During simulation, these q solutions are used by the simulator to
answer the queries by an adversary and then convert the adversary’s forgery into
a new solution of the problem. Abe et al. [1] introduced OTN

k×1 without q-type
assumptions in UC framework.

Our Contribution. Adaptive Oblivious Transfer (OTN
k×1) is an extensively

used primitive in cryptography. Designing an efficient OTN
k×1 is not a trivial task.

In this paper, we provide an efficient OTN
k×1 protocol without q-type assumptions

which is provable secure in UC framework. Our scheme assumes a common refer-
ence string CRS similar to existing works as UC secure OTN

k×1 protocol cannot be
constructed without any trusted setup assumptions. The proposed OTN

k×1 proto-
col couples Water’s signature [21] with non-interactive Groth-Sahai [16] proofs
and is secure under Decision Linear (DLIN), Decision Bilinear Diffie-Hellman
(DBDH) and Square Decision Bilinear Diffie-Hellman (SqDBDH) assumptions.
The Water’s signature [21] and non-interactive Groth-Sahai [16] proofs are used
to create some checks during protocol construction to control the malicious activ-
ities of the parties. If the receiver or sender deviates from the protocol construc-
tions, it will get detected with these checks.

Security is proven in static corruption model in which corrupted parties are pre-
decided by the adversary. Throughout the protocol execution, corrupted parties
remain corrupted and honest parties remain honest. The security of the proposed
OTN

k×1 protocol is proved by proving the sender and receiver’s security separately
in the trusted setup assumptions. The sender’s (receiver’s) security requires the
existence of an efficient simulator such that no distinguisher can distinguish real
world (where an honest sender (receiver) is interacting with an adversary) from
ideal world (where the simulator is given access to ideal functionality).

The proposed OTN
k×1 protocol is efficient as compared to the existing sim-

ilar schemes [1,14,17,20]. The efficiency includes number of rounds, computa-
tion complexity and communication complexity. The computation complexity
is measured by counting the number of pairings and exponentiations which are
performed during initialization and transfer phases. The communication com-
plexity includes number of rounds, storage and group elements transformation
from the sender to the receiver and vice-versa.
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2 Preliminaries

Throughout, we use ρ as the security parameter, x
$←− A means sample an

element x uniformly at random from the set A, y ← B indicates y is the output
of algorithm B, X

c≈ Y means X is computationally indistinguishable from Y ,
[�] denotes {1, 2, . . . , �} and N the set of natural numbers. A function f(n) is
negligible if f = o(n−c) for every fixed positive constant c.

2.1 Bilinear Pairing and Mathematical Assumptions

Definition 1 (Bilinear Pairing). Let G1,G2 and GT be three multiplicative
cyclic groups of prime order p and g1, g2 be generators of groups G1 and G2

respectively. Then the map e : G1 ×G2 → GT is bilinear if it satisfies the follow-
ing conditions. (i) Bilinear – e(xa, yb) = e(x, y)ab ∀ x ∈ G1, y ∈ G2, a, b ∈ Zp.
(ii) Non-Degenerate – e(x, y) generates GT , ∀ x ∈ G1, y ∈ G2, x �= 1, y �= 1.
(iii) Computable – the pairing e(x, y) is computable efficiently ∀ x ∈ G1, y ∈ G2.

If G1 = G2, then e is symmetric bilinear pairing. Otherwise, e is asymmetric
bilinear pairing. Throughout the paper, we use symmetric bilinear pairing.

BilinearSetup: The BilinearSetup is an algorithm which on input security para-
meter ρ generates params = (p,G,GT , e, g), where e : G × G → GT is a sym-
metric bilinear pairing, g is a generator of group G and p, the order of the
groups G and GT , is prime, i.e. params ← BilinearSetup(1ρ).

Definition 2 (DBDH [21]). The Decision Bilinear Diffie-Hellman (DBDH)
assumption in (G,GT ) states that for all PPT algorithm A, with running
time in ρ, the advantage AdvDBDH

G,GT
(A) = Pr[A(g, ga, gb, gc, e(g, g)abc)] −

Pr[A(g, ga, gb, gc, Z)] is negligible in ρ, where g
$←− G, Z

$←− GT , a, b, c ∈ Zp.

Definition 3 (SqDBDH [10]). The Square Decision Bilinear Diffie-Hellman
assumption in (G,GT ) states that for all PPT algorithm A, with running time in
ρ, the advantage AdvSqDBDH

G,GT
(A) = Pr[A(g, ga, gb, e(g, g)a2b)]−Pr[A(g, ga, gb, Z)]

is negligible in ρ, where g
$←− G, Z

$←− GT , a, b ∈ Zp.

Definition 4 (DLIN [5]). The Decision Linear (DLIN) assumption in G states
that for all PPT algorithm A, with running time in ρ, the advantage AdvDLIN

G (A)
= Pr[A(g, ga, gb, gra, gsb, gr+s)]−Pr[A(g, ga, gb, gra, gsb, t)] is negligible in ρ, where

g
$←− G, t

$←− G, a, b, r, s ∈ Zp.

2.2 Non-Interactive Verification of Pairing Product Equation [16]

The Groth-Sahai proofs are two party protocols between a prover and a verifier
for non-interactive verification of a pairing product equation

Q∏

q=1

e(aq

n∏

i=1

x
αq,i

i , bq

n∏

i=1

y
βq,i

i ) = tT , (1)
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where aq=1,2,...,Q ∈ G, bq=1,2,...,Q ∈ G, {αq,i, βq,i}q=1,2,...,Q,i=1,2,...,n ∈ Zp and
tT ∈ GT are the coefficients of the pairing product Eq. 1 which are given to
the verifier. The prover knows secret values xi=1,2,...,n, yi=1,2,...,n ∈ G also called
witnesses that satisfy the Eq. 1. The prover wants to convince the verifier in a
non-interactive way that he knows xi and yi without revealing anything about
xi and yi to the verifier. Let W = {xi=1,2,...,n, yi=1,2,...,n} be the set of all secret
values in the pairing product Eq. 1. The set W is referred as witnesses of the
pairing product equation. The product of two vectors is defined component wise,
i.e., (a1, a2, a3)(b1, b2, b3) = (a1b1, a2b2, a3b3) for (a1, a2, a3), (b1, b2, b3) ∈ G

3 for
a finite order group G.

For non-interactive verification of the pairing product Eq. 1, a trusted party
upon input a security parameter ρ generates common reference string GS =
(params, u1, u2, u3, μ, μT ), where params = (p,G,GT , e, g) ← BilinearSetup(1ρ),
u1 = (ga, 1, g) ∈ G

3, u2 = (1, gb, g) ∈ G
3, u3 = uξ1

1 uξ2
2 = (gaξ1 , gbξ2 , gξ1+ξ2) ∈

G
3, ξ1, ξ2

$←− Zp, a, b
$←− Zp and μ : G → G

3, μT : GT → G
9
T are two efficiently

computable embeddings such that

μ(g) = (1, 1, g) and μT (tT ) =

⎛

⎝
1 1 1
1 1 1
1 1 tT

⎞

⎠ ∀ g ∈ G, tT ∈ GT .

Note that μT (tT ) is an element of G9
T . For convenience, it has been written in

matrix form. The product of two elements of G9
T is also component wise. The

trusted party publishes GS to both the parties. The prover generates commitment
to all the witnesses xi=1,2,...,n and yi=1,2,...,n using GS. To commit xi ∈ G and

yi ∈ G, the prover picks r1i, r2i, r3i
$←− Zp and s1i, s2i, s3i

$←− Zp, sets

ci = Com(xi) = μ(xi)ur1i
1 ur2i

2 ur3i
3 , di = Com(yi) = μ(yi)us1i

1 us2i
2 us3i

3 .

The prover generates the proof components

Pj =
Q∏

q=1

(

μ(aq)
n∏

i=1

μ(xi)αq,i

)∑n
i=1 βq,isji (

d̂q

)∑n
i=1 αq,irji

,

using random values rji, sji, which were used for generating commitments to
xi=1,2,...,n, yi=1,2,...,n, and gives proof π = (c1, c2, . . . , cn, d1, d2, . . . , dn, P1, P2, P3)
to the verifier, where d̂q = μ(bq)

∏n
i=1 d

βq,i

i , i = 1, 2, . . . , n, j = 1, 2, 3. The verifier
computes

ĉq = μ(aq)
n∏

i=1

c
αq,i

i , d̂q = μ(bq)
n∏

i=1

d
βq,i

i ,

using ci, di, coefficients αq,i, βq,i and outputs VALID if the following equation
holds

Q∏

q=1

F (ĉq, d̂q) = μT (tT )
3∏

j=1

F (uj , Pj), (2)
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where F : G3 × G
3 → G

9
T is defined as

F ((x1, x2, x3), (y1, y2, y3)) =

⎛

⎝
e(x1, y1) e(x1, y2) e(x1, y3)
e(x2, y1) e(x2, y2) e(x2, y3)
e(x3, y1) e(x3, y2) e(x3, y3)

⎞

⎠ .

Note that the function F is also symmetric bilinear and F ((x1, x2, x3), (y1, y2, y3))
is an element of G9

T . The product of two elements of G9
T is component wise. For

convenience, it has been written in matrix form.
The Eq. 2 holds if and only if Eq. 1 holds. The Eq. 1 is non-linear. If in Eq. 1

only yi=1,2,...,n are secrets, then it is a linear equation. For a linear equation, the
verifier has to verify the following equation

Q∏

q=1

F

(

μ(aq)
n∏

i=1

μ(xi)αq,i , d̂q

)

= μT (tT )
3∏

j=1

F (uj , Pj), (3)

where Pj =
Q∏

q=1

(

μ(aq)
n∏

i=1

μ(xi)αq,i

)∑n
i=1 βq,isji

, j = 1, 2, 3. (4)

Note that there are two types of settings in Groth-Sahai proofs - perfectly
sound setting and witness indistinguishability setting. The common reference
string GS = (u1, u2, u3) discussed above is in perfectly sound setting, where
u1 = (ga, 1, g), u2 = (1, gb, g), u3 = (gaξ1 , gbξ2 , gξ1+ξ2). One who knows the
extractable trapdoor text = (a, b, ξ1, ξ2), can extract the secret values from their
commitments. In witness indistinguishability setting, GS′ = (u1, u2, u3), where
u1 = (ga, 1, g), u2 = (1, gb, g), u3 = (gaξ1 , gbξ2 , gξ1+ξ2+1). One who knows the
simulation trapdoor tsim = (a, b, ξ1, ξ2), may open the commitment differently in
a pairing product equation as shown in an example given below.

Example 1. Let Com(x) = μ(x)uθ1
1 uθ2

2 uθ3
3 in witness indistinguishability set-

ting, where θ1, θ2, θ3
$←− Zp. Opening values to Com(x) are (D1 = gθ1 ,D2 =

gθ2 ,D3 = gθ3). The simulator knowing witness x opens Com(x) to any value
x′ using tsim = (a, b, ξ1, ξ2) and D1,D2,D3 as follows. The simulator sets
D′

1 = D1(x′
x )ξ1 ,D′

2 = D2(x′
x )ξ2 , D′

3 = D3
x
x′ ) and opens the Com(x) to x′ by

computing xgθ1+θ2+θ3(ξ1+ξ2+1)

D′
1D′

2(D
′
3)

ξ1+ξ2+1 .

In GS, ga, gb, g, gaξ1 , gbξ2 , gξ1+ξ2 forms a DLIN tuple, whereas in GS′,
ga, gb, g, gaξ1 , gbξ2 , gξ1+ξ2+1 is not a DLIN tuple. The commitments in both
the setting are computationally indistinguishable by the following theorem.

Theorem 1 [16]. The common reference string in perfectly sound setting is
computationally indistinguishable from the common reference string in witness
indistinguishability setting under DLIN assumption.

Definition 5 (NIWI). The non-interactive witness-indistinguishable (NIWI)
proof states that for all PPT algorithm A, with running time in ρ, the advantage

AdvNIWI
G,GT

(A) = Pr [A(GS,S,W0) = π] − Pr [A(GS,S,W1) = π]
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is negligible in ρ under DLIN assumption, where GS is the common reference
string in perfectly sound setting, S is a pairing product equation, W0,W1 are
two distinct set of witnesses satisfying S and π is the proof for S.

Definition 6 (NIZK). The non-interactive zero-knowledge (NIZK) proof states
that for all PPT algorithm A, with running time in ρ, the advantage

AdvNIZKG,GT
(A) = Pr[A(GS′,S,W) = π0] − Pr[A(GS′,S, tsim) = π1]

is negligible in ρ under DLIN assumption, where GS′ is the common reference
string in witness indistinguishability setting, S is a pairing product equation, W
is a set of witnesses satisfying S, π0 is the proof for S and π1 is the simulated
proof for S.

The notations NIWI
{

({xi, yi}1≤i≤n)|∏Q
q=1 e(aq

∏n
i=1 x

αq,i

i , bq

∏n
i=1 y

βq,i

i ) =

tT

}
and NIZK

{
({xi, yi}1≤i≤n)|∏Q

q=1 e(aq

∏n
i=1 x

αq,i

i , bq

∏n
i=1 y

βq,i

i ) = tT

}
, for

NIWI and NIZK proof are followed respectively in our construction. The con-
vention is that the quantities in the parenthesis denote elements the knowledge
of which are being proved to the verifier by the prover while all other parameters
are known to the verifier. We have the following theorem.

Theorem 2 [16]. The Groth-Sahai proofs are composable NIWI and NIZK for
satisfiability of a set of pairing product equation over a bilinear group under
DLIN assumption.

3 Security Model of OTN
k×1

UC Framework: The security of the proposed OTN
k×1 is done in universal com-

posable (UC) model assuming static corruption. The UC framework consists of
two worlds, one is a real world and other is an ideal world. In the real world, a
sender, a receiver and a real world adversary A, who has the ability of corrupting
the parties (sender and receiver), interact with each other according to OTN

k×1

protocol Ψ . In the ideal world, there are dummy parties (sender and receiver),
an ideal world adversary A′ and a trusted party called ideal functionality FN×1

OT .
The parties are dummy in the sense that they submit their inputs to FN×1

OT and
receive respective outputs from FN×1

OT instead of performing any computation by
themselves. A protocol is said to be secure in UC framework if no interactive dis-
tinguisher, called environment machine Z, can distinguish the execution of the
protocol Ψ in the real world from the execution of the protocol in the ideal world.

Let us now describe ideal functionality FD
CRS for the generation of common

reference string (CRS) parameterized by some specific distribution D and ideal
functionality FN×1

OT for OTN
k×1 protocol following [9].

FD
CRS Hybrid Model– Upon receiving a message (sid, P,CRS), from a party P

(either S or R), FD
CRS first checks if there is a recorded value crs. If there is
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no recorded value, FD
CRS generates crs

$←− D(1ρ) and records it. Finally, FD
CRS

sends (sid, P, crs) to the party P and A′, where sid is the session identity. In
the proposed construction D is CRSSetup algorithm, i.e., crs ← CRSSetup(1ρ)

In the ideal world, the parties just forward their inputs to the FN×1
OT and get

back their respective outputs. The functionality FN×1
OT is as follows:

DBInit – The FN×1
OT upon receiving a message (sid, S, dbsetup,DB) from S,

stores DB, where DB = (m1,m2, . . . , mN ), mi ∈ GT , i = 1, 2, . . . , N .
Transfer – Upon receiving the message (sid, R, transfer, σ) from R, FN×1

OT

sends (sid, request) to S and receives (sid, S, b) in response from S. If b = 1,
then FN×1

OT returns mσ to R. Otherwise, FN×1
OT returns ⊥ to R.

Definition 7. A protocol Ψ securely realizes the ideal functionality FN×1
OT if for

any real world adversary A, there exists an ideal world adversary A′ such that for
any environment machine Z, REALΨ,A,Z

c≈ IDEALFN×1
OT ,A′,Z , where REALΨ,A,Z

is the output of Z after interacting with A and the parties running the protocol
Ψ in the real world and IDEALFN×1

OT ,A′,Z is the output of Z after interacting with

A′ and dummy parties interacting with FN×1
OT in the ideal world.

4 The Protocol

A high level description of our adaptive oblivious transfer (OTN
k×1) is given in

Fig. 1. Formally our OTN
k×1 protocol is a tuple of the following PPT algorithms:

OTN
k×1= (CRSSetup, DBInit = (DBSetup,DBVerify), Transfer = (RequestTra,

ResponseTra, CompleteTra)).

– CRSSetup(1ρ): This randomized algorithm on input security parameter ρ gen-
erates common reference string crs as follows. It first generates params ←
BilinearSetup(1ρ), where params = (p,G,GT , e, g). The algorithm chooses

a, b, ξ1, ξ2, ã, b̃, ξ̃1, ξ̃2
$←− Z

∗
p and sets g1 = ga, g2 = gb, g̃1 = gã, g̃2 = gb̃, u1 =

(g1, 1, g), u2 = (1, g2, g), u3 = uξ1
1 uξ2

2 = (gξ1
1 , gξ2

2 , gξ1+ξ2), ũ1 = (g̃1, 1, g), ũ2 =

(1, g̃2, g), ũ3 = ũ1
ξ̃1 ũ2

ξ̃2 = (g̃1
ξ̃1 , g̃2

ξ̃2 , gξ̃1+ξ̃2),GSR = (u1, u2, u3),GSS =
(ũ1, ũ2, ũ3), crs = (params,GSR,GSR). GSR is used for creating non-interactive
witness indistinguishable (NIWI) proof by a receiver and GSS for generating
non-interactive zero-knowledge (NIZK) proof by a sender.

– DBSetup(crs): This randomized algorithm upon input crs = (params,GSR,
GSS) from the sender S, generates database public key pk, database secret
key sk, proof ψ and ciphertext database cDB, where params = (p,G,GT , e, g),

GSR = (u1, u2, u3), GSS = (ũ1, ũ2, ũ3). It chooses α
$←− Z

∗
p, ĝ2, f

′, f1, f2, . . .,

fn
$←− G, sets ĝ1 = gα. The algorithm sets

pk = (ĝ1, ĝ2, f ′, f1, f2, . . . , fn), sk = (α, ĝ2
α).
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Fig. 1. Communication flow of our OTN
k×1 for the jth transfer phase, j = 1, 2, . . . , k.

The algorithm generates NIZK proof ψ using GSS = (ũ1, ũ2, ũ3) as

ψ = NIZK{(ĝ2
α, g′) | e(g, ĝ2

α)e(g′, ĝ2
−1) = 1 ∧ e(g′, ĝ2) = e(ĝ1, ĝ2)}.

The Com(ĝ2
α) = μ(ĝ2

α)ũ1
s1 ũ2

s2 ũ3
s3 , Com(g′) = μ(g′)ũ1

	1 ũ2
	2 ũ3

	3 and proof
components for the equations e(g, ĝ2

α)e(g′, ĝ2
−1) = 1 ∧ e(g′, ĝ2) = e(ĝ1, ĝ2)

are embedded in proof ψ as in Sect. 2.2, where s1, s2, s3, �1, �2, �3
$←− Z

∗
p.

For i = 1 to N , the algorithm generates Φi = (c(1)i , c
(2)
i , c

(3)
i ) as follows.

1. Pick ri
$←− Z

∗
p, set c

(1)
i = gri .

2. Let Ii = i1i2 . . . in be the n bit representation of i, i	 be the �-th bit of i
and Mi ⊆ {1, 2, . . . , n} be the set of all � for which i	 is 1. The algorithm

sets c
(2)
i = ĝ2

α

(

f ′ ∏

	∈Mi

f	

)ri

.

3. Set c
(3)
i = mi · e(ĝ1, ĝ2)ri .

The ciphertext database is set to be cDB = (Φ1, Φ2, . . . , ΦN ). The algorithm
outputs (pk, sk, ψ, cDB) to the sender S. The sender S publishes pk, ψ, cDB to
all parties and keeps sk secret to itself. The computation cost involved in this
algorithm is 3N + 25 exponentiations and 1 pairing.

– DBVerify(pk, ψ, cDB, crs): The receiver R upon receiving pk, ψ, cDB from S
runs this randomized algorithm to verify the correctness of proof ψ and cipher-
text database cDB as follows. The validity of proof ψ is checked by verifying
the pairing product equation as in Sect. 2.2. The ciphertext database is verified
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for each Φi = (c(1)i , c
(2)
i , c

(3)
i ), by verifying the following equation

e
(
c
(2)
i , g

)
= e(ĝ1, ĝ2)e

(

f ′ ∏

	∈Mi

f	, c
(1)
i

)

, i = 1, 2, . . . , N, (5)

where c
(1)
i = gri , c

(2)
i = ĝ2

α (
f ′ ∏

	∈Mi
f	

)ri , Mi ⊆ {1, 2, . . . , n} be the set of
all � for which i	 is 1, i	 be the �-th bit of i. If the the proof ψ and Eq. 5
hold, the algorithm outputs VALID, otherwise, INVALID. This algorithm has
to perform 2N + 23 pairings.

– RequestTra(crs, pk, σj , Φσj
): The receiver R runs this randomized algorithm to

generate request Reqσj
as follows.

1. Pick vσj

$←− Z
∗
p, set d1,σj

= c
(1)
σj · gvσj = grσj

+vσj ,
2. d2,σj

= c
(2)
σj · (f ′ ∏

	∈Mσj
f	)

vσj = ĝ2
α(f ′ ∏

	∈Mσj
f	)

rσj
+vσj , tσj

= ĝ2
vσj .

3. Generate NIWI proof πσj
= NIWI{(c(1)σj , c

(2)
σj , f ′ ∏

	∈Mσj
f	, tσj

, d2,σj
) |

e(c(1)σj
, ĝ2)e(tσj

, g) = e(d1,σj
, ĝ2)∧

e(c(2)σj
, ĝ2)e(f ′ ∏

	∈Mσj

f	, tσj
) = e(d2,σj

, ĝ2)∧

e(d1,σj
, f ′ ∏

	∈Mσj

f	)e(ĝ1, ĝ2) = e(d2,σj
, g)}

using GSR = (u1, u2, u3). The proof πσj
consists of commitments to

c
(1)
σj , c

(2)
σj , f ′ ∏

	∈Mσj
f	, tσj

, d2,σj
, and proof components for three equa-

tions. As each commitment takes 3 group elements, proof component of a
linear equation takes 3 group elements and of a nonlinear equation takes 9
group elements, so, the size of πσj

is 30 group elements. The computation
cost involved in generating πσj

is 68 exponentiations and 1 pairing.
4. Set Reqσj

= (d1,σj
, πσj

), Priσj
= tσj

.
– ResponseTra(crs, pk, sk,Reqσj

): The sender S upon receiving Reqσj
from R

runs this randomized algorithm to generate Resσj
as follows.

1. The algorithm verifies the proof πσj
by verifying each pairing product

equation in πσj
as in Sect. 2.2. The verification of πσj

takes 62 pairings. If
fails, it aborts the execution.

2. Otherwise, the algorithm generates Resσj
= e(d1,σj

, ĝ2
α) = e(dα

1,σj
, ĝ2)

using secret α and ĝ2
α.

3. Generate NIZK proof δσj
using GSS = (ũ1, ũ2, ũ3) as

δσj
= NIZK{(a1,σj

, a2,σj
, a3,σj

) | e(d1,σj
, a2,σj

)e(a3,σj
, ĝ2

−1) = 1

∧ e(a1,σj
, ĝ2

−1)e(g, a2,σj
) = 1 ∧ e(a1,σj

, ĝ2) = e(ĝ1, ĝ2)}
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The proof δσj
consists of commitments to a1,σj

= ĝ1, a2,σj
= ĝ2

α, a3,σj
=

dα
1,σj

and proof components of three pairing product equations. The size
of proof δσj

is 18 group elements and computation cost in generating δσj

is 36 exponentiations.

The algorithm outputs (Resσj
, δσj

). The sender S sends (Resσj
, δσj

) to R.
– CompleteTra(crs,Resσj

, δσj
,Priσj

, Φσj
): The receiver R with input (crs,Resσj

,
δσj

,Priσj
, Φσj

) runs this deterministic algorithm to recover mσj
as follows.

1. The algorithm verifies the proof δσj
by verifying each pairing product equa-

tion in δσj
as discussed in the Sect. 2.2. The verification of δσj

takes 36
pairings. If fails, it aborts the execution.

2. Otherwise, it computes

c
(3)
σj · e(ĝ1, tσj

)
Resσj

= mσj
(6)

Correctness of Eq. 6:

c
(3)
σj · e(ĝ1, tσj

)
Resσj

=
mσj

· e(ĝ1, ĝ2)
rσj e(ĝ1, ĝ2

vσj )

e(grσj
+vσj , ĝ2

α)
=

mσj
e(ĝ1, ĝ2)

rσj
+vσj

e(ĝ1, ĝ2)
rσj

+vσj
= mσj

,

as ĝ1 = gα, tσj
= ĝ2

vσj , c
(3)
σj = mσj

· e(ĝ1, ĝ2)
rσj .

5 Security Analysis

Theorem 3. The OTN
k×1 presented in Sect. 4 securely realizes the ideal func-

tionality FN×1
OT in the FD

CRS-hybrid model described in Sect. 3 under the DLIN,
DBDH and SqDBDH assumptions.

Proof. Let A be a static adversary interacting with the protocol Ψ in the
real world. Our task is to construct an ideal world adversary A′ in the ideal
world interacting with the ideal functionality FN×1

OT such that no environment
machine Z can distinguish its interaction with the protocol Ψ and A in the
real world from its interactions with FN×1

OT and A′ in the ideal world. We will
show IDEALFN×1

OT ,A′,Z
c≈ REALΨ,A,Z in each of the cases: (a) simulation when

the receiver R is corrupted and the sender S is honest, (b) simulation when the
sender S is corrupted and the receiver R is honest. When both the parties (the
sender S and the receiver R) are honest or both the parties are corrupt are not
discussed as these are trivial cases.

The security proof is presented using sequence of hybrid games. Let
Pr[Game i] be the probability that Z distinguishes the transcript of Game i
from that in the real execution.

(a) Simulation when the receiver R is corrupted and the sender S is
honest. In this case, the receiver R is controlled by A and A′ simulates the
honest sender S without knowing the database DB.
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Game 0: This game is same as the real world protocol in which R interacts with
honest S having database DB = (m1,m2, . . . , mN ). So, Pr[Game 0] = 0.

Game 1: This game is exactly the same as Game 0 except that A′ sim-
ulates the common reference string crs. The adversary A′ first generates
params = (p,G,GT , e, g) ← BilinearSetup(1ρ), picks a, b, ξ1, ξ2, ã, b̃, ξ̃1, ξ̃2

$←−
Z

∗
p and sets g1 = ga, g2 = gb, g̃1 = gã, g̃2 = gb̃, u1 = (g1, 1, g), u2 =

(1, g2, g), u3 = uξ1
1 uξ2

2 = (gξ1
1 , gξ2

2 , gξ1+ξ2), ũ1 = (g̃1, 1, g), ũ2 = (1, g̃2, g), ũ3 =

ũ1
ξ̃1 ũ2

ξ̃2(1, 1, g) = (g̃1
ξ̃1 , g̃2

ξ̃2 , gξ̃1+ξ̃2+1),GSR = (u1, u2, u3),GSS = (ũ1, ũ2, ũ3),
crs = (params,GSR,GSS), trapdoors text = (a, b, ξ1, ξ2), t̃sim = (ã, b̃, ξ̃1, ξ̃2).
The GSR is generated in perfectly sound setting and GSS in witness-
indistinguishability setting. When the parties query (sid,CRS), A′ returns
(sid,CRS, crs). The trapdoors text and t̃sim are kept secret by A′. The crs gener-
ated by A′ in Game 1 and that by algorithm CRSSetup in actual protocol run
are computationally indistinguishable by Theorem 1. Therefore, there exists a
negligible function ε1(ρ) such that |Pr[Game 1] − Pr[Game 0]| ≤ ε1(ρ).

Game 2: This game is exactly the same as Game 1 except that A′ extracts the
index σj for each request by A as follows in each transfer phase j = 1, 2, . . . , k.
The adversary A′ parses Reqσj

as (d1,σj
, πσj

) and checks the correctness of
πσj

. If fails, A′ aborts the execution, otherwise, A′ extracts the witnesses and
index from proof πσj

as follows. The proof πσj
consists of commitments to

c
(1)
σj , c

(2)
σj , f ′ ∏

	∈Mσj
f	, tσj

, d2,σj
, and proof components of the pairing product

equations

e(c(1)σj
, ĝ2)e(tσj

, g) = e(d1,σj
, ĝ2) ∧ e(c(2)σj

, ĝ2)e(f ′ ∏

	∈Mσj

f	, tσj
) = e(d2,σj

, ĝ2)∧

e(d1,σj
, f ′ ∏

	∈Mσj

f	)e(ĝ1, ĝ2) = e(d2,σj
, g).

– The adversary A′ extracts first witness wit1 from Com(c(1)σj ) = μ(c(1)σj )ur̃1
1 ur̃2

2 ur̃3
3

= (gr̃1+r̃3ξ1
1 , gr̃2+r̃3ξ2

2 , c
(1)
σj gr̃1+r̃2+r̃3(ξ1+ξ2)) as

c(1)σj
gr̃1+r̃2+r̃3(ξ1+ξ2)

(g
r̃1+r̃3ξ1
1 )

1
a (g

r̃2+r̃3ξ2
2 )

1
b

= c
(1)
σj =

wit1 using text = (a, b, ξ1, ξ2), where r̃1, r̃2, r̃3 are random values which were
used for generating Com(c(1)σj ). Similarly, A′ extracts wit2 = c

(2)
σj , wit3 =

f ′ ∏
	∈Mσj

f	, wit4 = tσj
, wit5 = d2,σj

from their respective commitments.

– The adversary A′ checks whether wit1 = c
(1)
ζ and wit2 = c

(2)
ζ , ζ = 1, 2, . . . , N .

Suppose no matching index found, i.e., σj /∈ {1, 2, . . . , N} and a valid proof
πσj

is constructed by A for the ciphertext Φσj
/∈ cDB = (Φ1, Φ2, . . . , ΦN )

in order to generate Reqσj
. The validity of the proof πσj

generated by A
for Φσj

indicates that the ciphertext Φσj
must be a correct ciphertext. This

eventually means that A generates a valid Water’s signature on index σj and
outputs c

(1)
σj , c

(2)
σj as a forgery contradicting the fact that the Water’s signature

is existentially unforgeable under the hardness of DBDH problem [21]. Let σj
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be the matching index and Iσj
= σj1σj2 . . . σjn be the n bit representation

of σj . The adversary A′ checks whether wit3 = f ′ ∏
	∈Mσj

f	, where Mσj
be

the set of all � ∈ [n] for which σj	is 1. If fails, aborts the execution.
– Otherwise, A′ queries FN×1

OT with the message (sid, transfer, σj). The FN×1
OT

gives mσj
to A′.

The difference between Game 3 and Game 2 is negligible provided that DBDH
assumptions hold. Therefore, there exists a negligible function ε3(ρ) such that
|Pr[Game 3] − Pr[Game 2]| ≤ ε3(ρ).

Game 3: This game is the same as Game 2 except that the response Resσj
and

proof δσj
are simulated by A′ for each transfer phase j, where j = 1, 2, . . . , k. The

ciphertext Φσj
= (c(1)σj = grσj , c

(2)
σj = ĝ2

α(f ′ ∏
	∈Mσj

f	)
rσj , c

(3)
σj ). The adversary

A′ simulates response Res′σj
and proof δ′

σj
as follows. The simulated response

Res′σj
=

c
(3)
σj · e(ĝ1,wit4)

mσj

=
c
(3)
σj · e(ĝ1, tσj

)
mσj

=
mσj

e(ĝ1, ĝ2)
rσj · e(ĝ1, ĝ2

vσj )
mσj

= e(ĝ1, ĝ2)
rσj

+vσj .

The honestly generated response

Resσj
= e(d1,σj

, ĝ2
α) = e(grσj

+vσj , ĝ2
α) = e(ĝ1, ĝ2)

rσj
+vσj ,

as ĝ1 = gα. The simulated Res′σj
has the same distribution as honestly generated

response Resσj
by algorithm ResponseTra discussed in the Sect. 4. The adversary

A′ also simulates δ′
σj

to prove that Res′σj
is correctly framed. The proof

δσj
= NIZK{(a1,σj

, a2,σj
, a3,σj

) | e(d1,σj
, a2,σj

)e(a3,σj
, ĝ2

−1) = 1∧

e(a1,σj
, ĝ2

−1)e(g, a2,σj
) = 1 ∧ e(a1,σj

, ĝ2) = e(ĝ1, ĝ2)}
consists of commitments to secret values a1,σj

= ĝ1, a2,σj
= ĝ2

α, a3,σj
= dα

1,σj

and proof components to 3 pairing product equations. For simulation, A′ sets
a1,σj

= a2,σj
= a3,σj

= 1 and generate commitments to a1,σj
, a2,σj

, a3,σj
using

GSS . The adversary A′ also generates opening value of commitment a1,σj
. With

the help of trapdoor t̃sim and opening value, A′ can open the commitment of
a1,σj

to 1 in second equation and a1,σj
to ĝ1 in third equation as discussed in

Example 1 in Sect. 2.2. As Groth-Sahai proofs are composable NIZK by
Theorem 2, the simulated proof δ′

σj
is computationally indistinguishable from

the honestly generated proof δσj
under the DLIN assumption. Therefore, there

exists a negligible function ε4(ρ) such that |Pr[Game 4] − Pr[Game 3]| ≤ ε4(ρ).

Game 4: This game is the same as Game 3 except that the S’s data-
base DB = (m1,m2, . . . , mN ) is replaced by random database D̂B =
(m̂1, m̂2, . . . , m̂N ), thereby, A′ replaces S’s first message (sid, S, pk, ψ, cDB) by
(sid, S, pk′, ψ′, cDB′), where (pk′, ψ′, cDB′) are simulated by A′ with a data-

base DB′ = (m̂1, m̂2, . . . , m̂n), where m̂1, m̂2, . . . , m̂N
$←− GT . In each transfer
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phase, the response (sid, S,Resσj
, δσj

) is replaced by the simulated response
(sid, S,Res′σj

, δ′
σj

) as in above game, but here the simulated response is com-
puted on invalid statement. The only difference between Game 4 and Game 3 is
in the generation of ciphertexts. In Game 4, cDB′ is the encryption of random
messages m̂1, m̂2, . . . , m̂n, whereas cDB in Game 3 is that of perfect messages
m1,m2, . . . , mN . By the Lemma 1 given below, Game 3 is computationally indis-
tinguishable from Game 4. Therefore, |Pr[Game 4] − Pr[Game 3]| ≤ ε4(ρ), where
ε4(ρ) is a negligible function.

Lemma 1. Let DB = (m1,m2, . . . , mN ) be any database and D̂B = (m̂1, m̂2, . . .,
m̂N ) be a set of random messages. Under the hardness of SqDBDH, no distin-
guisher Z can distinguish the transcript of Game 3 from the transcript of Game 4.

Thus Game 4 is the ideal world interaction whereas Game 0 is the real world inter-
action. Now |Pr[Game 4] − [Game 0]| ≤ |Pr[Game 4] − [Game 3]| + |Pr[Game 3] −
[Game 2]| + |Pr[Game 2] − [Game 1]| + |Pr[Game 1] − [Game 0]| ≤ ε5(ρ),
where ε5(ρ) = ε4(ρ) + ε3(ρ) + ε2(ρ) + ε1(ρ) is a negligible function. Hence,
IDEALFN×1

OT ,A′,Z
c≈ REALΨ,A,Z .

(b) Simulation when the sender S is corrupted and the receiver R is
honest. Due to lack of space, proof of Lemma 1 and simulation of Case (b) will
be given in full version.

6 Comparison

In this section, we compare our OTN
k×1 with the existing similar schemes

[1,14,17,20]. Green and Hohenberger’ [14] scheme employes Boneh, Boyen
and Shacham (BBS) [5] encryption, Camenisch-Lysyanskaya (CL) signature [6],
Boneh-Boyen signature [3], non-interactive Groth-Sahai proofs [16] and is
secure under symmetric external Diffie-Hellman (SXDH), DLIN, q-hidden

Table 1. Comparison summary (PO stands for number of pairing operations, EXP for
number of exponentiation operations, IP for initialization phase, TP for transfer phase,
cDB for a ciphertext database, pk for public key, αX + βY for α elements from the
group X and β elements from the group Y , N is database size, n bit length of each
index).

UC Pairing Exponentiation Communication Storage q-

secure PO EXP type

OTN
k×1 TP IP TP IP crs Request Response crs (cDB + pk) assum.

[14] ≥ 207k 24N + 1 249k 20N + 13 18 (68G1+

38G2)k

(20G1+

18G2)k

7G1+

7G2

(15N + 5)G1+

(3N +6)G2

√

[20] > 450k 15N + 1 223k 12N + 9 15 (65G)k (28G)k 23G (12N + 7)G
√

[17] 147k 5N + 1 150k 17N + 5 18 (47G)k (28G)k 16G (12N + 5)G
√

[1] > 142k 10N > 74k 16N + 17 11 (73G)k > (1G)k 13G (16N + 15)G ×
Ours 101k 2N + 24 108k 3N + 25 10 (31G)k (18G +

1GT )k

11G (3N +n+15)G ×
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Lysyanskaya, Rivest, Sahai and Wolf (LRSW) assumptions. Rial et al.’s
[20] UC secure priced OTN

k×1 protocol combines BBS [5] encryption, P-
signatures [2], non-interactive Groth-Sahai proofs [16] and achieves secu-
rity under hidden strong Diffie-Hellman (HSDH), triple Diffie-Hellman
(TDH) and DLIN assumptions. Guleria and Dutta’s [17] scheme com-
bines BBS [5] encryption, batch Boneh and Boyen (BB) [4] signature
with non-interactive Groth-sahai proofs [16], trapdoor commitments of
Fischlin et al. [11] and is secure under q-SDH, DLIN assumptions.

The schemes [14,17,20] use dynamic q-type assumptions. Abe et al. [1]
proposed the first adaptive oblivious transfer without q-type assumptions in
UC framework. It uses ElGamel encryption, structure preserving signature [1],
non-interactive Groth-Sahai proofs [16], interactive zero-knowledge proofs. The
construction is proven to be secure under the hardness of SXDH, DLIN and
decisional Diffie-Hellman in target group (DDHT ) problems. Some components
of the ciphertexts in [1,14,20] are never used in the real protocol. Instead they
are included to facilitate simulation of the security proof in UC model. Conse-
quently, nothing can prevent a cheating sender to replace these components with
garbage values without affecting the security and correctness of these protocols.
However from efficiency point of view, we feel that these type of redundancies
are not desirable in practice. It will be better if we can design a protocol in
which all the components of the ciphertext are used in real protocol execution
retaining the same security level.

Motivated by [1], our scheme also does not use q-type assumptions. We use
Water’s signature [21], non-interactive Groth-sahai proofs [16], and our scheme
is secure under DLIN and DBDH assumptions. Our proposed construction takes
2 rounds in each transfer phase while [1] takes 3 rounds in each transfer phase.
As illustrated in Table 1, our OTN

k×1 outperforms the best known schemes [1,14,
17,20], which are to best of our knowledge, the only existing basic UC secure
adaptive oblivious transfer protocols so far.
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Abstract. SSL/TLS protocol is designed to protect the end-to-end
communication by cryptographic means. However, the widely applied
SSL/TLS protocol is facing many inadequacies on current mobile plat-
form. Applications may suffer from MITM (Man-In-The-Middle) attacks
when the certificate is not appropriately validated or local truststore
is contaminated. In this paper, we present a hybrid certificate valida-
tion approach combining basic certificate validation against a predefined
norm truststore with ways by virtue of aid from online social network
friends. We conduct an analysis of official and third-party ROMs. The
results show that some third-party ROMs add their own certificates in
the truststore, while some do not remove compromised CA certificates
from the truststore, which makes defining a norm truststore necessary.
And the intuition to leverage social network friends to validate certifi-
cate is out of the distributed and “always online” feature of mobile social
network. We implemented a prototype on Android, named TAGDROID.
A thorough set of experiments assesses the validity of our approach in
protecting SSL communication of mobile devices without introducing
significant overhead.

Keywords: MITM attacks · SSL certificate verification · Mobile SNS

1 Introduction

SSL is widely used to secure communications over the Internet. To authenticate
the identity of communication entity, X.509 certificates and hence Public Key
Infrastructure (PKI) are used. In PKI system, an X.509 certificate binds a pub-
lic key with a particular distinguished name, and it certifies this relationship
by means of signatures signed by the Certificate Authority (CA). Therefore, to
establish a secure connection between client and server, i.e. to prevent MITM
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attacks, a client must verify the certificate received from the server to guar-
antee the following two critical points: (1) the received certificate is issued for
the server (distinguished name matches the hostname); (2) the CA who signed
the certificate is in the predefined set of trusted root CAs, which is known as
truststore.

While in traditional desktop environment, SSL is mostly used in Web browsers
and its implementation is taken good care of by several large corporations, it is
noticeable that, with the proliferation of Android devices and thereby prominent
emergence of Android apps in recent years, SSL is used more and more to secure
communications in varieties of apps developed by millions of developers. How-
ever, out of different reasons ranging from wanting to use self-signed certificates
during development to being unaware of security implication of accepting any
certificate [9], the developers fail to correctly implement the certificate verifica-
tion when using SSL, which gives rise to the insecure communication.

Besides, there still exists issues even if the certificate verification is correctly
carried out. On one hand, the truststore is a critical part. For Android, the
truststore that comes along with the system can be manipulated, which is a
potential threat. If a malicious root CA is trusted, all the certificates it issued
will be accepted. On the other hand, there might be some severs that provide
certificates signed by untrusted root CAs. It’s been found that SSL/TLS com-
munications without a valid certificate (e.g., self-signed certificate provided by
the server) are quite common. A study in [5] found that the false warning ratio
is 1.54 % when examining 3.9 billion TLS connections, which is an unacceptably
high rate since benign scenarios are orders of magnitude more common than
attacks. And for users, when faced with a self-signed certificate, they hardly
have a clue to tell whether it is from the legitimate server or it is replaced by a
MITM attacker.

Existing approaches to dealing with these problems are introduced in Sect. 6
and their limitations are depicted. While at the same time, we notice that the
“always online” feature of smart mobile device is becoming the most popular
vector of social network service (SNS). Emerging works leverage the distributed
nature of SNS in file sharing [6,10], poll/e-voting and other scenarios.

In this paper, we attempt to deal with the server authentication issue in
Android through a way that combines the basic certificate validation with ways
by virtue of online social network friends helping verify the certificate. It is
carried out in three steps. Firstly, we aim to secure communications even if the
apps are not correctly developed, since a large number of apps that fail to validate
certificate correctly have already been installed on massive number of devices.
Thus, we perform as a friendly proxy that takes care of all the SSL connections,
and for every connection, we perform a strict certificate validation. Secondly,
to prevent truststore from being manipulated, we define a norm truststore. The
strict certificate validation is carried out against the norm truststore such that
only the certificates issued by CAs in the norm truststore are accepted. Lastly,
for the certificates that fail to pass the strict check or are not issued by CAs
in the norm truststore, we launch a collaborative certificate verification to seek



122 H. Liu et al.

for extra information to decide whether it is really presented by server or it
is a malicious certificate. We consult to social network friends for help, asking
them to fetch certificates from the same server and provide a credibility indicator
about the certificate.

We implement a prototype named TagDroid and conduct experiments to
evaluate the effectiveness and overhead. The results indicate that this scheme
is effective in defeating MITM attack and dealing with self-signed certificates
without significant overhead.

2 Background

2.1 Android and SSL Certificate Verification

When authenticating a server, two key parts must be guaranteed: the certificate
is signed by a trusted source, and the server talking to presents the right certifi-
cate. The Android framework takes care of verifying certificates and hostnames
and checking the trust chain against the system truststore. By simply including
the two lines below, a client can launch a secure connection.

URL ur l = new URL( ” https : // example . org ” ) ;
URLConnection Conn = ur l . openConnection ( )

If a certificate is not issued by CA in truststore, e.g. a self-signed certificate, or
the DN does not match hostname, an exception will be thrown out.

However, prior work [8] indicates that 8.0 % apps are not correctly imple-
mented and thus vulnerable to MITM attacks, and a deep analysis shows that
these apps use “customized” SSL implementations that either accept all certifi-
cates or accepts all hostnames.

2.2 Android and TrustStore

The Android framework validates certificates against the system truststore by
default. In pre-ICS (Ice Cream Sandwich, Android 4.0), the truststore is a sin-
gle file stored in /system/etc/security/cacerts.bks, and is hard-wired into the
firmware. User has no control over it, but if the device is rooted, a keytool can
be used to repackage the file and replace the original one. This kind of operation
may not be possible for attackers or malicious apps to leverage. However, the
truststore comes along with the firmware, and now many third-party ROMs are
available and widely installed. We conduct a detail analysis on truststores from
both third-party and official ROMs, which is described in Sect. 4.2. The results
indicate that a third-party ROM that has been downloaded more than 2,000,000
times is found to have added 3 extra certificates compared with the official one
of same version. According to the result, we can reasonably assume a malicious
third-party ROM maker could deliberately add a root CA into the truststore, via
which he could launch MITM attacks successfully. And devices having installed
this malicious ROM would have no chance to find out something is going wrong.
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Since Android 4.0, user can add and remove trusted certificates, which gives
user more power in controlling the truststore. Users are provided with an option
“Settings > Security > Install From Storage” to add root certificates, with no root
permission required but needing pin lockscreen on. The other way of changing
truststore is to directly copy the certificate to the directory /etc/security/cacerts
with root permission. The truststore is under threat as well. Apart from the factor
of third-party ROMs, an application with root permission granted can successfully
add a certificate to the cacerts directory without any prompt coming out.

Furthermore, as Android version evolves, some root certificates are removed
for some reason (for example, a compromised CA). But devices with old version
installed still trust those certificates and therefore ones signed by them. Attackers
can make use of this weakness with little effort.

An effective approach for apps to defeat attacks mentioned above is to initial-
ize a TrustManagerFactory with their own keystore file that contains the server’s
certificate or the issuing certificate, which is called pinning [11]. However, this
is only suitable for those who do not need to connect to practically every pos-
sible host in the Internet. By using pinning, no matter what happens to system
truststore, there will be no effect on these apps.

Another issue concerning validating certificate against truststore is that when
a user connects to a server whose certificate is issued by private CAs, a warning
is prompted asking whether to proceed. But the user will see the same warn-
ing when the received certificate is signed by the MITM attacker who fails to
manipulate user’s truststore. Therefore, under this condition, there is no extra
information to help the user make further decision.

3 Attack Scenario

In this section, we present the type of attacks we aim to tackle with. We only
consider the local MITM attacks. As shown in Fig. 1. The attacker (Mallory) is
located near the client (Alice) and replaces the certificate (CertB) sent by server
(Bob) with its own certificate (CertM). If Alice accepts CertM, all messages
exchanged between Alice and Bob will be plaintext to Mallory. According to the
certificate Mallory presents to Alice, we define the following two attack scenarios.

3.1 Self-signed Certificate

Mallory simply uses a self-signed certificate with the property that either DN
does not match hostname or it is not issued by CAs trusted by Alice. This is
the easiest kind of attack to carry out, and apps having correctly implemented
the verification using standard APIs will not be vulnerable to this attack.

However, as mentioned in Sect. 2.1, lots of apps using customized implemen-
tation are not able to take care of this verification. We tested some of the most
popular apps in China, using BurpSuite to replace the certificate sent from the
server with a self-signed certificate, and find out there indeed are apps that don’t
validate the certificate and all the traffic can be decrypted.
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Fig. 1. Attack scenario. Local attacker Mallory between Alice and Bob replaces certB
sent from Bob with certM. Alice may have installed a fake root CA such that Mallory
can decrypt most of Alice’s secure communication even if correct certificate verification
is carried out.

3.2 Installed Malicious Root CA-signed Certificate

In this scenario, Mallory manages to have root CA installed in client’s truststore,
so certificates signed by this pre-installed root CA are trusted by apps validating
certificates in the default way. This attack is much more difficult since Mallory
needs a certificate installed in user’s truststore in advance. However, third-party
ROMs pave the way for this kind of attacks (see Sect. 4.2).

As mentioned in Sect. 2.2, this kind of attack can be avoided by using cer-
tificate pinning if apps only need to connect to a limited number of servers.
Pinning performs good but seems to be not widely adopted yet since lots of
apps are found vulnerable.

We conduct the experiment by installing the root CA of BurpSuite in the
truststore that signs all the certificates. Some apps related to banking and pay-
ments are found to be vulnerable to this kind of MITM attacks.

4 TagDroid

To correctly authenticate a server, there are three aspects to meet:

– guarantee all the certificates to be accepted are for the right server from a
trusted source. This security can be provided by the framework, either the
Android framework or the web/application framework when implementing
correctly.

– constrain the trusted source to a definite set, which will assure the truststore
is not contaminated.

– able to tell whether it is from the server or a malicious MITM attacker when
a self-signed certificate or a private CA issued certificate is received.
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Out of these three reasons, we propose our TagDroid, which aims to protect
all apps involving secure communication from MITM attacks. In this section,
we will take an overview of TagDroid, and elaborate on the two modules which
respectively take care of validating certificates against the norm truststore cor-
rectly and keeping everything going when exceptions happen.

4.1 Overview

TagDroid takes care of the secure communication traffics in and out of the
system, and its first module, named ValMod, validates the received certificate
against local truststore by checking (1) whether it is issued for the right server
the app want to talk to and (2) it is issued by a trusted source.

The first check is completed by using the standard API that Android frame-
work supplies, while the norm truststore is what we constructed by comparing
all the certificates included in different versions of Android and different ROMs
widely used. The second module comes into effect when the received certificate
fails to pass ValMod. This can happen considering that we have constrained the
truststore and there are servers using self-signed certificate. We consult to social
network friends for help at this point by asking what the certificate is from their
perspectives, and this procedure is called PeerVerify. The high level overview of
TagDroid is shown in Fig. 2.

4.2 ValMod

The main task for ValMod is to perform a strict certificate validation against
the norm truststore for each received certificate.

Fig. 2. Architecture of TagDroid. All certificates received are passed through TagDroid
first. (1) Cert fails to pass the ValMod validation against norm truststore, so it is
passed to PeerVerify for further verification. (2) Cert succeeds to pass ValMod so that
it is directly send to apps. (3) If Cert fails to pass PeerVerify, it is discarded and the
corresponding app is alerted; Otherwise, it is directly send to apps.
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Table 1. The number of certificates in official and third-party ROMs.

Version 2.3.5 2.3.7 3.2.4 4.0.3 4.0.4 4.1.2 4.2.2 4.3.1 4.4.2

Official 128 127 132 134 134 139 140 146 150

HTC 128 128 - 164 170 139 - - 150

SONY 127 105 - 137 134 142 - - 150

To decide which root CA certificate to be included in the norm truststore,
we conduct an analysis of truststores from different versions of official [2] and
third-party ROMs. The result is shown in Table 1.

For official ROMs, we can see that the number increases as version evolves.
Each change has some certificates removed and others added [3]. It is worth
to mention that from 2.3.5 to 2.3.7, the certificate removed is DigiNotar, who
confirmed to have a security breach in March, 2011, which resulted in the fraud-
ulent issuing of certificates. For third-party ROMs, HTC 2.3.7 did not remove
DigiNotar. This ROM has been downloaded 270,000 times by far and this data
is only from one website. While in version 4.0.3 and 4.0.4, HTC added lots of
certificates. On the other hand, SONY added its own certificates in 4.0.3 and
4.1.2, and removed 23 certificate in 2.3.7.

We have no idea why these certificates are added or removed. But this is
persuasive to make clear that third-party ROMs can add or remove certificates
as they want. This condition makes it necessary for us to define a norm trust-
store when we enforce our own validation. What’s more, the update of ROM
poses a problem on lots of devices. With old version ROM installed, passing
the certificate verification against system truststore is not enough to guarantee
secure connection.

Therefore, we define the norm truststore as all the certificates included in the
official ROM of newest version (for now, it is version 4.4.2), and ValMod takes
care of correctly validating certificate against this norm truststore. Certificates
that succeed to pass the validation is guaranteed to be genuine, while those fails
to pass are not definitely forged since there are servers using certificates that are
self-signed or issued by untrusted CA.

4.3 PeerVerify

When certificates are not trusted by ValMod, there still are chances that the
client receives the genuine certificates. So we need extra information to help
confirm these certificates and refuse malicious certificates at the same time.
We consult to social network friends by sending them the website address and
asking which certificates they receive. If most of the responses contain the very
certificate that we receive, we can make the positive decision. Otherwise, we
believe the certifiate we receive is not trustworthy. We assume friends will report
honestly and communications among friends are secured by the social network
application, for example Gtalk. We turn to social network friends for help out
of the following reasons: (1) on mobile platform, friends are much more likely
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to be online and the online status can be stable for a long time. (2) instead of
consulting a dedicated server, we believe seeking help from friends can defeat
denial of service attacks. Besides, in terms of privacy, we observe that a dedicated
server could raise a large number of requests (“bigdata”) which may be used to
dig deeper information, while the number of requests sent to each friend are quite
small since the scheme described below can make the requests evenly distributed
on average.

PeerVerify can flexibly handle how many friends to ask and whom to ask. The
workflow consists of three phases: initialization, chained querying and feedback
analysis. To make things clear, we define some terms here. A session indicates
the whole process which starts from the time when a user makes a query and
ends at the time when the user gets corresponding responses. A user who starts
a session is called an initiator, and we call each involved friend as a peer. During
initialization phase, the initiator picks a number called expectation to indicate
how many friends it wants to consult. And the message that peer sends back
contains a value called reputation indicating the confidence of the result.

An example shown in Fig. 3 shows how PeerVerify works. In the initialization
phase, initiator picks expectation 10, chooses 3 peers with the assigned expec-
tation 4, 4 and 2 respectively and sends the request message. In the chained
querying phase, those chosen peers who receive the message do the same thing
as if they are an initiator who picks 3, 3 and 1. A peer who receives request with
expectation 1 does not query his friends and just sends the result back. When
peers receive response message, they make some analysis and send upward until
the real initiator gets the response, and this is the feedback phase.

We give further details in the rest of this part.

Initialization. The main task of initialization is to decide how many peers to
ask and whom to ask. Then sends the request message containing a url and
expectation n to chosen peers. Geographically distant peers are chosen with high
priority and are assigned with larger expectation, which could largely avoid peers
being in the same attack area and thus providing useless information. The choice
of n relies on the number of online friends, the network distance, the quality of
the network connection etc. And users can impact on the choice of n by setting
security option to different levels, with each level standing for a value range
within which n is picked.

Chained Querying. The basic chained query idea is to recursively pass down
the query from one to another. For a peer who are assigned the expectation of
nb, he expects aids from nb − 1 peers in total, so he split nb − 1 into nb1 +nb2 +
· · · + nbi + · · · + nbx, in which x indicates the number of peers he chooses and
nbi indicates the expectation assigned to each peer.

Feedback Analysis. After the recursive query procedures, peers send back
the feedbacks according to the query message they’ve received. By collecting
and comparing the received feedbacks, peer starts a reputation calculation
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Fig. 3. An example that illustrates how PeerVerify works. (Left) Chained querying
phase that recursively pass down the expectation. (Right) Feedback analysis phase
that peers collect and process responses, and initiator correspondingly makes decision.

process. For example, initiator Alice receives the responses from peer Bob (set
{(H1, rb1), (H2, rb2)}) and Charlie (set{(H1, rc1)}), and Alice herself gets the
hash H1. H stands for the certificate hash and r stands for the reputation. Alice
calculates the set union set{(H1, rb1),(H2, rb2)}∪ set{(H1, rc1)}∪ set{(H1, 1)} =
set{(H1, rb1+rc1 + 1), (H2, rb2)}. If she is initiator, she compares the value of
rb1 + rc1 + 1 with rb2 to decide accept H1 or H2. If not, she just sends the
calculated set upwards.

In all, after PeerVerify, initiator can get a certificate hash H that trusted
by most peers. If the hash of the certificate that initiator receives equals H,
TagDroid will accept the certificate. Otherwise, it considers the certificate as
malicious and terminates the connection.

5 Evaluation

We implemented a TagDroid prototype on Android platform, and its Peer-
Verify module piggybacks on the popular IM application Google Talk. Smack,
an Open Source XMPP (Jabber) client library [4], is used to build the customized
Google Talk client. The customized client also records how many query it has
launched, to evaluate the performance of ValMod’s norm truststore.

We built a virtual social network environment which simulates the chained
querying and feedback, to evaluate the time latency and communication overhead
brought by PeerVerify. This environment is set up by creating a Watts−Strogatz
[14] small world graph in Python, which is generated with parameter (N, k, p),
meaning N nodes forming a ring and each node connects with its k nearest
neighbors. For each edge u-v, it has a probability of p to be replaced with a
new edge u-w, and w is randomly chosen from the existing nodes. Each node
stands for a single user, and the edge connecting node (u, v) stands for the
friend relationship. Each node is assigned the ability to divide expectation in a
way that, for a initiator who has f long-distance peers and chooses expectation
n, it randomly divides n into x parts with x randomly chosen from [1, f ]. Then
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it distributes these x parts to x long-distance peers. For a node with ordinal i,
long-distance peers are defined as nodes with ordinal j that |i − j| > k/2.

5.1 Effectiveness

Since untrusted CA issued certificates will definitely fail to pass ValMod, these
questionable certificates are all sent to PeerVerify. We conduct our experiment
with TagDroid installed on SamSung Note 3 under an attack environment that
replaces all the certificates with ones that issued by an untrusted CA. When
TagDroid does not take effect, apps that are vulnerable to self-signed attack
accept the forged certificate and others will reject since they validate certificates
against system truststore. When having the untrusted CA installed in system,
only a few reject the forged certificates because of pinning. While with TagDroid
taking effect, these forged certificates are all rejected.

5.2 Performance

Communication Overhead. All the extra communications are brought by
PeerVerify. And the total communication overhead increases proportionally with
the expectation n chosen by the initiator. The payload Spayload generated by
a complete query session can be approximately calculated as Spayload = n ∗
Sij
payload, S

ij
payload stands for the payload generated by a smallest session that

peer j helps peer i validate the certificate with peer j asking no more peer for help.
Sij
payload contains two part: the Google Talk traffic that generated by communi-

cation of peer i and j, and the SSL traffic that j generated when communicating
with the server to get the certificate. By running the TagDroid client installed
on two devices that connect to the same monitored hotspot, we can capture the
whole traffic. By adding these traffic up, Sij

payload amounts to about 8470 bytes.
This data may vary since the length of content field in query and response mes-
sage is different for different URL and expectation n.

Latency. The time period of a complete and successful PeerVerify session is
regarded as the latency in our evaluation. It begins from the initiator sends out
the query, and ends in that the trust decision has been made. The latency of a
complete session can be calculated by the longest hops h and latency latencyij
generated by a smallest session with latency = h ∗ latencyij . By conducting
a smallest session on TagDroid client, we can see the latencyij is about 1s.
Therefore, latency varies with h. h is related with expectation n and the decision
of each peer about how to divide and distribute n. To get a general idea of h, we
conduct an experiment in simulation environment. The results show that, given
network size, h is related with expectation n and the number of friends k in the
list. With the increasing of expectation, the latency (max hops h) increases as
well. However, the larger k is, the slower latency increases, and when k is large
enough(k > 20) and expectation is less than 30, latency will not decrease with
growing k. Besides, peer only waits for response for a limited time t, so the total
time will not be larger than h ∗ t.
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6 Related Work

The existing approaches to enhancing CA-based certificate authentication can
be classified into two categories, either by relying on existing architectures such
as DNS or PGP, or by introducing notary [1,12,15] to provide reference infor-
mation. But they all have their limitations. For DNS based approach, widely
deployment is challenging. Others have issues such as limited number of notaries,
requiring server cooperation, etc. For proposals that aim to fix implementation
issues in Android applications, they either provide developers with easy-to-use
APIs [9], or reference extra information provided by a specific server [7]. The for-
mer scheme requires system modification, which may have deployment issue. The
latter consults to a fixed server, making the security of the whole scheme rely on
the security of a specific server, and having only one entity to reference may fail to
provide enough information to help user make the right decision. For approaches
to dealing with certificate verification problems in general, [13] proposes a social
P2P notary network, which uses advanced techniques (such as secret sharing,
ring signatures and distributed hash table) to tackle privacy, availability and
scalability issues. But this scheme is too much to apply on Android platform,
since most Android applications only talk to a few specialized server.

7 Conclusion

Due to the lack of proper certificate verification and untrusted CAs installed in
system truststore, some Android applications that use SSL protocol to secure
the communication are vulnerable to the MITM attacks. TagDroid is proposed
to tackle this problem. It is a hybrid verification system combining correct cer-
tificate validation against a norm truststore with a collaborative way that relies
on the social friends to help notarize questioned certificates. TagDroid is capa-
ble of detecting illegitimate certificates which defeats MITM attack to a large
extent. We implement a prototype called TagDroid and easily install it on the
genuine Android system. It does not require any modification on the system, and
just has little effect on system performance such that users can barely notice its
existence. To define the norm truststore, we carry out a thorough analysis of
ROMs both from official and third party. To evaluate the performance impact of
TagDroid as a network system, TagDroid is deployed on a Samsung Note 3 and
a simulation is carried out in a large scaled social network with 10,000 peers.
The performance analysis results show that TagDroid brings low latency and
communication overhead.
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Abstract. This paper introduces a new parameter called 1-st minimum
algebraic immunity AImin(f), along with some theoretical properties of
AImin(f). Based on our results, we propose a guess-then-algebraic attack
on LFSR-based stream ciphers with nonlinear filter Boolean function f .
Our method takes some particular guessing strategy by taking advantage
of the properties of AImin(f), and makes full use of each guessed bit to
generate as many equations of degree AImin(f) as possible. The cost of
time and data is less than that of the traditional algebraic attack under
some condition. Our attack suggests that AImin(f) should not be too
small, which is a new design criterion for the filter Boolean function f .
We apply our method to a 80-stage keystream generator with a MAI
Boolean function f as its filter, while AImin(f) is very small, which
disobeys our criterion. The time and data complexities of the traditional
algebraic attack are O(273.56) and O(224.52) respectively, with a memory
cost of O(249). The time and data complexity of our method are O(256.86)
and O(25.36) respectively, and the memory cost is O(210.72).

Keywords: Algebraic attack ·Algebraic immunity ·Guess-then-algebraic
attack · LFSR-based stream ciphers · 1-st minimum algebraic immunity

1 Introduction

The research of the LFSR-based stream ciphers with nonlinear filter generators
or combination generators has spawned many analytical methods and theoretical
research. A most important cryptanalytic tool is algebraic attack.

Courtois, N.T. and Meier, W. proposed algebraic attack on stream ciphers
with linear feedback in 2003 [3], which is a classical and efficient analytical
method towards LFSR-based stream ciphers. The basic idea of the algebraic
attack is divided into three steps:
c© Springer International Publishing Switzerland 2015
L.C.K. Hui et al. (Eds.): ICICS 2014, LNCS 8958, pp. 132–142, 2015.
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Step 1: Construct a nonlinear equation system A with the secret key bits
or initial vector values as its variables by using the keystream bits.

Step 2: Multiply a nonzero function g of low degree to each equation of the
system, resulted to an equation system B with degree lower than that of A.

Step 3: Solve the equation system B.
Since algebraic attack was proposed, there have emerged many research issues

related to it. Scholars try to explore the properties of the nonzero function g
in Step 2, resulting to the research areas of algebraic immunity and annihi-
lators for the Boolean functions [1,2,4,6,8,10,12,13,15,16]. Denote AN(f) =
{g ∈ Bn|f · g = 0}. Any function g ∈ AN(f) is called an annihilator of f .
The algebraic immunity of f , named AI(f), is the minimum algebraic degree
of nonzero annihilators of f or f + 1 [11], which measures the ability of the
Boolean functions against algebraic attack. The maximum algebraic immunity
for n-variable Boolean functions is �n

2 � [3], and a Boolean function with maxi-
mum algebraic immunity is called MAI Boolean function.

In this paper, for a Boolean function f ∈ Bn (where Bn is the n-variable
Boolean ring), we introduce a parameter called 1-st minimum algebraic immu-
nity AImin(f). We prove that when AI(f) is optimum, AImin(f) ≤ AI(f),
particularly, when n is odd, AImin(f) < AI(f). A simple algorithm is given to
compute AImin(f).

When the filter of a LFSR-based stream cipher is a MAI Boolean function f ,
it can resist the algebraic attack to the greatest extent. Based on our theoretical
results related to AImin(f), we propose a guess-then-algebraic attack on such
kind of LFSR-based stream ciphers. The strategy of guessing is very important
in the guess and determine attack. Our method takes some particular guessing
strategy by taking advantage of the properties of AImin(f). First, we guess some
initial state bits, the locations of which are determined by the specific structure
of the LFSR and the properties of AImin(f). After guessing enough LFSR state
bits, we derive equations of degree AImin(f) as many as possible by taking
advantage of the specific structure of the LFSR and the filter taps, and then we
solve the resulted equation system.

Our method has three special merits. (a) It makes full use of each guessed bit
to derive equations of degree AImin(f) as many as possible. In fact, AImin(f)
is strictly less than AI(f) in most cases. (b) It utilizes not only the properties
of f but also the tap positions, which helps to derive as much information as
possible. The cost of time and data is less than that of the traditional algebraic
attack given in [3] under some condition. (c) Our attack suggests that AImin(f)
should not be too small, which is a new design criterion for the filter Boolean
function f.

Moreover, we apply our method on a 80-stage keystream generator. Its filter
generator is a 9-variable MAI Boolean function f , while AImin(f) is very small,
which disobeys our design criterion. This model can resist the traditional alge-
braic attack given in [3] to the greatest extent. The time and data complexities
of the traditional algebraic attack are O(273.56) and O(224.52) respectively, with
a memory cost of O(249). While the time and data complexity of our method
are O(256.86) and O(25.36) respectively, and the memory cost is O(210.72).
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Notice that Debraize, B. and Goubin, L. proposed a guess-and-determine
algebraic attack on the self-shrinking generator (SSG) with low Hamming weight
feedback polynomial in [7]. It mainly aims to analyze the self-shrinking gener-
ators, while our method targets to the LFSR-based stream ciphers with filter
Boolean functions of optimum algebraic immunity. They guess some informa-
tion first, then write a system of polynomial equations and solve the system
with SAT solver algorithm MiniSAT. While our method pays attention to the
locations of the guessed bits by taking advantage of the theoretical properties of
AImin(f), which is a new parameter in the academic sector of the stream cipher.
Moreover, the degree of the equations derived after guessing some state bits is
AImin(f), which is the most different character between our method and the
guess-and-determine algebraic attack proposed in [7].

This paper is organized as follows: Sect. 2 introduces some basic knowledge
related to our work. In Sect. 3, we introduce a new parameter called 1-st min-
imum algebraic immunity AImin(f), along with some theoretical analysis. We
also give a simple algorithm to compute AImin(f). In Sect. 4, for LFSR-based
keystream generators with nonlinear filter Boolean function, we propose a guess-
then-algebraic attack by taking advantage of AImin(f) and give some design cri-
terion of the LFSR-based keystream generators. In Sect. 5, we apply our method
to a keystream generator which does not obey our criterion. Section 6 concludes
this paper.

2 Preliminaries

Courtois, N.T. and Meier, W. proposed the algebraic attack on stream ciphers
with linear feedback [3]. They mainly focused on the LFSR-based keystream
generators with nonlinear filter Boolean function. Figure 1 shows the general
model.

Fig. 1. LFSR-based keystream generator with nonlinear filter

First, we give a brief description for this model. Let the length of the linear
feedback shift register be l. L is the “connection function” of the LFSR, and
it is linear. Let the initial state of the LFSR be s0 = (s0, s1, ..., sl−1), then it
generates a m-sequence s0, s1, s2.... For sake of narrative convenience, we call
this m-sequence as LFSR sequence. The state of the LFSR at time t is

st = (st, st+1, ..., st+l−1) = Lt(s0, s1, ..., sl−1),
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Table 1. Complexity of AA for the model in Fig. 1

Data Memory Complexity

O(M) O(M2) O(Mω)

which is filtered by a balanced nonlinear Boolean function f ∈ Bn. The generator
outputs one bit ct at time t. For each ct, we can construct an equation involving
some key bits and initial value as its variables. Denote the output of the filter
generator by c0, c1, c2, ..., where ci ∈ F2, then we can get the following equation
system: ⎧

⎪⎪⎪⎨

⎪⎪⎪⎩

c0 = f (s0, s1, ..., sl−1)
c1 = f(L (s0, s1, ..., sl−1))
c2 = f(L2(s0, s1, ..., sl−1))
...

(1)

The problem of recovering the l initial state bits of the LFSR is reduced to
solving the equation system (1).

Table 1 shows the complexity of the traditional algebraic attack (AA) in [3]
on the model given in Fig. 1, where M =

(
l

AI(f)

)
, and ω is the parameter of the

Gaussian elimination and in theory ω ≤ 2.376 [5].
While as the authors of [3] declare, the (neglected) constant factor in that

algorithm is expected to be very big and they regard Strassen’s algorithm [14]
as the fastest practical algorithm. Then they evaluate the complexity of the
Gaussian reduction to be 7 · M log7

2/64 CPU clocks. For convenience, scholars
usually use ω = 3 in Table 1 to estimate the time and data complexity of the
traditional algebraic attack.

We can get that the complexity of the traditional algebraic attack on the
model given in Fig. 1 is determined by l and AI(f). When using the traditional
algebraic attack given in [3], for each keystream bit, the lowest degree of equa-
tions that the analysts can obtain is AI(f). In the next section, we try to find a
way to see if we can decrease the time and data complexity by further exploring
the properties of the nonlinear filter function and the structure of the filter tap
positions.

3 1-st Minimum Algebraic Immunity AImin(f)

In this section, for a Boolean function f ∈ Bn, we give a new definition called 1-
st minimum algebraic immunity AImin(f). To begin with, we give the following
definition.

Definition 1. Given a Boolean function f(x1, x2, ..., xn) ∈ Bn, for some fixed
i, i ∈ [1, n], define

AI(f |xi=0) = AI(f(x1, x2, ..., xi−1, 0, xi+1, ..., xn)).

AI(f |xi=1) = AI(f(x1, x2, ..., xi−1, 1, xi+1, ..., xn)).
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Definition 2. Given a Boolean function f(x1, x2, ..., xn) ∈ Bn, for some fixed
i, i ∈ [1, n], define

AIi(f) = max{AI(f |xi=0), AI(f |xi=1)}.

Definition 3. For a Boolean function f(x1, x2, ..., xn) ∈ Bn, define the 1-st
minimum algebraic immunity of f as

AImin(f) = min{AIi(f) : i ∈ [1, n]}.

Also define

NAImin
(f) = �{i|AIi(f) = AImin(f) : i ∈ [1, n]},

where “�” denote the number of the elements in a set.
Let G = {g ∈ AN(f |xi=c)|deg(g) = AImin(f)}, and also denote ni,c = �G,
where c ∈ {0, 1}.

Based on the above definitions, we derive Theorem 1:

Theorem 1. For a Boolean function f(x1, x2, ..., xn) ∈ Bn, if its algebraic
immunity is optimum, then

AImin(f) ≤ AI(f).

Particularly, if n is odd, then

AImin(f) < AI(f).

Proof. Given f(x1, x2, ..., xn) ∈ Bn, it can be expressed as:

f(x1, x2, ..., xn) = xif1(x1, ..., xi−1, xi+1, ..., xn) + f2(x1, ..., xi−1, xi+1, ..., xn).

When xi is fixed, there are only n − 1 variables left, then from Definitions 1–3,
we can get that

AImin(f) ≤ AIi(f) ≤ �n − 1
2

� ≤ AI(f).

Particularly, if n is odd, then

AImin(f) ≤ AIi(f) ≤ �n − 1
2

� < �n

2
� = AI(f).

The following example verifies Theorem 1.

Example 1. The Boolean function f = x1x2x3x5 + x1x2x5 + x1x2 + x1x3x4x5 +
x1x3x4 + x1x3x5 + x1x4x5 + x1x4 + x2x3 + x2x4x5 + x2x5 + x3x4 + x4x5 + 1 is
a 5-variable Carlet-Feng Boolean function. We can get that AI(f) = 3, which is
optimum. The AIi(f), i ∈ [1, 5] of f are listed in Table 2.

We can see that AImin(f) = AIi(f) = 2 < AI(f) = 3, NAImin
(f) = 5 > 1.

In fact, for a Boolean function h ∈ Bn, although AI(h) is not maximum,
it is possible that AImin(h) is strictly less than AI(h). For instance, for the
filter function fd adopted by the stream cipher LILI-128 [9], AImin(fd) = 3 <
AI(fd) = 4, NAImin

(fd) = 4.
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Table 2. Compute the AIi(f) of f

xi x1 x2 x3 x4 x5

AIi(f) 2 2 2 2 2

Algorithm 1 shows how to compute AImin(f) and NAImin
(f) for a Boolean

function f .

Algorithm 1. Compute AImin(f) and NAImin
(f)

Input: I = {1, 2, ..., n}, Boolean function f ∈ Bn.
Set F = ∅, E = ∅, c ∈ {0, 1}.
for i ∈ I do

Compute all the AIi(f) defined in Definition 2 and the corresponding ni,c

defined in Definition 3;
if AIi(f) ≤ AI(f) then

F = F ∪ {(xi, AIi(f), ni,0, ni,1)};

Denote the minimum AIi(f) in F as AImin(f);
E = E ∪ {(xi, AIi(f), ni,0, ni,1) ∈ D|AIi(f) = AImin(f), i ∈ I};
NAImin(f) = �E;
Output E, NAImin(f).

4 A Guess-Then-Algebraic Attack on LFSR-Based
Stream Ciphers via Our Theoretical Results

Designers often choose a MAI Boolean function as the filter of the LFSR-based
keystream generators, which helps to resist the traditional algebraic attack to
the greatest extent. Section 3 shows that for a Boolean function f of optimum
algebraic immunity, AImin(f) ≤ AI(f). Even if AI(f) is not maximum, it is
possible that AImin(f) < AI(f). We consider to take advantage of the properties
of AImin(f) to recover the initial state of the LFSR.

The strategy of guessing is very important in the guess and determine attack.
In this section,wewould like togiveaguess-then-algebraic attack,which takes some
particular guessing strategy by taking advantage of the properties ofAImin(f) pro-
posed in Sect. 4. First we choose to guess some (initial) internal state bits of the
LFSR, resulted to equations of degree AImin(f). Here we make use of each guessed
bit to the greatest extent, that is, we would use each guessed bit to construct as
many low-degree equations as possible. The positions of the guessed internal state
bits of the LFSR should obey some rules according to the detailed structure of the
LFSR, the properties of the filter Boolean function, and the filter tap positions.
After guessing a suitable number of (initial) internal state bits, we can get an equa-
tion system of degree AImin(f).

In the following, we propose an attack by using our theoretical results in
Sect. 3. We focus on the LFSR-based keystream generator with nonlinear filter



138 X. Zhong et al.

shown in Fig. 1. With the same description in Sect. 2, we target to recover the
initial state bits s0 = (s0, s1, ..., sl−1) by solving the following equation system:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

c0 = f(s10, s
2
0, ..., s

n
0 )

c1 = f(s11, s
2
1, ..., s

n
1 )

c2 = f(s12, s
2
2, ..., s

n
2 )

...

(2)

where si
t, i = 1, 2, ..., n are the n LFSR state bits tapped as the input of the filter

Boolean function f(x1, x2, ..., xn) at time t.

Guess-then-algebraic Attack:
Assume that the LFSR shifts right and it is regularly clocked.
Step I: For f(x1, x2, ..., xn) ∈ Bn, compute AImin(f), E and NAImin

(f) via
Algorithm 1. Suppose we get E ={(xi1 , AImin(f), ni1,0, ni1,1), ..., (xim , AImin(f),
nim,0, nim,1) : 1 ≤ i1 < i2 < · · · < im ≤ n}, NAImin

(f) = m, AImin(f) = k.
Step II: With the parameters derived from Step I, we do the following operation:

(1) At time t, denote the inputs of the filter function as s1t , ..., s
n
t , find the

LFSR state bit corresponding to xi1 in set E, and denote it as si1
t .

(2) Guess si1
t = a, where a ∈ {0, 1}, then we can derive an equation

ft(s1t , s
2
t , ..., s

i1−1
t , a, si1+1

t , ..., sn
t ) = ct.

From Algorithm 1 we get that AI(ft) = AImin(f) = k.
(3) For each clock, denote the distance of the locations for the LFSR state

bits corresponding to the variables xi and xj of f as di,j .
Notice that E ={(xi1 , AImin(f), ni1,0, ni1,1), ..., (xim , AImin(f), nim,0, nim,1) :

1 ≤ i1 < i2 < · · · < im ≤ n}, then we clock the stream cipher di1,i2 clocks from
time t. Find the LFSR state bit corresponding to xi2 in the set E at time t+di1,i2 ,
and denote it as si2

t+di1,i2
. With the keystream bit ct+di1,i2

and the guessed value

of si1
t = a, we get another equation at time t+di1,i2 by substitute si2

t+di1,i2
by a.

ft+di1,i2
(s1t+di1,i2

, s2t+di1,i2
, ..., si2−1

t+di1,i2
, a, si2+1

t+di1,i2
, ..., sn

t ) = ct+di1,i2
.

In the same way, we can get a group of m equations, and the algebraic
immunity of the functions ft, ft+di1,i2

, ..., ft+di1,im
is AImin(f) = k.

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ft(s1t , ..., s
i1−1
t , a, si1+1

t , ..., sn
t ) = ct

ft+di1,i2
(s1t+di1,i2

, ..., si2−1
t+di1,i2

, a, si2+1
t+di1,i2

, ..., sn
t+di1,i2

) = ct+di1,i2

...
ft+di1,im

(s1t+di1,im
, ..., sim−1

t+di1,im
, a, sim+1

t+di1,im
, ..., sn

t+di1,im
) = ct+di1,im

(3)

Until now, we get m equations by guessing one LFSR state bit. For each equation,
we can derive nij ,ct+dij,ik

(or nij ,ct+dij,ik
+1 when ct+dij ,ik

= 0) equations of

degree AImin(f), where nij ,ct+dij,ik
is the number of annihilators defined in
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Definition 3. We guess another LFSR state bit which is appropriately chosen,
and get another group of equations, and so on.

We hope that the guessed bits are all the initial state bits of the LFSR, which
can make the analysis much easier. If the guessed bits are not all the initial state
bits, more careful analysis is needed.

Usually, we choose the parameter t = 0, for it can make the number of the
guessed initial bits among all the guessed LFSR state bits as large as possible,
which can make the analysis much easier.

Here we analyze the situation that the guessed bits are all the initial state
bits of the LFSR. Suppose we guess r initial LFSR state bits, then we can
get r · ∑

1≤j<k≤m nij ,ct+dij,ik
equations with the initial LFSR state bits as the

variables by using the linear feedback recursion of the LFSR. Then we use the
same method to analyze the complexity with the method mentioned in [3].

After guessing r LFSR initial state bits, we reduce the problem of solving the
l initial LFSR state bits with a filter Boolean function f of algebraic immunity
AI(f) to solving l − r unknown initial bits with a filter Boolean function of
algebraic immunity AImin(f).

When the condition

r ·
∑

1≤j<k≤m

nij ,ct+dij,ik
≥

(
l − r

AImin(f)

)

(4)

is satisfied, the time complexity to solve the equation system derived from Step
II is

T1 = Nω,

where N =
(

l−r
AImin(f)

)
, and ω is the parameter of the Gaussian elimination, and

we adopt ω = 3 in this paper. The complexity to recover the initial state of the
LFSR is

T = 2rNω.

The data that we need is

D = max(rm,

(
l − r

AImin(f)

)

).

The key condition is that the inequality (4) is satisfied. In fact, when AImin(f)
is small enough (especially when AImin(f) = 1), the condition can be satisfied
in most cases. Under this situation, we can directly see that the data complexity
is better than that of the algebraic attack in [3]. While the improvement of the
time complexity is not determined. It can be derived that the time complexity
of our attack is less than that of the conventional algebraic attack given in [3]
when r satisfies the following inequality:

r

w
< log2

(
l

d

)

− log2

(
l − r

k

)

, (5)

where r is the number of the guessed initial state bits, d = AI(f), k = AImin(f),
and ω is the parameter of the Gaussian elimination.
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In fact, the number of the equations that can be derived by guessing r-bit
initial state can be more than r · ∑

1≤j<k≤m nij ,ct+dij,ik
if we can make full use

of the annihilators for f |xi=c. Let G = {g ∈ AN(f |xi=c)|deg(g) = AImin(f)},
for an element g ∈ G, multiply monomials of degree less than AImin(f) to g,
and we may get new polynomials that can be used to construct equations.

Our method suggests a new design criterion for the filter Boolean function
f adopted by the LFSR-based stream ciphers, that is, the parameters of the
keystream generator should not satisfy the inequality (4) and inequality (5)
in the same time, which means that designers should pay attention that their
keystream generator should satisfy that:

(a)AImin(f) should be large enough to resist our guess-then-algebraic attack.
(b)The number of variables corresponding to AImin(f) should not be too
large.

Notice that our method can be applied to all kinds of LFSR-based stream
ciphers with nonlinear filter. If the target stream cipher satisfies the inequalities
(4) and (5), then we can decrease the time and data complexity.

5 Application of Our Method on a LFSR-Based Stream
Cipher Overlooking Our Criterion

In this section, we would like to give an example to show that the AImin(f)
should not be too small for the nonlinear filter Boolean function.

The target model is the same with the one shown in Fig. 1. The length of
the LFSR is 80, and its initial state bits are (s0, s1, ..., s79). The linear feedback
polynomial is primitive. The filter Boolean function is a 9-variable Boolean func-
tion f = f(x1, x2, ..., x9), AI(f) is optimum. Suppose the LFSR shifts left and
it is regularly clocked. The 9 inputs to f are taken from LFSR according to this
full positive difference set: (0,1,3,7,12,20,30,44,65).

From the above description we can get that this model can resist the tradi-
tional algebraic attack given in [3] to the greatest extent. In the following, we
would show that although AI(f) is optimum, our method works if the model
disobeys our criterion mentioned in Sect. 4.

Suppose AImin(f) = 1, and the corresponding variable is x7, that is,
AI(f |x7=0) = AI(f |x7=1) = 1, which means that this model disobeys our
criterion.

According to the guess-then-algebraic attack given in Sect. 4, we can guess
r = 41 initial state bits (s38, s31, ..., s79). Then we can get at least 41 linear
equations, which satisfy the inequality (4), that is r ≥ (

80−r
AImin(f)

)
= 39. The time

complexity of our attack is

T = 2r

(
80 − r

1

)ω

= 256.86,

where m is the number of variables for f corresponding to AImin(f).
The data complexity is

D = max(r,
(

80 − r

1

)

= 25.36.
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The memory complexity is
M = 210.72.

Table 3 shows the comparison between our method (GA) and the traditional
attack (AA) given in [3] on this model.

Table 3. Comparison between GA and AA in [3]

T D M

Our method O(256.86) O(25.36) O(210.72)

Algebraic attack O(273.56) O(224.52) O(249)

Remark 1. This example verifies that although the target model obsesses a filter
Boolean function of optimum algebraic immunity, if it disobeys our criterion,
analysts can still use our guess-then-algebraic attack to recover the initial state
with time and data complexities less than that of the traditional algebraic attack
given in [3].

6 Conclusion

This paper introduces a new parameter called 1-st minimum algebraic immunity
AImin(f) for the Boolean function f , along with some theoretical properties of
AImin(f). Based on our results, we propose a guess-then-algebraic attack on the
LFSR-based stream cipher with nonlinear filter Boolean function f by guessing
some state bits in advance and then applying algebraic attack on it. Our method
makes full use of each guessed bit to generate as many equations of degree less
than or equal to AI(f) as possible. The cost of time and data is less than that
of the traditional algebraic attack in [3] under some condition. Our method
suggests a new design criterion for the LFSR-based keystream generators with
nonlinear filter. We apply our method to a 80-stage keystream generator with
a MAI Boolean function f as its filter, while AImin(f) is very small, which
disobeys our criterion. The time, memory and data complexities of our method
are less than that of the traditional algebraic attack.
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Abstract. We present a secure multiparty computation (SMC) protocol
for obliviously reading an element of an array, achieving constant online
communication complexity. While the total complexity of the protocol
is linear in the size of the array, the bulk of it is pushed into the offline
precomputation phase, which is independent of the array and the index
of the element.

Although private lookup is less general than oblivious RAM (ORAM),
it allows us to give new and/or more efficient SMC protocols for a number
of important computational tasks. In this paper, we present protocols for
executing deterministic finite automata (DFA), and for finding shortest
distances in sparse graphs.

All our protocols are given in the arithmetic black box model, which
allows them to be freely composed and used in larger applications.

Keywords: Secure multiparty computation · Arithmetic black box ·
Private lookup

1 Introduction

In Secure Multiparty Computation (SMC), p parties compute (y1, . . . , yp) =
f(x1, . . . , xp), with the party Pi providing the input xi and learning no more
than the output yi. For any functionality f , there exists a SMC protocol for
it [19,36]. While the general construction is inefficient in practice, several SMC
frameworks have appeared [3,6,12,21,29] and certain classes of algorithms can
be executed with reasonable efficiency on top of them. In particular, these algo-
rithms should have control flow and data access patterns that depend only or
mostly on public data.

Private information retrieval (PIR) and oblivious RAM (ORAM) are among
techniques for hiding the patterns of data access. They both posit a client-
server setting, where the client queries the elements in server’s memory without
the server learning which elements are accessed. For a n-element vector, the
asymptotic complexity of both PIR (which allows only reading) and ORAM
techniques (which also allow writing) is Õ(log2 n). To adapt these techniques
to the SMC setting, at least the client’s computations have to be performed
through SMC protocols. This brings further complications.
c© Springer International Publishing Switzerland 2015
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We provide an alternative mechanism for reading an element of a vector
according to a private index (private writing is not considered in this paper). We
give a private lookup protocol, the operations of which can be partitioned into
the offline part — these that can be done without knowing the actual inputs —,
and the online part — these that require the inputs. In case of private lookup, it
makes sense to consider even three phases — offline, vector-only (where the actual
vector, either public or private, is available) and online (where the private index is
also available). In our protocols, the online phase requires only a constant number
of costly SMC operations, while the bulk of the work is done in the offline and,
depending on the protocol and the secrecy of the vector elements, in the vector-
only phases. In cases where the main cost of SMC operations is communication
between parties, the offline (and vector-only) computations could be performed
using dedicated high-bandwidth high-latency channels.

Our private lookup protocols are universally composable, they may be freely
used as components in protocols for more complex privacy-preserving applica-
tions. In this paper we demonstrate their use in two applications that need
oblivious read access to data, but where the pattern for write accesses is public.
We have implemented SMC protocols for executing deterministic finite automata
(DFA), and for finding the single-source shortest distances (SSSD) in sparse
graphs. The latter protocol is based on the well-known Bellman-Ford algorithm.
In both protocols, the processed objects (automaton, input string, the graph)
are private, except for their sizes.

Our protocols inherit the security guarantees of the underlying SMC imple-
mentation. If the SMC implementation provides security against passive resp.
also active adversaries, then so do our protocols. If the security provided by the
SMC implementation is information-theoretical resp. only computational, then
this also applies to our protocols. Perhaps surprisingly, the protocols in this
paper are the first information-theoretically secure protocols for DFA execution,
if an information-theoretically secure protocol set for SMC is used. All previ-
ous protocols have used cryptographic constructions (encryption) that rely on
computational hardness assumptions for security.

Structure of the Paper. We review work related to privacy-preserving data
access, and to our example applications in Sect. 2. In Sect. 3 we describe the
framework in which our protocols are defined and their security and performance
properties stated. Sect. 4 presents the private lookup and discusses its security
and performance. In Sects. 5 and 6 we describe our implementations of privacy-
preserving DFA execution and SSSD, and discuss their performance. Finally, we
draw the conclusions in Sect. 7.

2 Related Work

Secure multiparty computation (SMC) protocol sets can be based on a variety
of different techniques, including garbled circuits [36], secret sharing [4,17,32]
or homomorphic encryption [9]. A highly suitable abstraction of SMC is the
universally composable Arithmetic Black Box (ABB) [14], the use of which allows
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very simple security proofs for higher-level SMC applications. Using the ABB
to derive efficient privacy-preserving implementations for various computational
tasks is an ongoing field of research [1,8,11,27], also containing this paper.

Conceptually, our protocols are most similar to private information retrieval
(PIR) [24], for which there exist protocols with O(log2 n) communication and
O(n/ log n) public-key operations [26]. We know of no attempts to implement
these techniques on top of SMC, though.

Oblivious RAM (ORAM) [20] is a more versatile technique with simi-
lar communication complexity [33] (but higher round complexity and client’s
memory requirements). The integration of ORAM with SMC has been stud-
ied [13,18,22,28]. In general, such systems require at least O(log3 n) overhead
for oblivious data access. We also note that the “trivial” way of expanding the
private index into its characteristic vector and computing its scalar product
with the array brings O(n) overhead, but may be more efficient in practice due
to smaller constants hidden in the O-notation [22,25].

In this paper, we present protocols for DFA execution, and for SSSD in sparse
graphs. In [15,30], garbled circuits have been adapted for DFA execution, where
one party knows the DFA and the other one the input string. This approach,
which is not universally composable, works well if the automaton and alphabet
are small (but the input string may be long). In [2,16,34,35], DFA execution
protocols based on homomorphic encryption are given, some of them resembling
PIR protocols. Privacy-preserving graph algorithms have been studied in [5] in
a non-composable manner. Composable SSSD protocols for dense graphs have
been studied in [1]. Recently, ORAM-with-SMC techniques have been used to
implement Dijkstra’s algorithm for sparse graphs [22].

3 Preliminaries

Universal composability (UC) [7] is a framework for stating security properties
of systems. It considers an ideal functionality F and its implementation π with
identical interfaces to the intended users. The latter is at least as secure as
the former, if for any attacker A there exists an attacker AS , such that π‖A
and F‖AS are indistinguishable to any potential user of π/F . The value of the
framework lies in the composability theorem: if π is at least secure as F , then
ξπ is at least as secure as ξF for any system ξ that uses π/F . We say that such
ξ is implemented in the F-hybrid model. When arguing about the security of
such ξ, we may assume that it uses the ideal functionality F as a subroutine.
All derived conclusions will be valid also for ξπ.

The arithmetic black box is an ideal functionality FABB. It allows its users
(a fixed number p of parties) to securely store and retrieve values, and to per-
form computations with them. When a party sends the command store(v) to
FABB, where v is some value, the functionality assigns a new handle h (sequen-
tially taken integers) to it by storing the pair (h, v) and sending h to all parties.
If a sufficient number (depending on implementation details) of parties send
the command retrieve(h) to FABB, it looks up (h, v) among the stored pairs and
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responds with v to all parties. When a sufficient number of parties send the com-
mand compute(op;h1, . . . , hk; params) to FABB, it looks up the values v1, . . . , vk

corresponding to the handles h1, . . . , hk, performs the operation op (parame-
trized with params) on them, stores the result v together with a new handle h,
and sends h to all parties. In this way, the parties can perform computations
without revealing anything about the intermediate values or results, unless a
sufficiently large coalition wants a value to be revealed.

The existing implementations of ABB are protocol sets πABB based on either
secret sharing [3,6,12] or threshold homomorphic encryption [14,21]. Depending
on the implementation, the ABB offers protection against a honest-but-curious,
or a malicious party, or a number of parties (up to a certain limit). E.g. the
implementation of the ABB by Sharemind [3] consists of three parties, provid-
ing protection against one honest-but-curious party.

In this paper, the protocols are given and their security (and correctness)
argued in the FABB-hybrid model. The arguments remain valid if FABB is replaced
with a secure implementation πABB.

Typically, the ABB performs computations with values v from some ring R.
The set of operations definitely includes addition/subtraction, multiplication
of a stored value with a public value (this operation motivates the params in
the compute-command), and multiplication. Even though all algorithms can be
expressed using just these operations, most ABB implementations provide more
operations (as primitive protocols) for greater efficiency of the implementations
of algorithms on top of the ABB. In all ABB implementations, addition, and mul-
tiplication with a public value occur negligible costs; hence they’re not counted
when analyzing the complexity of protocols using the ABB. Other operations
may require a variable amount of communication (in one or several rounds)
between parties, and/or expensive computation. The ABB can execute several
operations in parallel; the round complexity of a protocol is the number of com-
munication rounds all operations of the protocol require, when parallelized as
much as possible.

It is common to use [[v]] to denote the value v stored in the ABB. The notation
[[v1]] op [[v2]] denotes the computation of v1 op v2 by the ABB (translated to a
protocol in the implementation πABB).

In the next section, we give a protocol for private lookup. Formally, we are
presenting a secure implementation for the functionality FABB+LU that accepts
the same commands as FABB, answering them in the same manner. Addition-
ally, it accepts the command lookup(h1, . . . , hn, hidx). When a sufficient number
of parties has sent such command to FABB+LU, it looks up the value vidx cor-
responding to hidx and the value v′ corresponding to hvidx

. It stores v′ together
with a new handle h′ and sends h′ to all parties.

The implementation πABB+LU is given in the FABB-hybrid model. It sim-
ply invokes FABB for all FABB commands. The implementation of the lookup-
command is given below.
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Algorithm 1. Private look-up protocol
Data: Vector of indices i1, . . . , im ∈ F\{0}
Data: Vector of values ([[vi1 ]], . . . , [[vim ]]) with vi1 , . . . , vim ∈ F.
Data: Index [[j]] to be looked up, with j ∈ {i1, . . . , im}.
Result: The looked up value [[w]] = [[vj ]].
Offline phase

1 ([[r]], [[r−1]])
$← F

∗

2 for k = 2 to m − 1 do [[rj ]] ← [[r]] · [[rj−1]];

3 Compute the coefficients λI
j,k from i1, . . . , im.

Vector-only phase

4 foreach k ∈ {0, . . . , m − 1} do [[ck]] ←∑m
l=1 λI

k,l[[vl]];

5 foreach k ∈ {0, . . . , m − 1} do [[yk]] ← [[ck]] · [[rk]];
Online phase

6 z ← retrieve([[j]] · [[r−1]])

7 [[w]] =
∑m−1

k=0 zk[[yk]]

4 Protocol for Private Lookup

Our protocol, depicted in Algorithm 1, takes the handles to elements vi1 , . . . , vim

(with arbitrary non-zero, mutually different indices) and the handle to the index j
stored inside the ABB, and returns a handle to the element vj . It represents the
elements as a polynomial V over a suitable field F, satisfying V (ij) = vij for all
j ∈ {1, . . . , m} (with i1, . . . , im also belonging to F). The lookup then amounts to
the evaluation of the polynomial in a point. Similar ideas have appeared in [35] (for
DFAs). We will then combine these ideas with a method to move offline most of the
computations for the polynomial evaluation [27]. Both the idea and the method
have been slightly improved and expanded in this paper.

Let our ABB work with the values from the field F, where |F| ≥ m+1. There
exist protocols for generating a uniformly random element of F inside the ABB
(denote: [[r]] $← F), and for generating a uniformly random non-zero element of

F together with its inverse (denote: ([[r]], [[r−1]]) $← F
∗). These protocols require

a small constant number of multiplications on average for any ABB [11].
There exist Lagrange interpolation coefficients λI

j,k depending only on the
set I = {i1, . . . , im}, such that V (x) =

∑m−1
j=0 cjx

j , where cj =
∑m

k=1 λI
j,kvik .

These coefficients are public and computed in the offline phase of Algorithm 1.

Correctness. The definition of ck gives
∑m−1

k=0 cklk = vl for all l ∈ {i1, . . . , jm}.
We can now verify that w =

∑m−1
k=0 ykzk =

∑m−1
k=0 ckrkjkr−k = vj .

Security and Privacy. To discuss the security properties of a protocol in the
FABB-hybrid model, we only have to consider which extra information the adver-
sary may be able to obtain from the retrieve-commands, and how it can affect
the run of the protocol through the values it store-s (the latter is significant
only if the adversary is active). There are no store-commands in Algorithm 1.
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The results of the retrieve-commands are uniformly randomly distributed ele-
ments of F

∗, independent of everything else the adversary sees. These can be
simulated without any access to vi1 , . . . , vim and j. Hence Algorithm 1 is secure
and private against the same kinds of adversaries that the used implementation
πABB of FABB can tolerate.

Complexity. In the offline stage, we perform m − 2 multiplications. We also
generate one random invertible element together with its inverse, this generation
costs the same as a couple of multiplications [11]. The round complexity of
this computation, as presented in Algorithm1 is also O(m), which would be
bad for online computations. For offline computations, the acceptability of such
round complexity mainly depends on the latency of the used communication
channels. The offline phase could be performed in O(1) rounds [11] at the cost
of increasing the number of multiplications a couple of times. In the vector-
only phase, the computation of the values [[ck]] is free, while the computation
of the values [[yk]] requires m − 1 multiplications (the computation of [[y0]] is
free). All these multiplications can be performed in parallel. If the vector v were
public then the computation of [[yk]] would have been free, too. The only costly
operations in the online phase is a single multiplication and a single retrieve-
operation; these have similar complexities in existing ABB implementations.

4.1 Speeding Up the Offline Phase

The preceding complexity analysis is valid for any implementation of the ABB.
Some implementations contain additional efficient operations that speed up cer-
tain phases of Algorithm 1. If we use the additive secret sharing based imple-
mentation, as used in Sharemind [4], and a binary field F, then we can bring
down the complexity of the offline phase to O(

√
m) as shown in the following.

The Sharemind ABB is realized by three parties, offering protection against
passive attacks by one of the parties. The ABB stores elements of some ring R;
a value v ∈ R is represented by πABB as [[v]] = ([[v]]1, [[v]]2, [[v]]3) ∈ R

3 satis-
fying [[v]]1 + [[v]]2 + [[v]]3 = v, where the share [[v]]i is kept by the i-th party
Pi. Messages depending on these shares are sent among the parties, hence it is
important to rerandomize [[v]] before each use. The resharing protocol [4, Algo-
rithm 1] (repeated here as Algorithm 2; all indices of the parties are modulo 3)
is used for this rerandomization. We note that in this algorithm, the generation
and distribution of random elements can take place offline. Even better, only
random seeds can be distributed ahead of the computation and new elements of
R generated from them as needed. Hence we consider the resharing protocol to
involve only local operations and have the cost 0 in our complexity analysis.

If the ring R is a binary field F, then the additive sharing is actually bit-wise
secret sharing: [[v]] = [[v]]1 ⊕ [[v]]2 ⊕ [[v]]3, where ⊕ denotes bit-wise exclusive or.
For such sharings, the usual arithmetic operations with shared values in Z2n are
more costly, compared to additive sharings over Z2n , but equality checks and
comparisons are cheaper [4]. As most operations with array indices are expected
to be comparisons, bit-wise secret sharing may be a good choice for them.
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Algorithm 2. Resharing protocol [[w]] ← Reshare([[u]]) in Sharemind [4]
Data: Value [[u]]
Result: Value [[w]] such that w = u and the components of [[w]] are independent

of everything else

Party Pi generates ri
$← R, sends it to party Pi+1

Party Pi computes [[w]]i ← [[u]]i + ri − ri−1

Algorithm 3. Multiplication protocol in the ABB of Sharemind [4]
Data: Values [[u]] and [[v]]
Result: Value [[w]], such that w = uv

1 [[u′]] ← Reshare([[u]])
2 Party Pi sends [[u′]]i to party Pi+1

3 [[v′]] ← Reshare([[v]])
4 Party Pi sends [[v′]]i to party Pi+1

5 Party Pi computes [[w′]]i ← [[u′]]i · [[v′]]i + [[u′]]i · [[v′]]i−1 + [[u′]]i−1 · [[v′]]i
6 [[w]] ← Reshare([[w′]])

Sharemind’s multiplication protocol [4, Algorithm 2] (repeated as Algo-
rithm3) is based on the equality ([[u]]1 + [[u]]2 + [[u]]3)([[v]]1 + [[v]]2 + [[v]]3) =
∑3

i,j=1[[u]]i[[v]]j . After the party Pi has sent [[u]]i and [[v]]i to party Pi+1 (here
and subsequently, all party indices are modulo 3), each of these nine components
of the sum can be computed by one of the parties. The multiplication protocol
is secure against one honest-but-curious party [4, Theorem 2]. Indeed, as the
sending of [[u]]i from Pi to Pi+1 takes place after resharing [[u]], the value [[u]]i is a
uniformly random number independent of all other values Pi+1 sees. Hence the
simulator for Pi+1’s view could itself generate this value. The same consideration
also underlies the security proof of the specialized offline phase protocol given
in Algorithm 4, the properties of which we discuss below.

Privacy. We have to show that the view of a single party Pi can be simulated
without access to the shares held by other parties. Party Pi receives messages
only in lines 4 and 9 of Algorithm4. In both cases, it receives a share of a freshly
reshared value. Hence this message can be simulated by a uniformly random
number, as discussed above.

Complexity. We consider local computation and resharings to be free, hence we
have to count the number of messages sent by the parties. It is easy to see that a
party sends at most

√
m + 1 elements of the field F in lines 4 and 9 of Algorithm4.

This is also the round complexity of Algorithm4. But by tracking the data
dependencies in the first loop, we see that its iterations no. 2k−1, . . . , 2k − 1
could be done in parallel for each k ∈ {1, . . . , q − 1}. Hence Algorithm 4 could
be executed in O(log m) rounds.

Correctness. We can use Algorithm 4 only if F is a binary field. In this case
squaring a shared value [[u]] is a local operation: ([[u]]1 + [[u]]2 + [[u]]3)2 = [[u]]21 +
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Algorithm 4. Computing ([[v2]], . . . , [[vm]]) from [[v]] in Sharemind

Data: m ∈ N and the value [[v]], where v ∈ F, char F = 2
Result: Values [[u0]], . . . , [[um]], where uj = vj

1 q ← �log
√

m + 1�
2 [[u0]] ← (1, 0, 0)
3 [[u1]] ← Reshare([[v]])
4 Party Pi sends [[u1]]i to party Pi+1

5 for j = 1 to 2q−1 − 1 do
6 Pi computes [[u2j ]]i ← [[uj ]]

2
i and [[u2j ]]i−1 ← [[uj ]]

2
i−1

7 Pi computes [[t]]i ← [[uj ]]i · [[uj+1]]i + [[uj ]]i · [[uj+1]]i−1 + [[uj ]]i−1 · [[uj+1]]i
8 [[u2j+1]] ← Reshare([[t]])
9 Party Pi sends [[u2j+1]]i to party Pi+1

10 foreach j ∈ {2q, . . . , m} do
11 Let (r, s) ∈ {0, . . . , 2q − 1}, such that 2qr + s = j

12 Party Pi computes [[t]]i ← [[ur]]
2q

i · [[us]]i + [[ur]]
2q

i · [[us]]i−1 + [[ur]]
2q

i−1 · [[us]]i
13 [[uj ]] ← Reshare([[tj ]])

[[u]]22 + [[u]]23 and the computation of [[u2]]i = [[u]]2i only requires the knowledge of
[[u]]i. Regarding Algorithm 4, note that its first loop satisfies the invariant that in
the beginning of each iteration, each party Pi knows the values [[v0]]i, . . . , [[v2j−1]]i
and also [[v0]]i−1, . . . , [[v2j−1]]i−1. With these values, it can compute [[v2j ]]i and
[[v2j+1]]i (effectively, we are computing v2j = (vj)2 and v2j+1 = vj · vj+1). Party
Pi can also compute [[v2j ]]i−1. It receives [[v2j+1]]i−1 from Pi−1. In the second
loop, we compute vj = (vr)2

q · vs for j = 2q · r + s. Again, [[(vr)2
q

]]i is locally
computed from [[vr]]i by squaring it q times.

4.2 Speeding Up the Vector-Only Phase

A different kind of optimization is available if the ABB implementation is based
on Shamir’s secret sharing [32], using Gennaro et al.’s multiplication protocol [17]
(examples are VIFF [12] and SEPIA [6]). Such ABB impelementations (for p
parties), secure against t parties can be given if 2t + 1 ≤ p (for passive security)
or 3t + 1 ≤ p (for active security). In such implementation, a value v ∈ F for a
field F of size at least p + 1 is stored in the ABB as [[v]] = ([[v]]1, . . . , [[v]]p), such
that there exists a polynomial f over F with degree at most t and satisfying
f(0) = v and f(ci) = vi for all i ∈ {1, . . . , p}, where C = {c1, . . . , cp} is a set of
mutually different, public, fixed, nonzero elements of F. The share vi is kept by
the i-th party Pi.

Our optimization relies on the computation of a scalar product [[
∑k

i=1 uivi]]
from the values [[u1]], . . . , [[uk]] and [[v1]], . . . [[vk]] stored inside the ABB having
the same cost as performing a single multiplication of stored values. For refer-
ence, Algorithm 5 presents the scalar product protocol in the SSS-based ABB
providing passive security (thus 2t + 1 ≤ p) [17]. The multiplication protocol
can be obtained from it simply by letting the length of the vectors to be 1.
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Algorithm 5. Scalar product protocol in an SSS-based ABB [17]
Data: Vectors ([[u1]], . . . , [[un]]) and ([[v1]], . . . , [[vn]])
Result: Value [[w]], such that w =

∑n
j=1 ujvj

Party Pi computes di ←∑n
j=1[[uj ]]i[[vj ]]i

Party Pi picks a random polynomial fi of degree at most t, such that fi(0) = di.
Party Pi sends fi(cj) to Pj

Party Pi computes [[w]]i ←∑p
j=1 λC

j fj(ci).

Algorithm 6. Improved vector-only and online phases of the private
lookup protocol
Data: Lagrange interpolation coefficients λI

j,k

Data: Random non-zero [[r]] and its powers [[r−1]], [[r2]], . . . , [[rm−1]].
Data: Vector of values ([[vi1 ]], . . . , [[vim ]]) with vi1 , . . . , vim ∈ F.
Data: Index [[j]] to be looked up, with j ∈ {i1, . . . , im}.
Result: The looked up value [[w]] = [[vj ]].
Vector-only phase

1 foreach k ∈ {0, . . . , m − 1} do [[ck]] ←∑m
l=1 λI

k,l[[vl]];
Online phase

2 z ← retrieve([[j]] · [[r−1]])

3 foreach j ∈ {0, . . . , m − 1} do [[ζj ]] ← zj [[rj ]];
4 [[w]] = ([[c0]], . . . , [[cm−1]]) · ([[ζ0]], . . . , [[ζm−1]])

In this protocol, the values λC
i are the Lagrange interpolation coefficients satis-

fying f(0) =
∑p

i=1 λC
i f(ci) for any polynomial f over F of degree at most 2t. The

protocols providing active security are much more complex [10], but similarly
have equal costs for multiplication and scalar product.

Table 1. Communication costs (in ele-
ments of F) of different private lookup
protocols

Our optimization consists of a
reordering of the operations of the
vector-only and online phases of the
private lookup protocol, as depicted in
Algorithm 6. We see that compared to
Algorithm 1, we have moved the entire
computation of the products zj [[cj ]][[rj ]]
to the online phase, thereby reducing the
vector-only phase to the computation of
certain linear combinations. The online
phase becomes more complex, but only
by a single scalar product, which costs the same as a single multiplication. The
correctness and privacy arguments for Algorithm6 are the same as for Algo-
rithm1.

Unfortunately, we cannot use the optimizations of both Sects. 4.1 and 4.2 at
the same time, as the cost of converting from one representation to the other
would cancel any efficiency gains. If we have three parties and seek passive
security against one of them, then our choices are given in Table 1. Recall that
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multiplication in both representations and retrieval in the additive representation
requires the communication of 6 field elements in total. Retrieval in Shamir’s
secret sharing based representation requires 3 field elements to be sent.

5 Protocol for DFA Execution

A DFA is a tuple A = (Q,Σ, δ, q0, F ), where Q is a set of states, Σ is the
alphabet (a set of characters), q0 ∈ Q is the initial state, F ⊆ Q is the set
of final states and δ : Q × Σ → Q is the transition function. To execute a
string w = w1 · · · w� ∈ Σ∗ on A means to find the states q1, . . . , q�, such that
qi = δ(qi−1, wi) for all i ∈ {1, . . . , �} and check whether q� ∈ F .

In our implementation, the size of the problem — the numbers |Q| = m,
|Σ| = n and |w| = � — is public, but δ and F are private. We need private
lookup to implement δ. It is represented as a table of |Q| · |Σ| private values. We
compute the private index from [[qi−1]] and [[wi]] and use it to find [[qi]] from this
table, seen as a vector of length N = mn. We have implemented DFA execution
using both additive sharing and Shamir’s sharing, in fields GF (p) for p = 232−5
and GF (232). We have measured the performance of Algorithm1 in all cases, as
well as the optimizations of Algorithm 4 and 6 in appropriate cases. Our tests
were performed on three computing nodes, each of which was deployed on a
separate machine. The computers in the cluster were connected by an Ethernet
local area network with link speed of 1 Gbps. Each computer in the cluster had
48 GB of RAM and a 12-core 3 GHz CPU with Hyper Threading.

Our implementation is sub-optimal in the round complexity (which is O(�)),
as it faithfully implements the definition of the DFA execution. Hence the run-
ning time of the online phase is currently dominated by the latency of the net-
work. On the other hand, this also implies that many instances of DFA execution
run in parallel would have almost the same runtime (for online phase) as the sin-
gle instance. It is well-known that the DFA execution could be implemented in
parallel fashion, using O(log �) time (or SMC rounds). This, however, increases
the total work performed by the algorithm by a factor of O(m).

We see that for the vector-only phase of the private lookup, we need the
description of δ, but not yet the string w. This corresponds very well to cer-
tain envisioned cloud services, in particular to privacy-preserving spam filtering,
where the spamminess is detected with regular expressions.

Table 2 presents the actual running times of our DFA execution implementa-
tion. All running times are in milliseconds, given with 2–3 significant digits. We
have measured the running time for different automaton sizes m and alphabet
sizes n, with N = mn being between 6 and 30000. The length of the input string
was always 2000 — the work performed by the algorithm, as well as its timing
behavior is perfectly linear in this length.

We see that the running time of the online phase is indeed only slightly
dependent on N : it is ≈ 286 + 0.042N µs per character of the input string
when using the field GF (p) (for GF (232), it is around 290 + 0.105N). This
slight dependence on N is caused by the local computations, the amount of
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Table 2. DFA execution benchmarks (times in milliseconds, � = 2000)

(m, n) = (3, 2) (15, 10) (100, 30) (1000, 30)

Using only Algorithm 1 for lookup

GF (p), additive offline 7 120 2260 23000

vector-only 4 75 1440 22000

online 560 590 830 3100

GF (232), additive offline 11 160 3000 30000

vector-only 5 110 2200 49000

online 563 620 1230 6800

GF (p), Shamir offline 7 120 2600 27000

vector-only 4 86 1520 23000

online 580 580 810 3100

GF (232), Shamir offline 12 200 3900 38000

vector-only 6 128 2400 53000

online 570 620 1190 6800

With optimizations of Algorithm 4 or Algorithm 6

GF (232), additive offline 12 72 1140 10600

GF (p), Shamir vector-only 0 1 89 8100

online 900 900 1230 4300

GF (232), Shamir vector-only 0 2 310 32000

online 900 940 1900 13000

which depends on N . Its effect would be even lower if the network latency were
higher. Other phases depend much more on N : offline phase requires 0.4N µs
and vector-only phase 0.23N + 4.7 · 10−6N2 µs per character for GF (p).

Among related work, running times of their algorithm implementations have
been presented in [15,30]. Our implementation is significantly more efficient
than [15]. They report the running time of 8 s for processing a string of length
� = 10 on an automaton with mn = 40000. Compare this number with our
reported running time of ≈ 3 s for the online phase or even with ≈ 40 s for
all three phases of processing a 2000-character string on an automaton with
mn = 30000.

Our running times do not seem that impressive when compared to [30], where,
with a more optimized implementation inspired by garbled circuits, running
times as low as 12 s are reported for n = 2 and {m, �} = {20, 150000}. But even
then, if we consider mn� to be a valid measure of the size of the problem, our
implementation is a couple of times faster (and the online phase requires only
10 % of that time). Also, they are solving a narrower problem, with one of the
parties knowing the automaton and the other knowing the input string, while our
protocols are universally composable. On the other hand, their implementation
is secure against malicious adversaries, while we have tested our protocols only
on ABB implementations secure against passive attacks only.
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6 Protocol for SSSD

Let G = (V,E) be a directed graph with s, t : E → V giving the source and
target, and w : E → N giving the length of each edge. Let v0 ∈ V . Bellman-Ford
(BF) algorithm for SSSD starts by defining d0[v] = 0, if v = v0, and d0[v] = ∞ for
v ∈ V \{v0}. It will then compute di+1[v] = min(di[v],mine∈t−1(v) di[s(e)]+w(e))
for all v ∈ V and i ∈ {0, . . . , |V | − 2}. The vector d|V |−1 is the result of the
algorithm.

We have implemented the BF algorithm on top of the Sharemind platform,
hiding the structure of the graph, as well as the lengths of edges. In our implemen-
tation, the numbers n = |V | and m = |E| are public, and so are the in-degrees of
vertices (obviously, these could be hidden by using suitable paddings). In effect,
the mapping t in the definition of the graph is public, while the mappings s and
w are private. During the execution, we use private lookup to find di[s(e)]. As
the vectors di have to be computed one after another, but the elements of the
same vector can be computed in parallel, our implementation has O(n) rounds
in the online phase.

As the vector di is not yet available at the start of computation, we use the
optimized vector-only phase to avoid an O(n) factor during the execution of the
BF algorithm. Hence we use Shamir’s secret sharing based ABB implementation.
We have to perform arithmetic and comparisons with secret values, hence we
must use a prime field as the field F (we use GF (p) with p = 232 − 5).

Table 3 presents the actual running times of our implementation of the
Bellman-Ford algorithm on sparse graphs. All running times are in seconds,
given with 2–3 significant digits. We have measured the running time for differ-
ent graphs with n vertices (where 100 ≤ n ≤ 2000) and m edges, also matching
the problem sizes in related work. Hence we have included cycle graphs (where
m = n), as well as the complete directed graph on 100 vertices (with m = 9900).
We also believe that in applications, the used graphs are often planar. Thus we
have selected the parameters of certain graphs to match planar graphs, where
most faces are triangles and edges are bidirectional (m ≈ 6n).

Table 3. SSSD execution benchmarks (times in seconds)

n 100 100 100 100 300 300 300 600 600 600 1000 1000 2000

m 100 600 1000 9900 300 1800 3000 600 3600 6000 1000 6000 2000

offline 0.3 1.3 1.9 19 5.2 31 52 41 240 400 190 1100 1540

online 6.0 7.9 9.2 68 10.4 49 72 39 190 310 110 580 550

We see that in our tests, the offline phase requires around 4.74n2 +1.28mn+
0.181mn2 µs, and the online phase around 14.7n2 + 67.3mn + 0.0257mn2 µs.
The asymptotic running time of the BF algorithm is O(mn). Hence we see that
the online phase depends much less on the mn2 term than the offline phase.
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The running times reported in related work are much higher. The protocols of
[1] are implemented on VIFF [12], running with three parties on a single machine,
and requiring 5622 s for SSSD in 128-vertex complete graph. Compare this with
our running time of 87 s (offline + online) for the 100-vertex complete graph.
We require (550 + 1540) s (online + offline) for a graph with m = n = 2000.
In [22], the same graph requires around 10000 s with implementation based on
SPDZ [23] (hence their time probably does not include SPDZ precomputations).

7 Conclusions

In this paper, we have shown that arithmetic black boxes support fast lookups
from private tables according to a private index. We have used this operation
to obtain very efficient algorithms for certain tasks. Our results show that for
private lookups in an ABB, complex techniques based on Oblivious RAMs [13]
are not necessary. Beside the DFA execution or the Bellman-Ford algorithms,
we expect our techniques to have wide applicability in making algorithms with
sensitive data reading patterns privacy preserving.
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Abstract. High performance, small code size, and good scalability are
important requirements for software implementations of multi-precision
arithmetic algorithms to fit resource-limited embedded systems. In this
paper, we describe optimization techniques to speed up multi-precision
multiplication and squaring on the AVR ATmega series of 8-bit micro-
controllers. First, we present a new approach to perform multi-precision
multiplication, called Reverse Product Scanning (RPS), that resembles
the hybrid technique of Gura et al., but calculates the byte-products in
the inner loop in reverse order. The RPS method processes four bytes
of the two operands in each iteration of the inner loop and employs two
carry-catcher registers to minimize the number of add instructions. We
also describe an optimized algorithm for multi-precision squaring based
on the RPS technique that is, depending on the operand length, up to
44.3 % faster than multiplication. Our AVR Assembly implementations
of RPS multiplication and RPS squaring occupy less than 1 kB of code
space each and are written in a parameterized fashion so that they can
support operands of varying length without recompilation. Despite this
high level of flexibility, our RPS multiplication outperforms the looped
variant of Hutter et al.’s operand-caching technique and saves between
40 and 51 % of code size. We also combine our RPS multiplication and
squaring routines with Karatsuba’s method to further reduce execution
time. When executed on an ATmega128 processor, the “karatsubarized
RPS method” needs only 85 k clock cycles for a 1024-bit multiplication
(or 48 k cycles for a squaring). These results show that it is possible to
achieve high performance without sacrificing code size or scalability.

1 Introduction

Multi-precision multiplication and squaring are performance-critical operations
of a variety of public-key cryptographic algorithms, including RSA [18], elliptic
curve schemes [14,17], and pairing-based cryptosystems [4]. In fact, these two
operations can easily account for more than 80 % of the overall execution time
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of a modular exponentiation (such as needed for RSA) or scalar multiplication
(needed in elliptic curve cryptography [10]). Consequently, any effort spent on
optimizing multi-precision multiplication and squaring is well spent. This is in
particular the case for multi-precision arithmetic to be executed on embedded
or mobile devices as they are often severely restricted in processing power and
memory (RAM) capacity. For example, an ordinary smart card or sensor node
features just an 8-bit processor clocked with a frequency of between 5 and 10
MHz. The 8-bit AVR architecture is widely used in these application domains
and has, therefore, been the target platform numerous research projects in the
area of lightweight implementation of cryptographic primitives. A typical 8-bit
AVR processor (e.g. ATmega128 [2]) has 4 kB RAM, 128 kB flash memory to
store program code, and provides 32 registers. Three register pairs can serve as
16-bit pointer registers and hold the address of operands in RAM [1]. The AT-
mega128 also comes with a hardware multiplier that needs two clock cycles to
compute the 16-bit product of two 8-bit operands held in registers.

In the past ten years, a large body of research has been devoted to improve
the performance of multi-precision arithmetic operations on resource-restricted
8-bit platforms such as the ATmega family of processors. At CHES 2004, Gura
et al. presented a landmark paper in which they compared ECC with RSA on
8-bit CPUs and introduced the now-classical hybrid method for multiplication
[9]. The hybrid method exploits the large register file of the AVR platform to
store several bytes of the operands in registers and, in this way, combines the
advantages of the product scanning and operand scanning technique [10]. Since
the publication of Gura et al.’s work, there have been a number of attempts to
further improve hybrid multiplication. An obvious approach for optimization is
to completely unroll the loops since loop unrolling eliminates a lot of overhead
(e.g. update of a loop counter or execution of a branch instruction) and allows
for a specific “tuning” of each iteration (see e.g. [19,23]), which is not possible
with “rolled” loops. A second line of research focused on speeding up the inner-
loop operation, i.e. Multiply-ACcumulate (MAC) operation, by scheduling the
execution of mul instructions in a special way and other low-level optimization
techniques (see e.g. [15,16,24] for representative examples).

A recent milestone in the area of fast multi-precision multiplication on the
8-bit AVR platform is the operand caching method, introduced by Hutter and
Wenger at CHES 2011 [12]. The operand caching method follows a similar idea
as hybrid multiplication, but splits the computation of the product into several
small(er) parts with the goal of reducing the overall number of ld instructions
through a sophisticated caching of operand bytes. Later, fully unrolled versions
of the operand caching approach with slightly better results were presented in
[20,21] by Seo et al. Very recently, Hutter and Schwabe [11] further improved
the speed record for unrolled multi-precision multiplication on AVR processors
by a carefully-optimized implementation of Karatsuba’s multiplication method
[13]. Their results demonstrate that the operand length at which Karatsuba’s
approach starts to become beneficial is surprisingly low, namely 48 bits.
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In this paper, we describe a new approach for multi-precision multiplication
and squaring on 8-bit AVR processors and other platforms that feature a large
number of general-purpose working registers. Our main contribution is the Re-
verse Product Scanning (RPS) method for multiplication, which resembles the
basic loop structure of Gura et al.’s hybrid technique [9], but computes subsets
of the partial products in the inner loop in reverse order, i.e. from more to less
significant positions. Furthermore, the RPS method uses two so-called “carry-
catcher” registers to minimize the number of adc instructions executed in the
inner loop. The RPS method for AVR processors we present in this paper aims
for a practical trade-off between performance, code size and scalability instead
of “pure speed” as most other implementations. Achieving such a trade-off is a
very challenging task since, for example, high performance and small code size
usually contradict each other. Before presenting our contributions in detail, we
first explain why fast execution time, small code size, and high scalability are
all important requirements for multi-precision arithmetic software.

Requirements

Achieving fast execution time has been a major goal of virtually all implemen-
tations of multi-precision arithmetic described in the recent literature, and the
present work is no exception. As stated before, the efficiency of multi-precision
multiplication and squaring has a clear and direct impact on the performance
of higher-level operations like exponentiation or scalar multiplication, which, in
turn, determines the overall processing time of key establishment mechanisms
and signature schemes. Besides reducing the delay of public-key primitives and
protocols, fast multi-precision arithmetic is crucial for another reason, namely
energy efficiency. In general, the energy consumption of cryptographic software
executed on a microprocessor increases proportionally with the execution time
[7]. This, together with the fact that a large portion of embedded systems are
battery powered, makes a good case for minimizing execution time, even if the
target application does not impose stringent delay constraints on cryptographic
primitives. While the importance of high performance is unanimously accepted
in the cryptographic community, the situation is not so clear when it comes to
code size and scalability since both were often ignored in previous work.

Paying attention to code size is important since the binary executable im-
age of an application (which includes the object file containing the arithmetic
functions) needs to fit into the available program ROM or flash memory. Many
embedded microcontrollers are quite restricted in code space; for example, the
Atmel ATmega128 [2] provides only 128 kB of programmable flash memory to
store program code. In light of such constraints, it is often unattractive (and in
some cases even impossible) to apply certain code-size-increasing optimization
techniques like (full) loop unrolling. The operand-caching method for AVR, as
described in [12], serves as a good example to make this more clear. A fully un-
rolled implementation of operand-caching multiplication for 1024-bit operands
has a binary code size of about 150 kB, which exceeds the flash capacity of the
ATmega128 by more than 20 kB. But even for smaller operands typically used
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in ECC (e.g. 256 bits), full loop unrolling can be infeasible since, depending on
the code size of the operating system, networking stack, security protocol, and
the actual application, only a tiny fraction of the 128 kB flash memory may be
available for multiple-precision arithmetic. And, of course, the smaller the code
size of the cryptographic primitives and underlying arithmetic operations, the
more code space remains for the actual application.

In the context of cryptographic software, the term scalability relates to the
ability to process operands of arbitrary size without the need to re-write or re-
compile the software. A scalable implementation of multi-precision arithmetic
is parameterized, which means that the operands (or, more precisely, pointers
to the operands in RAM) are passed as parameters to the arithmetic function
along with an additional parameter specifying the length of the operands. The
function body executes the arithmetic operation in a “looped” fashion, where-
by the operand length determines the number of loop iterations. Virtually all
cryptographic libraries of practical relevance contain a scalable implementation
of multi-precision arithmetic, and also the multiplication/squaring routines we
describe in the following sections are scalable. The importance of scalability is
best explained by taking RSA [18] as example. Private-key operations, such as
decryption and signature generation, can exploit the Chinese Remainder Theo-
rem to perform an n-bit exponentiation through two (n/2)-bit exponentiations
using the prime decomposition P , Q of the modulus N . On the other hand, all
operations involving a public key (e.g. encryption, signature verification) have
to be performed on full-length (i.e. n-bit) operands. A scalable implementation
of multiple-precision modular arithmetic is able to accommodate both operand
lengths, which simplifies the software development process as only one function
for multiplication and modular reduction has to be written. Scalability makes
it also very easy to adapt an RSA implementation to larger key sizes, e.g. from
1024 to 1536 or 2048 bits.

Contributions

We present the RPS method for multi-precision multiplication and squaring on
processors featuring a large number of general-purpose registers. As mentioned
before, our RPS approach has the same loop structure as the hybrid technique
and, consequently, employs the column-wise strategy (i.e. product scanning) as
“outer algorithm.” However, the byte-level multiplications in the inner loop are
(partly) executed in reverse order, i.e. some more-significant byte-products are
calculated before less-significant ones. Furthermore, the RPS method uses two
so-called carry-catcher registers to reduce the propagation of carries (which, in
turn, reduces the number of adc instructions), similar to the optimized hybrid
method of Scott and Szczechowiak [19]. We also describe how to apply the RPS
approach for multi-precision squaring and introduce an optimized technique to
calculate the byte-level squares in the “main diagonal” that appear only once
in the final result. Last but not least, we combine our RPS multiplication and
squaring with Karatsuba’s algorithm [13] to further reduce the execution time
for large operands (i.e. ≥ 512 bits) such as used in RSA.
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Table 1. Comparison of AVR implementations of multi-precision multiplication and
squaring with respect to code size, scalability, and whether the implementation was
evaluated in the original paper for operand lengths used in ECC or RSA (the letters
U, L, P indicate whether an implementation is unrolled, looped, or parameterized)

Implementation Code size Scalable RSA ECC Speed record

Multi-precision multiplication on 8-bit AVR processors:

Gura et al. [9] n/a � �
Hutter et al. [11] 3.1–7.6 kB � � (U)

Hutter et al. (L) [12] 1.5–1.9 kB � �
Hutter et al. (U) [12] 3.7–151 kB �
Liu et al. [16] n/a �
Scott et al. [19] n/a �
Seo et al. [21] 3.6–10 kB �
Uhsadel et al. [23] n/a �
Zhang et al. [24] n/a � �
This work (RPS mul) 914 B � � � � (L,P)

Multi-precision squaring on 8-bit AVR processors:

Liu et al. [16] 1.5 kB �
Seo et al. [22] 3.2–9.1 kB � � (U)

This work (RPS sqr) 844 B � � � � (L,P)

We implemented the proposed RPS multiplication and RPS squaring in As-
sembly language, and “karatsubarized” versions thereof in portable C using the
Assembly functions as sub-routines. Our prototype implementations satisfy the
requirements mentioned before; in particular, they are scalable and, thus, able
to support operands of (essentially) arbitrary length. Both RPS multiplication
and RPS squaring have a code size of less than 1 kB, which is small compared
to other implementations described in the literature (see Table 1). Despite its
scalability and compact size, our RPS multiplication for AVR is faster than the
bulk of previous work, beaten only by the three fully unrolled implementations
[11,12,21]. Most notably, the RPS technique we propose outperforms the looped
variant1 of the operand caching approach (see Sect. 4 for details).

2 Multiplication Techniques

In this section, we give a brief overview of standard algorithms and techniques
for fast execution of multi-precision multiplication on a w-bit general-purpose
processor. We assume that A and B are n-bit operands represented by arrays
1 A looped implementation has “rolled” loops [12], but in contrast to a parameterized

implementation, the number of iterations is “hard-coded” and, hence, fixed. Looped
implementations are smaller, but also slower, than their unrolled counterparts.
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of s = �n/w� single-precision (i.e. w-bit) words ai and bi, which means we have
A = (as−1, . . . , a0) and B = (bs−1, . . . , b0) with 0 ≤ ai, bi < 2w for 0 ≤ i < s.

2.1 Operand Scanning Method

A simple and easy-to-implement technique for multi-precision multiplication is
the operand scanning method [10], also known as schoolbook method [7]. The
operand scanning method, as specified in [7, Algorithm 1], has a characteristic
nested-loop structure with an outer loop iterates through the s words bi of the
operand B, starting with the least-significant word b0. In the inner loop, bi is
multiplied with a word aj of operand A and the 2w-bit product is added to the
intermediate result obtained so far. More precisely, the operation performed in
the inner loop is a special Multiply-Accumulate (MAC) operation of the form
(u, v) ← a · b + c + d, whereby (u, v) represents a double-precision (i.e. 2w-bit)
quantity and a, b, c, and d are all single-precision words.

When implemented for an 8-bit ATmega128 processor, the MAC operation
consists of a mul, two add, and two adc (i.e. add-with-carry) instructions. The
operand scanning method is fairly easy to program in a high-level language like
C or Java [7], but is generally less efficient than the product scanning method
(described below) if both are written in Assembly language. In summary, when
multiplying two s-word operands, the operand scanning method has to execute
s2 mul, 4s2 add (resp. adc), 2s2 + s ld (i.e. load), as well as s2 + s st (store)
instructions [7].

2.2 Product Scanning Method

An alternative way of performing multi-precision multiplication is the product
scanning method, sometimes credited to Paul Comba [6], who was the first to
describe an efficient implementation of this method on an Intel processor. The
product scanning method (specified in [7, Algorithm 2]) comprises two nested
loops; one computes the lower half of the result and the second contributes the
upper half. As the name suggests, the two outer loops of the product scanning
method move through the product itself, starting at the least significant word
[6,7]. More precisely, the product is obtained one word at a time, whereby the
i-th word contains all partial products aj · bk with j + k = i. A graphical rep-
resentation of the product scanning method (see e.g. [8, Fig.1]) shows that the
partial products are processed in a column-wise fashion, whereas the operand
scanning technique outlined above follows a row-wise schedule. The inner loop
of the product scanning method executes a simple MAC operation of the form
(t, u, v) ← (t, u, v) + a · b, which means two w-bit words are multiplied and the
2w-bit product is added to a cumulative sum held in three w-bit registers.

An AVR Assembly implementation of the inner-loop operation consists of a
mul, an add, and two adc instructions. Hence, the product scanning technique
executes one add instruction less in the inner loop than the operand scanning
method. Furthermore, the product scanning technique performs memory-write
(i.e. store) operations exclusively in the outer loop(s), which means the overall
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number of st instructions grows linearly with s instead of quadratically. When
multiplying two s-word operands, the product scanning method has to execute
s2 mul, 3s2 add (resp. adc), 2s2 ld, and 2s st instructions [7].

2.3 Hybrid Method

Both the operand scanning and the product scanning method require (at least)
2s2 ld instructions if the two operands consist of s words. The hybrid method
aims at reducing the number of ld instructions on processors with a large reg-
ister file by processing d ≥ 2 words of A and B at once in each iteration of the
inner loop. From an algorithmic point of view, the hybrid method combines the
two techniques described in the previous subsections, which means it employs
the product scanning approach as “outer algorithm” and the operand scanning
approach as “inner algorithm” [9]. In each iteration of the inner loops, d words
of A and d words of B are loaded from memory, multiplied together and added
to a cumulative sum held in 2d + 1 general-purpose registers. By doing so, the
number of loop iterations and, hence, the number of ld instructions is reduced
by a factor of d. The speed-up achievable through the hybrid method depends
on d, which, in turn, is determined by the number of available registers.

Most hybrid implementations for AVR processors with 32 working registers
use d = 4, which means the hybrid method has to execute just a quarter of the
ld instructions of the straightforward product scanning method. However, this
saving usually comes at the expense of an increased number of add (resp. adc)
or mov (resp. movw) instructions.

2.4 Operand Caching Method

The operand caching technique, introduced in [12], is currently the fastest qua-
dratic-complexity multiplication method for 8-bit ATmega processors. Thanks
to a sophisticated caching of operand bytes, it held the speed record for looped
multi-precision multiplication until now. The operand caching method follows
the basic approach of product scanning, but divides the calculation into several
row sections. By reordering the execution of inner and outer row sections, the
operand caching method can reuse the operands that have already been loaded
into working registers to generate the next partial product(s). In this way, the
overall number of memory access operations, in particular ld instructions, can
be massively reduced. The actual performance of the operand-caching method
depends on the size of a row, i.e. the number of words of one operand that can be
kept (i.e. “cached”) in working registers. In total, the operand caching method
performs 3s2/e + s memory access operations, whereby e denotes the row size
[12]. Among these memory accesses are 2s2/e loads and s2/e + s stores.

On an ATmega processor, e can be as high as 10 when the operand caching
method is implemented in a completely unrolled fashion, or 9 in the case of a
looped implementation. Since e � d, the operand caching method outperforms
the hybrid method by approximately 15 % on average [12].
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2.5 Karatsuba Multiplication

The most important multiplication method with sub-quadratic complexity was
introduced by Karatsuba in the early 1960s [13]. Karatsuba’s approach reduces
a multiplication of two operands consisting of s words to three multiplications
of (s/2)-word operands and a couple of additions. The half-size multiplications
can be performed with any multiplication technique, including the conventional
operand-scanning and product-scanning method. Alternatively, it is possible to
apply Karatsuba’s idea recursively until the operands consist of just one single
word, in which case the asymptotic complexity becomes θ(slog2(3)).

There exist two variants of Karatsuba’s multiplication technique, namely an
additive form and a subtractive form [11]. Both require the s-word operands to
be split up into a lower half consisting of the k = �s/2� least significant words
and an upper half comprising the �s/2	 = s − k most significant words, i.e. we
have A = AH · 2kw + AL whereby AL = A mod 2kw and AH = A div 2kw. The
additive variant of Karatsuba’s method obtains the product A · B through the
following equation.

AHBH · 22kw + [(AH + AL)(BH + BL) − AHBH − ALBL] · 2kw + ALBL (1)

On the other hand, the subtractive variant computes A · B as follows.

AHBH · 22kw + [AHBH + ALBL − (AH − AL)(BH − BL)] · 2kw + ALBL (2)

Consequently, Karatsuba’s method performs a multiplication of size s via three
multiplications and eight additions of size s/2 (plus a potential carry propaga-
tion). In 2009, Bernstein [3] refined Karatsuba’s technique to save an addition
of size s/2, which slightly improves performance. Hutter and Schwabe describe
in [11] a carefully optimized AVR implementation of the subtractive Karatsuba
technique for operands of up to 256 bits that currently holds the speed record
for multi-precision multiplication on an 8-bit processor.

3 Our Implementation

In the next two subsections, we describe the RPS technique for multi-precision
multiplication and squaring on 8-bit AVR processors in full detail, whereby we
first present the “big picture” (i.e. the algorithm itself) and then concentrate on
the inner-loop operation.

3.1 Loop Structure

From an algorithmic point of view, our RPS multiplication method is similar to
Gura et al.’s hybrid technique [9] since both resemble the basic loop structure
of the classical product-scanning approach [10]. Consequently, the RPS method
computes the product A · B through two nested loops one word at a time. The
first nested loop produces the s least significant words, while the second nested
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Algorithm 1. Multiple-precision multiplication
Input: Two s-word operands A = (As−1, . . . , A1, A0) and B = (Bs−1, . . . , B1, B0)
Output: 2s-word product R = A × B = (R2s−1, . . . , R1, R0)
1: Z ← A0 × B0

2: R0 ← Z mod 2w ; Z ← Z/2w

3: for i from 1 by 1 to s − 1 do
4: k ← i + 1
5: for j from 0 by 1 to i do
6: k ← k − 1
7: Z ← Z + Aj × Bk

8: end for
9: Ri ← Z mod 2w ; Z ← Z/2w

10: end for
11: for i from s by 1 to 2s − 3 do
12: k ← s
13: for j from i − (s − 1) by 1 to s − 1 do
14: k ← k − 1
15: Z ← Z + Aj × Bk

16: end for
17: Ri ← Z mod 2w ; Z ← Z/2w

18: end for
19: Z ← Z + As−1 × Bs−1

20: R2s−2 ← Z mod 2w ; Z ← Z/2w

21: R2s−1 ← Z mod 2w

22: return (R2s−1, . . . , R1, R0)

loop yields the upper half of the 2s-word product. When following the original
product-scanning approach (as described in e.g. [7]), the bitlength w of a word
is normally chosen to match the native word-size of the processor, which means
w = 8 in the case of AVR, i.e. each word consists of a byte. However, since we
process d = 4 bytes at a time, similar to the hybrid technique described in the
previous section, our word-size is w = 32 (i.e. four bytes) despite the fact that
we work on an 8-bit processor. To distinguish between words and bytes, we use
from now on indexed capital letters to represent words, and indexed lowercase
letters to denote the individual bytes a word is composed of. Consequently, an
n-bit integer A consists of s = �n/32� words Ai ∈ [0, 232 − 1], each of which, in
turn, contains four bytes, i.e. Ai = (a4i+3, a4i+2, a4i+1, a4i) for 0 ≤ i < s.

Algorithm 1 specifies the RPS multiplication technique using said notation
for the w-bit words. The algorithm has the characteristic nested-loop structure
of the classical product-scanning method and computes the product A × B in a
column-wise fashion, one word at a time [7]. In each iteration of one of the two
inner loops, a conventional Multiply-ACcumulate (MAC) operation of the form
Z ← Z + Aj × Bk is executed, i.e. a w-bit word Aj of operand A is multiplied
by a w-bit word Bk of operand B and the 2w-bit product Aj × Bk is added to
a cumulative sum Z. In our case, both Aj and Bk contain four bytes, while the
sum Z is nine bytes long. Operations of the form Ri ← Z mod 2w simply write
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Algorithm 2. Multiple-precision squaring
Input: An s-word operand A = (As−1, . . . , A1, A0)
Output: 2s-word square R = A2 = (R2s−1, . . . , R1, R0)
1: Z ← 0 ; R0 ← 0
2: for i from 0 by 1 to s − 1 do
3: k ← i + 1
4: for j from 0 by 1 to k − 2 do
5: k ← k − 1
6: Z ← Z + Aj × Ak

7: end for
8: Ri ← Z mod 2w ; Z ← Z/2w

9: end for
10: for i from s by 1 to 2s − 3 do
11: k ← s
12: for j from i − (s − 1) by 1 to k − 2 do
13: k ← k − 1
14: Z ← Z + Aj × Ak

15: end for
16: Ri ← Z mod 2w ; Z ← Z/2w

17: end for
18: R2s−2 ← Z mod 2w ; R2s−1 ← 0
19: Z ← 0
20: for i from 0 by 1 to s − 1 do
21: Z ← Z + Ai × Ai + 2(R2i+1 · 2w + R2i)
22: R2i ← Z mod 2w ; Z ← Z/2w

23: R2i+1 ← Z mod 2w ; Z ← Z/2w

24: end for
25: return (R2s−1, . . . , R1, R0)

the w least significant bits (i.e. the four least significant bytes if d = 4) of Z to
the destination Ri. The divisions of Z by 2w (e.g. in line 2, 9, 17, and 20) are
nothing else than simple w-bit (i.e. 4-byte) right shifts of Z. A further common
characteristic between our RPS technique and the product-scanning method is
that the words Aj of A are loaded in ascending order, starting with the least-
significant word A0, whereas the words Bk of operand B are loaded in opposite
order, i.e. from more to less significant words.

Algorithm 1 differs from the straightforward product-scanning approach as
described in e.g. [7,10] in a few details. First, we “peeled off” the very first and
the very last MAC operation (in which A0 × B0 and As−1 × Bs−1 are formed)
from the nested loops and execute them outside the loop body. In this way, we
do not need to initialize the sum Z with 0 and can replace the very first MAC
operation by a simple multiplication. Also the last MAC operation allows for a
special optimization to reduce execution time. Namely, after the very last MAC
operation, we can directly write the eight least significant bytes of S to the two
result words R2s−2 and R2s−1 in one pass without shifting S. Finally, the two
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loop counters j and k are updated such that one can take full advantage of the
automatic pre-decrement and post-increment addressing modes of AVR.

Algorithm 2 shows our implementation of multiple-precision squaring based
on the product-scanning method. It is well known that the square R = A2 of a
long integer A can be computed much more efficiently than the product of two
distinct integers due to the “symmetry” of partial products [10]. Namely, when
a normal multiplication algorithm is used for squaring (e.g. Algorithm 1 if we
set B = A), then all partial products of the form Aj × Ak with j �= k are com-
puted twice because Aj × Ak = Ak × Aj . Dedicated squaring algorithms avoid
such unnecessary overheads by calculating these partial products only once and
then doubling them through a left-shift. Also the partial products in the “main
diagonal” (i.e. the partial products of the form Ai × Ai) appear exactly once in
the final result and have to be treated separately. Algorithm 2 is based on this
approach; it first computes the partial products Aj × Ak with j �= k and sums
them up in a similar way as in product-scanning multiplication. Thereafter, the
result obtained so far is doubled and the main diagonal containing the partial
products of the form Ai × Ai is added.

The two nested loops of Algorithm 2 (i.e. line 2 to 17) compute the partial
products Aj × Ak to be doubled and have a very similar structure as the loops
of Algorithm 1. In fact, there are only two minor differences, namely that the
very first and the last partial product are not peeled off from the nested loops
anymore (since they form now part of the third loop) and that the inner loops
are iterated fewer times. For example, the first inner loop (starting at line 4) is
iterated while the condition j ≤ k − 2 is true; in C-like programming languages
this for-loop would be written as follows.

for (j = 0; j <= k − 2; j + +)

As j is incremented and k decremented in each iteration of the inner loop, the
overall number of loop iterations in roughly halved compared to the inner loop
of the RPS multiplication in Algorithm 1. This is also the case with the second
inner loop starting at line 12. Because of these modifications of the loop-termi-
nation conditions, the total number of (w × w)-bit multiplications (resp. MAC
operations) performed by the two loops is reduced from s2 − 2 (Algorithm 1) to
(s2 − s)/2. In the third loop (line 20), the intermediate result produced by the
two nested loops is doubled and the s partial products of the form Ai × Ai are
added. Putting all three loops together, Algorithm 2 executes (s2 + s)/2 MAC
operations to obtain the square of an s-word integer, which is almost 50 % less
compared to the s2 MAC operations (or multiplications) of Algorithm 1.

3.2 Inner-Loop Operation

The two nested loops of both Algorithms 1 and 2 execute basic MAC operations
of the form Z ← Z + Aj × Bk in their inner loops. As mentioned in the pre-
vious subsection, the two w-bit words Aj and Bk consist of d = 4 bytes each.
Consequently, in each iteration of the inner loop(s), four bytes of operand A
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Fig. 1. Inner-loop operation based on Scott et al.’s carry-catcher method (left, taken
from [19, Fig.1(ii)]), our RPS method using two carry-catcher registers (middle), and
our SBS technique for computing the square of a 4-byte word (right)

are multiplied by four bytes of operand B and the 8-byte product is added to
a cumulative sum Z consisting of nine bytes. The (4 × 4)-byte multiplication
can be carried out in various different ways; for example, Gura et al. used the
operand-scanning technique in their seminal paper [9]. Alternatively, it is also
possible to apply the product-scanning method; Scott et al.’s implementation
from [19] (depicted on the left side of Fig. 1) serves as a good example for this
approach. If d = 4, a total of 16 byte-products needs to be computed, which is
done from top to bottom, i.e. a0 · b0 is generated first and a3 · b3 is the last one
to be processed. A particular issue when using the product-scanning technique
in the inner loop is the propagation of carries; for example, the addition of the
byte-product a0 · b0 to the two least significant bytes (z1, z0) of the cumulative
sum Z can produce a carry, which, in the worst case, may propagate up to the
most significant byte of Z. To limit such carry propagation, Scott et al. intro-
duced so-called carry-catcher registers, shown in red in Fig. 1. For d = 4, there
are eight registers for the cumulative sum Z (which we denote as accu registers
z0 to z7) and seven carry-catcher registers (c0 to c6). A carry generated by the
addition of e.g. a0 · b0 to (z1, z0) is not propagated along the zi registers (up to
z7 in the worst case), but simply added to c0. In this way, only an add and two
adc instructions need to be performed to accumulate a byte-product. After the
last iteration of the inner loop, the six carry-catcher registers are added to the
accu registers to yield the correct Z, and then they are cleared.

Our approach of implementing the inner-loop operation is also based on the
product-scanning technique and depicted in the middle of Fig. 1. In contrast to
Scott et al., we have nine accu registers (z0 to z8), but only two carry catchers
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(c0 and c1). To aid the explanation of our approach, we split the computation
of the 16 byte-products up into four groups, indicated by four dashed boxes in
Fig. 1. For example, the first group consists of a1 · b1, a0 · b1, a1 · b0, as well as
a0 · b0. Compared to Scott et al., we compute the byte-products within a group
in opposite order (see Fig. 1), and also the processing of the second and third
group is reversed. The reversed-order computation of byte-products inspired us
to call this approach Reverse Product Scanning (RPS). Our main idea is to use
the byte-products themselves to catch carries, which allows us to minimize the
number of carry-catcher registers and speed up the computation.

The RPS method performs an iteration of the inner loop as follows. At the
beginning, the four bytes b3, b2, b1, and b0 of a 32-bit word Bk are loaded from
memory into four registers using the automatic pre-decrement addressing mode
of the AVR architecture. Furthermore, we load the first two bytes of the word
Aj , namely a0 and a1, taking advantage of post-increment addressing. Now, we
multiply a1 by b1 and copy the 16-bit byte-product to two temporary registers
t0 and t1 with help of the movw instruction. Register t0 holds the “lower” byte
of the product and t1 the “upper” byte. Next, we form the product a0 · b1 and
add the product to accu register z1 and the temporary register t0. A potential
carry from this addition can be safely added to the temporary register t1 with-
out overflowing it. Thereafter, we multiply a1 by b0, add the product a1 · b0 to
z1 and t0, and propagate the carry from the last addition to t1. As before, it is
not possible to overflow t1, not even in the most extreme case where the bytes
a0, b0, a1, b1, as well as the involved accu byte z1, have the maximum possible
of 255. After computation of the last byte-product of the first block (which is
a0 · b0), we add it together with the content of the temporary registers t0, t1 to
the four accu registers z0, z1, z2, z3, and, finally, propagate the carry bit from
the last addition to the carry-catcher register c0. Overall, the processing of the
first dashed block in the middle of Fig. 1 takes four mul, one movw, and a total
of 11 add or adc instructions, respectively.

The second and third block are processed in essentially the same way as the
first one; the only difference is the loading of the remaining two operand bytes
of Aj , i.e. a2 and a3. Again, we use a carry-catcher register, namely c1, to deal
with the carry that may be generated when adding the last byte-product along
with the content of the temporary registers t0 and t1 to the four accu registers
z2, z3, z4, and z5. The two operand bytes a2 and a3 are loaded right after the
computation of the second block, since a0 and a1 are not needed anymore. We
load a2 into the register holding a0 and a3 into the register of a1, thereby over-
writing a0 and a1. In summary, the second and third block execute exactly the
same number of instructions as the first block. The fourth block, in which the
final four byte-products are generated and added to the accu registers, differs
slightly from the former three because no carry-catcher register is needed. Once
a2 has been multiplied by b2, we add the concatenation of a2 · b2 with the tem-
porary registers t0, t1 to the four accu registers z4, z5, z6, and z7. However, the
carry from the last addition is directly propagated to the most significant accu
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register z8. Consequently, the fourth block of byte-products executes the same
number of add/adc instructions as the first three blocks, namely 11.

Putting all blocks together, the MAC operation for d = 4 comprises a total
of eight ld (i.e. load), four movw, 16 mul, and 44 add or adc instructions. On an
ATmega128 processor, these instruction counts translate to an execution time
of exactly 96 clock cycles [2]. The overall execution time of one iteration of the
inner loop (including incrementation of a loop counter and branch instruction)
amounts to 99 clock cycles.

The first two nested loops of our RPS squaring technique (Algorithm 2) are
very similar to that of RPS multiplication (Algorithm 1), only the termination
conditions of the inner loops differ. In particular, the MAC operation executed
in the two inner loops is exactly the same and can be implemented in the same
way as discussed before. The third loop (line 20 to 24 in Algorithm 2) is unique
in the sense that it is only needed for squaring. It is a simple (i.e. “un-nested”)
loop and squares a w-bit (i.e. 4-byte) word Ai in each iteration. Furthermore, a
2w-bit quantity of the form R2i+1 · 2w + R2i is doubled and then added to the
2w-bit square Ai × Ai. The 2w-bit quantity R2i+1 · 2w + R2i is made up of two
w-bit words that form part of the intermediate result of the first two loops; in
our case it is simply a 64-bit word of which R2i+1 is the upper half and R2i the
lower half. Since we have d = 4, any w-bit (i.e. 4-byte) word Ai can be squared
by computing (d2 + d)/2 = 10 byte-products; six of these have to be doubled
and the remaining four not. Therefore, it makes sense to split the computation
of Ai × Ai up into blocks and separate the computation of the byte-products to
be doubled from the ones that are not doubled. This technique, which we call
Separated Block Scanning (SBS), is illustrated on the right of Fig. 1.

When using the SBS approach for the third loop, the computation of byte-
products for a square Ai · Ai is organized in three blocks, indicated by dashed
boxes in Fig. 1. At the beginning of an iteration, the four bytes of word Ai and
eight bytes of the intermediate result R are loaded from RAM into 12 registers
labeled with a0 to a3 and z0 to z7, respectively. Next, the register z8 is copied
to carry-catcher register c0 and then cleared. After multiplication of the bytes
a1 and a0, the product a1 · a0 is moved to the temporary registers t0 and t1. In
the next step, the byte-product a3 · a0 is computed and moved to t2, t3. Once
a2 · a3 has been produced, we add all three byte-products to the accu registers
z1 to z6 and propagate the carry generated by the last addition up to z8. The
second block starts with the multiplication of a3 by a0 and a movw instruction
to copy the upper byte of a3 · a0 to t1 and the lower byte to t0. Thereafter, we
multiply a2 by a1, add the byte-product to the accu register pair (z4, z3), and
propagate the carry into t1. Finally, the byte-product a2 · a0 is computed and
added along with the content of (t1, t0) to the four accu registers z2 to z5. The
carry from the last addition is again propagated up to z8, which concludes the
second block. Now, the nine accu registers z0 to z8 are doubled by executing an
add and eight adc instructions. The third block contains all the byte-products
that are not doubled, namely al · al for 0 ≤ l ≤ 3. First, we compute the byte-
product a0 · a0, add the carry-catcher c0 to it, and move the result to the two
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Table 2. Execution time (in clock cycles) and code size (in bytes) of different multi-
precision multiplication and squaring implementations for operands ranging from 160
to 512 bits on an ATmega128 (the letters U, L, P indicate whether an implementation
is unrolled, looped, or parameterized; results marked with � are estimated results)

Implementation Metric 160 bit 192 bit 224 bit 256 bit 384 bit 512 bit

AVR implementations of multi-precision multiplication:

Hutter et al. (U) [11] Time 2030 2987 n/a 4961 n/a n/a

Size 3106 4492 n/a 7616 n/a n/a

Hutter et al. (U) [12] Time 2396 3470 4694 6124 13702 24318

Size 3778 5436 7340 9558 21350 37884

Seo et al. (U) [21] Time 2346 3437 n/a 6128∗ n/a 24205∗

Size 3662 n/a n/a n/a n/a n/a

Hutter et al. (L) [12] Time 2693 3861 5267 6871 15457 27503

Size 1562 1866 1538 1766 1614 1544

Liu et al. (P) [15] Time 2778 4004 5398 7000 15488 27304

Size 940 940 940 940 940 940

RPS Mul. (P) Time 2690 3831 5170 6707 14835 26131

Size 918 918 918 918 918 918

AVR implementations of multi-precision squaring:

Seo et al. (U) [22] Time 1456 2014 n/a n/a n/a n/a

Size 3204 5678 n/a n/a n/a n/a

Liu et al. (L) [16] Time 2375 3270 4305 5480 11580 19920

Size n/a n/a n/a 1542 n/a n/a

RPS Sqr. (P) time 1795 2457 3218 4078 8508 14522

size 844 844 844 844 844 844

temporary registers t0, t1. Thereafter, the byte-products a1 · a1 and a2 · a2 are
moved to t2, t3 and t4, t5, respectively. Finally, we compute a3 · a3 and add all
four byte-products in one pass to the eight accu registers z0 to z7, whereby the
carry from the last addition is propagated into z8.

The operation performed in the body of the third loop has a total execution
time of 116 clock cycles (excluding counter update and branch instruction).

4 Performance Evaluation and Comparison

In this section, we report implementation results of the proposed RPS method
for multiple-precision multiplication and squaring, including execution time (in
clock cycles) and code size (in bytes). All timings were obtained by simulation
with AVR studio version 4.19 using the ATmega128 [2] as target device.

Table 2 summarizes our results for different operand lengths (ranging from
160 to 512 bits) and compares them with execution time and code size figures
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of related work. The first three rows show the best previous results for unrolled
implementations of multiplication [11,12,21], while the fourth and fifth row in
Table 2 contain the fastest looped [12] and parameterized [15] version, respec-
tively. Thereafter, the results of our parameterized RPS method are given. The
main conclusion that can be drawn from these results is that the RPS method
is slightly faster (and much smaller) than the looped variant of Hutter et al.’s
operand caching method [12]. While the difference is merely three clock cycles
for 160-bit operands, it increases to about 5 % when the operands are 512 bits
long. Our RPS technique sets new records for “not-fully-unrolled” (i.e. looped
or parameterized) implementations of multiple-precision multiplication, beaten
only by the fully unrolled implementations [11,12,21] at the cost of very large
code size. For example, the unrolled operand caching technique for 512 bits has
a code size of roughly 37.9 kB, which is almost 30 % of the flash memory of the
ATmega128 processor [2]. For comparison, our parameterized implementation
of RPS multiplication and squaring occupies less than 1 kB in flash each. RPS
squaring is between 33.3 % (160-bit operands) and 44.3 % (512 bits) faster than
RPS multiplication. In accordance with common practice, the timings given in
Table 2 do not include the function-call overhead and the push/pop of “callee-
saved” registers to/from the stack. Both together amounts to 89 clock cycles in
the case of RPS multiplication and 85 cycles for RPS squaring.

We combined our RPS multiplication/squaring with Karatsuba’s algorithm
to further improve performance. More precisely, we implemented a subtractive
Karatsuba variant as described in [11, Sect.3] to get a regular execution profile
and constant execution time. Part of this effort was to implement a “constant-
time conditional negation,” which we did as proposed in [11]. However, unlike
[11], we decided to not merge all sub-operations of a Karatsuba multiplication
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Fig. 2. Execution time (in clock cycles) of different implementations of multiplication
and squaring for “large” operand sizes ranging from 384 to 1024 bits
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into a single function, but execute them by calling low-level functions (such as
subtraction, RPS multiplication, negation) to minimize code size. A graphical
comparison of the execution times of our “karatsubarized” RPS multiplication
(KRPS multiplication in short) and squaring (i.e. KRPS squaring) is shown in
Fig. 2. Since the KRPS multiplication calls 12 low-level functions (which intro-
duces a total function-call overhead of several 100 cycles), Karatsuba’s method
starts to become beneficial only for relatively large operands, namely 384 bits
for multiplication and 640 bits in the case of squaring. When the operands have
a length of 512 bits or more, our KRPS variant even outperforms the unrolled
operand-caching approach. To give two concrete results, a KRPS multiplication
needs 85 k cycles for 1024-bit operands, while a squaring takes 48 k cycles.

5 Conclusions

In this paper we advanced the state-of-the-art in multiple-precision multiplica-
tion and squaring on 8-bit AVR processors. We first presented some arguments
in favor of parameterized implementations of multiple-precision arithmetic and
pointed out that, besides execution time, also scalability and code size deserve
consideration. Our main contribution is the RPS technique multiplication and
squaring, which follows the basic approach of Gura et al.’s hybrid method from
CHES 2004, but optimizes the execution of MAC operations in the inner loops
by reversing the order of the byte multiplications. Experimental results show a
clear advantage of our RPS technique over a looped realization of the operand
caching approach; we are not only faster, but also smaller in terms of code size
(e.g. 51 % for 192-bit operands). Combining our RPS method with Karatsuba’s
idea allowed us to achieve record-setting execution times for multiplication and
squaring of operands of a length of 512 bits and beyond. In summary, our work
shows that high performance does not necessarily have to come at the expense
of poor scalability and/or large code size.
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Abstract. Identity-based encryption (IBE) is an advanced form of pub-
lic key encryption and one of the most important cryptographic primi-
tives. Of the many constructions of IBE schemes, the one proposed by
Boneh and Boyen (in Eurocrypt 2004) is quite important from both
practical and theoretical points of view. The scheme was standardized as
IEEE P1363.3 and is the basis for many subsequent constructions. In this
paper, we investigate its multi-challenge security, which means that an
adversary is allowed to query challenge ciphertexts multiple times rather
than only once. Since single-challenge security implies multi-challenge
security, and since Boneh and Boyen provided a security proof for the
scheme in the single-challenge setting, the scheme is also secure in the
multi-challenge setting. However, this reduction results in a large secu-
rity loss. Instead, we give tight security reduction for the scheme in the
multi-challenge setting. Our reduction is tight even if the number of chal-
lenge queries is not fixed in advance (that is, the queries are unbounded).
Unfortunately, we are only able to prove the security in a selective setting
and rely on a non-standard parameterized assumption. Nevertheless, we
believe that our new security proof is of interest and provides new insight
into the security of the Boneh-Boyen IBE scheme.

1 Introduction

1.1 Background

Identity-Based Encryption. Identity-based encryption (IBE) is an advanced form
of public key encryption. It differs in that it enables one to encrypt a message
for any string (or identity). A user possessing a private key corresponding to the
string can decrypt the ciphertext.

The notion of IBE was first proposed by Shamir [37]. The first realization
of a concrete IBE scheme was proposed in [10] (and independently in [36]).
This scheme uses a bilinear map on elliptic curves. The notion of hierarchical
IBE (HIBE), in which hierarchical key generation is possible, was first proposed
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in [29]. Later, the first HIBE scheme was proposed in [25]. The IBE scheme
proposed by Boneh and Franklin [10] as well as the one proposed in [25] have
been proven secure under the random oracle model. However, there are sev-
eral criticisms of the security proof under the random oracle model [13]. Thus,
a construction proven secure without the random oracle model (i.e., the stan-
dard model) is desirable. The first construction of an (H)IBE scheme proven
secure under the standard model was proposed in [14]. Later, a more efficient
construction was given in [7]. While they were proven secure without using the
random oracle model, they were only proven selectively secure. Subsequently,
(H)IBE schemes with adaptive security in the standard model were proposed in
[8,22,23,32,38,39].

Importance of Tight Security Reduction. When proving the security for a cryp-
tographic scheme, we often have to rely on a number theoretic assumption. In
the security proof, first, an adversary who can break the security of the scheme
with probability ε is assumed, and then an algorithm that has access to the
adversary A and breaks the assumption with probability ε′ is constructed.1 If ε′

is only polynomially smaller than ε, ε′ is negligible assuming ε is negligible. The
latter is true as long as the number theoretic assumption holds. If it is, we can
claim that the scheme is secure. However, this claim is somewhat conditional.
Even though the scheme is secure in an asymptotic sense, the scheme instanti-
ated with specific security parameters would be broken in the real world. This is
because it is possible that ε is very small while ε′ is not very small. We only have
that ε′ is polynomially larger than ε, and this polynomial could be very large
(e.g., ε = 2−λ = 2−128, ε′ = λ152−λ = 2−23 and λ = 128). Thus, a tight security
proof, in which ε′ ≈ ε, is desirable.

Previous Works on Tightly Secure IBE. In the case of IBE, security loss caused
by a reduction is measured using two parameters: the number of challenge queries
to the encryption oracle (= qc) and the number of key generation queries issued
by an adversary in a security game (= qk). Since it is shown by the standard
hybrid argument that single-challenge security (qc = 1) implies security for the
general case, only single-challenge security was considered in most of the previous
work. However, this reduction incurs a security loss of O(qc). Multi-challenge
security captures security against an adversary in the real world who chooses
weak ciphertext as the target to attack from a large number of ciphertexts.
Since qc could be very large, this would lead to significant security degradation
in the real world, as shown by example in [5]. It is thus desirable to construct an
IBE scheme with tight reduction in terms of qc (and of course in terms of qk).

Constructing an IBE scheme for which the reduction cost of the security proof
does not depend on qc and qk is an important remaining challenge. Several IBE
schemes with tight reduction in terms of qk have been proposed and thus provide
partial solutions to the problem. Attrapadung et al. [4] proposed an IBE scheme
with tight reduction in terms of qk in the random oracle model. Gentry [22]
showed such construction in the standard model, but he relied on a less standard
parameterized (or q-type) assumption. Chen and Wee [17] recently proposed an

1 Here, we ignore running time of the adversary and algorithm for simplicity.
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IBE scheme that is almost tightly secure. The reduction cost in their security
proof is a small polynomial in the security parameter and does not depend on
qk. Very recently, Attrapadung [3] showed a security proof for a variant of the
Boneh-Boyen IBE scheme implemented on a composite order pairing group. Its
reduction cost depends only on the number of key extraction queries before the
(single) challenge query. Since all of this previous work considered only single-
challenge security, reductions to fully-fuledged multi-challenge security incurs qc

security loss.

1.2 Our Contribution

In this paper, we give a new security proof for the Boneh-Boyen IBE scheme
[7] rather than constructing a new IBE scheme. The reduction cost is tight and
does not depend on qc. The reason we choose the Boneh-Boyen IBE scheme is
that it is important both from practical and theoretical points of view. First, it
is one of the most practical IBE schemes and has been standardized as IEEE
P1363.3. Second, it is theoretically interesting. The scheme is very simple and
is a base for many IBE scheme with adaptive security [30,32,38] and schemes
based on lattice assumptions [1]. Our new security proof provides new insights
into the security of the Boneh-Boyen IBE scheme and is thus potentially useful.

Unfortunately, we are only able to prove the security in the selective model
in which the adversary outputs a set of challenge identities S� = {ID�

1, . . . , ID
�
q}

at the outset of the security game. This is very difficult to avoid since a proof
for adaptive security of the Boneh-Boyen IBE scheme is not known even under
a loose reduction. Even in the selective model, providing a security proof for
which the reduction cost does not depend on the number of challenge identities
|S�| = q is not straightforward. In particular, the original security proof in [9]
for the Boneh-Boyen IBE scheme under the decisional bilinear Diffie-Hellman
(DBDH) assumption does not work without change. The technique used in the
original security proof depends heavily on the “all but one” simulation paradigm
in which information about the challenge identity ID� is embedded in the public
parameter so that a simulator can generate a private key for any ID �= ID�.
Furthermore, a simulator can generate the challenge ciphertext only for ID�. For
our setting, we should extend the technique to “all but q”. One possible way
to achieve this is to use a (selective) (q, 1)-programmable hash function, which
has been used in previous work [16,27,28]. However, this requires changing the
construction of the IBE. We would like to prove the security without changing
the scheme. Furthermore, such schemes are tightly secure only for an attacker
who outputs S� such that |S�| ≤ q, where q is fixed at the set up of the public
parameter. We want to prove tight security for an unbounded q.2

2 This could be achieved by using a (poly, 1)-programmable hash function, which is a
(q, 1)-programmable hash function for any polynomial q. However, the known con-
struction of the (poly, 1)-programmable hash function [20] uses a multi-linear map
and is thus impractical. Furthermore, there is an impossibility result for construc-
tion of (poly, 1)-programmable hash function for prime order groups with a bilinear
map [26].
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To prove tight security for an unbounded q, we use an “individual randomness
technique”, which has been used to prove the security of unbounded attribute-
based encryption and revocation schemes [3,31,33,35,40–42], instead of using the
(q, 1)-programmable hash approach. The use of this technique requires a non-
standard number theoretic assumption. We introduce a parameterized assump-
tion that we call the truncated q-RW assumption to prove the security. The
assumption is a weaker variant of the q-2 assumption introduced by Rouse-
lakis and Waters (RW) [35] to prove the security of an unbounded key-policy
attribute-based encryption scheme. In our proof, we also require a certain kind
of random self reducibility of the truncated q-RW assumption. We show this fol-
lowing an argument similar to that of [34], who proved random self-reducibility
of the DDH assumption.

To make our proof more modular and clearer, we divide it into two steps.
In the first step, we introduce a new assumption that we call the oracle trun-
cated q-RW assumption and show that this assumption is tightly reduced to the
(seemingly weaker) truncated q-RW assumption. This step essentially shows ran-
dom self reducibility of the truncated q-RW assumption. In the second step, we
show that the multi-challenge security of the Boneh-Boyen IBE scheme is tightly
reduced to the truncated q-RW assumption. Combining these results, we obtain
a tight security proof for the Boneh-Boyen IBE scheme from the truncated q-RW
assumption.

2 Definition of Identity-Based Encryption

2.1 Syntax

Let ID be the ID space of the scheme. If a collision resistant hash function
H : {0, 1}∗ → ID is available, then one can use an arbitrary string as an
identity. An IBE scheme is defined by the following four algorithms.

Setup(λ) → (mpk,msk): The setup algorithm takes as input a security parameter
λ and outputs a master public key mpk and a master secret key msk.

KeyGen(msk,mpk, ID) → skID: The key generation algorithm takes as input the
master secret key msk, the master public key mpk, and an identity ID ∈ ID.
It outputs a private key skID. We assume that ID is implicitly included in
skID.

Encrypt(mpk,M, ID) → C: The encryption algorithm takes as input a master
public key mpk, the message M, and a ciphertext attribute ID ∈ ID. It
outputs a ciphertext C. We assume that ID is implicitly included in C.

Decrypt(mpk, C, skID) → M or ⊥: We assume that the decryption algorithm is
deterministic. The decryption algorithm takes as input the master public
key mpk, a ciphertext C, and a private key skID. It outputs the message M
or ⊥ which means that the ciphertext is not in a valid form.

We require correctness of decryption: that is, for all λ, all (mpk,msk) pro-
duced by Setup(λ), all ID ∈ ID, and all skID returned by KeyGen(msk,mpk, ID),
Decrypt(mpk,Encrypt(mpk,M, ID), ID, skID) = M holds.
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2.2 Security

We now define the security for an IBE scheme Π. This security notion is defined
by the following game between a challenger and an adversary A.

Setup. At the outset of the game, A outputs a set of identities S� = {ID�
1, . . . ,

ID�
q} ⊆ ID. The challenger flips a random coin coin

$← {0, 1}. The challenger
also runs the setup algorithm and gives mpk to A.

Then, A may adaptively make following two types of queries in arbitrary
order and arbitrary many times.

- Key Extraction Queries. A may adaptively make key-extraction queries.
If A submits ID �∈ S� to the challenger, the challenger returns skID ←
KeyGen(msk,mpk, ID).

- Challenge Queries. A may also make challenge queries. If A outputs two
equal length messages (M0,M1) and an identity ID� ∈ S�, the challenger
runs Encrypt(mpk,Mcoin, ID

�) → C� and gives challenge ciphertext C� to A.

Guess. Finally, A outputs guess ĉoin for coin. We say that A succeeds if ĉoin =
coin and denote the probability of this event by PrA,Π . The advantage of A is
defined as AdvPE

A,Π = |PrA,Π − 1
2 |. We say that adversary A (t, q, qk, qc, ε)-breaks

Π if it runs in time t, outputs S� with a size that is at most q, makes at most
qk key extraction and qc challenge queries, and has advantage ε. We say that Π
is secure if ε is negligible for any probabilistic polynomial time A.

We call this security game the (selective) multi-challenge security game to
distinguish it from the ordinary selective security game [7,14]. The ordinary
game is captured as a special case of the selective game in that the adversary
obtains only one challenge ciphertext, and the size of S� is restricted to |S�| = 1.
We call this security notion single-challenge ciphertext security.

Relation to Single-Challenge Security. Note that multi-challenge secu-
rity is implied by single-challenge security, as shown by the standard hybrid
argument. However, this incurs a security loss of O(qc). See AppendixA for a
sketch of the proof.

3 Number Theoretic Assumptions

In this section, we define number theoretic assumptions that will be used in our
security proof for the Boneh-Boyen IBE scheme. We introduce two assumptions
named the truncated q-RW assumption and the oracle truncated q-RW assump-
tion. The former assumption holds in the generic group model and is weaker
than the q-2 assumption introduced by Rouselakis and Waters [35] although it
is parameterized and a non-standard assumption. The latter assumption is more
complicated, but we will see in Sect. 3.2 that it is implied by the simpler former
assumption. In the next section, we show the (multi-challenge ciphertext) secu-
rity of the Boneh-Boyen IBE scheme using the latter assumption. These results
together imply that the scheme is secure under the first assumption. The reason
we introduce the latter assumption is that it makes our proof clearer and more
modular.



New Security Proof for the Boneh-Boyen IBE: Tight Reduction 181

3.1 Definition of Assumptions

Truncated q-RW Assumption. Let x, y, z, b1, . . . , bq
$← Zp and g

$← G
∗. We

define Ψ as

Ψ =

⎛

⎜
⎜
⎝

g

gxzbi , gy/b2i , gbi ∀i ∈ [q]

gxyzbi/b2j , gybi/b2j ∀(i, j) ∈ [q] × [q], i �= j

⎞

⎟
⎟
⎠

We say that an algorithm A (t, ε)-breaks the truncated q-RW assumption on
(G,GT ) if it runs in time t and 1

2 |Pr[A(Ψ, T = e(g, g)xyz) → 0] − Pr[A(Ψ, T =
R) → 0]| ≥ ε where R

$← GT . We say that the truncated q-RW assumption holds
if there exists no algorithm that (t, ε)-breaks the truncated q-RW assumption
with polynomial t and non-negligible ε.

Comparison to Previous Assumptions. This assumption is weaker than the
q-2 assumption introduced and used by Rouselakis and Waters [35] to prove the
security of an unbounded key-policy attribute-based encryption scheme. In the q-2
assumption, compared with the truncated q-RW assumption defined above, algo-
rithm A can obtain extra group elements in addition to Ψ . This is the basis for
name of the truncated q-RW assumption. Since the q-2 assumption holds in the
generic group model, the truncated q-RW assumption also holds in the generic
group model. In AppendixB, we give a direct proof. If q = 1, this assumption
corresponds to the standard decisional bilinear Diffie-Hellman (DBDH) assump-
tion, which roughly states that, given gα, gβ , and gγ , it is infeasible to distinguish
e(g, g)αβγ from a random group element of GT , where α, β, γ

$← Zp. This can be
seen by observing that (gxzb1 , gy/b21 , gb1) is distributed uniformly randomly over
G

3
p and xyz = (xzb1) · (y/b21) · b1.

Next we define the other new assumption used in our security proof. We
show that the assumption is equivalent to the truncated q-RW assumption in
Sect. 3.2.

Oracle Truncated q-RW Assumption. Let y, b1, . . . , bq
$← Zp and g

$← G
∗.

We define Ψ ′ as

Ψ ′ =

⎛

⎜
⎜
⎝

g

gy/b2i , gbi ∀i ∈ [q]

gybi/b2j ∀(i, j) ∈ [q] × [q], i �= j

⎞

⎟
⎟
⎠

We say that algorithm A (t, q̄, ε)-breaks the oracle truncated q-RW assump-
tion on (G,GT ) if it runs in time t, 1

2 |Pr[A(Ψ ′)O0(·) → 0]−Pr[A(Ψ ′)O1(·) → 0]| ≥
ε, and A queries the oracle at most q̄ times. Here, oracle Oβ(·) for β ∈ {0, 1} is
an oracle that takes index τ ∈ [q] as input and returns

(
gs, gsy/b2j ∀j ∈ [q]\{τ}, T ′ = R′

β

)
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to A. Here, s
$← Zp, R′

0 = e(g, g)sy/bτ , and R′
1

$← GT . We emphasize that s and
R′

1 are freshly chosen every time A accesses the oracle. We say that the oracle
truncated q-RW assumption holds if there exists no algorithm that (t, q̄, ε)-breaks
the assumption with polynomials t and q̄ and non-negligible ε.

3.2 Relationship Between Assumptions

Here we show that the oracle truncated q-RW assumption can be tightly reduced
to the truncated q-RW assumption. Essentially, we prove that the truncated
q-RW assumption has random self-reducibility in some sense. The proof is similar
to the one used in [34], where random self-reducibility of the DDH assumption
was proved.

Theorem 1. If there exists A that (t, q̄, ε)-breaks the oracle truncated q-RW
assumption, there exists B that (t′, ε′)-breaks the truncated q-RW assumption
where t′ = t + O(qq̄texp,G) + O(q̄(texp,GT

+ tpair) and ε′ = ε − 1/p. Here, texp,G,
texp,GT

, and tpair are the times needed for one exponentiation in G and GT and
for pairing computation, respectively.

Proof. We construct B that breaks the truncated q-RW assumption with advan-
tage ε′ using an adversary A that breaks the oracle truncated q-RW assumption
with advantage ε. B is given problem instance of truncated q-RW assumption
(Ψ, T ) where T = e(g, g)xyz+δ. Here, δ = 0 or δ

$← Zp and B should guess which
is the case. Then, B gives part of the problem instance Ψ ′ := {g, gy/b2i , gbi ∀i ∈
[q], gybi/b2j ∀(i, j) ∈ [q]× [q], i �= j} to A. As k-th query, A would outputs τ ∈ [q].
To answer the query, B first picks c(k), d(k)

$← Zp and computes

gs(k)
:= (gxzbτ )c(k) · gd(k)

,

gs(k)y/b2j := (gxyzbτ /b2j )c(k) · (gy/b2j )d(k) ∀j ∈ [q]\{τ},

T
′(k) := T c(k) · e(gy/b2τ , gbτ )d(k)

.

These terms can be efficiently computed from Ψ . B gives these group elements
to A. Here, B implicitly sets s(k) = c(k)xzbτ + d(k). At last, A outputs a bit. B
outputs the same bit.

Next, we analyze the view of A. We first observe that Ψ ′ is correctly distrib-
uted. We also observe that s(k) = c(k)xzbτ + d(k) is uniformly distributed over
Zp due to d(k) for all k ∈ [q̄]. We remark that (c(k), d(k)) is uniformly distrib-
uted over Z

2
p under the constraint that s(k) = c(k)xzbτ + d(k). In particular, all

c(k) is information theoretically hidden from A and uniformly distributed over
Zp. More subtle part of the proof is analysis of the distribution of T

′(k). We
have that

T
′(k) = (e(g, g)xyz+δ)c(k) · (e(g, g)y/bτ )d(k)

= e(g, g)y/bτ (xzbτ c(k)+d(k)) · e(g, g)δc(k)

= e(g, g)s(k)y/bτ · e(g, g)c(k)δ
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for all k ∈ [q̄]. If δ = 0, we have T
′(k) = e(g, g)s(k)y/bτ for τ ∈ [q̄] and the

response of B for A’s queries corresponds to that of O0. On the other hand, in
the case of δ �= 0 (which is the case with probability 1 − 1/p if δ

$← Zp), T
′(k) is

uniformly distributed over GT and independent from anything. This is because
c(k) is information theoretically hidden from A. To sum up, in the case of δ = 0,
the distribution of B’s response to the queries made by A corresponds to that
of O0 while it corresponds to O1 if δ �= 0. Thus, we have that

ε′ =
1
2
|Pr[B(Ψ, T = e(g, g)xyz) → 0] − Pr[B(Ψ, T ← GT ) → 0]|

=
1
2
|Pr[AO0(·)(Ψ ′) → 0] − Pr[B(Ψ, T

$← GT ) → 0|δ �= 0]Pr[δ �= 0]

−Pr[B(Ψ, T
$← GT ) → 0|δ = 0]Pr[δ = 0]|

=
1
2
|Pr[AO0(·)(Ψ ′) → 0] − Pr[A(Ψ ′)O1(·) → 0](1 − 1/p)

−Pr[B(Ψ, T
$← GT ) → 0|δ = 0]/p|

≥ 1
2
|Pr[AO0(·)(Ψ ′) → 0] − Pr[A(Ψ ′)O1(·) → 0]| − 1/p = ε − 1/p

as desired.

4 New Security Proof for the Boneh-Boyen IBE Scheme

In this section, we show a tight security proof for the multi-challenge ciphertext
security of the Boneh-Boyen IBE scheme under the truncated q-RW assump-
tion (or equivalently, oracle truncated q-RW assumption). We first review the
description of the Boneh-Boyen IBE scheme [7].

Setup(λ): It chooses bilinear groups (G,GT ) of prime order p > 2λ with g
$← G

∗.
It also picks u, v

$← G and α
$← Z

n
p . It finally outputs the master public key

mpk = (g, u, v, e(g, g)α) and the master secret key msk = α.
KeyGen(msk,mpk, ID): To generate a private key for ID, it chooses r

$← Zp and
outputs skID = (K1 = gα · (uIDv)r,K2 = gr).

Encrypt(mpk, ID,M): To encrypt a message M for ID, it chooses s
$← Zp and

outputs a ciphertext C = (C0 = e(g, g)sα · M, C1 = gs, C2 = (uIDv)s).
Decrypt(skID, C): To decrypt a ciphertext, it first computes e(C1,K1)/e(C2,K2)=

e(g, g)sα and outputs C0/e(g, g)sα = M.

The following theorem establishes the multi-challenge ciphertext security of
the Boneh-Boyen IBE scheme under the oracle truncated q-RW assumption.

Theorem 2. If there is A that (t, q, qk, qc, ε)-breaks the Boneh-Boyen IBE
scheme, there is B that (t′, qc, ε/2)-breaks the oracle truncated q-RW assump-
tion where t′ = t + O(q2qktexp,G) + O(qqc(texp,G + texp,GT

+ tpair)). Here, texp,G,
texp,GT

, and tpair are the times needed for one exponentiation in G and GT and
for pairing computation, respectively.
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Proof. We construct an algorithm B that breaks the oracle truncated q-RW
assumption using an adversary A against the Boneh-Boyen IBE scheme. B is
given problem instance Ψ ′ and has oracle access for Oβ .

Setup. At the outset of the game, the adversary A declares a set of challenge
identities S� = (ID�

1, . . . , ID
�
q). B then picks ũ, ṽ, α̃

$← Zp and computes

u = gũ ·
∏

i∈[q]

gy/b2i , v = gṽ ·
∏

i∈[q]

(gy/b2i )−ID�
i , e(g, g)α = e(g, g)α̃ ·

∏

i∈[q]

e(gbi , gy/b2i )

Note that B implicitly sets α = α̃ +
∑

i∈[q] y/bi. Then B gives master public key

mpk = (g, u, v, e(g, g)α) to A. B also flips random coin coin
$← {0, 1}.

Key Extraction Queries. During the game, A makes key extraction queries
for ID such that ID �∈ {ID�

1, . . . , ID
�
q}. Then, B picks r̃

$← Zp and implicitly sets

r = r̃ −
∑

i∈[q]

bi

ID − ID�
i

.

Since ID �∈ {ID�
1, . . . , ID

�
q}, the denominators ID − ID�

i are non zero and thus
r is well defined. Notice that r is properly distributed because r̃ is uniformly
distributed over Zp. Then, B can computes

K2 = gr = gr̃ ·
∏

i∈[q]

(gbi)−1/(ID−ID�
i )

and

K1 = gα · (uIDv)r

= gα̃ ·
∏

i∈[q]

gy/bi · (
gũID+ṽ ·

∏

i∈[q]

(gy/b2i )ID−ID�
i
)r

= gα̃ · K ũID+ṽ
2 ·

∏

i∈[q]

gy/bi · ( ∏

i∈[q]

(gy/b2i )ID−ID�
i
)r

= gα̃ · K ũID+ṽ
2 ·

∏

i∈[q]

(gy/b2i )r̃(ID−ID�
i )

︸ ︷︷ ︸
=Φ

·
∏

i∈[q]

gy/bi

·(
∏

i∈[q]

(gy/b2i )ID−ID�
i
)−∑j∈[q] bj/(ID−ID�

j )

= Φ ·
∏

i∈[q]

gy/bi ·
∏

(i,j)∈[q]×[q]

(gybj/b2i )−(ID−ID�
i )/(ID−ID�

j )

= Φ ·
∏

i∈[q]

gy/bi ·
∏

i∈[q]

(gy/bi)−(ID−ID�
i )/(ID−ID�

i )

·
∏

(i,j)∈[q]×[q]
i�=j

(gybj/b2i )−(ID−ID�
i )/(ID−ID�

j )
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= Φ ·
∏

(i,j)∈[q]×[q]
i�=j

(gybj/b2i )−(ID−ID�
i )/(ID−ID�

j )

where Φ = gα̃ · K ũID+ṽ
2 · ∏

i∈[q](g
y/b2i )r̃(ID−ID�

i ). In the last equation above, prob-
lematic terms gy/bi for i ∈ [q] are cancelled out. It is possible to verify that B can
compute K1 efficiently from the given terms. Finally, B gives skID = (K1,K2) to A.

Challenge Queries. During the game, A outputs a pair of messages M0,M1 and
an identity ID�

τ ∈ S�. B computes challenge ciphertext for ID�
τ as follows. B first

sends τ to its oracle Oβ to obtain group elements {gs, gsy/b2j ∀j ∈ [q]\{τ}, T ′ =
R′

β}. Then B sets C1 = gs and computes

C2 = (uID�
τ v)s

=
(
gũID�

τ+ṽ ·
∏

i∈[q]

(gy/b2i )ID
�
τ −ID�

i
)s

= C
ũID�

τ+ṽ
1 ·

∏

i∈[q]\{τ}
(gsy/b2i )ID

�
τ −ID�

i .

The problematic term gsy/b2τ above is cancelled out. Thus, B can compute C2

efficiently. B then computes C0 as

C0 = e(gs, g)α̃ ·
∏

i∈[q]\{τ}
e(gbi , gsy/b2i ) · T ′ · Mcoin

and gives (C0, C1, C2) to A. If T ′ = e(g, g)sy/bτ , it can be seen that the distrib-
ution of (C0, C1, C2) corresponds to correctly generated ciphertext since

C0 = e(gs, g)α̃ ·
∏

i∈[q]\{τ}
e(gbi , gsy/b2i ) · T ′ · Mcoin

= e(g, g)s·α̃ ·
∏

i∈[q]\{τ}
e(gy/bi , gs) · e(g, g)sy/bτ · Mcoin

= e(g, g)s·(α̃+
∏

i∈[q]\{τ} y/bi) · e(g, g)sy/bτ · Mcoin

= e(g, g)s·(α̃+
∏

i∈[q] y/bi) · Mcoin

= e(g, g)sα · Mcoin.

On the other hand, if T ′ $← GT , C2 is uniformly distributed over GT and the
distribution of (C0, C1, C2) is independent of coin.

Guess. Finally, A outputs ĉoin as its guess for coin. B outputs 0 if coin = ĉoin
and 1 if coin �= ĉoin. Then, we analyze the advantage of B. We observe that B
perfectly simulates security game of IBE for A if the oracle is O0. On the other
hand, A’s view is perfectly independent of coin if the oracle is O1. Thus we have

1
2
|Pr[BO0(·)(Ψ ′) → 0] − Pr[BO1(·)(Ψ ′) → 0]| =

1
2
|Pr[A outputs coin] − 1/2| =

ε

2
as desired. This completes the proof of Theorem 2.
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Combining Theorems 1 and 2, we get the following theorem, which states that
the security of the Boneh-Boyen IBE scheme is tightly reduced to the truncated
q-RW assumption.

Theorem 3. If there is A that (t, q, qk, qc, ε)-breaks the Boneh-Boyen IBE
scheme, then there is B that (t′, qc, ε/2)-breaks truncated q-RW assumption where
t′ = t + O(q2qktexp,G) + O(qqc(texp,G + texp,GT

+ tpair)). Here, texp,G, texp,GT
, and

tpair are necessary time for one exponentiation in G, GT , and for pairing com-
putation, respectively.

Remark. The above proof corresponds to the original security proof for the
Boneh-Boyen IBE scheme given in [7] when q = 1. Recall that the truncated
q-RW assumption (as well as the oracle truncated q-RW assumption, by
Theorem 1) corresponds to the DBDH assumption when q = 1.

5 Discussion

Tightness of Our Reduction. Here, we validate our claim that our proof is tight.
First, we recall a measure called work factor, which was introduced by Galindo
[21] and used in [6]. For an adversary running in time t with advantage ε, the
work factor is defined as t/ε. This quantity can be defined naturally for IBE
and number theoretic assumptions. The work factor can be used to compare the
tightness of reductions. We can say that a reduction is tight if the increase in
the work factor in the security reduction is small.

Theorem 3 says that we can convert an adversary having work factor t/ε
against the Boneh-Boyen IBE scheme into an adversary against the truncated
q-RW assumption that has work factor 2

(
t + O(q2qktexp,G) + O(qqc(texp,G +

texp,GT
+ tpair))

)
/ε. If q, qc, and qk are much smaller than t, which would be the

case in the real world since these quantities are related to the number of on-line
queries that the adversary makes, we have t′ = t+O(q2qktexp,G)+O(qqc(texp,G +
texp,GT

+ tpair)) ≈ ct for some small constant c. (For example, for t = 2100,
q = qc = qk = 230, t′ ≈ 2100 + 290 < 2101). Thus, the increase in the work factor
would typically be very small and could be considered a small constant.3

As mentioned in Sect. 2, single-challenge security implies multi-challenge secu-
rity by the standard hybrid argument. Roughly speaking, this reduction converts
an adversary against the Boneh-Boyen IBE scheme with work factor t/ε into
an adversary against the DBDH assumption with work factor t′qc/ε. Typically,
t′ ≈ t, so the increase in the work factor is about qc, which can be very large.
(In the example above, qc = 230).

Implications of Our Result. While our result gives tight security reduction for
the Boneh-Boyen IBE scheme, we rely on a non-standard parameterized assump-
tion. It is unclear whether tight reduction from a non-standard assumption such
3 While additive factor O(q2qktexp,G) in t′ is rather large, t′ could be much larger than
t for certain parameter choices. However, we believe that our reduction is tight for
most parameters meaningful in the real world.
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as the truncated q-RW assumption is better than loose reduction from a stan-
dard assumption such as the DBDH assumption. It is if the truncated q-RW
assumption is as hard as the DBDH assumption. Otherwise, it is not. A similar
discussion can be found in [22], where the author compares his IBE scheme,
which can be tightly reduced to a parameterized assumption, with IBE schemes
such as that in [38], which can be proven secure under a standard assumption
(such as the DBDH assumption). There are two differences from his setting.
First, we have two types of security proof for the same scheme rather than
two different schemes. Second, while the security assumption used in [22] (deci-
sional augmented bilinear Diffie-Hellman exponent assumption) is vulnerable to
Cheon’s attack [18], it seems that the attack does not break our assumption,
at least without non-trivial modification. Our result is complementary to the
original security proof given by Boneh and Boyen and would lead to increased
confidence in the security of the scheme.

A Single-Challenge Security Implies Multi-challenge
Security

We briefly show that multi-challenge security is implied by the single-challenge
security. We consider a sequence of games. Let S� = {ID�

1, . . . , ID
�
q}. We define

q
(i)
c as the number of challenge queries for ID�

i . Thus, we have q
(1)
c + q

(2)
c + · · · +

q
(q)
c = qc. Game(i,j) for i ∈ [q] and j ∈ {0, 1, . . . , q

(i)
c } is defined as a multi-

challenge ciphertext security game in which an challenge query for ID�
τ such that

τ ∈ [i − 1] is answered with a ciphertext that is an encryption of M0 while an
query for τ ≥ i + 1 is answered with a ciphertext that is an encryption of M1.
For a ν-th challenge query for ID�

τ such that τ = i, the challenger returns a
ciphertext that is an encryption of M0 if 1 ≤ ν ≤ j and M1 if j + 1 ≤ ν. A
challenge query is always answered with an encryption of M1 in Game(1,0) and
with M0 in Game

(q,q
(q)
c )

. We want to show that Pr[A → 0 in Game(1,0)]−Pr[A →
0 in Game

(q,q
(q)
c )

] is negligible for any A. This implies security for multi-challenge
security. Initially, we have Pr[A → 0 in Game(i−1,qc)]−Pr[A → 0 in Game(i,0)] =
0 since Game(i−1,qc) and Game(i,0) are the same. Thus, it suffices to show that
Pr[A → 0 in Game(i,j)] − Pr[A → 0 in Game(i,j+1)] for all (i, j) is bounded by
the advantage of another attacker B against single challenge security of the IBE
scheme. Here, we briefly describe B. B outputs ID�

i as its challenge identity and
queries challenge ciphertext for (M0,M1) to its challenger upon receiving the
j-th challenge query for ID�

i made by A. B can handle key extraction queries
made by A by simply querying the same key for the challenger. Since A makes
only key extraction query for ID such that ID �∈ S�, we have ID �= ID�

i . This
means that B does not make a prohibited key extraction query. Since there are
O(qc) hybrid games, if A’s advantage is ε, B’s advantage is O(ε/qc).
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B Justification of the Truncated q-RW Assumption

Here, we briefly show that the truncated q-RW assumption holds in the generic
group model. The truncated q-RW assumption is an instance of the GT -monomial
assumption defined in [35]. The authors of [35] showed that, to prove that the
GT -monomial assumption holds in the generic group model, it suffices to show
that the pairing result of any two group elements in Ψ does not (symbolically)
give rise to the target element T (Corollary D.4 of [35]). To check this condi-
tion, we have to show that there is no X,Y ∈ Φ such that e(X,Y ) = e(g, g)xyz.
Since the only terms that have z in an exponent are {gxzbi} and {gxyzbi/b2j },
X ∈ {gxzbi}∪{gxyzbi/b2j } or Y ∈ {gxzbi}∪{gxyzbi/b2j } holds. We assume that the
former holds without loss of generality. Since there is no such term as gy/bi or
gb2j/bi for i �= j in Ψ , we can conclude that it is not possible to obtain e(g, g)xyz.
Thus, the assumption holds in the generic group model.
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Abstract. Confidential information might be leaked through electro-magnetic
radiation from a computer display. To detect the electromagnetic radiation that
contains text information, this paper proposed an evaluation method without
reconstructing the displayed image. In this method, sparse decomposition in
wavelet is used to describe the characteristics of electromagnetic radiation sig-
nals contain text information. By using this method, it is easy to detect text
information leakage in electromagnetic radiation from a computer display.
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Wavelet transform � Sparse decomposition

1 Introduction

A wide variety of information technology equipment (ITE) is involved in our daily
activities. Most of ITE devices radiate electromagnetic disturbance unintentionally. If
someone intercepts these electromagnetic waves and reconstructs the information,
confidential information might be leaked [1, 2]. Electromagnetic radiation was men-
tioned in some papers as a computer security risk [3–5]. These topic leads to the
concept of TEMPEST, which is the technology of electromagnetic leaking research.
Electromagnetic radiation from a computer display can be categorized into two types:
radiation that contains text information and radiation that does not. TEMPEST
focus more on text information leaking because most confidential information is text.
The text information has higher risk of secret data leakage than non-text. Thus, it is
important to efficiently and accurately distinguish the two types whether for an attacker
or a protector.

The current researches on electromagnetic radiation detection mostly based on the
harmonic characteristics of electromagnetic radiation signal spectrum, but these
methods can’t distinguish the radiation that contains text information and radiation that
does not [6, 7]. As a direct method, we can reconstruct the display image by using a
special receiver, but not all test houses or manufacturers have such specialized
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receivers. Furthermore, to correctly reconstruct the electromagnetic radiation signal, the
synchronizing information that including the horizontal synchronizing frequency and
vertical synchronizing frequency is essential. However, the computer’s synchronization
information is un-known in the practical non-cooperative attack scenario.

For these reasons, this paper proposed an evaluation method to determine whether
or not text information is contained in electromagnetic radiation without knowing the
synchronization information and reconstructing the display image. First, we found the
“text - space – text” characteristic for electro-magnetic radiation signal containing text
information. Then, we proposed a new method which used sparse decomposition in
wavelet to describe this characteristic. By using this method, we can accurately and
efficiently detect the text information leakage in electromagnetic radiation from a
computer display.

2 Analyzing Display Electromagnetic Radiation Signal
Properties

Video signal produce depend on the combined action of horizontal synchronizing
signal and vertical synchronizing signal [8]. Video signal can be represented as sum-
mation of digital pulses with different amplitude:

SpðtÞ ¼
Xþ1

n¼�1
angTðt � nTpÞ ð1Þ

where, gT(t) is code pattern of video pulse, and the symbol cycle is Tp.
For images that contain text information, there are both information signal and

horizontal synchronizing signal in the received electromagnetic radiation signal as
shown in Fig. 1. At the same time, a text image containing text line and there is a space
between every two lines, so there would be “text - space – text” characteristics of the
text. The characteristics would also reflect in the electromagnetic radiation signal in

Horizontal synchronizing signal

Text information

Fig. 1. Electromagnetic radiation signal with text information of computer display in time
domain
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time domain as shown in Fig. 2. This paper provides a way to describe this charac-
teristics of the text to realize text information detection.

3 Evalution Algorithm

In this paper, sparse knowledge is introduced to describe the characteristics of elec-
tromagnetic radiation signals contain text information. The implementation procedures
are shown in a flow chart (Fig. 3).

Firstly, make a sparse decomposition in wavelet domain. The sparse decomposition
procedures can be represented as [9]

X !DWT
aL; dj

�� !Threshold
aL
�
; dj
�on

!IDWT ~X ð2Þ

where X is the initial electromagnetic radiation signal. Decompose X by wavelet and get
the wavelet coefficient {aL, dj}. Set a threshold and then get the effective coefficient

aL
�
; dj
�on

. ~X is sparse signal through wavelet inverse transformation. The threshold is

used in hard thresh method.

aL
�
; dj
�on

¼ 0; aL; dj
���� ��\Thr

aL; dj
��
; aL; dj

���� ��[ Thr

�
ð3Þ

where,

Thr ¼ r
ffiffiffiffiffiffiffiffiffiffiffiffi
2 lnN

p
ð4Þ

where, N is the data length. σ is the standard deviation of noise.

 Text  TextSpace Space Space

Space

Space

Space

Text

Text

Fig. 2. The “text - space – text” characteristics in image and electromagnetic radiation signal
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r̂ ¼ median Det1j j=0:6745 ð5Þ

where, Det1 represents the most detailed wavelet coefficient.
Secondly, divide the sparse signal ~X into n equal sub-bands. The length of each

sub-band is m.

~X = [x1x2x3. . .. . .xn�1xn� ð6Þ

Thirdly, calculate the sparsity of each sub-band. Sparsity is here defined as the
number of non-zero components in the data. Sparsity of sparse signal ~X is not uniform.
The text part is thick and the other part is thin, so the “text - space – text” characteristic
in image becomes to “thick-thin-thick” characteristic in the sparse signal ~X. This
structure can be described by Block Sparse [10]. Thus, the ~X can be redescribed as,

~X¼ ½ x1. . .xd1|fflfflfflffl{zfflfflfflffl}
x½1�

xd1þ1. . .xd1þd2�1|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
x½2�

. . . xn�dNþ1. . .xn|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
x½N�

� ð7Þ

Fig. 3. Flow chart of the implementation procedure of the proposed algorithm
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where, n ¼ PN
j¼1 dj. x[j] is the jth block and its length is dj ∊ Z+. Each block has

different sparsity. Corresponding sparsity ~Y is

~Y¼ ½ y1. . .yd1|fflfflfflffl{zfflfflfflffl}
y½1�

yd1þ1. . .yd1þd2�1|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
y½2�

. . . yn�dNþ1. . .yn|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
y½N�

� ð8Þ

Thus, if there is text information in the electromagnetic radiation signal, “text - space –
text” characteristic would make the ~Y present periodic variation. There are many ways
to describe periodic signal, correlation is here used.

Finally, calculate correlation of ~Y , and the side lobe peak pi nearest the zero in the
correlation is the period of “text - space – text” characteristic. Thus, the frequency fi of
“text - space – text” characteristic is fi = 1/pi. The correlation r̂ðkÞ is given as,

r̂ðkÞ ¼ 1
N

XN�1

n¼0

yNðnÞyNðnþ kÞ ð9Þ

Considering period would increase with the increase of word size, we set the

threshold fthr is the frequency when the word size is 5. Thus, when fi\fthr , it can be
concluded that the signal contain text information. For the condition that there is no

side lobe peak in correlation of ~Y , the pi means zero, fi � fthr . Thus, it can be con-
cluded that the signal does not contain text information.

4 Experimental Results

In this section, the proposed algorithm is applied to experimental data and the results
and analysis are given.

The measurement setup is shown in Fig. 4. The resolution of the computer display
was 1024 × 768. A log-periodic antenna was located at 1 m from the front surface of

Fig. 4. Measurement setup for data collection
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the computer, and its height was the same as the height of the computer display center.
An antenna is connected to a data collector, which can be data acquisition card, digital
oscilloscope and spectrum analyzer. Digital oscilloscope was here used.

To prove the feasibility of the proposed algorithm, image with text information,
image without text information and blank image are tested respectively. The sub-band

length m is set to 1000. Through experiment, we got the fthr is equal to 5 Khz.
Firstly, for an image with text information, results are shown in Fig. 5. Figure 5(a)

shows the reconstructed image with text information. As can be seen from Fig. 5(b), the
sparsity of signal presents the periodic structure “text-space-text” obviously. The
correlation of sparsity is shown in Fig. 5(c). It can be seen that the peak nearest the zero

is 0.0009081, so fi ¼ 1=0:0009081 ¼ 1:1012 Khz\fthr . Thus, the experimental result
is that the signal contains text information.

Secondly, for a blank image, results are shown in Fig. 6. As can be seen from Fig. 6
(a), the distribution of sparsity is chaotic. Figure 6(b) shows the correlation of sparsity.
It can be seen that there is no side lobe peak in correlation of ~Y . Thus, the experimental
result is that the signal dose not contain text information.

Thirdly, for an image without text information, results are shown in Fig. 7. Figure 7
(a) shows the original image with text information. Its sparsity of signal is shown in
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(b)                                                                      (c) 
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Fig. 5. Image with text information. (a) Reconstructed image. (b) Sparsity of electromagnetic
radiation signal. (c) Correlation of sparsity for image with text information.
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Fig. 7(b). It can be seen that the distribution of sparsity is chaotic. In Fig. 7(c), the
correlation of sparsity is shown. The peak nearest the zero is 2.004e−5, so

fi ¼ 1=2:004e�5 ¼ 49:9 Khz[ fthr . Thus, the experimental result is that the signal
dose not contain text information.

(a)                                                                      (b)     
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Fig. 6. Blank image. (a) Sparsity of electromagnetic radiation signal. (b) Correlation of sparsity.
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Fig. 7. Non-blank image without text information. (a) Original image. (b) Sparsity of
electromagnetic radiation signal (c) Correlation of sparsity
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To evaluate the clutter detection performance of the algorithm, the probability of
detection (POD) and the false alarm rate (FAR) are computed. The definitions of POD
and FAR are:

POD ¼ TruePositives=ðTruePositivesþ FalseNegativesÞ ð10Þ

FAR ¼ FalsePositives=ðFalsePositives þ TrueNegativesÞ ð11Þ

where, “Positive” labels the location that the detector judges as image with text
information, and “Negative” labels the location that the detector judges as image
without text information; In Table 1, True Positive (TP),False Negative (FN),False
Positive (FP),True Negative (TN) and FAR of the data are summarized for the pro-
posed algorithm.

5 Conclusion

An evaluation method that determines whether or not electromagnetic radiation con-
tains text information is proposed in this paper. First, we found the “text - space – text”
characteristic for electromagnetic radiation signal containing text information. Then,
we propose a new method to describe this characteristic. By using this method, we can
accurately and efficiently detect the text information leakage in electromagnetic radi-
ation from a computer display. In the future, we will analyze the performance of the
proposed algorithm under different parameter setting.
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Abstract. Side-channel distinguishers aim to reveal the secrets used in
crypto devices by utilizing the subtle dependence between some sensitive
intermediate values and physical leakages produced during its executions.
For this purpose, one or more points of interest (POIs) corresponding to
manipulations of one sensitive intermediate value are usually selected and
then fed into distinguishers. However, it turns out in practice that POIs
selected, even they are from the same leakage traces, will have significant
impacts on the key recovery efficacy of distinguishers. Therefore, it makes
a very practical sense to investigate the concrete impacts of POIs selec-
tions on side-channel distinguishers, and then pick out from those POIs
selections available the most appropriate one for a certain distinguisher.
In order to address these problems, we propose an evaluation framework
for the analysis of POIs selections for side-channel distinguishers. Basi-
cally, our framework consists of two stages: the first stage captures the
validity of points selected, while the second one reflects their quality with
respect to a certain distinguisher. Specifically, on the one hand, in order
to measure the goodness of one POIs selection, we introduce a quanti-
tative metric of accuracy rate, from a perspective of statistics; on the
other hand, we adopt the widely accepted security metric of success rate
proposed by Standaert et al. at EUROCRYPT 2009 to reflect the qual-
ity of the points selected. Eventually, taking five typical POIs selections
and three popular side-channel distinguishers as concrete study cases,
we perform simulated attacks and practical attacks as well, the results
of which not only fully justify our proposed methods but also reveal some
interesting observations.

Keywords: Accuracy rate · Evaluation framework · Distinguisher ·
Selection of points of interest · Side-channel analysis
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1 Introduction

Side-channel attacks aim at revealing the secret information embedded in a cryp-
tographic device from its physical leakages, including execution time [1], power
consumption [2], and electromagnetic emanation [3]. Among them, power analysis
attack which makes use of instantaneous power consumptions of a cryptographic
device is one of the most widely researched side-channel attacks. Therefore, for ease
and simplicity of presentation, we concentrate on power analysis attack ONLY for
illustrative purposes in this paper.

Side-channel distinguisher plays a crucial role in recovering reveal the secrets
in side-channel attacks. It refers to the process during which the adversary uses
some statistical tools to exploit the subtle dependence between one sensitive
intermediate value and its corresponding power consumptions of cryptographic
device. For real-world crypto implementations, one side-channel leakage trace
usually contains multiple samples corresponding to manipulations of one sensi-
tive intermediate value. This is quite natural because the manipulations of the
sensitive intermediate value targeted usually takes more than one instruction
cycle. In addition, according to Nyquist−Shannon sampling theorem, the acqui-
sition rate of the signal acquisition device is always set to be several times faster
than the working frequency of the targeted cryptography device. Those samples
that exactly correspond to the manipulations of one sensitive intermediate value
targeted in one leakage trace are referred to points of interest (POIs).

Based on analysis of values and of distributions, side-channel distinguishers
can be divided into two categories. Distinguishers based on values include differ-
ential power analysis (DPA) [2], correlation power analysis (CPA) [4], differential
cluster analysis (DCA) [5], template attack [6], stochastic method [7], and etc.
Mangard et al. showed in [8] that denoted as standard univariate DPA, a num-
ber of these type of distinguishers are in fact asymptotically equivalent, given
that they are provided with the same a priori information about the leakages.
Therefore, in this paper, we choose CPA to be the representative of those distin-
guishers based on values. Distinguishers based on distributions consist of mutual
information analysis (MIA) [9], KS-test based analysis (KSA) [17], MPC-KSA
[10], and etc. Considering their popularity, we choose MIA and KSA to be the
representatives of those distinguishers based on distributions.

Currently, there are several POIs selections available. In principle, side-
channel attacks themselves could serve as the tools for POIs selection, as is
already done in the field of side-channel attacks. For example, CPA, MIA and
KSA all can be used to select the POIs. In addition, there are also non-attack
based POIs selections. Two of them are the Sum Of Squared Pairwise Differences
(sosd) [9] and the Sum Of Squared Pairwise T-Differences (sost) [11]. An impor-
tant observation is that applying different POIs selections onto the same leakage
traces could lead to distinct points selected, even if it is explicitly required that
all POIs selected must correspond to one sensitive intermediate value targeted,
which will have significant impacts on the key recovery efficacy of distinguishers.
Therefore, it makes a very practical sense to investigate the concrete impacts
of POIs selections on side-channel distinguishers, and then pick out from those
POIs selections available the most appropriate one for a certain distinguisher.
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For comparison of distinguishers, some well-known frameworks were already
proposed. The first one in [13] by Standaert et al. suggests to use a leakage metric
to qualify the maximal chance that an optimal attacker would have to extract
the secrets. For the comparison of different distinguishers, [13] suggests metrics
like oth-order success rate or guessing entropy. In another framework of [14], the
distance to the nearest rival is suggested. In [15], Maghrebi et al. proposed a
methodology to compare two side-channel distinguishers based on simulations.
In [16], some analyses showed pitfalls in the evaluation methodologies for dis-
tinguisher, including estimation bias, estimation algorithm, success rate error,
and sample errors. To the best of our knowledge, all frameworks known so far
concern distinguishers alone; and none of them take POIs selections themselves
into serious consideration, let alone any comprehensive evaluation work about
concrete impacts of POIs selections over distinguishers in practice.

1.1 Contributions

The contributions of this paper are threefold. First, we propose an two-stage
evaluation framework for the analysis of POIs selections for side-channel distin-
guishers. Second, in order to measure the goodness of the POIs selection, we
introduce the notion of accuracy rate. Third, taking five POIs selections com-
monly used and three typical distinguishers as concrete study cases, we perform
simulated attacks and practical attacks. The experimental results not only fully
justify our proposed methods, but also reveal some interesting observations.

The rest of this paper is organized as follows. Sect. 2 briefly recalls three typ-
ical distinguishers and five POIs selections commonly used; Sect. 3 introduces
our proposed two-stage framework; Sect. 4 presents details and results of simu-
lated and practical attacks, together with some useful discussions and interesting
observations; Sect. 5 concludes the whole paper.

2 Preliminaries

This section will briefly recall CPA, MIA, and KSA distinguishers. These three
distinguishers can also be used for selecting POIs. Besides, we will also briefly
introduce sosd and sost POIs selections.

2.1 CPA

CPA identifies the correct key by calculating the Pearson correlation coefficient
between real power traces and hypothetical power consumptions. The adversary
chooses a sensitive intermediate value v∗

i = g (xi, k
∗), where xi is the ith plaintext

(totally NT traces), k∗ is a key guess. For every key guess k∗, the adversary
predicates the hypothetical power consumption by hk∗

i = f (v∗
i ), where f is

a hypothetical leakage function. Hk∗
denotes a vector of hypothetical power
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consumptions. L denotes a vector of real power traces. The adversary computes
the Pearson correlation coefficient between Hk∗

and L as

ρ(Hk∗
, L) =

NT∑

i=1

(Hk∗
i − Hk∗)(Li − L)

√
NT∑

i=1

(
Hk∗

i − Hk∗
)2

·
NT∑

i=1

(
Li − L

)2
(1)

where Hk∗ and L are the mean of Hk∗
and that of L. Maximal correlation coef-

ficient indicates the most likely candidate key guess as k = arg max
k∗

ρ(Hk∗
, L).

In practice, CPA can also be used for selecting POIs. The maximal correlation
coefficient indicates the location of POIs as [k, t] = arg max

k∗,t′
ρ(Hk∗

, T (t′)). Where

T (t′) is point t′ column of traces matrix T . In order to avoid confusion, hereafter
throughout the whole paper, we use CPA-P to stand for CPA for the purpose of
selecting POIs. MIA-P and KSA-P have the same meaning.

2.2 MIA

In MIA, one can compute the mutual information (MI) between the real power
traces L and a hypothetical power consumption Hk∗

as

I(L;Hk∗
) = H(L) − H(L|Hk∗

) = H(L) − E
h∈Hk∗ [H(L|Hk∗

= h)] (2)

In this paper, for the estimation of the probability density function, we will
use histogram method [9]. The largest MI indicated the most likely key guess as
k = arg max

k∗
I(L;Hk∗

).

Similarly, as is shown in [9], MIA distinguisher can also be used for selecting
POIs (MIA-P) as [k, t] = arg max

k∗,t′
I(T (t′);Hk∗

).

2.3 KSA

The KS test quantifies a distance between the empirical cumulative distribution
function of two samples to determine the similarity of them. The central idea of
KSA distinguisher proposed in [17] is to measure the maximum distance between
the global trace distribution L and the conditional trace distribution L|Hk∗

as

DKS(k∗) = E[KS(L||(L|Hk∗
))] = E

h∈Hk∗
[KS(L||(L|Hk∗

= h))] (3)

The largest distance indicates the most likely key guess as k =
arg max

k∗
DKS(k∗).

Similarly, KSA distinguisher can also be used for selecting POIs (KSA-P) as
[k, t] = arg max

k∗,t′
DKS(k∗) = E[KS(T (t′)||(T (t′)|Hk∗

))]
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2.4 Sosd and Sost

Denote hypothesis power consumption by hk∗
i = f (v∗

i ). In Hamming weight
model, hk∗

i ∈ [0, 8]. We partition all traces T according to hk∗
i , Gj = {Ti|hk∗

i =
j}, (j = 0, 1, 2, ..., 8). We calculate the mean mj and the standard deviation σj

of every partition Gj . For the sosd, we sum up their squared pairwise differences,
sosd =

∑8
i,j=0 (mi − mj)

2. The sost is based on the T-Test. nj is the number of
traces in partition Gj . The location of POI is where the sosd or sost is biggest.

sost =
8∑

i,j=0

⎛

⎜
⎜
⎝

mi − mj√
σ2
i

ni
+

σ2
j

nj

⎞

⎟
⎟
⎠

2

(4)

3 Evaluation Framework

In this section, we will present our framework for analysis of POIs selections for
univariate side-channel distinguishers.

We argue that a real-word side-channel attack consists of two essential pro-
cedures, namely point extraction and key recovery. Unlike in those works of
theoretical analysis, POIs selection really matters in real-world practices and
distinguishers are sensitive to the POIs selected. In univariate case, this means
once a “bad” point is fed into a certain distinguisher, key recovery efficiency of
the attack will lower down, or sometimes even a wrong key guess will be made.
Therefore, it is of great help if there is a method for picking out from those
POIs selections available the most appropriate one for a certain distinguisher. In
order to do this task, we need to measure the quality of the POIs selected. For-
tunately, we could use security metric like success rate proposed in [13] to reflect
the quality of POIs selected, with respect to a certain distinguisher. Yet, we have
to notice that in some cases a successful attack using a certain POIs selected
might also be falsity. For example, take for example a CPA attack against an
unprotected AES software implementation. In this case, we choose the output
of Sbox of the first round of AES encryption to the sensitive intermediate value.
The outcome of performing a CPA attack will be the same as that against 4
bytes (i.e. 1st, 5th, 9th, and 13th byte) of outputs of ShiftRow operation. If only
partial success rate is considered, this could lead to misleading results. As what
we really need in real-world practices are those POIs selected that exactly cor-
respond to the sensitive intermediate value targeted, which could be viewed to
be a necessary requirement for a sound POIs selection. This means that success
rate really makes sense only when this requirement holds.

For this requirement, we define the validity of a point with respect to a certain
sensitive intermediate value. One point is said to be “valid” if it fall into the set
of all points corresponding to the manipulations of the sensitive intermediate
value; otherwise, it is said to be “invalid”. Under the condition that two points
are both valid, we say that one point is to have a “better” quality than another
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point, if the success rate of a key recovery attack using this point is higher than
that of using another point, with respect to a certain distinguisher. Now, we can
think of how to measure the goodness of one POIs selection. For this purpose,
we introduce the notion of accuracy rate, from the perspective of statistics.
Intuitively, the accuracy rate is to capture how well one POIs selection method
is capable of extracting from side-channel leakage traces those points that exactly
correspond to manipulations of one sensitive intermediate value targeted. The
formal definition of accuracy rate will presented in Sect. 3.1.

Put above-mentioned ideas together, we put forward our evaluation frame-
work. Basically, our framework contains of two stages. In the first stage, we
measure the goodness of POIs selections through capturing the validity of points
selected. The second stage reflects the quality of points selected, with respect to
a certain distinguisher.

One feature of our framework is that it provides both designers and evalu-
ators a more fine-grained way of examining two essential procedures (i.e. point
extraction and key recovery) of real-world side-channel attacks. Another feature
of our framework is that it could be jointly used in a very natural way with other
well-known frameworks in the field for comparison of distinguishers themselves,
including those of Standaert et al. [13] and Whitnall et al. [14,16]. With the
help of this powerful framework, we can objectively and fairly compare different
POIs selections, and then find the most suitable one for a certain distinguisher
afterwards.

3.1 Metrics

We will provide the formal definition of accuracy rate of POIs selection, and
then briefly discuss success rate.

Accuracy Rate (AR) of POIs Selection. The accuracy rate of one POIs
selection is a expected probability of event S, if the points selected are in the
POIs set corresponding to the manipulations of the sensitive intermediate value,
we say event S occurs. It is straightforward that if the points are not in the
POIs set, they are not pertinent to the chosen sensitive intermediate value, and
they are not points we need even though distinguishers can recover the key using
them in some cases. We can use this metric to measure the goodness of POIs
selections. This is independent of key recovery of distinguishers.

Obviously, there is an important prerequisite, i.e. we need to know the POIs
set. The example scenarios include that one performs POIs selection in simu-
lated scenarios where he can control the generation of traces; or one knows all
details about the cryptographic algorithm and cryptographic device, then he can
calculate the positions or range of POIs by clock frequency of device and sam-
pling frequency of oscilloscope. This metric is designed to be used in evaluation
scenarios, because in adversarial scenarios, once we know the POIs set, we need
not perform POIs selection any more.

We define a POIs selection adversary as an algorithm AEK ,L with time com-
plexity τ , memory complexity m and q queries to the target physical computer.
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The real POIs set tc is determined by the definition of a function β, i.e. tc = β(k).
In order to select the POIs, we assume that the output of the adversary AEK ,L is
a sorted points vector tg = [tg1, tg2, ..., tg|W |], where W is the number of points
in one whole trace. According to the selection result: the most likely POI being
tg1. Finally, we define a POIs selection of order o with the experiment:

ExpAps−ar−o
AEK,L

[tg ← AEK ,L; tc = β(k); k
R← κ; ]

if (tg1, tg2, ..., tgo) ∈ tc then return 1 else return 0
(5)

The oth-order accuracy rate of AEK ,L against known POIs set is defined as:

ARps−ar−o
AEK,L

(τ,m, q) = Pr[ExpAps−ar−o
AEK,L

= 1] (6)

Success Rate (SR) of Key Recovery [13]. Let EK = {Ek(.)}k∈κ be a family
of cryptographic abstract computers indexed by a variable key K. Let (EK , L)
be the physical computers corresponding to the association of EK with a leakage
function L. In general, the attack defines a function γ : κ → S which maps each
key k onto an equivalent key class s = γ(k), such that |S| << |κ|. We define a
side-channel key recovery adversary as an algorithm AEK ,L. Its goal is to guess
a key class s = γ(k) with non negligible probability. For this purpose, we assume
that the output of the adversary AEK ,L is a guess vector g = [g1, g2, ..., g|S|]
with the different key candidates sorted according to the attack result: the most
likely candidate being g1. Finally, we define a side-channel key recovery of order
o with the experiment:

ExpBsc−kr−o
AEK,L

[g ← AEK ,L; s = γ(k); k
R← κ; ]

if s ∈ [g1, ..., go] then return 1 else return 0
(7)

The oth-order success rate of AEK ,L against a key class is defined as:

SRsc−kr−o
AEK,L

(τ,m, q) = Pr[ExpBsc−kr−o
AEK,L

= 1] (8)

In this paper, we only consider the 1st-order AR and 1st-order SR.

3.2 Factors

In practice, there are some other factors to affect the key recovery of
distinguishers.

Noise Level. Generally, the higher noise level increases, the worse POIs selec-
tions perform. POIs selections have different ability to adapt various noise level.
We assume that the noise follow the Gaussian distribution with mean 0, and
noise level is measured by standard deviation.
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Leakage Type and Hypothetical Model. Leakage type refers to leakage
model of crypto device. In this paper, we considered four types, i.e. Hamming
Weight (HW) leakage, Hamming Distance (HD) leakage, Unevenly Weighted
Sum of the Bits (UWSB) leakage and Highly Non-Linear (HNL) leakage [12].

In terms of hypothetical model, in this paper, we consider two kind of
adversaries with different characterization ability to the leakage model of
crypto device. An adversary with strong ability uses hypothetical leakage model
(denoted by HL) as same as real leakage type (denoted by RL) to calculate the
hypothetical power consumption, while an adversary with limited ability uses
Hamming weight as hypothetical leakage model. We define a tuple <RL,HL>
to represent a specific analysis or evaluation scenarios.

4 Experimental Evaluation

In this section, we will conduct comprehensive empirical evaluation. Our exper-
iments will carry out in simulated scenarios and practical scenarios.

4.1 Simulated Experiments

In simulated scenarios, we choose the output of the first Sbox of the first round
unprotected AES operation as the target intermediate value. In these scenarios,
we know all details about the cryptographic algorithm and cryptographic device,
and we control the generation of traces. Therefore, we can use the accuracy
rate to evaluate the goodness of five popular POIs selections, i.e. CPA-P, sosd,
sost, MIA-P, KSA-P. Three typical leakage types are adopted, i.e. HW leakage1,
UWSB leakage and HNL leakage.

The simulated traces are composed of the signal part and noise part. Firstly,
we generate the signal part of 10,000 traces which contain five points correspond-
ing to every intermediate value and five independent points. The intermediate
values contains the plaintext, plaintext xor key, the output of Sbox and the result
of Shift-Row. The plaintexts are random, and the key is fixed. Secondly, we add
Gaussian noise varying in standard deviation to the signal part.

Our experiments are carefully divided into two stages in order to justify our
proposed framework. Specifically, stage one, in each of the noise level, five POIs
selections run 500 times using 1,000 and 5,000 random selected traces, and count
the ARs according to definition of it respectively. Stage two, three distinguishers
run 500 times using the points selected by five POIs selections, and count the
SRs according to definition of it respectively.

Hamming Weight Leakage. In this scenario, the tuple is <HW,HW>. The
ARs of five POIs selections are shown in Fig. 1. The quality of points selected
with respect to three distinguishers are shown in Fig. 2. Specifically, we divide
1 HD is another usual leakage types, but it is a linear leakage like Hamming weight.

In simulated scenarios, we took Hamming weight as a typical leakage example.
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(a) 1000 Traces for Selecting POIs

 

 

0 10 20 30 40 50 60
0

0.2

0.4

0.6

0.8

1

Standard Deviation of Gaussian Noise

A
cc

ur
ac

y 
R

at
e 

of
 S

el
ec

tin
g 

P
O

Is

(b) 5000 Traces for Selecting POIs
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Fig. 1. ARs of five POIs selections in HW leakage simulated scenario

the results of three distinguishers into three groups according to the standard
deviation of Guassian noise, and denote these groups by A, B and C, respectively.
The standard deviation in Group A, B, C is 4, 8, 16, respectively.

Figure 1 shows the ARs of five POIs selections decrease rapidly with the
increase of noise level. When noise level increases highly, all selections fail. How-
ever, the ARs of CPA-P is obviously higher than those of other four selections.
This implies that CPA-P is the relatively strongest capacity to tolerate noise,
while sosd and sost are the poorest. Compared with (a) in Fig. 1, (b) shows that
the ability to tolerate noise of all selections improves.

Figure 2 shows the results of stage two in our framework. In Group A, points
selected by five POIs selections are all “valid” to recover the key, but the SRs
using points selected by five POIs selections for a certain distinguisher have sub-
tle differences. When standard deviation of Gaussian noise is 8, points selected
are still “valid”, but the points selected by CPA-P is much better than those
selected by other four selections. When standard deviation is 16, the point
selected by sosd and sost are “invalid”, CPA-P is still the best one, followed
by KSA-P and MIA-P. The observations above suggest that different points in
POIs set could make different key recovery efficiency.

An Unevenly Weighted Sum of the Bits Leakage. In this scenario, the
least significant bit dominates in the leakage function with a relative weight
of 10 and other bits with a relative weight of 1. An adversary with lim-
ited ability to describe the leakage type of device (i.e. the scenario tuple is
<UWSB,HW>) and another adversary with strong ability (i.e. the scenario tuple
is <UWSB,UWSB>) can get the ARs of five POIs selections. Our experiments
show that the curves of ARs have exactly the same trend as those in Fig. 1.

Highly Non-Linear Leakage. In this scenario, the leakage function of crypto-
graphic device is a highly non-linear function. Without loss of generality, S-box
is used in this leakage scenario [12,20]. An adversary with limited ability to
describe the leakage type of device (i.e. the scenario tuple is <HNL,HW>) can
get the goodness evaluation results of POIs selections. Our experiments show
that five POIs selections all fail.
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Fig. 2. SRs of CPA, MIA, and KSA using points selected by CPA-P, sosd, sost, MIA-P,
KSA-P in HW leakage simulated scenarios

4.2 Practical Experiments.

In practical scenarios, we perform attacks against AES-256 RSM [18] imple-
mented in software on an Atmel ATMega-163 smart card (Case 1) and unpro-
tected AES implemented in hardware on Xilinx Vertex-5 FPGA (Case 2), and we
use traces from DPA Contest v4 and DPA Contest v2, respectively. Especially, we
ONLY focus on the POIs selection and key recovery against unprotected imple-
mentation in this paper. In Case 1, we converted the traces of protected imple-
mentation into traces of unprotected implementation using the known masks.

In the view of an adversary, we will choose hypothetical model according to
priori knowledge. Specifically, we will use HW model in Case 1, and HD model
in Case 2. In these practical scenarios, we cannot obtain the locations or range of
POIs, the ARs cannot be computed. However, we can follow the second stage of
framework, and utilize the SRs to evaluate the quality of points selected by five
methods. For three distinguishers, we respectively perform key recovery attacks
300 times using every points selected by five POIs selections and count the SRs.

Case 1: Attacks Against an Unprotected AES Software Implementa-
tion. In this scenario, the output of the first S-box of the first round of AES
operation is chosen as the target. The noise level of the traces from software
implementation on the Atmel ATMega-163 smart card is very low. In order to
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Fig. 3. SRs of CPA, MIA, and KSA using POIs selected by CPA-P, sosd, sost, MIA-P,
KSA-P using original traces in Case 1

study the influence of noise level on POIs selections and distinguishers, we use
additional Gaussian noise. Particularly, we employed five standard deviations of
additional Gaussian noise, i.e. 0, 4, 8, 16, 32, where 0 denotes the original traces.

According to the results on DPA Contest website [19], the number of traces
needed to recover the key in non-profiling attacks is at most 130. In order to
study the influence of the number of traces on POIs selections, we set up two
scenarios i.e. limited (100 traces) scenarios and sufficient (1,000 traces) scenarios.

Using original traces with limited number (100), five POIs selections get three
points. Group A of Fig. 3 shows that, CPA, MIA, KSA can achieve 100 % SRs
using the points selected by CPA-P, sost, MIA-P, KSA-P. Three distinguishers
all fail using point selected by sosd. When the number of traces increases to
1,000, Group B shows that, the quality of points selected by all POIs selections
are “good” enough to help three distinguishers achieve 100 % SRs.

When standard deviation of additional Gaussian noise is 4, using 100 traces,
our experiments show that the most obvious change compared with Group A of
Fig. 3 is that sosd and sost both fail to select a “good” point. When standard
deviation 8 (Fig. 4) and 16, MIA-P fails, too. However, when 1,000 traces are
used, MIA-P will be “good”. We argue that this is because 100 traces are not
sufficient to get satisfying probability density function, while 1000 traces do.

When standard deviation of additional Gaussian noise is 32, using limited
traces, all POIs selections fail. It is because the noise level is too high and traces
is too little. Using 1,000 traces, MIA-P fails. Possibly, it is because the noise



How to Compare Selections of Points of Interest 211

0 100 200 300 400 500
0

0.2

0.4

0.6

0.8

1

Number of Traces
S

uc
ce

ss
 R

at
e

(a)

 

 

0 100 200 300 400 500
0

0.2

0.4

0.6

0.8

1

Number of Traces

S
uc

ce
ss

 R
at

e

(b)

 

 

0 100 200 300 400 500
0

0.2

0.4

0.6

0.8

1

Number of Traces

S
uc

ce
ss

 R
at

e

(c)

 

 

0 100 200 300 400 500
0.2

0.4

0.6

0.8

1

Number of Traces

S
uc

ce
ss

 R
at

e

(d)

 

 

0 100 200 300 400 500
0

0.2

0.4

0.6

0.8

1

Number of Traces

S
uc

ce
ss

 R
at

e

(e)

 

 

0 100 200 300 400 500
0

0.2

0.4

0.6

0.8

1

Number of Traces

S
uc

ce
ss

 R
at

e

(f)

 

 

CPA-P
sosd
sost
MIA-P
KSA-P

CPA-P
sosd
sost
MIA-P
KSA-P

CPA-P
sosd
sost
MIA-P
KSA-P

CPA-P
sosd
sost
MIA-P
KSA-P

CPA-P
sosd
sost
MIA-P
KSA-P

CPA-P
sosd
sost
MIA-P
KSA-P

Group A: 100 Traces for Selecting POIs Group B: 1000 Traces for Selecting POIs

MIA

KSA

CPA

Fig. 4. SRs of CPA, MIA, and KSA using POIs selected by CPA-P, sosd, sost, MIA-P,
KSA-P using traces with additional Gaussian noise of standard deviation 8 in Case 1

level is too high to get correct probability density function. This implies that
MIA-P has weaker ability to tolerate noise than CPA-P and KSA-P.

Comprehensive analysing the experimental observations above, the quality
of points selected by five POIs selections becomes worse with the increase of
noise level. In the overall trend, sosd never has selected an “good” POI, sost
affected by the noise level mostly, followed by MIA-P. The points selected by
CPA-P and KSA-P are relatively more excellent. Moreover, comparing Group
A with Group B, an important observation is that the negative impact of noise
level could be decreased through increasing the number of traces. In addition,
CPA distinguisher needs the least traces to achieve 100 % SR.

Case 2: Attacks Against an Unprotected AES FPGA Implementation.
In this scenario, the input of the first S-box of the last round of AES operation
is chosen as the target. As we known, the noise level of the traces from hardware
implementation on Xilinx Vertex-5 FPGA is relatively high. That can factually
represent a kind of common scenarios, so we will not use additional noise.

According to the results on DPA Contest website [19], the numbers of traces
needed to achieve 80 % SR in non-profiling attacks range from 5,000 to 16,000.
We set up two scenarios, i.e. limited (5,000) traces and sufficient (20,000) traces
for selecting POIs. In this case, the SRs of three distinguishers using points
selected by five POIs selections are presented in Fig. 5.

Group A of Fig. 5 shows that, using 5,000 traces, CPA can achieve 80 % SR
by feeding point selected by only CPA-P. Other four POIs selections fail. MIA
and KSA cannot recover the key using any points selected. Group B shows that,
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Fig. 5. SRs of CPA, MIA, and KSA using POIs selected by CPA-P, sosd, sost, MIA-P,
KSA-P in Case 2

when traces for selecting POIs are sufficient, CPA can achieve 90 % SR using
point selected by CPA-P; MIA can achieve 30 % SR using point selected by MIA-
P; KSA can achieve 35 % SR using point selected by KSA-P. The SRs in Group
B are limited with the trace number provided by DPA Contest v2 official.

4.3 Experimental Observations

According to the results of evaluation experiments in simulated scenarios and
practical scenarios, we have the following observations.

1. When evaluations perform in the scenarios RL=HL={HW,UWSB,NL} or
<UWSB,HW>,
– Observation 1: The points selected by five POIs selections are not the

same, sometimes differ greatly. The goodness of POIs selections signifi-
cantly depends on noise level: with the increase of noise level, the goodness
of five POIs selections decrease. Specifically, when the number of traces is
limited, CPA-P> KSA-P > MIA-P> sosd> sost; when traces are sufficient,
CPA-P> KSA-P> sost> MIA-P> sosd (“A > B” denotes POIs selection
A is better than POIs selection B in a certain scenario).

– Observation 2: In same noise level, the quality of point selected by CPA-P is
the best. Specially, in the scenario <HD,HD>, this conclusion is incorrect.

2. When evaluations perform in the scenarios <NL,HW>,
– Observation 3: All five POIs selections fail.
– Observation 4: When in the scenarios <NL,UWSB or HD>, we guess that

the conclusions are the same to those of Observation 3.
3. When evaluations perform in the scenario <HD,HD> and noise level is high,

– Observation 5: We guess that the goodness of five POIs selections are the
same to those of Observation 1.
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– Observation 6: An interesting pattern is that the quality of points selected
depend on certain distinguisher. Specifically, if choosing CPA, the optimal
POIs selection is CPA-P; if choosing MIA, the optimal POIs selection is
MIA-P; if choosing KSA, the optimal POIs selection is KSA-P.

Some Hints. Generally speaking, the adversary usually does not have powerful
enough ability to identify a non-linear leakage. According to the observations
above, we suggest that a crypto device with a highly non-linear leakage might be
more secure. Some possible ways to implement it contain increasing noise level,
making a device with non-linear leakage itself, or some other special methods.

5 Conclusions

In the field of side-channel attacks, POIs selection really matters much more
in real-world practices than it is in those of theoretical analysis. In order to
investigate the concrete impacts of POIs selections on distinguishers, and then
pick out from those selection methods available the most appropriate one for
a certain distinguisher, we proposed a two-stage evaluation framework which
aims to separate the validity of POIs selected and their quality with respect to a
certain distinguisher. This framework equips both designers and evaluators with
a powerful tool to examine, in a more fine-grained way, two essential procedures
(i.e. point extraction and key recovery). For the goodness of the POIs selection
being used, we introduced the accuracy rate. It captures how well one POIs
selection is capable of extracting from leakage traces those points that exactly
correspond to the manipulations of one sensitive intermediate value targeted.
In order to justify our proposed methods, we performed simulated attacks and
practical attacks, taking five typical POIs selections and three distinguishers
as concrete study cases. The results of these experiments also revealed some
interesting observations.
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Abstract. In order to minimize the impact of secret signing key exposure
in attribute based signature scenario, we design two attribute based key-
insulated signature (ABKIS) with message recovery schemes for expres-
sive linear secret-sharing scheme (LSSS)-realizable access structures uti-
lizing only 4 bilinear pairing operations in verification process and making
the message-signature length constant. The first scheme deals with small
universes of attributes while the second construction supports large uni-
verse of attributes. The signing key is computed according to LSSS access
structure over signer’s attributes, and is later updated at discrete time
periods with the help of a physically secure but computationally limited
device, called helper, without changing the access structure. A signing key
for some time period is used to sign every message during that time period.
The original message is not required to be transmitted with the signature,
however, it can be recovered during verification procedure. The size of
signing key in the proposed schemes is quadratic in number of attributes.
The (strong) key-insulated security of our ABKIS primitives is reduced
to the classical computational Diffie Hellman Exponent problem in selec-
tive attribute set and random oracle model. We also show that both the
proposed signature constructions provide signer privacy.

Keywords: Attribute based signature · Key-insulation · Message recov-
ery · Linear secret-sharing scheme · Constant message-signature length

1 Introduction

There exist two types of digital signature designs: (1) signature schemes in which
the original message of the signature is required to be transmitted together with
the signature, and (2) signature schemes with message recovery in which the mes-
sage is embedded in a signature and can be recovered from the signature during
verification process. The latter approach reduces the total size of the original
message and the appended signature, hence interesting for applications where
bandwidth is at prime concern. Message recovery signatures are also appropriate
for applications in which small messages should be signed.

Attribute Based Signature (ABS) schemes are broadly categorized as (i) key-
policy ABS [6,12]: the signing key is associated with an access structure and
c© Springer International Publishing Switzerland 2015
L.C.K. Hui et al. (Eds.): ICICS 2014, LNCS 8958, pp. 215–229, 2015.
DOI: 10.1007/978-3-319-21966-0 16
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a message is signed with an attribute set satisfying the access structure, and
(ii) signature-policy ABS [10,11]: the signing key is tagged with an attribute set
and a message is signed with an access structure (or predicate) satisfied by the
attribute set.

Maji et al. [10,11] proposed signature-policy ABS schemes with formal secu-
rity definitions of existential unforgeability and signer privacy. The signature
leaks no other attribute information about the original signer except the fact that
a single user with some set of attributes satisfying the predicate has generated
the signature. A formal definition and security model for threshold key-policy
ABS are presented in [6,12] together with schemes that support small as well
as large attribute universe. In small universe schemes, the set of attributes used
in the system is fixed during system setup. On the contrary, in large universe
constructions, the size of the attribute universe can be exponentially large in
the security parameter as the attribute parameters are dynamically computed
after the system setup. The signer privacy for key-policy ABS of [6,12] ensures
that the signature of a message for the attribute set W reveals nothing about
the access structure A of the signer except the fact that A is satisfied by W.
Specifically, even a computationally unbounded adversary cannot recognize the
access structure or the signing key used to compute the given signature. ABS
has found several applications like attribute based messaging, attribute based
authentication and trust-negotiation, leaking secrets, etc.

The protection of secret key (decryption key in case of encryption whereas
signing key in case of digital signature) is pivotal to all security guarantees in
any cryptosystem. Standard notions of security cannot protect the system once
its secret key gets compromised. In practice, we cannot assume the secret keys
are kept perfectly secure at all times. For instance, an adversary might learn
secret information from a physically compromised device or from a malicious
user. A variety of frameworks have been proposed in an attempt to mitigate
the potential damages caused by secret key exposure, including forward security
[2], key-insulated cryptography [5] and intrusion resilience [7]. We focus here
on key-insulation mechanism in the context of digital signature design. In this
framework, a physically secure but computationally limited device, called helper,
is involved. Initially, the key generation authority creates a helper key and initial
signing key for every user. The helper key is stored in helper whereas the initial
signing key is issued to respective user. The lifetime of the system is divided
into several discrete time periods. The user can update his initial signing key at
regular time periods with the help of helper without further access to the key
generation authority. This greatly reduces unnecessary burden on the author-
ity. The updated signing keys are called temporary signing keys. In every time
period, the user can obtain the temporary signing key for the current time period
by combining the temporary signing key of the previous time period with the
partial key returned by the helper. The partial key is computed using helper key.
Note also that any temporary signing key can be updated to either future time
periods or past time periods according to user choice. The public key remains
same throughout the lifetime. A temporary signing key for some time period is
used to sign every message during that time period. The signatures are labeled
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with the time period during which they were generated. The exposure of signing
keys for some time periods do not enable an adversary to create signing keys
for non-exposed time periods as long as the helper is not compromised (it is
assumed that helper is physically secure). Thus this framework can minimize
the damage caused by signing key exposure.

Recently, Chen et al. [4] added key-insulation mechanism to the key-policy
ABS of [9] and constructed an attribute based key-insulated signature (ABKIS)
scheme in the key-policy setting. The ordinary ABS schemes are not appropriate
for certain applications. For instance, consider a scenario in which Alice, who is a
bank manager, wishes to take a vacation and wants to delegate her subordinate
Bob to complete her daily business. Clearly, the mere ABS schemes are not
enough to meet such requirements. Using ABKIS frame work, Alice can compute
the temporary signing keys correspond to the time periods of her vacation and
send those keys to Bob. Consequently, Bob can sign on behalf of Alice during
the designated time periods.

There are several limitations of [4]: (a) The scheme handles only threshold
policies, i.e., the signing key is computed according to threshold policy. The
signing and verification attribute sets are essentially the same, i.e., the scheme
reveals the attributes that the signer used to generate the signature. This may
not desirable for certain applications like secret-leaking environments [11]. How-
ever, the scheme preserves signer privacy, a legitimate signer is indistinguishable
among all the users whose access structures accepting the attribute set speci-
fied in the signature verification. (b) The size of the signature and the number
of pairings required in verification are proportional to the number of underlying
attributes. Specifically, the signature includes 4 group elements for each involved
attribute and verification process requires 4 pairing operations for each required
attribute, which could be prohibitively costly. (c) The scheme works for small
universes of attributes. We address each of these limitations in this work.

Wang et al. [13] proposed a threshold policy ABS scheme with message recov-
ery based on [8] and an identity based message recovery signature [15]. The size
of the signature and the number of pairings during verification grow linearly
with the number of involved attributes, in [13]. There is no ABKIS with mes-
sage recovery proposed so far. Note that one can extend the ABKIS of [4] to
support message recovery mechanism using the framework of [15], but the above
mentioned limitations (a), (b) and (c) remain unchanged. To the best of our
knowledge, [4] is the only ABKIS scheme (without message recovery) available
in the literature.

1.1 Our Contribution

In this work, we consider designing key-insulated signatures with message recov-
ery in the attribute based setting to achieve the following three main goals
(i) secret key security: to mitigate the damage caused by the signing key expo-
sure, (ii) communication efficiency: to realize constant message-signature size
and (iii) expressive access policies: to exploit as expressive access structures as
possible.
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Table 1. Comparative summary of ABKIS schemes.

Scheme Signature Verification cost Access structure Security Assumption Attribute

Size Exp Pairings Universe

[4] 4 · δ δ 4 · δ threshold policy selective cDH small

SU-ABKIS 4 - 4 LSSS-realizable selective cDHE small

LU-ABKIS 4 δ 4 LSSS-realizable selective cDHE large

We propose the first attribute based key-insulated signature, ABKIS, schemes
with message recovery for expressive linear secret-sharing scheme (LSSS)-
realizable access structures in the key-policy framework. Our designs feature
constant number of pairing computations for signature verification and constant
message-signature length. In these constructions, the signing key is computed
according to LSSS-realizable access structure over signer’s attributes. We present
two variants of these schemes, the first for small attribute universe and the sec-
ond for large universe setting.

Small Universe Construction. We construct an ABKIS scheme with message
recovery for small universes of attributes, referred as SU-ABKIS, by adapting
the message recovery technique of [15], in which the whole message is embedded
in a signature and it can be recovered by the verification algorithm. The signer
can update his signing key to any time period without help of the authority
and without changing his access structure by interacting with a helper device (it
holds another secret key called helper key which is user specific). The signature
consists of 4 group elements and a fixed length string (the string is appeared
due to message recovery mechanism), and the signature verification can be done
within 4 pairing executions. These measures are independent of the number of
required attributes.

Large Universe Construction. We also present another ABKIS scheme with
message recovery that can deal with large universe of attributes, referred as
LU-ABKIS. The LU-ABKIS preserves the same functionality as that of SU-
ABKIS except the size of public parameters is linear to the maximum number of
attributes used to sign a message, as opposed to the size of attribute universe in
small universe construction. And, verification needs δ exponentiations in addi-
tion to 4 pairings, δ is the number of attributes used in signing process. In our
LU-ABKIS, the actual attribute set used to sign a message is hidden inside a
larger attribute set and the verifier is provided with the latter one to verify the
signature. As a result, the verifier cannot recognize the actual set of attributes
utilized in the signing process (see Remark 6 in Sect. 3.1 for details). In contrast,
the ABKIS of [4] needs to reveal the original signing attribute set to verify the
signature. This means the signing and verification attribute sets are equal. In
sum, our LU-ABKIS construction overcomes all the limitations (a), (b) and (c)
of [4] mentioned in the previous section (see Table 1).

Both the proposed signature schemes protect signer privacy in the sense
that the distribution of the signature is independent of the signing key used
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to compute it and hence no one can get any information about the signer’s
access structure or attributes involved in the generation of a signature. Conse-
quently, a legitimate signer is indistinguishable among all the users whose access
structures accepting the attribute set specified in the signature verification. The
signing key size in both the proposed constructions is quadratic in number of
involved attributes. However, the number of required bilinear pairing evaluations
is independent of this size. The key-insulated and strong key-insulated security
of our ABKIS schemes are analyzed in selective attribute set and random oracle
model under the computational Diffie Hellman Exponent (cDHE) assumption.

Table 1 presents comparative summary of our schemes against ABKIS (with-
out message recovery) scheme [4].

2 Preliminaries

We use the following notations in the rest of the paper.

x||y : concatenation of two strings x and y
⊕ : X-OR operation in binary system
�[[y]] : first � bits from left
[[y]]� : first � bits from right
[n] : {1, 2, . . . , n}, for any positive integer n
s ←R S : operation of picking an element s uniformly at random from the setS

�a�b : a1b1 + · · · + ajbj , if �a = (a1, . . . , aj),�b = (b1, . . . , bj) ∈ Z
j
p

r�a : (ra1, ra2, . . . , raj), where r ∈ Zp and �a = (a1, . . . , aj)

Definition 1. We use multiplicative cyclic groups G,G0 of prime order p with
an efficiently computable mapping e : G×G → G0 such that e(ua, vb) = e(u, v)ab,
∀ u, v ∈ G, a, b ∈ Zp and e(u, v) �= 1G0 whenever u, v �= 1G. Here 1G (or 1G0)
is identity element in G (or G0). We denote the bilinear group parameters as
Σ = (p,G,G0, e) in the remainder of the paper. �	
Definition 2. Given the instance (g, ga, . . . , gaq

, gaq+2
, . . . , ga2q

) ∈ G
2q, where

a ←R Zp, a random generator g ←R G, the computational q-Diffie-Hellman
Exponent (q-DHE) problem is to compute gaq+1

. �	
Definition 3. Let U be the universe of attributes and P(U) = {S : S ⊂ U}.
Let P(U)∗ = P(U)\{∅}. Every non-empty subset A of P(U)∗ is called an access
structure. Any access structure A satisfying the condition [A ⊆ B and A ∈
A implies B ∈ A] is called a monotone access structure. An attribute set C
satisfies the (monotone) access structure A (in other words, A accepts C) if and
only if C ∈ A. In this case, C is called an authorized set in A. Note that C does
not satisfy A if and only if C /∈ A. �	
Definition 4. Let A be a monotone access structure. A linear secret sharing
scheme (LSSS) for A over a field Zp is an � × k matrix M with entries in Zp,
along with a row labeling function ρ which associates each row i of M with an
attribute ρ(i) in A, that consists of the following two polynomial time algorithms:
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Share (M, ρ, α) takes as input M, ρ and a secret α ∈ Zp to be shared. It samples
a2, a3, . . . , ak ←R Zp and sets �v = (α, a2, a3, . . . , ak) ∈ Z

k
p. It outputs a set

{λρ(i) : λρ(i) = �Mi�v}i∈[�] of � shares, where �Mi ∈ Z
k
p is ith row of the matrix

M. The share λρ(i) belongs to the attribute ρ(i).
Recover (M, ρ, L) takes as input M, ρ and an authorized attribute set L ∈ A.

It outputs a set of constants {ωi}i∈I ⊂ Zp, where I = {i ∈ [�] : ρ(i) ∈ L},

satisfying
∑

i∈I ωi
�Mi = (1, 0, . . . , 0), i.e.,

∑
i∈I ωiλρ(i) = α. �	

Remark 1. Note that the constants {ωi}i∈I can be computed in time polynomial
in the size of the matrix M using Gaussian elimination. We denote A by the LSSS
(M, ρ) and is called LSSS-realizable access structure. �	

2.1 ABKIS with Message Recovery Template

Apart from the Trusted Authority (TA), this model employs another device
called helper which is physically secure but computationally limited. The TA
creates a helper key and initial signing key for every user. The initial signing key
is computed according to some access structure over user attributes. An ABKIS
with message recovery is a set of the following six algorithms.

Setup(κ). The TA takes as input a security parameter κ and generates the
system public parameters params and system master key MK. The public
parameters params include a description of the attribute universe U, time
period index space T and the message space M. Here params are publicly
available to all users and MK is kept secret by TA.

KeyGen(params,MK,A). On input params,MK and an access structure A over a
set of attributes LA ⊂ U, the TA computes a helper key HKA and an initial
signing key SK0

A associated with A. The helper key HKA is stored in the
helper and the user holds the initial signing key SK0

A.
HelperUpdate(params,HKA, t1, t2). This algorithm is executed by the helper for

the user holding an access structure A with the input params,HKA, time
period indices t1, t2 and returns an update key UKt1→t2

A
for A from the time

period t1 to time period t2.
UserUpdate(params,SKt1

A
, t1, t2,UK

t1→t2
A

). Given public parameters params, tem-
porary signing key SKt1

A
associated with A for time period t1, time period

indices t1, t2 and update key UKt1→t2
A

, the user performs this algorithm and
obtains the temporary signing key SKt2

A
associated with A for time period

t2. The user erases the temporary signing key SKt1
A

for the time period t1.
Sign(params,msg, t,SKt

A,W ). To generate a signature on a message msg ∈ M
with respect to an attribute set W ∈ A at time period t, the signer runs this
algorithm with the input params,msg, t,SKt

A,W and outputs a signature
〈t,Γ〉 consisting of the time period t and a signature Γ.

Verify(params, 〈t,Γ〉,W ). Given a candidate signature 〈t,Γ〉 and an attribute set
W, this algorithm outputs 1 if Γ is a valid signature with respect to the
attribute set W in time period t. Otherwise, it returns 0.
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Remark 2. In the above ABKIS, one can update the temporary signing key SKt1
A

to SKt2
A

in one step for any time periods t1, t2. This mechanism is called random-
access key updates. Neither forward secure systems [2] nor intrusion resilience
systems [7] support this functionality. �	

2.2 Security Definitions for ABKIS with Message Recovery

Following [4,14], we formalize here the key-insulated and strong key-insulated
security, and signer privacy which are the typical security requirements for
ABKIS schemes.

Key-insulated and strong key-insulated security. In key-insulated security notion,
the exposure of any of the temporary signing keys for some time periods do not
enable an adversary to create a valid signature for the non-exposed time periods
as long as the corresponding helper keys are not compromised. On the other
hand, in strong key-insulated security model, the exposure of helper keys do not
enable an adversary to generate a valid signature for any time period as long
as none of the temporary signing keys are compromised. These security notions
are defined based on existential unforgeability under selective attribute set and
time period index, and adaptive chosen message attack framework, in which the
adversary needs to submit an attribute set and time period index pair before
obtaining the system public parameters and the forgery must be created for that
pair on any message. Formally, we define these security notions as follows.

Definition 5. (Key-insulated Security). An ABKIS scheme with message
recovery is said to be (T , qKG, qTSK, qSign, ε)-key-insulated if for any probabilistic
polynomial time (PPT) adversary A running in time at most T that makes at
most qKG key generation queries, qTSK temporary signing key queries and qSign
signature queries, the adversary’s advantage Advkey-ins

A = Pr[A wins] ≤ ε in the
following game (between a challenger C and the adversary A):
1: First C selects a security parameter κ, and specifies an attribute universe U

and time period index space T . Then A outputs an attribute set W ∗ ⊂ U
and a time period index t∗ ∈ T.

2: C performs Setup algorithm and sends params to A.
3: A is given access to the following three oracles.

• Key generation oracle OKG(A) : when A submits an access structure A with
the restriction W ∗ /∈ A, C runs KeyGen algorithm and returns a helper key,
initial signing key pair (HKA,SK0

A) to A.
• Temporary signing key oracle OTSK(A, t) : When A submits an access

structure A and time period index t with the condition t �= t∗, C com-
putes the temporary signing key SKt

A for the time period t by executing
HelperUpdate,UserUpdate algorithms and sends it to A.

• Signature oracle OSign(msg,W, t): On receiving a message msg ∈ M, an
attribute set W ⊂ U and a time period index t ∈ T from A, C chooses
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an access structure A such that W ∈ A, computes the temporary sign-
ing key SKt

A and forwards the signature 〈t,Γ〉 to A that is returned by
Sign(params,msg, t,SKt

A,W ).

4: At the end A outputs (W ∗, t∗,msg∗,Γ∗).

We say that A succeeds if Verify(params, 〈t∗,Γ∗〉,W ∗) = 1 and (msg∗,W ∗, t∗)
was never queried to the signature oracle. �	
Remark 3. In the foregoing definition, the adversary can obtain the helper key
and initial signing key for any access structure which is not satisfied by the
challenged attribute set W ∗ by issuing key generation queries. So, he can further
compute temporary signing key of that access structure for any time period of
his choice including t∗, without accessing temporary signing key oracle because
he knows the corresponding helper key.

On the other hand, the temporary signing key oracle is actually meant for
the access structures accepting W ∗. Adversary can get temporary signing key of
an access structure accepting W ∗ for any time period except t∗ by querying the
temporary signing key oracle. The helper keys of such access structures are not
known to adversary. Wlog, we can assume that adversary issues only temporary
signing key queries for the access structures accepting W ∗. �	

In the strong key-insulated security notion defined below, the adversary is
prohibited to request temporary signing keys and hence the challenge time period
index t∗ is not necessary to submit before receiving the system public parameters.

Definition 6. (Strong key-insulated Security). An ABKIS scheme with
message recovery is said to be (T , qKG, qHK, qSign, ε)-strong-key-insulated if for any
PPT adversary A running in time at most T that makes at most qKG key gener-
ation queries, qHK helper key queries and qSign signature queries, the adversary’s
advantage Advstrong-key-ins

A = Pr[A wins] ≤ ε in the following game (between a
challenger C and A):
1: First C selects a security parameter κ, and specifies an attribute universe U .

Then A outputs an attribute set W ∗ ⊂ U .
2: C performs Setup algorithm and sends params to A.
3: A is given access to the following three oracles.

• Key generation oracle OKG(A): Same as Definition 5.
• Helper key oracle OHK(A): when A submits an access structure A, C runs
KeyGen algorithm, obtains the helper key HKA and returns it to A.

• Signature oracle OSign(msg,W, t): Same as Definition 5.

4: At the end A outputs (W ∗, t∗,msg∗,Γ∗).

We say that A succeeds if Verify(params, 〈t∗,Γ∗〉,W ∗) = 1 and (msg∗,W ∗, t∗)
was never queried to the signature oracle. �	
Remark 4. In Definition 6, temporary signing key queries are not explicitly pro-
vided for the adversary. However, the adversary can derive temporary signing
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keys for the access structures A such that W ∗ /∈ A through key generation ora-
cle OKG(·). Hence the adversary can compromise a temporary signing key in
any time period for the access structures not accepting the challenged attribute
set W ∗. On the other hand, he can obtain helper key of any access structure
independent of such restriction by querying helper key oracle OHK(·). �	
Signer Privacy. This property ensures that the distribution of a signature is
independent of the temporary signing key that is used to generate it. This means
that one cannot get any information about the access structure A held by the
signer from a signature for the attribute set W in time period t, other than
the fact that W satisfies A. Precisely, the actual signer is indistinguishable from
all the users whose access structures accepting the attribute set specified in the
signature. Formally, this security notion is defined as follows.

Definition 7. An ABKIS scheme is said to provide signer privacy if for any
message msg ∈ M, all 〈params,MK〉 ← Setup(κ), all signing access structures
A and A

′, all time periods t, all signing temporary signing keys SKt
A and SKt

A′ ,
all attribute sets W such that W satisfies both A and A

′, the distributions of
Sign(params,msg, t,SKt

A,W ) and Sign(params,msg, t,SKt
A′ ,W ) are equal. �	

3 Proposed ABKIS with Message Recovery

3.1 ABKIS Scheme with Message Recovery for Small Universe

In this section, we present an ABKIS scheme with message recovery for small
universes of attributes, referred as SU-ABKIS, that supports fixed length mes-
sages. We adapt the key updating technique used in [3] where the keys are
randomized by means of pseudorandom function (PRF). A simple randomness
is not adequate because the same attribute might held by several users and a
user may derive the random exponents for other time periods from the current
time period. Hence the randomness introduced in the key update process must
be the time period as well as the attribute specific. To this end, we use a PRF
family F = {PRFs : s ←R {0, 1}κ}, where PRFs : {0, 1}2κ → {0, 1}κ such that
given a κ-bit seed s and 2κ-bit input ip, the PRF PRFs outputs κ-bit string
PRFs(ip). We treat each time period index as an element in Z

∗
p, i.e., T = Z

∗
p and

the message space is M = {0, 1}�1 . Let U = {1, 2, . . . , n} = [n] be the attribute
universe. Our SU-ABKIS is composed of the following six algorithms.

Setup(κ) : The TA carries out the following steps.

1. Choose Σ = (p,G,G0, e) according to the security parameter κ.
2. Select four collision resistant hash functions H : {0, 1}∗ → G, H1 : {0, 1}�1 →

{0, 1}�2 , H2 : {0, 1}�2 → {0, 1}�1 and H ′ : {0, 1}∗ → {0, 1}�1+�2 , where �1, �2 ∈
N, the set of all natural numbers.

3. Sample α ←R Zp, a random generator g ←R G and set Y = e(g, g)α.
4. Pick w1, w2 ←R G. Define a function F : Zp → G by F (t) = w1w

t
2.
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5. Select v ←R G. For each attribute k ∈ U = [n], choose vk ←R G.
6. The system master key is MK = α and the system public parameters are pub-

lished as params = 〈Σ, g, Y, v, w1, w2, {vk}k∈[n],H,H1,H2,H
′, F, U = [n], T =

Z
∗
p,M = {0, 1}�1〉.

KeyGen(params,MK, (M, ρ)) : To compute a helper key HK(M,ρ) and an initial
signing key SK0

(M,ρ) associated with an access structure (M, ρ), the TA performs
as follows. Each ith row �Mi of the LSSS matrix M of size ν × τ is associated
with an attribute ρ(i) ∈ [n]. We assume that the time period index is 0 for initial
signing key.

1. Pick hk(M,ρ) ←R {0, 1}κ and choose PRFhk(M,ρ) ∈ F .
2. Sample z2, . . . , zτ ←R Zp and set �v = (α, z2, . . . , zτ ).
3. For each row i ∈ [ν],

• compute λρ(i) = �Mi�v and γi,0 = PRFhk(M,ρ)(0||ρ(i))
(if the length of each input string for PRF is less than κ, then we add
required number of 0 s on the left side of the string to make 2κ-bit long),

• pick ri ←R Zp and set
d0i,1 = gri , d0i,2 = gγi,0 , d0i,3 = gλρ(i)(vvρ(i))riF (0)γi,0 , d0i,4 = {d0i,4,k =
vri

k }k∈[n]\{ρ(i)}.
4. The initial signing key is SK0

(M,ρ) = 〈(M, ρ), {d0i,1, d
0
i,2, d

0
i,3, d

0
i,4 : i ∈ [ν]}〉.

5. The helper key is HK(M,ρ) = 〈ρ, hk(M,ρ)〉.

HelperUpdate(params,HK(M,ρ), t1, t2): To construct the update key UKt1→t2
(M,ρ) for

(M, ρ) from the time period t1 to time period t2, the helper carries out the
following steps.

1. For each row i ∈ [ν],
• compute γi,t1 = PRFhk(M,ρ)(t1||ρ(i)), γi,t2 = PRFhk(M,ρ)(t2||ρ(i)),
• set UKt1→t2

i,1 = F (t2)γi,t2 · F (t1)−γi,t1 , UKt1→t2
i,2 = gγi,t2 .

2. The update key is UKt1→t2
(M,ρ) =

{
UKt1→t2

i,1 ,UKt1→t2
i,2 : i ∈ [ν]

}
.

UserUpdate(params,SKt1
(M,ρ), t1, t2,UK

t1→t2
(M,ρ) ) : The user computes the temporary

signing key SKt2
(M,ρ) for time period t2 from the temporary signing key SKt1

(M,ρ)

for time period t1 by using update key UKt1→t2
(M,ρ) as follows.

1. Parse the temporary signing key for (M, ρ) at time period t1 as SKt1
(M,ρ) =

〈(M, ρ), {dt1
i,1, d

t1
i,2, d

t1
i,3, d

t1
i,4 : i ∈ [ν]}〉, where dt1

i,1 = gri , dt1
i,2 = gγi,t1 , dt1

i,3 =
gλρ(i)(vvρ(i))riF (t1)γi,t1 , dt1

i,4 = {dt1
i,4,k = vri

k }k∈[n]\{ρ(i)}.
2. The update key UKt1→t2

(M,ρ) is parsed as UKt1→t2
(M,ρ) =

{
UKt1→t2

i,1 ,UKt1→t2
i,2 : i ∈ [ν]

}
.

3. The user sets the temporary signing key for (M, ρ) and time period t2 as
SKt2

(M,ρ) = 〈(M, ρ), {dt2
i,1, d

t2
i,2, d

t2
i,3, d

t2
i,4 : i ∈ [ν]}〉, where dt2

i,1 = dt1
i,1, d

t2
i,2 =

UKt1→t2
i,2 , dt2

i,3 = dt1
i,3 · UKt1→t2

i,1 and dt2
i,4,k = dt1

i,4,k,∀k ∈ [n] \ {ρ(i)}.

4. The temporary signing key SKt1
(M,ρ) for the time period t1 will be discarded.
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Note: At time period t2, it can be seen that dt2
i,1 = gri , dt2

i,2 = gγi,t2 , dt2
i,3 =

gλρ(i)(vvρ(i))riF (t2)γi,t2 , dt2
i,4 = {dt2

i,4,k = vri

k }k∈[n]\{ρ(i)}.

Sign(params,msg, t,SKt
(M,ρ),W ): The signer with a temporary signing key SKt

(M,ρ)

for LSSS access structure (M, ρ) and time period t generates the signature on
a message msg ∈ {0, 1}�1 for the attribute set W satisfying (M, ρ) as follows.
The temporary signing key SKt

(M,ρ) for the time period t is parsed as SKt
(M,ρ) =

〈
(M, ρ), {dt

i,1, d
t
i,2, d

t
i,3, d

t
i,4 : i ∈ [ν]}〉.

1. Compute β = H ′(t||W ||Y ),m = H1(msg)||(H2(H1(msg)) ⊕ msg) and c =
β ⊕ m.

2. Obtain a set of constants {ωi ∈ Zp : i ∈ I} ← Recover(M, ρ,W ), where
I = {i ∈ [ν] : ρ(i) ∈ W}, satisfying

∑
i∈I ωi

�Mi = (1, 0, . . . , 0). This is possible
since W satisfies (M, ρ).

3. Choose z′
2, . . . , z

′
τ ←R Zp and define �z = (0, z′

2, . . . , z
′
τ ).

4. For each i ∈ [ν], pick r′
i, bi,t ←R Zp and compute d̂t

i,1 = dt
i,1 · gr′

i , d̂t
i,2 = dt

i,2 ·
gbi,t , d̂t

i,3 = dt
i,3 · g


Mi
z(vvρ(i))r′
iF (t)bi,t , d̂t

i,4 = {d̂t
i,4,k = dt

i,4,k · v
r′

i

k }k∈[n]\{ρ(i)}.
5. Sample θ, ξ, ζ ←R Zp and set σ = gθ, σ1 = gξ

∏

i∈I

(
d̂t

i,1

)ωi
, σ2 = gζ

∏

i∈I

(
d̂t

i,2

)ωi
,

σ3 =
∏

i∈I

(
d̂t

i,3

∏

k∈W,k �=ρ(i)

d̂t
i,4,k

)ωi · (v ∏

k∈W

vk

)ξ · H(c||σ||σ1||σ2||t||W )θ · F (t)ζ .

6. The signature is Γ = 〈c, σ, σ1, σ2, σ3〉 and finally outputs 〈t,Γ〉.
Verify(params, 〈t,Γ〉,W ) : Given a signature 〈t,Γ = 〈c, σ, σ1, σ2, σ3〉〉 and an
attribute set W, the verifier performs in the following way.

1. Check validity of the following equation

e(σ3, g)
e(v

∏
k∈W vk, σ1) · e(H(c||σ||σ1||σ2||t||W ), σ) · e(F (t), σ2)

?= Y. (1)

If it is not valid, output 0. Otherwise, proceed as follows.
2. Compute β = H ′(t||W ||Y ) and m = c ⊕ β.
3. Recover the message msg = [[m]]�1 ⊕ H2(�2 [[m]]).
4. Return 1 if �2 [[m]] = H1(msg) and accept Γ as a valid signature of the message

msg in time period t. In this case, the message msg ∈ {0, 1}�1 is recovered.
Otherwise, output 0.

Remark 5. We can modify the above construction for messages of fixed length
�1 to deal with messages of any length, i.e., msg ∈ {0, 1}∗. To sign a message of
length less than �1, one can pad spaces after the message until �1 and can use
the foregoing scheme. If message size is larger than �1, a part of the message
of length �1 is embed in a signature and can be recovered in verification phase
and the other message segment is sent together with the signature. Specifically,
divide the message msg into two parts as msg = msg1||msg2 such that size
of msg1 is �1. In the corresponding scheme, replace msg with msg1, compute
β = H ′(t||W ||Y ||msg2) instead of β = H ′(t||W ||Y ) and everything else remains
the same. In verification phase, recover msg1 and pad with the available msg2
as msg1||msg2 in order to obtain msg. �	
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Remark 6. In signing process, W satisfies (M, ρ) means there exists an attribute
set Ŵ ⊂ W

⋂
L(M,ρ), L(M,ρ) is the set of attributes assigned to the rows of the

matrix M, such that the rows of M corresponding to the attributes of Ŵ (the
row set I in the construction) spans the vector (1, 0, . . . , 0). The signer computes
the signature using the signing key components corresponding to the attributes
appeared in Ŵ . The set Ŵ is completely hidden in the process (i.e., hidden
in W ) and the verifier is given the attribute set W. In verifier or adversary
point of view, the signer can use any subset of W. Consequently, the verifier
cannot identify the subset of signer attributes which has originally been used to
generate a signature from the set P(W )∗ of all non-empty subsets of W . But, he
can verify the signature using the whole attribute set W. In contrast, the signing
and verification attribute sets are same in existing ABKIS [4], i.e., the signer
needs to expose the attributes used to create a signature. �	

3.2 Large Universe ABKIS Scheme with Message Recovery

We present here an ABKIS scheme with message recovery for large universes
of attributes, which we denote as LU-ABKIS. In this construction U = Z

∗
p be

the attribute universe. We impose a bound, say N, on the size of attribute set
used in signing algorithm. Note that one can extend our small universe ABKIS
construction to support large universe by using a collision resistant hash function
to compute the attribute values after system setup. However, the signer needs to
reveal his attributes used to create a signature as in ABKIS scheme of [4], which
is not desirable. To preserve signer attribute anonymity as well as to realize
constant-size signature like our small universe ABKIS scheme, we change the
signing key generation process using the technique of [1].

Setup(κ): Given a security parameter κ, the TA executes the following steps.
1: Choose suitable Σ = (p,G,G0, e) according to κ.
2: Select four collision resistant hash functions H : {0, 1}∗ → G, H1 : {0, 1}�1 →

{0, 1}�2 , H2 : {0, 1}�2 → {0, 1}�1 and H ′ : {0, 1}∗ → {0, 1}�1+�2 , where �1, �2 ∈
N.

3: Choose a PRF family F = {PRFs : s ←R {0, 1}κ}, where PRFs : {0, 1}2κ →
{0, 1}κ.

4: Sample α ←R Zp, a random generator g ←R G and set Y = e(g, g)α.
5: Pick w1, w2 ←R G. Define a function F : Zp → G by F (t) = w1w

t
2.

6: Pick V0, V1, . . . , VN ←R G. Where N is a bound on the size of signing attribute
set used in signing algorithm below.

7: The system master key is MK = α and the system public parameters are
params = 〈Σ, N, g, Y, w1, w2, V0, {Vk}k∈[N ],H,H1,H2,H

′, F, U = Z
∗
p, T =

Z
∗
p,M = {0, 1}�1〉.

KeyGen(params,MK, (M, ρ)): The TA performs as follows. Each ith row �Mi of
the matrix M of size ν × τ is associated with an attribute ρ(i) ∈ Z

∗
p.

1: Pick hk(M,ρ) ←R {0, 1}κ and choose PRFhk(M,ρ) ∈ F .
2: Sample z2, . . . , zτ ←R Zp and set �v = (α, z2, . . . , zτ ).
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3: For each row i ∈ [ν], compute λρ(i) = �Mi�v and γi,0 = PRFhk(M,ρ)(0||ρ(i)). Pick
ri ←R Zp and set d0i,1 = gri , d0i,2 = gγi,0 , d0i,3 = gλρ(i)V ri

0 F (0)γi,0 ,

d0i,4 =
{
d0i,4,k =

(
V

−ρ(i)k−1

1 Vk

)ri
}N

k=2
.

4: The initial signing key of (M, ρ) is SK0
(M,ρ) =

〈
(M, ρ), {d0i,1, d

0
i,2, d

0
i,3,

d0i,4}i∈[ν]

〉
.

5: The helper key is HK(M,ρ) = 〈ρ, hk(M,ρ)〉.
HelperUpdate(params,HK(M,ρ), t1, t2): Same as SU-ABKIS construction.
UserUpdate(params,SKt1

(M,ρ), t1, t2,UK
t1→t2
(M,ρ) ) : Same as SU-ABKIS construction.

Sign(params,msg, t,SKt
(M,ρ),W ): Here msg ∈ {0, 1}�1 and W satisfies (M, ρ).

The signing key SKt
(M,ρ) is parsed as SKt

(M,ρ) =
〈
(M, ρ), {dt

i,1, d
t
i,2, d

t
i,3, d

t
i,4 : i ∈

[ν]}〉
. Note that |W | < N .

1: Compute β = H ′(t||W ||Y ),m = H1(msg)||(H2(H1(msg)) ⊕ msg) and c =
β ⊕ m.

2: Choose z′
2, . . . , z

′
τ ←R Zp and define �z = (0, z′

2, . . . , z
′
τ ).

3: For each row i ∈ [ν], pick r′
i, bi,t ←R Zp and compute d̂t

i,1 = dt
i,1 ·

gr′
i , d̂t

i,2 = dt
i,2 · gbi,t , d̂t

i,3 = dt
i,3 · g


Mi
zV
r′

i
0 F (t)bi,t , d̂t

i,4 =
{
d̂t

i,4,k = dt
i,4,k ·

(V −ρ(i)k−1

1 Vk)r′
i

}N

k=2
.

4: Obtain a set of constants {ωi ∈ Zp : i ∈ I} ← Recover(M, ρ,W ), where
I = {i ∈ [ν] : ρ(i) ∈ W}, satisfying

∑
i∈I ωi

�Mi = (1, 0, . . . , 0). This is possible
because W satisfies (M, ρ).

5: Compute (y1, y2, . . . , yN ) such that
PW (X) =

∏
w∈W (X − w) =

∑|W |+1
j=1 yj · Xj−1. Note that if |W | + 1 < N,

then set y|W |+2 = · · · = yN = 0. So, PW (X) =
∑N

j=1 yj · Xj−1.

6: Sample θ, ξ, ζ ←R Zp and set σ = gθ, σ1 = gξ
∏

i∈I

(
d̂t

i,1

)ωi
, σ2 = gζ

∏

i∈I

(
d̂t

i,2

)ωi
,

σ3 =
∏

i∈I

(
d̂t

i,3

N∏

k=2

(
d̂t

i,4,k

)yk
)ωi · (V0

∏

k∈[N ]

V yk

k

)ξ ·H(c||σ||σ1||σ2||t||W )θ ·F (t)ζ .

7: The signature is Γ = 〈c, σ, σ1, σ2, σ3〉 and output 〈t,Γ〉.
Verify(params, 〈t,Γ〉,W ) : Given a signature 〈t,Γ = 〈c, σ, σ1, σ2, σ3〉〉 and an
attribute set W with |W | < N, the verifier executes the following steps.

1: Compute (y1, y2, . . . , yN ) such that
PW (X) =

∏
w∈W (X − w) =

∑
k∈[N ] yk · Xk−1 as above.

2: Check validity of the following equation

e(σ3, g)
e
(
V0

∏
k∈[N ] V

yk

k , σ1

) · e
(
H(c||σ||σ1||σ2||t||W ), σ

) · e(F (t), σ2)
?= Y. (2)

If it is not valid, output 0. Otherwise, proceed as in a manner similar to that
of our small universe construction SU-ABKIS.
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3.3 Security Proof of SU-ABKIS and LU-ABKIS

Theorem 1. Suppose the attribute universe U has q attributes (resp., N =
q is a bound on the size of signing attribute set used in signing phase), the
hash function H is modeled as random oracle, the hash functions H1,H2,H

′

are collision resistant and F = {PRFs : s ←R {0, 1}κ} is PRF family. Assume
the computational q-DHE problem is (T ′, ε)-hard in G. Then, our SU-ABKIS
(resp., LU-ABKIS) scheme is (T , qKG, qTSK, qSign, ε)-key-insulated in the random
oracle model, where T = T ′ −O(

q2(qKG + qTSK)+ qSign + qH
)Texp − 2Tpair. Here,

qH is number of H hash queries allowed during simulation, Texp is cost of one
exponentiation and Tpair is cost of one pairing computation.

Theorem 2. Suppose the attribute universe U has q attributes (resp., N =
q is a bound on the size of signing attribute set used in signing phase), the
hash function H is modeled as random oracle, the hash functions H1,H2,H

′ are
collision resistant and F = {PRFs : s ←R {0, 1}κ} is PRF family. Assume the
computational q-DHE problem is (T ′, ε)-hard in G. Then, our SU-ABKIS (resp.,
LU-ABKIS) scheme is (T , qKG, qHK, qSign, ε)-strong-key-insulated in the random
oracle model, where T = T ′ − O(

q2 · qKG + qSign + qH
)Texp − 2Tpair.

Theorem 3. Both the proposed SU-ABKIS and LU-ABKIS schemes provide
signer privacy.

Due to page restriction, the proofs will be given in full version of the paper.

4 Some Possible Extensions

Constructions Without Random Oracles. We can further extend our
ABKIS schemes to realize security reduction in standard model as follows. The
hash function H is redefined as H : {0, 1}∗ → {0, 1}�. Pick �0,�1, . . . , �� ←R G

and define F̂ : {0, 1}� → G by F̂ (x1, . . . , x�) = �0�
x1
1 · · · �x�

� . In signature
component σ3, replace H(c||σ||σ1||σ2||t||W )θ with F̂

(
H(c||σ1||σ2||t||W )

)θ and
change the verification tests accordingly.

Schemes Supporting Negative Attributes. We can extend our construc-
tions to support negative attributes by treating the negation of an attribute as
a separate attribute. This doubles the total number of attributes used in the
system. However, the resulting schemes attains the same efficiency as that of
our monotone access structure primitives.

5 Conclusion

We presented the first ABKIS schemes with message recovery for expressive
LSSS-realizable access structures that feature constant number of pairing com-
putations required for signature verification process and constant message-
signature length. The (strong) key-insulated security of ABKIS schemes are
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reduced to the computational q-DHE problem in selective attribute set and
random oracle model. Both the proposed constructions provide signer privacy.
The signing key size in our constructions is quadratic in number of involved
attributes.

Acknowledgement. The authors would like to thank the anonymous reviewers of
this paper for their valuable comments and suggestions.
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Abstract. XOR-based visual cryptographic schemes for non-monotonic
(k, n)-threshold access structures deviate from the fact that the superset
of any collection of k+1 or more participants may not get the secret back
while providing their shares together. In this paper, we generalize this
access structure to non-monotonic t-(k, n)∗-access structure in which t-
essential participants along with any other (k − t) participants can reveal
the secret, 0 ≤ t ≤ k and 2 ≤ k ≤ n. This notion is a generalization
of the non-monotonic (k, n)-threshold access structure in the sense that
if we take t = 0, we get the non-monotonic (k, n)-threshold access struc-
ture. Visual cryptographic schemes for t-(k, n)∗-threshold access structure
based on Boolean “OR” operations are available in the literature. However
the contrast of the reconstructed image is very poor, resulting a very bad
recovery of the secret image visually. In this paper we study the same sce-
nario for the “XOR” based model which provides much better relative con-
trast for the reconstructed secret image. We provide an efficient technique,
based on simple linear algebra, to construct the basis matrices realizing the
XOR-based non-monotone (k, n)-VCS with t many essential parties. The
contrast of the scheme is significantly better than the existing OR-based
schemes. Finally, for some restricted t-(k, n)∗ non-monotonic access struc-
tures, we provide a scheme which not only achieves the optimal relative
contrast but also achieves the optimal pixel expansion.

Keywords: Non-monotone Threshold Access Structure · Essential par-
ticipants · Pixel expansion · contrast · Linear algebra

1 Introduction

A Visual Cryptographic Scheme (VCS) for a set of n participants P =
{1, 2, . . . , n} is a variant of secret sharing, that encodes a secret image SI into
n shares which are distributed by the dealer among n participants in the form
of transparencies on which the shares are photocopied. Such shares have the
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property that only “qualified” subsets of participants can visually recover the
secret image by carefully stacking the tranparencies. A monotone (k, n)-threshold
visual cryptographic scheme consists of two phases:

1. Sharing Phase: During this phase, the dealer D shares the secret among
the n participants. In this phase the dealer sends some information, known
as share, to each participant.

2. Reconstruction Phase: In this phase, a set of parties (of size at least k)
pool their shares to reconstruct the secret.

In the sharing phase dealer wants to share the secret in such a way that satisfies
the following two conditions:

1. Correctness: Any set of k or more participants can reconstruct the secret
by pooling their shares.

2. Secrecy: Any set of k−1 or less participants can not reconstruct the secret.
Moreover, for perfect secrecy, any set of k − 1 or less participants will have
no information regarding the secret.

The first threshold VCS was proposed by Naor and Shamir [11]. This concept
has been extended in [1,2,4,5] to general access structures. In the literature of
(k, n)-threshold VCS most of the constructions are realized by constructing so
called basis matrices. In 1996 Droste [8] gave a brilliant algorithm to construct
basis matrices of any (k, n)-threshold VCS and used linear program for finding
the lower bound of the pixel expansion.

The mathematical operation that lies beneath the physical implementation
of the above mentioned schemes is the Boolean operation “OR”. However the
major problems for any OR-based visual cryptographic scheme are the huge
share size (pixel expansion) and very poor contrast of the reconstructed image.
Several papers have been published to minimize the pixel expansion and to
maximize contrast. One may refer to [6,13] for a quick and detailed survey of
these problems.

Arumugam et al. [3] introduced a VCS for a special type of access structure,
called a (k, n)∗-VCS, to address the scenario where one participant is “essential”.
Guo et al. [7] generalized this concept of (k, n)∗-VCS by considering (k, n)-VCS
with t essential participants.

1.1 An Alternative for “OR” Based VCS

As pointed earlier, OR based visual cryptographic schemes suffer from the low
quality of the reconstructed image. To improve upon the quality (contrast) of the
superimposed image, several attempts were made. Tuyls et al. [14] gave a VCS
based on polarization of light where the underlying mathematical operation was
the Boolean “XOR” operation. The polarization of light is done by inserting a
liquid crystal layer into a liquid crystal display (LCD). The advantange is two-
fold. First, the liquid crystal layer can be driven in an LCD. Secondly, since the
voltage applied to the liquid crystal layer makes it possible to rotate the polar-
ization of light entering the layer over a certain angle, it facilitates a practical
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updating mechanism. Thus unlike OR-based schemes where a participant has to
carry a number of transcripts to update the shares, in a XOR-based VCS a party
has to carry just one dedicated trusted device that has a display. For recover-
ing the secret image the shares i.e., the liquid crystal layers are to be stacked
together. Moreover, due to the rapid advancement of technology these devices
are getting cheaper. It is a reasonable expectation that polarization based visual
cryptographic schemes will be implemented in every light-weight cryptographic
situation. In [15] the authors constructed a XOR based (n, n)-VCS and proved
that a XOR based (2, n)-VCS is equivalent to a binary code. Further research
were carried out and several papers have been published. One for further stud-
ies, may refer to [9,10,16]. All these papers have the common property that all
of them are non-monotonic in nature, i.e., superset of the minimal qualified set
may not get the secret back if all of them stack their shares.

1.2 Our Contribution

In this paper, we not only generalize the notion of XOR-based non-monotonic
(k, n)-threshold access structure to the XOR-based non-monotonic t-(k, n)∗-
threshold access structure, but also provide efficient construction of the scheme
for the latter one with significantly better relative contrast than the existing
OR-based VCS. The rational thinking behind the non-monotonicity is that for
most of the practical scenarios, the access structure is generally a public infor-
mation. That is, the participants have complete knowledge of the qualified sets
and forbidden sets. Therefore if a qualified set of participants come together
then any minimal qualified subset of it may produce the corresponding shares
to reconstruct the secret image. Thus it is sufficient to restrict ourselves to the
collection of all minimal qualified sets corresponding to the access structure.
Based on this observation, we come up with a new XOR-based VCS for the
non-monotone t-(k, n)∗-threshold access structure which is a generalization of
the non-monotonic (k, n)-threshold access structure in the sense that if we take
t = 0, we get the non-monotonic (k, n)-threshold access structure. For the sake of
better presentation and clarity we will denote the VCS for the above mentioned
access structure by t-(k, n)∗-NM-XVCS from now onwards. Here, “NM” stands
for non-monotone and “X” stands for the operation XOR. We define the entire
model for the t-(k, n)∗-NM-XVCS in terms of basis matrices. We provide an effi-
cient technique, based on simple linear algebra, to construct the basis matrices
realizing the t-(k, n)∗-NM-XVCS achieving significantly better relative contrast
than the existing OR-based schemes. Finally, for some restricted t-(k, n)∗ non-
monotonic access structures, we provide a scheme which not only achieves the
optimal relative contrast but also the optimal pixel expansion.

2 The Model and Construction for t-(k, n)∗-NM-XVCS

We follow standard notations and symbols through out. For the sake of complete-
ness we discuss some of the basic notations and tools needed for this paper. Let
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P = {1, 2, 3, . . . , n} denote a set of participants. Without loss of generality, let
the first t participants, namely, 1, 2, . . . , t denote the essential participants whose
shares are necessary to reconstruct the secret image. At this point we want to
emphasize that we work with all those triplets (t, k, n) which are meaningful. For
example, if k = n then it does not make much sense to talk about a XOR based t-
(n, n)∗-VCS. Henceforth, we only consider meaningful triplets (t, k, n). The case
t = 0 with n ≥ k > 1 is the XOR based (k, n)-threshold VCS where no par-
ticipant is essential and any k of them can recover the secret. Let 2P denote
the set of all subsets of P. Let Q ⊂ 2P and F ⊂ 2P , where Q ∩ F = ∅,
respectively denote the set of all qualified sets and the set of all forbidden sets.
The pair (Q,F) constitutes an access structure on P. In this paper, we consider
Q = Qmin = {X ⊂ P : 1, 2, . . . , t ∈ X and |X| = k}, the collection of all
minimal qualified sets of participants. The collection of forbidden sets is denoted
by F , where Y ∈ F if and only if there exists i ∈ {1, 2, . . . , t} such that i /∈ Y or
|Y | ≤ k−1. Note that in this paper, we do not care about any subset Y ∈ 2P such
that X ⊂ Y , for some X ∈ Qmin. This makes the access structure non-monotone.

Example 1. If P = {1, 2, 3, 4, 5, 6}, t = 2 and k = 4 then Qmin consists of
the following minimal qualified subsets of participants B1 = {1, 2, 3, 4}, B2 =
{1, 2, 3, 5}, B3 = {1, 2, 3, 6}, B4 = {1, 2, 4, 5}, B5 = {1, 2, 4, 6}, B6 = {1, 2, 5, 6}.
Note that {1, 2, 3} and {2, 3, 4, 5, 6} are some of the members of F .

Notations: Let S be an n × m Boolean matrix and let X ⊂ P. By S[X] we
denote the matrix obtained by restricting the rows of S to the indices belonging
to X. Further, for any X ⊂ P the vector obtained by applying the boolean XOR
operation “+”, to the rows of S[X] is denoted by SX . The Hamming weight of
the row vector which represents the number of ones in the vector SX is denoted
by w(SX).

We are now in a position to give definition of a t-(k, n)∗-NM-XVCS and then
the definition of the basis matrices realizing it.

Definition 1. Let P = {1, 2, 3, . . . , n} be a set of participants among which
the first t participants are essential. A t-(k, n)∗-NM-XVCS on P is a visual
cryptographic scheme such that the following two conditions hold:

1. Any minimal qualified set of participants can recover the secret.
2. Any forbidden set of participants does not have any information about the

secret image.

Definition 2. (via Basis Matrices) A t-(k, n)∗-NM-XVCS is realized using two
n × m binary matrices S0 and S1 called basis matrices, if there exist two sets of
non-negative real numbers {αX}X∈Qmin

and {tX}X∈Qmin
such that the following

two conditions hold:

1. (contrast condition) If X ∈ Qmin, then S0
X , the “XOR′′ of the rows indexed

by X of S0, satisfies w(S0
X) ≤ tX − αX · m; whereas, for S1 it results in

w(S1
X) ≥ tX .



234 S. Dutta and A. Adhikari

2. (security condition) If Y = {i1, i2, . . . , is} ∈ F then the two s × m matri-
ces S0[Y ] and S1[Y ] obtained by restricting S0 and S1 respectively to rows
i1, i2, . . . , is are identical up to a column permutation.

The number m is called the pixel expansion of the scheme. Also αX and αX · m
respectively denote the relative contrast and contrast of the recovered image
reconstructed by the minimal qualified set X.

We now describe an efficient method to construct the basis matrices realizing
a t-(k, n)∗-NM-XVCS. We maintain the same notations described above.

2.1 The Construction

We associate a Boolean variable xi to each participant i for all i = 1, 2, . . . , n. If

X ∈ Qmin then X must contain 1, 2, . . . , t and |X| = k. Thus |Qmin| =
(

n − t

k − t

)

.

We arrange the elements of Qmin in lexicographic order, say B1, B2, . . . , Br,

where r=
(

n − t

k − t

)

. We now pair the consecutive subsets, except for the last

subset Br if r is odd, to form � r
2	 groups. For odd r, the last group consists of

only one set, Br itself. Hence for any r, we have 
 r
2� many groups.

The groups for 2-(4, 6)∗-NM-XVCS as in Example 1 are as follows:
Group 1: (B1, B2); Group 2: (B3, B4); Group 3: (B5, B6).
In general, the i-th group can be described as follows:

ith Group =

⎧
⎨

⎩

(B2i−1, B2i), for 1 ≤ i ≤ 
 r−2
2 �, and any n > 2;

(Br−1, Br), for even r > 2 and i = r
2 ;

(Br), for odd r > 2 and i = 
 r
2�.

Let fBj
= 0 and fBj

= 1 respectively denote the linear equations
∑

k∈Bj

xk = 0

and
∑

k∈Bj

xk = 1. For i = 1, 2, . . . , r, let Ci = {i1, i2, . . . , iti}, where

Ci =

⎧
⎨

⎩

P \ (B2i−1 ∪ B2i), for 1 ≤ i ≤ 
 r−2
2 �, and any n > 2;

P \ (Br−1 ∪ Br), for even r > 2 and i = r
2 ;

P \ Br, for odd r > 2 and i = 
 r
2�.

Note that Ci may be empty for some i. Further, let FCi
= 0 denote the following

system of linear equations:

xi1 = 0, xi2 = 0, . . . , xiti
= 0.

We consider the following systems of linear equations over the field Z2:
For 1 ≤ i ≤ 
 r−2

2 � and for any r ≥ 3,

fB2i−1 = 0
fB2i = 0
FCi

= 0

⎫
⎬

⎭
· · · (i) and

fB2i−1 = 1
fB2i = 1
FCi

= 0

⎫
⎬

⎭
· · · (i′)
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For i = r
2 and for even r > 3,

fBr−1 = 0
fBr

= 0
FCi

= 0

⎫
⎬

⎭
· · · (r

2
) and

fBr−1 = 1
fBr

= 1
FCi

= 0

⎫
⎬

⎭
· · · (r′

2
)

For i = 
 r
2� and for odd r ≥ 3,

fBr
= 0

FCi
= 0

}

· · · (
r

2
�) and

fBr
= 1

FCi
= 0

}

· · · (
r′

2
�)

Let for any r ≥ 3 and 1 ≤ i ≤ 
 r−2
2 �, S0

i denote the Boolean matrix whose
columns are all possible solutions of the system (i). Also, let S1

i denote the
Boolean matrix whose columns are all possible solutions of the system (i′). Sim-
ilarly, for any even (odd) r ≥ 3, S0

r
2

(S0
� r
2 �) and S1

� r
2 � (S1

� r
2 �) denote the Boolean

matrices corresponding to the systems ( r
2 ) ((
 r

2�)) and ( r′
2 ) (
 r′

2 �) respectively.
Let (S0, S1) denote the pair of Boolean matrices obtained by the concatena-

tions:
S0=S0

1 ||S0
2 || · · · ||S0

� r
2 � and S1=S1

1 ||S1
2 || · · · ||S1

� r
2 �.

Fact 1: It is a very well known fact from linear algebra that if we consider two
systems of linear equations Ax = 0 and Ax = b where b = 0, then all possible
solutions of the second system can be obtained by adding (i.e., addition of solu-
tion vectors) one particular solution of the second system to each solution of the
first system. For more details one may refer to [12].

Observation 1: The way we have constructed S0 and S1 it is now easy to see
that each block S1

i can be obtained from S0
i by adding a particular solution of

the system (i′) to each column of S0
i .

Theorem 1. The pair of matrices (S0, S1) obtained by the above algorithm,
constitutes basis matrices of the t-(k, n)∗-NM-XVCS.

Proof: Let m denote the number of columns of the matrices S0 or S1 (i.e.,
m denotes the pixel expansion). In light of Definition 2 we need to prove the
following:

1. If X ∈ Qmin then w(S1
X) − w(S0

X) ≥ αX · m.
2. If Y ⊂ P is a forbidden set of participants, i.e., if Y ∈ Q, then S0[Y ] and

S1[Y ] are identical upto column permutation. Let us denote 
 r
2� by p.

First we prove the second condition viz., the security condition. Let
Y = {i1, i2, . . . , is} be a forbidden set. We want to show that S0[Y ] and S1[Y ]
are identical upto a column permutation. Thus it is sufficient to prove that S0

i [Y ]
and S1

i [Y ] are identical upto a column permutation, for all i ∈ {1, 2, . . . , p}.
We will prove only for S0

1 [Y ] and S1
1 [Y ]. Rest of them follow in the same

manner. Recall that each column of S0
1 and S1

1 was a solution of the systems



236 S. Dutta and A. Adhikari

(1) and (1′) respectively such that the variables that are not present in any of
the equations are all set zero. Therefore, if we can prove that there exists a
particular solution of the system (1′), say c = (c1, c2, . . . , cn) such that cj = 0
for j = i1, i2, . . . , is then by Observation 1 , the restricted matrices S0[Y ] and
S1[Y ] are identical upto a column permutation. Now, since Y is a forbidden set
of participants therefore Bi � Y for i = 1, 2 because otherwise, Y would contain
a minimal qualified set and would itself become a qualified set. Suppose μ and
σ be two such indices (that is, participants) such that μ ∈ B1 and σ ∈ B2 but
μ, σ /∈ Y . If μ = σ then cμ = 1 and ci = 0 for all i = μ, admits a particular
solution to (1′). On the other hand if μ = σ then cμ = cσ = 1 and ci = 0 for
all i = μ, σ gives rise to a particular solution to (1′). In both cases cj = 0 for
j = i1, i2, . . . , is and hence the proof follows.
In the same manner we can prove that S0

i [Y ] and S1
i [Y ] are identical upto a

column permutation for all i = 1, 2, . . . , p. Hence the matrices S0[Y ] and S1[Y ]
are identical upto a column permutation.

To prove the first condition that is, the contrast condition let X ∈ Qmin.
Then X = Bj for some 1 ≤ j ≤ r, where the symbols have their usual mean-
ing. For S0[X] let us break it up in S0

1 [X]‖S0
2 [X]‖ · · · ‖S0

p [X] and for S1[X], in
S1
1 [X]‖S1

2 [X]‖ · · · ‖S1
p [X].

Without loss of generality, let X = B1 = {1, 2, 3, . . . , t, t + 1, . . . , k}. Let
us now consider S0[X] and S1[X] that is, we restrict ourselves on the first k
rows of the matrices. It is not hard to see that each restricted column cX say,
(c1, c2, . . . , ck)t of S0[X] is a solution of the system (1) and hence c1 + c2 +
· · · + ct + ct+1 + · · · + ck = 0 where “+′′ denotes addition modulo 2 which is
essentially XOR. Thus it follows that w(S0

1[X]) = 0 and similarly we can prove
that w(S1

1[X]) = 2k−1. Now since X = Bj , j = 1, therefore we argue in a similar
manner as for the security condition to get that S0

j,j �=1[X] and S1
j,j �=1[X] are

identical upto column permutation and hence w(S0
j[X]) − w(S1

j[X]) = 0 for all

j = 1. Taking αX = 2k−1

m it is not hard to see that w(S1
X) − w(S0

X) ≥ αX · m =
2k−1. The above technique works for any X ∈ Qmin. This completes the proof
of the theorem. ��
Remark 1. Note that, the difference value for the above case is 2k−1 but it will
vary for different X depending upon the number of independent variables present
in the corresponding system of equations. It is easy to see that the number of
independent variables in each of the system is at least k − 1. This is illustrated
in Remark 2.

Corollary 1. Let (t, k, n) be a meaningful triplet. Then there exists a t-(k, n)∗-
NM-XVCS with contrast at least 2k−1.

Example 1 (continued..). The basis matrices for the 2-(4, 6)∗-XVCS following
the above construction rule are given by
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S0 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

← Col 1 to 8 → ← Col 9 to 24 → ← Col 24 to 32 →
00001111 0000000011111111 00001111
00110011 0000111100001111 00110011
01010101 0011001100110011 00000000
01101001 0101010101010101 01101001
01101001 0101101010100101 01101001
00000000 0011110011000011 01010101

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

and

S1 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

← Col 1 to 8 → ← Col 9 to 24 → ← Col 24 to 32 →
11110000 1111111100000000 11110000
00110011 0000111100001111 00110011
01010101 0011001100110011 00000000
01101001 0101010101010101 01101001
01101001 0101101010100101 01101001
00000000 0011110011000011 01010101

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

Remark 2. The contrast for X = B1 is 23, while the contrast for X = B3 is 24.

3 On the Contrast of t-(k, n)∗-NM-XVCS: Achieving
Optimal Relative Contrast

In the last section we have seen that the construction of basis matrices of a
t-(k, n)∗-NM-XVCS via linear algebraic method admits better contrast, more
precisely at least 2k−1 times more than the contrast of OR-based t-(k, n)∗-VCS as
in [3,7]. Like OR-based VCS, the basic aim for XOR-based VCS is also to reduce
the pixel expansion and to increase the relative contrast. However, one thing that
we must note that the maximum achievable relative contrast for OR-based VCS
is 1

2 , while the same for XOR-based VCS is 1 which is the maximum for any
VCS. As a result, for XOR-based VCS, the qualified set of participants may
get the secret back with maximum possible contrast. Next we put forward two
scenarios where such optimal relative contrast is achieved for XOR-based VCS.

3.1 (k − 1)-(k, n)∗-NM-XVCS

Let us consider a (k − 1)-(k, n)∗-NM-XVCS having k − 1 essential partici-
pants. Here the minimal qualified sets are {1, . . . , k − 1, k}, {1, . . . , k − 1, k + 1},
{1, . . . , k − 1, k + 2},. . .,{1, . . . , k − 1, n − 1}, {1, . . . , k − 1, n}. In this case we
need not restrict ourselves in taking two equations at a time to form groups
of linear equations. We may take all the equations at a time forming only one
group and the values of the variables x1, x2, . . . ,xk−1 determine the values of
the rest of the variables. With an essentially same argument as in Theorem 1 we
can prove that the solutions of system of equations admit the basis matrices of
the (k − 1)-(k, n)∗-NM-XVCS. In this case the pixel expansion is 2k−1 and the
contrast is also 2k−1. Hence we have the following theorem.
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Theorem 2. For a meaningful triplet (k−1, k, n), there exists a (k−1)-(k, n)∗-
NM-XVCS having pixel expansion 2k−1 and optimal relative contrast 1.

Example 2. Let us consider 3-(4, 6)∗-NM-XVCS. Here, Qmin = {{1, 2, 3, 4},
{1, 2, 3, 5}, {1, 2, 3, 6}}. To construct the basis matrices of 3-(4, 6)∗-XVCS, we
consider only the following system of linear equations over the binary field Z2:

⎧
⎪⎨

⎪⎩

x1 + x2 + x3 + x4 = 0
x1 + x2 + x3 + x5 = 0
x1 + x2 + x3 + x6 = 0

(1)

⎧
⎪⎨

⎪⎩

x1 + x2 + x3 + x4 = 1
x1 + x2 + x3 + x5 = 1
x1 + x2 + x3 + x6 = 1

(2)

Solutions of the above systems admit the following basis matrices

S0 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

00001111
00110011
01010101
01101001
01101001
01101001

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

and S1 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

11110000
00110011
01010101
01101001
01101001
01101001

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

The pixel expansion is 8 and the relative contrast is 1.

3.2 (n, n)-XVCS

As we have mentioned before that the case when t = 0 gives rise to the simple
threshold XOR-based VCS. Let us consider the (n, n)-XVCS. Here the only
minimal qualified set is {1, . . . , n − 1, n}. In this case also we may take all the
equations at a time forming only one group and the values of the variables x1,
x2, . . . , xn−1 determine the values of the remaining variable. We can prove that
the solutions of system of equations admit the basis matrices of the (n, n)-XVCS.
In this case the pixel expansion is 2n−1 and the contrast is also 2n−1. Hence we
have the following theorem.

Theorem 3. There exists a (n, n)-XVCS having pixel expansion 2n−1 and rel-
ative contrast 1.

4 Reducing Pixel Expansion

We have already seen that given any meaningful triplet (t, k, n) there exists a t-
(k, n)∗-NM-XVCS with contrast at least 2k−1. Section 3.1 describes the method
of construction for the basis matrices by taking two equations at a time. Observe
that there are at least k − 1 independent variables in each system of equations
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and thus the pixel expansion becomes at least 2k−1 · 
 r
2� where r =

(
n − t

k − t

)

for

a t-(k, n)∗-NM-XVCS.
We now describe a method that reduces the pixel expansion. The idea is to take
more than two equations at a time whenever it is possible, such that each system
of equations has exactly k−1 many independent variables. The resulting matrices
whose columns are the solutions of the corresponding systems of equations satisfy
the conditions for basis matrices realizing the underlying t-(k, n)∗-NM-XVCS.
Let us consider the following example to illustrate the method.

Example 3. Let us reconsider the 2-(4, 6)∗-NM-XVCS from Example 1. Then
the collection of minimal qualified sets is given by Qmin = {B1, B2, . . . , B6},
where Bis are arranged in the lexicographic order with B1 = {1, 2, 3, 4} and
B6 = {1, 2, 5, 6}. Now we form the groups as follows:
G1 = {B1, B2, B3}, G2 = {B4, B5}, G3 = {B6}. Solving the corresponding
systems of equations we get the following as the basis matrices:

S0 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

← Col 1 to 8 → ← Col 9 to 16 → ← Col 16 to 24 →
00001111 00001111 00001111
00110011 00110011 00110011
01010101 00000000 00000000
01101001 01010101 00000000
01101001 01101001 01010101
01101001 01101001 01101001

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

and

S1 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

← Col 1 to 8 → ← Col 9 to 16 → ← Col 16 to 24 →
11110000 11110000 11110000
00110011 00110011 00110011
01010101 00000000 00000000
01101001 01010101 00000000
01101001 01101001 01010101
01101001 01101001 01101001

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

Now it is easy to see that the pixel expansion for this scheme is 3 · 24−1. If
we follow the method described in Sect. 3.1 the pixel expansion is 32 which is
strictly bigger. Thus the pixel expansion is significantly reduced.

We further see that the following columns are common to both S0

and S1 and they may be deleted to reduce pixel expansion further.
S0 3 5 10 11 13 16 18 24
S1 16 10 5 24 18 3 13 11 The resulting matrices, after deleting the common

columns, still satisfy the conditions for basis matrices with pixel expansion 16,
a significant reduction in pixel expansion.

5 Achieving Optimality for both Pixel Expansion and
Relative Contrast

We are now going to describe another XOR-based non monotone VCS model in
which we shall put forward some restricted access structure for which our proposed
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XOR-based VCS not only achieves the optimal relative contrast, namely 1, but
also achieves the optimal pixel expansion, namely 1. As a result, the qualified set
of participants will get the exact secret back while putting their shares together
which is impossible for any classical OR-based VCS. The method that we have
described so far constructs the basis matrices realizing all possible t-(k, n)∗-NM-
XVCS. For some restricted access structures the pixel expansion can be minimized
to its optimum value. In this regard we need to introduce the following definition.

Definition 3. (via Collection of Matrices) Let P = {1, 2, 3, . . . , n} be a set of
participants. Let (Qmin,F) be the access structure corresponding to t-(k, n)∗-
NM-XVCS defined on P. Let m and {hX}X∈Qmin

be non-negative integers sat-
isfying 1 ≤ hX ≤ m. Two collections of n×m binary matrices C0 and C1 realizes
t-(k, n)∗-NM-XVCS , if there exists {αX > 0 : X ∈ Qmin} such that

1. For any S ∈ C0, the “XOR′′ operation of the rows of S[X] for any minimal
qualified set X results in a vector v0 satisfying w(v0) ≤ hX − αX · m.

2. For any T ∈ C1, the “XOR′′ operation of the rows of T [X] for any minimal
qualified set X results in a vector v1 satisfying w(v1) ≥ hX .

3. Any forbidden set Y ∈ F has no information on the shared image. Formally,
the two collections of |Y | × m matrices Dt , with t ∈ {0, 1}, obtained by
restricting each n×m matrix in Ct to rows indexed by Y are indistinguishable
in the sense that they contain the same matrices with the same frequencies.

We now describe an algorithm for one black/white pixel that works for both
the cases (k − 1)-(k, n)∗-NM-XVCS and (n, n)-XVCS. Let (S0, S1) and (T 0, T 1)
respectively denote the basis matrices obtained by the method described in
Sects. 3.1 and 3.2.

Algorithm of share generation for optimal (k − 1)-(k, n)∗-NM-XVCS:

1. The Dealer constructs the basis matrices (S0, S1) as described in Sect. 3.1.
2. If the secret pixel is white then the dealer chooses randomly a column say

wn×1 from S0 and gives to the i-th participant, the i-th entry of the column
wn×1.

3. If the secret pixel is black then the dealer chooses randomly a column say
bn×1 from S1 and gives to the i-th participant, the i-th entry of the column
bn×1.

Thus the pixel expansion becomes 1 and it can be proved that the pair
(wn×1, bn×1) admits (k − 1)-(k, n)∗-NM-XVCS in the sense of Definition 3.

The algorithm for (n, n)-XVCS is the same as described in the above algorithm.
The dealer chooses randomly one column each from T 0 and T 1 and distributes
the shares to the participants.
We now have the following theorem.
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Theorem 4. There exists (k − 1)-(k, n)∗-NM-XVCS that achieves optimality
both in terms of pixel expansion and relative contrast for any 2 ≤ k ≤ n. Also,
there exists (n, n)-XVCS achieving optimality both in terms of pixel expansion
and relative contrast for any n ≥ 2.

6 Conclusion

In this paper we have defined a (Black and White) XOR-based model of the
(k, n)-VCS with multiple essential participants and given a construction method
based on linear algebraic tools to efficiently compute the basis matrices realizing
the XOR-based scheme. The contrast of the XOR-based model is 2|Q|−1 times
larger than that of the existing OR-based schemes for Q ∈ Qmin. We showed
that for certain restricted access structures the optimality in terms of both pixel
expansion and contrast have been achieved. The method described in Sect. 4 to
reduce the pixel expansion can be developed further by deleting the columns
which are present in both S0 and S1, as shown in Example 3. It is an interesting
problem to find the exact value of pixel expansion that can be obtained by this
method.
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Abstract. The use of passwords for user authentication has become
ubiquitous in our everyday lives. However, password theft is becoming a
common occurrence due to a variety of security problems associated with
passwords. As such, many organizations are moving towards adopting
alternative solutions like one-time passwords, which are only valid for
a single session. Nevertheless, various one-time password schemes also
suffer from a number of drawbacks in terms of their method of genera-
tion or delivery. This paper presents the design of a challenge-response
visual one-time password authentication scheme that is to be used in
conjunction with the camera on a mobile device. The main purpose of
the proposed scheme is to be able to send a challenge over a public
channel for a user to obtain a session key, while safeguarding the user’s
long-term secret key. In this paper, we present the authentication pro-
tocol, the various design considerations and the advantages provided by
the scheme.

Keywords: Authentication · One-time password · Mobile device ·
Visual cryptography

1 Introduction

In this day and age, passwords are widely used in everyday life for user authentica-
tion on the Internet. Despite having been used for many years, text passwords are
still the most dominant form of web authentication due to its convenience and sim-
plicity [26]. However, the use of passwords has been shown to be plagued by various
security problems [2,3]. In addition, over the years many security attacks, such as
spyware and phishing attacks, have been used to extract sensitive information from
computers, emails, fraudulent websites, etc., resulting in password theft becoming
a common occurrence.

c© Springer International Publishing Switzerland 2015
L.C.K. Hui et al. (Eds.): ICICS 2014, LNCS 8958, pp. 243–257, 2015.
DOI: 10.1007/978-3-319-21966-0 18
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For this reason, many business companies and organizations are moving
toward adopting alternative solutions to the traditional static password app-
roach. Static password approaches are particularly vulnerable as these passwords
can easily be stolen by an adversary via a variety of means (e.g. keyloggers, phish-
ing attacks, Trojans, etc.), and used without the password owner’s knowledge.
This has led to the increasing popularity of One-Time Password (OTP) schemes,
where a password is only valid for a single session. For example, Google’s authen-
tication framework using two-step verification employs an OTP approach [7]. In
Google’s two-step verification, the first step involves the user using the tradi-
tional username and static password authentication. In the second step, the user
will be asked for a six-digit verification code (the OTP) which the user can
obtain through a number of different means, for example, via a Short Message
Service (SMS) text message, a voice call to a preregistered phone number, a list
of pre-generated one-time codes, or an offline application pre-installed on the
user’s smartphone [7].

There are a number of common ways in which OTPs can be generated and
distributed. However, it has been contended that a number of these methods
suffer from various drawbacks. For instance, it has been observed that sending
an OTP via SMS to a user’s mobile phone cannot be considered to be secure [18].
For one thing, the security of SMS OTP relies on the confidentiality of the SMS
messages and the security of the cellular networks, which cannot be guaranteed
as there are already several potential attacks that can be conducted on these
services. Furthermore, specialized mobile phone Trojans have been created that
compromise the security of SMS OTP approaches [18]. Moreover, this approach
can be problematic to use if the user is in a location with poor mobile phone
reception.

An approach that is commonly used by banks and financial institutions, is
to supply the user with a security token which generates OTPs. One technique
to generate OTPs on a security token is to use a time dependent pseudo-random
algorithm. This approach relies on accurate time synchronization between the
token and the authentication server, as the OTPs generated using this approach
are only valid for a short period of time. As such, this approach suffers from
synchronization issues and the potential for clock skew [23]. Another approach
of generating OTPs on security tokens is to use a one-way function in the form of
a hash chain. However, hash chains are known to have storage and computational
complexity issues [24].

In this paper, we propose a challenge-response visual OTP authentication
scheme that uses the camera on a mobile device to obtain the OTP. The purpose
of the scheme is to be able to send a challenge over a public channel for a user
to obtain a session key, while safeguarding the user’s long-term secret key. Our
approach is based on the concept of visual cryptography and as such does not
rely on mobile phone network reception, or having to establish a network link
between a computer and a mobile phone. This paper presents the authentication
protocol along with various practical issues that had to be considered in the
design of the visual OTP scheme.
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Our Contribution. This paper presents the design of a visual one-time pass-
word authentication scheme. The proposed scheme is a challenge-response app-
roach that relies on a camera on a mobile device to receive the challenge and
to present the response on the mobile device’s display. The advantage of this
approach is that it does not suffer from common OTP issues concerning mobile
phone reception, hash chain complexities or time synchronization mechanisms.
In addition, unlike SMS-based approaches, our approach is not restricted to
mobile phones and can be used on any mobile device with a camera and display,
including tablet computers. In the proposed scheme, the challenge can even be
sent on printed media instead of via electronic means.

2 Related Work

Over the years, researchers have proposed a variety of different authentication
approaches. In this section, we review the research in the area of authentication
that is relevant to our work.

2.1 Visual Authentication

The notion of using human-computer cryptographic approaches for identifica-
tion and authentication have been around for many years. These approaches
typically rely on a challenge-response mechanism that requires a human user to
interact with a computer in some manner in order to perform authentication.
For example, Matsumoto [16,17] investigated human-computer cryptographic
schemes that presented challenges to users in the form of visual images. The
approach that was examined in his study relied on the human ability for memo-
rizing and processing to solve the simple challenges. Since then, other researchers
and practitioners have also proposed and developed various graphical password
schemes. Graphical passwords attempt to leverage human memory for visual
information with the shared secret being related to images [1]. This capitalizes
on the natural human ability to remember images, which is believed to exceed
memory for text [3]. However, graphical passwords are not immune to secu-
rity attacks. For example, graphical password schemes may suffer from shoulder
surfing attacks where credentials are captured through direct observation of the
login process, or by recording the process using a recording device [1].

Other schemes that have been proposed in this area are based on using the
human visual system to solve the challenge. Naor and Pinkas [19] proposed an
authentication and identification approach that is based on visual cryptography.
Visual cryptography was introduced by Naor and Shamir [20] as a means of using
images to conceal information. The main idea behind visual cryptography is to
divide a secret image into a set of shares, each to be printed on a separate trans-
parency. Individually, the shares look like random black and white pixels that
reveal no information about the secret image. When the appropriate number
of shares are stacked together, the human visual system averages the black and
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Fig. 1. Example of Naor and Shamir’s visual cryptography scheme. (a) Secret image;
(b) Share 1; (c) Share 2; (d) Result of superimposing shares 1 and 2.

white pixel contributions of the superimposed shares to recover the hidden infor-
mation. Thus, the concealed information can be decrypted by the human visual
system without any need of a computer to perform decryption computations [4].
Figure 1 depicts an example of Naor and Shamir’s visual cryptography scheme.
The secret image, shown in Fig. 1(a), is divided into two shares, which are shown
in Fig. 1(b) and (c) respectively. The secret can be recovered by superimposing
the two shares, as shown in Fig. 1(d).

In the scheme proposed by Naor and Pinkas [19], the user is required to
carry a small transparency, small enough to be carried in a wallet, and the
authentication and identification process simply involves the user overlaying the
transparency on the message sent by an informant in order to view the con-
cealed information. However, in their scheme, unless the user carries a stack of
transparencies, which would be impractical, a single transparency will have to
be used for multiple authentication sessions. It has been highlighted that since
basic visual cryptography schemes are equivalent to one-time pads, an observer
can eventually learn the user’s secret by repeated observation [3]. In addition,
Naor and Shamir’s visual cryptography scheme suffers from the pixel expansion
problem, as illustrated in Fig. 1, where each pixel in the secret image is split into
four sub-pixels in the shares and the recovered image. As such, the shares are
four time the size of the secret image.

To overcome a number of drawbacks with this scheme, Tuyls et al. [27] pro-
posed a scheme where every user was to be given a small decryption display. Their
approach was similarly based on visual cryptography where the small decryption
display was used to replace the need for transparencies. The small decryption
display required very limited computing power to perform authentication and
security and since the user was required to carry his/her own trusted decryp-
tion display, it would be impossible to be contaminated by Trojans or viruses.
However, this approach requires the user to use a special authentication device.

A commercially available scheme called PassWindow [22] uses a similar app-
roach where a small transparent display is embedded in an ID card or some form
of payment card. The pattern on the transparent display changes periodically
based on a pre-generated sequence of patterns. To perform authentication, the
user has to overlay the transparent display of the card over a patterned image



A Visual OTP Authentication Scheme Using Mobile Devices 247

sent from the server and to visually identify the digits that form as a result of
superimposing the card’s display onto the image. However, it should be noted
that an image on screen can potentially appear at different sizes depending on
the user’s display settings. This approach requires that the size of the image that
is displayed on screen be exactly the same as the size of the card’s transparent
display.

2.2 Authentication Using a Personal Device

A number of other authentication approaches that have been proposed make
use of personal devices that a user usually carries around (e.g. a cellphone). In a
study on how to provide a user with authenticated communication when using
an untrusted computer, Clarke et al. [5] proposed a method of using a trusted
personal device equipped with a camera to monitor the screen of the untrusted
computer. All communication is then authenticated by a trusted proxy. This
approach is quite costly in terms of computational resources required to monitor
the communication.

Mannan and Oorschot [15] proposed a protocol that they called MP-Auth
(M obile Password Authentication), which uses a mobile device to protect user
passwords from easily being recorded. In their approach, the mobile device is
assumed to be free from malware as the user will enter the password into the
mobile device rather than into an untrusted computer. In another approach
proposed by Jeun et al. [11], the user uses an application to store his encrypted
password in his smart phone and that application program is used to send the
password from the smart phone itself, instead of requiring the user to enter his
password via a computer’s keyboard.

Phoolproof is another scheme that uses mobile phones for authentication.
Phoolproof is a mutual authentication protocol used to prevent phishing using
a trusted mobile phone [21]. To use the system, the user must establish a shared
secret with the server using an out-of-band channel. This long-term secret is
stored on the mobile phone. In order to use this protocol, the mobile phone must
establish a secure Bluetooth connection with the web-browser where mutual
authentication occurs between the mobile phone and the website.

2.3 One-Time Passwords

To overcome some of the problems associated with static passwords, OTP
approaches are increasingly being used for authentication. There are various
techniques for generating and distributing OTPs. In addition, several approaches
were devised to use OTPs in conjunction with mobile devices.

Paterson and Stebila [23] examined an approach of using OTPs in conjunc-
tion with one-time Password Authentication Key Exchange (PAKE) protocols
in order to ensure more secure use of OTPs. In a scheme called oPass proposed
by Sun et al. [26], a trusted cellphone is used to communicate with the web
server (via SMS) and the web-browser (via Wi-Fi or Bluetooth). The user does
not input his password into the web-browser, but rather is required to enter his
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long-term password into the oPass program which will generate an OTP that
will be sent by way of an encrypted SMS to the server.

Mulliner et al. [18] investigated attacks against SMS based OTPs and state
that attacks against cellular networks and mobile phones have shown that SMS
messages cannot be deemed to be secure. They proposed a virtual dedicated
OTP channel inside the mobile phone operating system to secure OTP SMS
messages from being intercepted by Trojans by removing these messages from
the general delivery process and redirecting them to a special OTP application.

Instead of using a mobile device, Huang et al. [9] proposed a scheme where
the OTP is delivered via an instant messaging service. This approach assumes
that the website which adopts the OTP authentication method must join an
instant messaging network and use the network to communicate with the users.

3 Model and Definition of the Visual One-Time Password
Authentication System

In this section, we will first define the visual one-time password authentication
system and its scenario, and then we will propose a visual authentication pro-
tocol. We extend this definition from the visual authentication scheme proposed
by Naor and Pinkas [19].

Visual OTP Authentication Scenario. Without losing generality, we assume
that there are three entities involved, namely H (Henry), S (Sandra) and an
adversary E (Evan). H is a human and therefore H has human visual capabili-
ties. The purpose of the visual OTP authentication system is to enable Sandra
to attest whether Henry is present in the protocol in the presence of Evan. Note
that Evan can observe the channel used between Henry and Sandra. The security
parameter k is involved, such that storage capacities and computing power of
Sandra and Evan are polynomial in k.

There are two main stages in the visual OTP authentication scenario. The
first stage is the initialization stage, where Sandra can communicate with Henry
in an offline private initialization channel, which is inaccessible to Evan. In the
second stage, Sandra communicates with Henry via a public channel, in which
Evan can also access.

In the first stage, Sandra issues a long-term secret key, lk, to Henry, where its
size is polynomial in the security parameter k. In the second stage, Sandra tests
to ensure that Henry has acquired lk by producing a random number r, which
is sent via a public channel. Henry will then construct a shared visual secret,
which is a function of lk and r. For simplicity, this visual share is denoted as S1.
Subsequently, Sandra produces a short-term secret key, sk, and constructs its
visual version, Ssk. Then, Sandra will construct another visual share S2, where
S2 = Ssk −S1 (an example of an algorithm that can be used to generate S1 and
S2 is provided in Algorithm 1 below). Subsequently, S2 is presented to Henry via
a public channel. Evan has access to the public channel, and therefore, he has
access to both r and S2. Nevertheless, Evan does not have access to S1. Using
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his visual observation capability, Henry can acquire the short-term key, sk, from
S1 and S2.

Visual OTP Authentication Protocol. S would like to communicate to H
to test whether H can reproduce a short-term secret key, sk, in the presence of
an adversary E.

– S chooses a random r.
– S generates the short-term key sk and its visual representation Ssk.
– S produces the first share S1, which is a function of lk and r.
– S computes the second share S2, which is computed from Ssk − S1.
– S sends (r, S2) to H via a public channel.
– H needs to reproduce S1 from lk and r.
– H uses his visual capability to acquire Ssk from S1 and S2, and hence,

obtains sk.

We note that the public channel is accesible to E. In addition, only S can
generate a valid S2. E will not be able to generate a valid S2 without knowledge
of lk.

Definition 1. Security. A visual OTP authentication protocol is called secure
if E cannot retrieve sk after observing the public channel used by S and H to
communicate.

4 Proposed Visual OTP Scheme

4.1 Design

The overall design of the proposed visual OTP scheme is described as follows.

Initialization Stage. H registers with S, in which S will issue a long-term
secret key, lk, which has a polynomial size in the security parameter k. lk will
be transmitted to H via a secure and authenticated channel. In practice, S can
make use of either a traditional public key cryptography (assuming H is equipped
with a public key) or an identity-based encryption (assuming the identity of H
is known - in a smart phone scenario, this could be via the phone’s International
Mobile Station Equipment Identity (IMEI) or phone number).

Challenge-Response Stage. In this stage, S selects a random number r, which
has a polynomial size in the security parameter k. Then, S will conduct the
following:

– Produce a Quick Response (QR) code that contains r, QRr.
– Generate a short-term secret key sk, and its visual representation Ssk.
– Generate the first share S1, which is derived from lk||r, where || denotes

concatenation.
– Generate the second share S2 = Ssk − S1.
– Present QRr and S2 to H via a public channel.
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Upon receiving the challenge (QRr, S2), H conducts the following:

– Scan the QR code to retrieve r.
– Use the long-term secret key, lk and r to produce S1.
– Use H’s visual capability to retrieve sk from S1 and S2.
– Output sk.

Note that the value of sk is obtained visually and is never stored anywhere.

Figure 2 depicts an example of a practical scenario where the visual OTP
scheme can be implemented for conducting an online transaction. The figure
gives an overview of the communication between the different components
involved in the overall process. In the scenario, the user must first register his
mobile device with the authentication server via a secure private channel. The
server will in turn generate lk and send this to the user’s mobile device. Registra-
tion only happens once for the server and mobile device to establish a long-term
secret key. Subsequently, whenever the user initiates an online transaction from
a web-browser, the server will generate and send (QRr, S2) (i.e. the challenge)
which will be displayed on the web-browser. Upon receiving (QRr, S2), the user
will use the camera on his mobile device to scan QRr. With the value of lk and
r, the user’s mobile device will be able to generate S1. On the mobile device’s
display, S1 will be overlaid on S2 to produce S′

sk (i.e. the visual reconstruction of
Ssk on the mobile device’s display), and the user will be able to visually obtain
sk (i.e. the response/OTP). Only the server can generate a valid S2, and only
the user can obtain sk using S1 which is generated on the mobile device.

4.2 Practical Issues

In the proposed scheme, r has to be sent to H over a public channel. While it is
not necessary to encode and transmit r within a QR code, we find that this is
the most appropriate and convenient method of delivery. The QR code is a two-
dimensional code that was invented by the company Denso Wave [6]. These days,
QR codes are ubiquitous on the Internet and the information contained within
a QR code can easily be scanned by a mobile device with a camera. In addition,
QR codes have a inbuilt error detection and correction mechanism that can be
used to correctly decode corrupted QR codes, which may contain certain errors.
Furthermore, QR codes contain a number of patterns to determine rotational
orientation and alignment. Since (QRr, S2) is sent to H as a single image, QRr

can be used to facilitate the alignment of S1 and S2.
It is well known that traditional visual cryptography suffers from the align-

ment problem, in that when stacking shares, it is difficult to align the shares
[14,30]. Practical approaches typically suggest the use of some reference frame
to align the transparencies [19]. However, unlike traditional approaches that
use physical transparencies or tokens, our approach relies on the use of a mobile
device like a smart phone or a tablet. As such, using the camera’s video stream
to capture (QRr, S2), this can be used in conjunction with image processing
techniques to overlay S1 over S2. This is akin to techniques using in augmented
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Fig. 2. Overview of the communication between the various components in the visual
OTP scheme.

reality to overlay virtual content onto elements of the real world [28]. Adopting
this method will allow the mobile device to appropriately scale and rotate S1 in
order for it to align with S2.

Another problem with traditional visual cryptography when displaying a
share on a computer screen and trying to place the corresponding share, which
is printed on a transparency, on top of the screen, is that monitors can differ
greatly and the computer can be set to different display settings. As such, the
image of the share on screen may not be displayed at the same size as the share
printed on the transparency. This will prevent the shares from being correctly
superimposed, and thus the secret cannot be recovered. In the approach proposed
in this paper, we rely on the mobile device to virtually overlay S1 over S2. This
means that it does not matter what size S2 is displayed at, as long as the mobile
device can accurately capture the image of S2, because the mobile device can
scale S1 to the appropriate size. To facilitate this, the size of the squares in S2’s
image should not be too small.

As previously shown in Fig. 1, traditional visual cryptography suffers from
the pixel expansion problem which significantly increases the size of the resulting
shares. While there are a number of size invariant visual cryptography schemes
like the probabilistic approaches proposed by Ito et al. [10] and Yang [29], these
schemes do not produce the ideal visual quality required for the visual OTP.
Therefore, for the purpose of generating S1 and S2, a random grid visual cryp-
tography approach was deemed to be the most suitable approach. Random grid
visual secret sharing was first proposed by Kefri and Keren [12], and over the
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years a number of random grid approaches have been investigated [8,25]. Using
a random grid visual cryptography scheme, it is possible to produce shares with
no pixel expansion.

In the proposed visual OTP scheme, the shared image S1 will be generated
from lk||r and a pseudo-random number generator. Thus, S1 is a random grid.
S1 can be used in conjunction with the secret image Ssk to generate the cor-
responding challenge image S2. Algorithm 1 gives an example of a random grid
visual secret sharing method that was adapted from Shyu [25], which can be
used in the proposed visual OTP scheme. In this approach, black pixels in Ssk

are reproduced at 100 % in S′
sk and white pixels (i.e. transparent pixels) are

reproduced at 50 %. Figure 3 shows the results of using Algorithm 1 on a secret
image. The secret image, shares 1 and 2, along with the reconstructed image are
shown in Fig. 3(a), (b), (c) and (d) respectively.

Algorithm 1. An algorithm for generating S1 and S2 from Ssk

function GenerateShares(Ssk, lk, r)
imgWidth ← Ssk width
imgHeight ← Ssk height
for i = 1 to imgWidth do

for j = 1 to imgHeight do
/* Generate S1 as a random grid */
S1[i, j] ← randomPixel(lk||r) /* randomPixel() outputs 0 or 1 */
/* Generate S2 */
if Ssk[i, j] = 0 then

S2[i, j] ← S1[i, j]
else

S2[i, j] ← ¬S1[i, j]
end if

end for
end for

end function

Another practical issue to consider when implementing the visual OTP
scheme is how clearly the user will be able to perceive the OTP in the visual
reconstruction of the secret image. For this we should consider the color of the
text and the background. There are two possible variations as depicted in Fig. 4,
where Fig. 4(a) shows the reconstructed secret using black text on a white back-
ground and Fig. 4(b) shows the reconstructed secret using white text on a black
background. It has been argued that using white contents on a black background
gives rise to better perceived visual quality in the reconstructed image for images
with thin lines [13].
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Fig. 3. Random grid visual cryptography approach. (a) Secret image; (b) Share 1; (c)
Share 2; (d) Result of superimposing shares 1 and 2.

Fig. 4. Text and background color. (a) Black text on a white background; (b) White
text on a black background.

5 Discussion

5.1 Advantages of the Visual OTP Scheme

The fundamental purpose of the proposed visual OTP scheme is to be able to
send a challenge over a public channel for the user to obtain a session key that
can be used as an OTP, while safeguarding the user’s long-term secret key. In
this scheme, the user also does not have to remember any passwords.

As mobile devices are ubiquitous in this day and age, the proposed approach
does not require the user to carry around a specialized authentication card or
device, or a printed list of OTPs. In addition, unlike authentication schemes
like SMS OTP based approaches, authentication in the proposed method does
not require any form of communication with a mobile phone network. As such,
mobile phone network reception is not an issue. This also means that the visual
OTP scheme can be applied to any mobile device which has a camera and is not
restricted to only be usable on smart phones. The user simply has to install the
visual OTP software and register it with the authentication server.

While the OTP can be used to authenticate the user, another feature pro-
vided by the scheme is that the user can also verify that the message containing
the challenge was sent by a legitimate party. This is because in the proposed
scheme, without knowledge of the long-term secret key an adversary cannot
generate a valid challenge. This also prevents an adversary from tampering with
the challenge image, as changing QRr will mean that the mobile device will not
be able to generate the correct visual pattern (i.e. S1) to solve the challenge,
and changing S2 will not produce a valid result when overlaying S1 over S2.
Furthermore, such an event would raise the suspicion of the user, as it would
indicate that the challenge may have been tampered with.
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Another advantage of the proposed scheme, is that the challenge does not
have to be transmitted via electronic means. For example, if a bank wants to send
a letter to an individual who has registered with the bank, the bank can send
the person a letter with the challenge printed on paper. The person can verify
that the letter was indeed sent from the bank (as only the bank can generate a
valid challenge) and also receive the OTP which can be used for authentication
purposes with the bank.

In other authentication approaches that involve the user having to overlay
a transparency or an authentication token on top of another pattern, the size
of the patterns have to perfectly match. Otherwise the user will not be able
to recover the secret by superimpose the different sized patterns. This is not
an issue in the proposed approach as the mobile device will be responsible for
scaling and aligning the patterns. Therefore, the challenge can be displayed in
any size as long as it can be captured by the mobile device’s camera. The mobile
device will then use augmented reality techniques to overlay the virtual pattern
onto the image of the challenge pattern.

It should be noted that the OTP is obtained by the human user via the visual
channel and the OTP is never stored on any device. This prevents malicious
software like keyloggers or even software designed to monitor the user’s activities
from obtaining the OTP. Furthermore, the one-time password is only valid for
a single use. Additionally, the video stream on the mobile device will be used to
overlay the visual patterns and present this to the user in real-time. If there is
any software designed to monitor the user’s activities, this will require a huge
amount of information to be streamed to the adversary, which will significantly
degrade the system’s performance and alert the user of suspicious activity.

In addition, unlike traditional graphical passwords, which may suffer from
shoulder surfing attacks, this is not an issue in the proposed visual scheme.
Shoulder surfing attacks are where an adversary standing behind the user, and
possibly even recording the user’s interactions, maybe able to observe and detect
some pattern in the image or from the user’s interactions, which will compromise
the security of the visual password. In the proposed visual OTP scheme, the
visual pattern generated on the mobile device to solve a challenge can only
be used for that particular challenge. The mobile device will generate different
visual patterns for different challenges.

5.2 Limitations

In this section we discuss some of the limitations of the propose visual OTP
scheme.

As with all visual challenges or passwords, the proposed scheme relies on the
human visual system. This means that it does not cater for the blind or visually
impaired, and cannot be used by an individual with a visual disability. Another
potential disadvantage is that the challenge image will have to be displayed at
a certain size in order for the mobile device’s camera to be able to accurately
capture the information contained within the challenge image. While this is not
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seen as a major problem, it may adversely affect the layout or aesthetics of a
message, document or webpage.

It should be noted that the proposed scheme does not deal with man-in-the-
middle or similar attacks. To handle such attacks, the scheme can be combined
with other security protocols that are designed to handle man-in-the-middle
attacks. In addition, this approach also does not address the situation where the
authentication server is hacked. The server is responsible for its own security
and it is assumed that all the necessary security mechanisms are in place.

In the proposed scheme, the mobile device captures the challenge image using
its video stream and is responsible for overlaying the virtual image on top of the
challenge image. As such, it is assume that the mobile device has the computa-
tional capabilities required to process augmented reality techniques in real-time.
Additionally, since the mobile device has to be used to visually present the solu-
tion to the challenge, a separate means of displaying the challenge has to be
employed. In other words, if the user wants to conduct an online transaction via
a web-browser, this cannot be done using the mobile device’s web-browser as the
mobile device itself will have to be used in conjunction with the challenge’s dis-
play to obtain the OTP. However, this requirement is no different from several
other authentication schemes that were previously presented in Sect. 2 of this
paper, which also require the use a web-browser and a separate mobile phone to
perform authentication.

6 Conclusion

In this paper, we presented the design of a challenge-response visual OTP
authentication scheme. Using this scheme, a challenge is sent to a registered
individual, this can be via a web-browser or even printed media, and the user
can use the camera and display of his mobile device to obtain the solution to the
challenge. This approach can be implemented on a variety of mobile devices, such
as mobile phones and tablets, with the main requirement being that the device
must have a camera. The challenge itself can be transmitted over a public chan-
nel without the threat of it being compromised by an adversary, as the adversary
can neither correctly generate nor solve the challenge. As such, the scheme does
not suffer from the common issues affecting the generation and delivery of OTPs
such as mobile phone reception, hash chain complexities or time synchroniza-
tion mechanisms. In addition, this scheme does not suffer from security issues
like shoulder surfing attacks or keyloggers, as the mobile device will generate the
specific visual pattern required to solve a particular challenge and will generate
a different visual pattern when presented with a different challenge.
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Abstract. A proxy signature scheme enables a signer to transfer its
signing rights to any other user, called the proxy signer, to produce a
signature on its behalf. Multi-proxy signature is a proxy signature prim-
itive which enables a user to transfer its signing rights to a group of
proxy signers in such a way that every member of the authorized group
must “participate” to sign a document on behalf of the original signer.
We propose an efficient and provably secure identity-based multi-proxy
signature scheme from bilinear map based on the hardness of the compu-
tational Diffie-Hellman problem. The proposed scheme is proved secure
against adaptive chosen message and adaptive chosen-ID attack in ran-
dom oracle model under the computational Diffie-Hellman assumption.
Moreover, we do an efficiency comparison with the existing identity-based
multi-proxy signature schemes and show that our scheme is upto 56 %
more efficient in computation than the existing schemes.

Keywords: Identity-based cryptography · Digital signature · Bilinear
map · Multi-proxy signature · Provably secure · CDHP

1 Introduction

Digital signature is a cryptographic primitive to guarantee data integrity, entity
authentication and signer’s non-repudiation. A proxy signature scheme enables
a signer, O, also called the designator or delegator, to delegate its signing rights
(without transferring the private key) to another user P, called the proxy signer,
to produce, on the delegator’s behalf, signatures that can be verified by a verifier
V under the delegator O’s public key. Multi-proxy signature is a proxy signa-
ture primitive which enables a user to transfer its signing rights to a group of
proxy signers in such a way that every member of the authorized group must
“participate” to sign a document on behalf of the original signer. For example,
the director of a company may authorize a certain group of deputy directors or
heads of various departments to sign certain messages on his behalf during a cer-
tain period of his absence. Proxy signatures have widespread applications since
delegation of signing rights by a user (or process) to its proxy (or subprocess(es))
is quite common in many applications including distributed systems [17,22], dis-
tributed shared object systems [11], global distribution networks [2], grid com-
puting [7] and e-cash systems [18].
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1.1 Related Work

The notion of proxy signature was introduced by Gasser et al. [8] but it took
almost seven years for the first construction of a proxy signature scheme [14] to
be proposed. Since then many variants of the proxy signature have been proposed
and many extensions of the basic proxy signature primitive have been studied.
The formal security model of proxy signatures was first formalized by Boldyreva
et al. [3] and later extended by Herranz et al. [9] to analyze fully distributed
proxy signatures. Malkin et al. [13] extended the model for hierarchical proxy
signatures and Schuldt et al. [21] further strengthened the security model for
proxy signatures and also extended it to the identity-based setting.

The primitive of multi-proxy signature was introduced in 2000 [10]. An ID-
based multi-proxy signature (IBMPS) scheme was proposed in 2005 [12] but this
scheme did not have a security proof. The first provably secure IBMPS scheme
was proposed in 2009 [4] and a security model was defined based on the work
in [3,23] but the scheme was shown to be insecure [24]. In 2011, an ID-based
directed multi-proxy signature scheme [19] was proposed but the scheme is very
expensive and cost inefficient. In the same year, an efficient IBMPS scheme
based on the k-plus problem was proposed [16] but the proposal lacks a formal
proof of security. Recently, an efficient and provably secure IBMPS scheme was
proposed [20] which too was shown to be insecure in [1,25]. Reference [1] also
observes some security pitfalls in general for any multi-proxy signature scheme.

1.2 Our Contribution

To the best of our knowledge, almost all available IBMPS schemes are either too
inefficient to be practical or have not been proved to be secure or whose security
is based on non-standard assumptions. In view of the growth and advantages of
grid computing, distributed systems, and mobile computing, construction of an
efficient and provably secure IBMPS scheme is much desired.

We propose an efficient and provably secure IBMPS scheme from bilinear map
based on the hardness of the computational Diffie-Hellman problem (CDHP).
The proposed scheme is proved secure against adaptive chosen message and
adaptive chosen-ID attack in random oracle model. Moreover, we do an efficiency
comparison with existing IBMPS schemes [4,12,19,20] and show that our scheme
is upto 56 % more efficient in computation in view of overall operation time than
the existing IBMPS schemes.

1.3 Outline of the Paper

The rest of this paper is organized as follows. In Sect. 2, some related mathemat-
ical definitions, problems and assumptions are described. In Sect. 3, we present
the formal definition of IBMPS scheme and describe the security model for such
schemes. Our proposed scheme is presented in Sect. 4. In Sect. 5 we prove the
security of our scheme. Section 6 includes efficiency analysis of our scheme.



260 R.A. Sahu and V. Saraswat

2 Preliminaries

In this section, we introduce some relevant definitions, mathematical problems
and assumptions.

Definition 1 (Bilinear Map). Let G1 be an additive cyclic group with gen-
erator P and G2 be a multiplicative cyclic group with generator g. Let both the
groups are of the same prime order q. Then a map e : G1 × G1 → G2 satisfying
the following properties, is called a cryptographic bilinear map:

1. Bilinearity : For all a, b ∈ Z
∗
q , e(aP, bP ) = e(P, P )ab, or equivalently, for all

Q,R, S ∈ G1, e(Q+R,S) = e(Q,S)e(R,S) and e(Q,R+S) = e(Q,R)e(Q,S).
2. Non-Degeneracy : There exists Q,R ∈ G1 such that e(Q,R) �= 1. Note that

since G1 and G2 are groups of prime order, this condition is equivalent to the
condition e(P, P ) �= 1, which again is equivalent to the condition that e(P, P )
is a generator of G2.

3. Computability : There exists an efficient algorithm to compute e(Q,R) ∈ G2,
for any Q,R ∈ G1.

Definition 2 (Discrete Log Problem). Let G1 be a cyclic group with gen-
erator P .

1. Given a random element Q ∈ G1, the discrete log problem (DLP) in G1 is to
compute an integer n ∈ Z

∗
q such that Q = nP .

2. The discrete log assumption (DLA) on G1 states that the probability of any
polynomial-time algorithm to solve the DL problem in G1 is negligible.

Definition 3 (Computational Diffie-Hellman Problem). Let G1 be a
cyclic group with generator P .

1. Let a, b ∈ Z
∗
q be randomly chosen and kept secret. Given P, aP, bP ∈ G1, the

computational Diffie-Hellman problem (CDHP) is to compute abP ∈ G1.
2. The (t, ε)-CDH assumption holds in G1 if there is no algorithm which takes

at most t running time and can solve CDHP with at least a non-negligible
advantage ε.

3 IBMPS Scheme and Its Security

In this section, we give the formal definition and the security model for an IBMPS
scheme.

3.1 Definition of IBMPS Scheme

In an IBMPS scheme, an original signer delegates its signing rights to a group
of proxy agents to make a signature on its behalf, where the public keys of
original and proxy signers can be computed from their identities by anyone and
their private keys are generated using their corresponding identities by a trusted
authority, the private key generator (PKG). Let O be the original signer with
identity IDO and Pi, i = 1, . . . , n, be the proxy signers with corresponding
identities IDPi

. Precisely, an IBMPS scheme consists of the following phases:
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1. Setup: For a security parameter 1λ as input, the PKG runs this algorithm and
generates the public parameters params of the system and a master secret.
The PKG publishes params and keeps the master secret confidential to itself.

2. Extraction: This is a private key generation algorithm. By this algorithm, the
PKG outputs private key SID, for the given identity ID, public parameters
params and a secret key. Finally, the PKG provides private keys through a
secure channel to all the users.

3. Proxy key generation: This is a protocol between the original signer and all
the proxy signers. All participants input their identities IDO, IDPi

, private
keys SO, SPi

(for 1 ≤ i ≤ n) and the message warrant (or simply, warrant) w
which includes some specific information regarding the message as restrictions
on the message; time of delegation, identity of original and proxy signers,
period of validity etc. After the successful interaction, each proxy signer Pi

for 1 ≤ i ≤ n outputs its partial proxy signing key say dPi
.

4. Multi-proxy signature: This is a randomized algorithm, which takes the proxy
signing key of each proxy signer, a message m and a warrant w and outputs
an IBMPS say σP .

5. Multi-proxy verification: This is a deterministic algorithm. This algorithm
takes input the identities IDO, IDPi

(for 1 ≤ i ≤ n) of all the users, a
message m, a warrant w, and the IBMPS σP . The algorithm outputs 1 if the
signature σP is a valid IBMPS on message m by the proxy group on behalf
of the original signer, and outputs 0 otherwise.

3.2 Security Model for IBMPS Scheme

In this model an adversary A tries to forge the multi-proxy signature working
against a single user, either against the original signer say O or against one of
the proxy signers Pi. The adversary A can access polynomial number of hash
queries, extraction queries, delegation queries, proxy key generation queries and
multi-proxy signature queries. Consider that response to each query is provided
to A using the random oracle. The goal of adversary A is to produce one of the
following forgeries:

1. An IBMPS σP for a message m on behalf of the original signer, where user 1 is
one of the proxy signers, such that either the original signer never designated
user 1, or m was not submitted to the multi-proxy signing oracle.

2. An IBMPS σP for a message m by the proxy signers on behalf of the user
1, where user 1 plays the role of original signer, and the proxy signers were
never designated by the user 1.

Definition 4. An IBMPS scheme is said to be existential unforgeable against
adaptive chosen message and adaptive chosen-ID attack if no probabilistic poly-
nomial time adversary A has a non-negligible advantage against the challenger
C in the following game:

1. Setup: The challenger C runs the setup algorithm and provides the public
parameters params to the adversary A.
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2. Hash queries: On hash query of adversary A, challenger C responds through
random oracle and maintains lists say LH1 and LH2 for the hash queries.

3. Extraction queries: On key extraction query by A for an identity ID, C pro-
vides the corresponding private key SKID to A.

4. Delegation queries: A produces a warrant w′ and receives its corresponding
delegation value S′

O from C.
5. Proxy key generation queries: A produces a valid warrant w′ with respect to

an adaptively chosen identity ID and receives its corresponding proxy signing
key dID from C.

6. Multi-proxy signature queries: A produces a message m′, a valid warrant w′

corresponding to the message m′ and identity ID and receives from C an
IBMPS σ′

ID on the adaptively chosen message.

After the series of queries, A outputs a new IBMPS σ∗
P on message m∗ under

a warrant w∗ for identities IDO and IDPi
for 1 ≤ i ≤ n, where – A has not

requested the private key for at least one of the n+1 users IDO and IDPi
,

i = 1, . . . , n, in extraction queries; A did not request a delegation query on
warrant w∗; A did not request a proxy key generation query including warrant
w∗ and identity IDO; A never requests a multi-proxy signature query on message
m∗ with warrant w∗ and identities IDPi

. The adversary A wins the above game
if it is able to provide a validity proof of IBMPS σ∗

P on message m∗ under the
warrant w∗.

Definition 5. An adversary A (t, qH1 , qH2 , qE , qd, qpk, qmps, n+1, ε)-breaks an
(n+1)-user IBMPS scheme by adaptive chosen message and adaptive chosen-ID
attack, if A wins the above game with probability ε within time t and makes at
most qH1 H1 queries, qH2 H2 queries, qE extraction queries, qd delegation queries,
qpk proxy key generation queries and qmps multi-proxy signature queries.

Definition 6. An IBMPS scheme is (t, qH1 , qH2 , qE , qd, qpk, qmps, n+1, ε)-secure
against adaptive chosen message and adaptive chosen-ID attack, if no probabilis-
tic polynomial time adversary can (t, qH1 , qH2 , qE , qd, qpk, qmps, n+1, ε)-break it.

4 Proposed Scheme

In this section, we present our IBMPS scheme and its correctness. Our scheme
consists of the following phases: setup, extraction, proxy key generation, multi-
proxy signature and multi-proxy verification.

4.1 Setup

In the setup phase, the private key generator (PKG), on input security parameter
1λ, generates the system’s master secret key s and the system’s public parameters

params = (λ,G1, G2, q, e,H1,H2, P, g, Pub) ,

where G1 is an additive cyclic group of prime order q with generator P ; G2 is a
multiplicative cyclic group of prime order q with generator g; e : G1 × G1 → G2

is a bilinear map defined as above; H1 : {0, 1}∗ → G1 and H2 : {0, 1}∗×G1 → Z
∗
q

are two hash functions; and Pub = sP ∈ G1 is system’s public key.
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4.2 Extraction

Given an identity ID, the PKG computes the hash value HID := H1(ID) ∈ G1

and returns the public and private keys for ID as follows:

public key: PKID := e(HID, Pub) ∈ G2; and
private Key: SKID := sHID ∈ G1.

Thus the original signer O has his private key SKO while anyone can compute
the corresponding public key PKO. Similarly, for the n proxy signers Pi (for
1 ≤ i ≤ n), the public keys are PKPi

and corresponding private keys are SKPi
.

4.3 Proxy Key Generation

Make Warrant: In this phase, the original signer O delegates its signing capabil-
ity to the n proxy signers through a signed warrant w. The warrant w includes the
identity of original signer O, the identities of the proxy signers Pi, i = 1, . . . , n,
the time of delegation, the period of validity, the nature of messages that can be
signed etc.

Sub Proxy Generation: The original signer O randomly chooses xO ∈ Z
∗
q and

computes

– UO = xOP ∈ G1,
– VO = xOPub ∈ G1 and appends to the warrant w,
– h = H2(w||VO, UO) ∈ Z

∗
q , and

– SO = SKO
xO+h .

Finally, the original signer O publishes σ = (w||VO, SO, UO) to the group of
proxy signers with SO as a delegation value.

Sub Proxy Verification: Each proxy signer Pi, i = 1, . . . , n, accepts the delegation
value SO on warrant w, if the equality

e(SO, QO) = PKO

holds, where QO = UO + hP . Otherwise, they ask for a new delegation value or
terminate the protocol.

Proxy Key Generation: After receiving the (correct) delegation value, each proxy
signer Pi (for 1 ≤ i ≤ n), generates their proxy private key

dPi
= SO + SKPi

.

4.4 Multi-proxy Signature

In this phase, one of the proxy signers in the proxy group acts as a clerk. The
task of the clerk is to combine all the partial proxy signatures generated by each
individual proxy signer and to generate the final multi-proxy signature.
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Partial Proxy Signature Generation: In this phase each proxy signer Pi (for
1 ≤ i ≤ n), randomly chooses xi ∈ Z

∗
q , and computes

– UPi
= xiQO ∈ G1,

– hi = H2(m,UPi
) ∈ Z

∗
q , and

– SPi
= dPi

xi+hi
.

The proxy signer Pi then broadcasts (m,SPi
, UPi

) to the group of proxy signers
with (SPi

, UPi
) as its partial proxy signature.

Partial Proxy Signature Verification: A proxy signer Pi accepts a partial proxy
signature (SPj

, UPj
), j = 1, . . . , n, on message m, if the equality

e(SPj
, Qj) = PKOe(HPj

, VO + hPub)

holds, where Qj = UPj
+ hjQO and HPj

= H1(IDPj
). Otherwise, Pi asks Pj

for a new signature or terminates the protocol.

Multi-proxy SignatureGeneration: EachPi then computesRPi
=(xi+hi)

∑
j �=iSPj

and broadcasts it to the group. The designated clerk, who too is one of the proxy
signers, verifies all the partial proxy signatures valid, and finally generates the
multi-proxy signature on message m as σP = (w||VO, h′, SP , RP , UP) where

h′ =
∑n

i=1
hi and SP =

∑n

i=1
SPi

and RP =
∑n

i=1
RPi

and UP =
∑n

i=1
UPi

.

4.5 Multi-proxy Verification

Getting a multi-proxy signature σP = (w||VO, h′, SP , RP , UP) and message m,
the verifier proceeds as follows:

1. Checks the validity of message m with respect to the warrant w. Continue, if
it is a valid one. Rejects otherwise.

2. Checks the authorization of the n proxy signers by the original signer. Stop
the verification, if all or any one of the proxy signers is not authorized by the
warrant. Continue otherwise.

3. Finally, accepts the multi-proxy signature if the equality

e(SP , QP) = PKn
O e(HP , VO + hPub) e(RP , QO)

holds, where QP = UP +h′QO and HP =
∑n

i=1 HPi
, where HPi

= H1(IDPi
).

5 Correctness and Security Proof

5.1 Proof of Correctness of Our IBMPS Scheme

To verify the correctness of our scheme, first note that

e(SP , QP) = e(SP , (
∑n

i=1
UPi) + h′QO) = e(SP ,

∑n

i=1
(UPi + hiQO))
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= e(SP ,
∑n

i=1
(xiQO + hiQO)) = e(SP ,

∑n

i=1
(xiQO + hiQO))

= e(SP ,
∑n

i=1
((xi + hi)QO)) =

∏n

i=1
e(SP , (xi + hi)QO)

=
∏n

i=1
e(
∑n

j=1
SPj , (xi + hi)QO) =

∏n

i=1

∏n

j=1
e(SPj , (xi + hi)QO)

=
∏n

i=1
(e(SPi , (xi + hi)QO)

∏n

i=1

∏
j �=i

e(SPj , (xi + hi)QO)) . (1)

Now,
∏n

i=1

∏
j �=i

e(SPj , (xi + hi)QO) =
∏n

i=1

∏
j �=i

e((xi + hi)SPj , QO)

= e(
∑n

i=1

∑
j �=i

(xi + hi)SPj , QO)

= e(
∑n

i=1
RPi , QO) = e(RP , QO) , (2)

e(SPi , (xi + hi)QO) = e((xi + hi)SPi , QO) = e(dPi , QO)

= e(SO + SKPi , QO) = e(SO, QO)e(SKPi , QO) , (3)

e(SKPi , QO) = e(sHPi , QO) = e(HPi , sQO) = e(HPi , sQO) = e(HPi , s(UO + hP ))

= e(HPi , sUO + shP ) = e(HPi , sxOP + hsP )

= e(HPi , xOPub + hPub) = e(HPi , VO + hPub) , (4)

and

e(SO, QO) = e(SO, UO + hP ) = e(
SKO
xO + h

, xOP + hP ) = e(SKO, P ) =

= e(sHO, P ) = e(HO, sP ) = e(HO, Pub) = PKO . (5)

Combining (1), (2), (3), (4) and (5), we get

e(SP , QP) =
∏n

i=1
(e(SPi , (xi + hi)QO)

∏n

i=1

∏
j �=i

e(SPj , (xi + hi)QO))

=
∏n

i=1
(e(SO, QO)e(SKPi , QO))

∏n

i=1

∏
j �=i

e(SPj , (xi + hi)QO))

= (
∏n

i=1
(PKOe(HPi , VO + hPub)))e(RP , QO)

= PKn
O(
∏n

i=1
e(HPi , VO + hPub))e(RP , QO)

= PKn
Oe(
∑n

i=1
HPi , VO + hPub)e(RP , QO)

= PKn
Oe(HP , VO + hPub)e(RP , QO) (6)

5.2 Proof of Security of Our IBMPS Scheme

In this section, we prove the security of our scheme against existential forgery
on adaptive chosen message and adaptive chosen-ID attack in the random oracle
model. We allow the adversary A to adaptively select the identities and the
message on which it wants to forge the multi-proxy signature.
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Theorem 1. If there exists an adversary A which (t,qH1 ,qH2 ,qE ,qd,qpk,qmps,
n+1,ε)-breaks the proposed IBMPS scheme in time t with success probability ε,
then there exists an adversary B(t′, ε′) which solves CDHP with success proba-
bility at least ε′ ≥ ε(1− 1/q)M/(qE + qd +2qpk +(n+1)qmps +n+1) in time at
most t′ ≥ t + (qH1 + qE + 3qd + 4qpk + (6n + 5)qmps + 4)CG1 where CG1 denotes
the maximum time taken for scalar multiplication in G1.

Proof: Let, for a security parameter 1λ, the adversary B is challenged to solve
the CDHP for 〈q,G1, P, sP, bP 〉 where G1 is an additive cyclic group of prime
order q with generator P and s, b ∈ Z

∗
q . The goal of B is to solve CDHP by

computing sbP ∈ G1 using A, the adversary who claims to forge our proposed
IBMPS scheme. B simulates the security game with A as follows:

Setup: B chooses a multiplicative cyclic group G2 = 〈g〉 of prime order q and
constructs a bilinear map e : G1 × G1 → G2 and generates the systems public
parameter params = 〈λ,G1, G2, q, e,H1,H2, P, g, Pub := sP 〉 for security para-
meter 1λ where the hash functions H1 and H2 behave as random oracles and
respond to hash queries as below.

H1-queries: When A makes an H1 query for an identity ID ∈ {0, 1}∗, B
responds as follows:

1. B maintains a list LH1 = 〈(ID, h1, a, c)〉 and if the queried ID already appears
on the list LH1 in some tuple (ID, h1, a, c) then algorithm B replies with
h1 = H1(ID).

2. Otherwise B picks a random integer a ∈ Z
∗
q , generates a random coin c ∈

{0, 1} with probability Pr[c = 0] = η for some η, and
– If c = 0, B sets h1 = a(bP ).
– If c = 1, B sets h1 = aP .

3. Algorithm B adds the tuple (ID, h1, a, c) to the list LH1 and replies to A with
HID := h1.

H2-queries: When A makes an H2 query for a warrant w′ ∈ {0, 1}∗ and
U ′, V ′ ∈ G1, B responds as follows:

1. B maintains a list LH2 = 〈(w||V,U, h)〉 and if the queried (w′||V ′, U ′) already
appears on the list LH2 in some tuple (w||V,U, h) then algorithm B replies to
A with H2(w′||V ′, U ′) := h′.

2. Otherwise B picks a random integer h′ ∈ Z
∗
q and replies to A with H2(w′||V ′,

U ′) := h′ and adds the tuple (w′||V ′, U ′, h′) to the list LH2 .

Similarly when A makes an H2 query for a message m′ ∈ {0, 1}∗ and U ′ ∈ G1,
B picks a random integer h′ ∈ Z

∗
q and replies to A with H2(m′, U ′) := h′ and

adds the tuple (m′, U ′, h′) to the list LH2 .

Extraction Queries: When A makes a private key query on identity ID, B
responds as follows:



Secure and Efficient Scheme for Delegation of Signing Rights 267

1. B runs the above algorithm for responding to H1 query on ID and computes
h1 = H1(ID).

2. Let (ID, h1, a, c) be the corresponding tuple on the list LH1 .
– If c = 0, then B outputs ‘failure’ and terminates.
– If c = 1, then B replies to A with SKID := aPub.

Recall that HID = H1(ID) = h1 = aP . So, aPub = a(sP ) = s(aP ) = sHID is
a valid private key of the user with identity ID. Hence, the probability that B
does not terminate is (1 − η).

Delegation Queries: When A requests a delegation of a warrant w′ ∈ {0, 1}∗ by
the original signer with identity ID to the proxy signers Pi as in the warrant, B
responds as follows:

1. B runs the above algorithm for responding to H1-queries to obtain HID =
H1(ID) = aP ∈ G1. If c = 0 in the corresponding tuple (ID, h1, a, c) on the
list LH1 , B outputs ‘failure’ and terminates. Otherwise it proceeds to next
step.

2. B selects randomly x′ ∈ Z
∗
q and sets U ′ = x′P and V ′ = x′Pub. If U ′ already

appears in some tuple (m,U, h) in the list LH2 , B picks another x′ ∈ Z
∗
q ran-

domly and repeats this step. B then runs the above algorithm for responding
to H2-queries for the input (w′||V ′, U ′) and outputs H2(w′||V ′, U ′) = h′.

3. B computes S′ := aPub/(x′ + h′) and replies to A with σ′ = (w′||V ′, S′, U ′).

Recall that HID = H1(ID) = aP and SKID := aPub. So, e(S′, Q′) =

e(
aPub

x′ + h′ , U
′ + h′P ) = e(

asP

x′ + h′ , x
′P + h′P ) = e(aP, sP ) = e(HID, Pub) = PKID .

Thus σ′ = (w′||V ′, S′, U ′) is a valid delegation of the warrant w′. Also note that
the probability that B does not terminate is (1 − η).

Proxy Key Generation Queries: Note that in our scheme, the proxy signing
key dPi

of any proxy signer Pi is just the sum of the delegation value SO of the
warrant and the private key SKIDPi

of the proxy signer. So when A queries for a
proxy signing key of a proxy signer Pi, B runs the above algorithms for extraction
query and delegation query and responds accordingly. Since the probability that
B does not halt during each of those queries is 1−η, the probability that B does
not halt in this query is (1 − η)2.

Multi-proxy Signature Queries: When the adversary A requests for a multi-
proxy signature on a message m′ satisfying a warrant w′ from an original signer
O = P0 to a group of proxy signers P1, . . . ,Pn, B responds as follows:

1. B runs the above algorithm for responding to H1 query on Pi, i = 0, 1, . . . , n,
and computes h1i = H1(Pi). Let (Pi, h1i, ai, ci) be the corresponding tuples
on the list LH1 . If ci = 0, for any i = 0, 1, . . . , n, B outputs ‘failure’ and
terminates. Otherwise it proceeds to next step.
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2. B selects randomly x′
O ∈ Z

∗
q and sets U ′

O = x′
OP and V ′

O = x′
OPub. If

U ′
O already appears in some tuple (m,U, h) in the list LH2 , B picks another

x′
O ∈ Z

∗
q and repeats this step. B then runs the above algorithm for responding

to H2-queries for the inputs (w′||V ′
O, U ′

O) and adds the tuple (w′||V ′
O, U ′

O, h′)
to the list LH2 .

3. B computes S′
O = SKO

x′
O+h′ = a0Pub

x′
O+h′ and sets d′

Pi
= S′

O + SKPi
= S′

O + aiPub

for i = 1, . . . , n.
4. B selects randomly x′

i ∈ Z
∗
q and computes U ′

Pi
= x′

iP . If U ′
Pi

already appears
in some tuple (m,U, h) in the list LH2 , B picks another x′

i ∈ Z
∗
q and repeats

this step. B then runs the above algorithm for responding to H2-queries for
the inputs (m′, U ′

Pi
) and adds the tuple (m′, U ′

Pi
, h′

i) to the list LH2 .

5. B computes S′
Pi

=
d′

Pi

x′
i+h′

i
for i = 1, . . . , n, h′′ =

∑n
i=1 h′

i, U ′
P =

∑n
i=1 U ′

Pi
and

S′
P =

∑n
i=1 S′

Pi
.

6. B then computes R′
Pi

= (x′
i + h′

i)(S
′
P − S′

Pi
) for each i = 1, . . . , n and sets

R′
P =

∑n
i=1 R′

Pi
.

7. Finally B replies to A with the IBMPS σ′
P = (w′||V ′

O, h′′, S′
P , R′

P , U ′
P).

Note that the probability that B does not halt in this query is (1 − η)n+1. Also,
B follows all the steps correctly and one can check that replies to A with a valid
delegation and that the verification step equality

e(S′
P , Q′

P) = PKn
O e(HP , V ′

O + h′Pub) e(R′
P , Q′

O)

holds, where Q′
O = U ′

O + h′P = (x′
O + h′)P , Q′

P = U ′
P + h′′Q′

O and HP =∑n
i=1 HPi

=
∑n

i=1 aiP .

Output: The probability that B does not abort during the above simulation is

(1 − η)qE+qd+2qpk+(n+1)qmps (7)

and in that case, let A outputs a valid IBMPS σ∗
P = (w∗||V ∗

O, S∗
P , R∗

P , U∗
P) on

message m∗ which satisfies

e(S∗
P , Q∗

P) = PKn
O e(HP , V ∗

O + h∗Pub) e(R∗
P , Q∗

O)

If A does not query the three hash functions, H1(ID), H2(w∗||V ∗, U∗) and
H2(m∗, U∗), then the responses to these hash functions are picked randomly so
that the probability that verification equality holds is less that 1/q. Hence A
outputs a new valid IBMPS σ∗

P = (w∗||V ∗
O, S∗

P , R∗
P , U∗

P) on message m∗ with the
probability

(1 − 1/q)(1 − η)qE+qd+2qpk+(n+1)qmps.

Case 1. A interacts with B as a proxy signer, say P1. A did not request the
private key of IDP1 , A did not request a delegation value for warrant w∗, A did
not request the proxy signing key for S∗

O and A did not request a multi-proxy
signature for (m∗, w∗).
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Let H1(IDO) = aOP , H1(IDPi
) = aPi

P for 2 ≤ i ≤ n, and H1(IDP1) =
aP1(bP ), which happens with probability (1 − η)(1 − η)n−1η = η(1 − η)n.

B has V ′
O = x′

OPub, h′ = H2(w′||V ′
O, U ′

O) and S′
P =

∑n
i=1 S′

Pi
and proceeds

to solve CDHP using the equality:

e(S′
P , Q′

P) = PKn
Oe(HP , V ′

O + h′Pub)e(R′
P , Q′

O)

= PKn
Oe(

n∑

i=1

HIDPi
, x′

OPub + h′Pub)e(R′
P , Q′

O)

= e(HO, Pub)ne(
n∑

i=1

HIDPi
, (x′

O + h′)Pub)e(R′
P , Q′

O)

= e(aOP, nPub)e({aP2 + · · · + aPn
}P, (x′

O + h′)Pub)
e(H1(IDP1), (x

′
O + h′)Pub)e(R′

P , (x′
O + h′)P )

= e(naOPub, P )e({aP2 + · · · + aPn
}(x′

O + h′)Pub, P )
e(H1(IDP1), (x

′
O + h′)Pub)e((x′

O + h′)R′
P , P )

= e([naO + {aP2 + · · · + aPn
}(x′

O + h′)]Pub + (x′
O + h′)R′

P , P )
e(H1(IDP1), (x

′
O + h′)Pub)

We have

Q′
P = U ′

P + h′′Q′
O =

n∑

i=1

U ′
Pi

+ h′′{U ′
O + h′P} =

n∑

i=1

x′
iP + h′′{x′

OP + h′P}

= {
n∑

i=1

x′
i + x′

Oh′′ + h′h′′}P .

Let Z = [naO + {aP2 + · · · + aPn
}(x′

O + h′)]Pub + (x′
O + h′)R′

P . Then by above
equality, we have

e(S′
P , Q′

P) = e(Z,P )e(H1(IDP1), (x
′
O + h′)Pub)

e(S′
P , {

∑n

i=1
x′

i + x′
Oh′′ + h′h′′}P ) = e(Z,P )e(aP1(bP ), (x′

O + h′)Pub)

e(S′
P{

∑n

i=1
x′

i + x′
Oh′′ + h′h′′} − Z,P ) = e(aP1(bP ), (x′

O + h′)Pub)

Let S#
P = S′

P{∑n
i=1 x′

i + x′
Oh′′ + h′h′′} − Z . Then,

e(S#
P , P ) = e(aP1(bP ), (x′

O + h′)Pub)
= e(aP1(x

′
O + h′)(bP ), Pub)

= e(C(bP ), Pub) {where C = aP1(x
′
O + h′)}

= e(C(bsP ), P ) .

Hence S#
P = C(bsP ) so that bsP = C−1S#

P . Thus, using algorithm A, B can
solve an instance of CDHP and the probability of success is η(1 − η)n.

Case 2. A interacts with B as the original signer O. A did not request the
private key of IDO, A did not request a delegation value for warrant w∗, A did
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not request the proxy signing key for S∗
O and A did not request a multi-proxy

signature for (m∗, w∗). As the above case we can show that B can derive sbP
with the same success probability η(1 − η)n. Hence the success probability ε′

that B solves the CDHP in the above attack game is at least:

(1 − 1/q)η(1 − η)qE+qd+2qpk+(n+1)qmps+nε .

Now the maximum possible value of the above probability occurs for

η =
1

qE + qd + 2qpk + (n + 1)qmps + n + 1
.

Hence the optimal success probability is

(1 − 1/q)M
qE + qd + 2qpk + (n + 1)qmps + n + 1

ε

so that

ε′ ≥ (1 − 1/q)M
qE + qd + 2qpk + (n + 1)qmps + n + 1

ε

where M is the maximum value of

(1 − η)qE+qd+2qpk+(n+1)qmps+n

which occurs for

η =
1

qE + qd + 2qpk + (n + 1)qmps + n + 1
.

Now taking care of running time, one can observe that running time of algorithm
B is same as that of A plus time taken to respond to the hash, extraction,
delegation, proxy key generation and multi-proxy signature queries i.e. qH1 +
qH2 + qE + qd + qpk + qmps. Hence the maximum running time is given by t′ ≥
t+(qH1 +qE +3qd+4qpk+(6n+5)qmps+4)CG1 where CG1 denotes the maximum
time taken for scalar multiplication in G1, as each H1 hash query requires one
scalar multiplication in G1, extraction query requires one scalar multiplication
in G1, delegation query requires three scalar multiplications in G1, proxy key
generation query requires four scalar multiplications in G1, multi-proxy signature
query requires (6n+5) scalar multiplications in G1 and, to output CDH solution
from A’s forgery, B requires at most four scalar multiplications in G1. Hence
t′ ≥ t + (qH1 + qE + 3qd + 4qpk + (6n + 5)qmps + 4)CG1 .

6 Efficiency Comparison

Here, we compare the efficiency of our IBMPS scheme with that of the existing
IBMPS schemes [4,12,19] and [20] and show that our scheme is more efficient
in the sense of computation and operation time than those schemes. For the
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Table 1. Efficiency Comparision

computation of operation time, we refer to [6] where the operation time for vari-
ous cryptographic operations have been obtained using MIRACL [15], a standard
cryptographic library, and the hardware platform is a PIV 3 GHZ processor with
512 M bytes memory and the Windows XP operating system. For the pairing-
based scheme, to achieve the 1024-bit RSA level security, Tate pairing defined
over the supersingular elliptic curve E = Fp : y2 = x3 + x with embedding
degree 2 was used, where q is a 160-bit Solinas prime q = 2159 + 217 + 1 and
p a 512-bit prime satisfying p + 1 = 12 qr. We note that the OT for one pair-
ing computation is 20.04ms, for one map-to-point hash function it is 3.04ms,
for one modular exponentiation it is 5.31ms, for one scalar multiplication it is
6.38ms and for one general hash function it is < 0.001ms. To evaluate the total
operation time in the efficiency comparison tables, we use the simple method
from [5,6]. In each of the three phases: proxy key generation, multi-proxy sig-
nature generation and multi-proxy verification, we compare the total number
of bilinear pairings (P), map-to-point hash functions (H), modular exponentia-
tions (E), scalar multiplications (SM) and the consequent operation time (OT)
while omitting the operation time due to a general hash function which is neg-
ligible compared to the other four operations. Further, across all the compared
schemes, in the computation tables, we take into consideration the computations
of only one of the n proxy signers following the methodology of [5,6].

For example, during the multi-proxy signature generation phase of our scheme,
each proxy signer computes 2 pairings, 1 map-to-point hash, 0 modular
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exponentiation and 5 scalar multiplications, hence the total operation time can
be calculated as: 2 × 20.04 + 1 × 3.04 + 0 × 5.31 + 5 × 6.38 = 75.02ms. The OT
for each phase of all the schemes has been computed similarly.

From the efficiency comparison Table 1, it is clear that our scheme is compu-
tationally more efficient and having less operation time than the schemes given
in [4,12,19,20]. In particular, our scheme is 56%, 50%, 36% and 10% more
efficient than the schemes given in [4,12,19] and [20] respectively.

Acknowledgement. The authors acknowledge the Cryptology Research Society of
India and DST-CMS project SR/S4/MS:516/07 for the financial support towards pre-
sentation of this paper at ICICS 2014.
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Abstract. Attribute-Based Encryption (ABE) offers fine-grained
decryption policy such that users can do decryption if their attributes
satisfy the policy. Such flexibility enables it applicable in various appli-
cations in government and business. However, there are two issues that
should be solved first before it is deployed in practice, namely user revo-
cation and decryption outsourcing. In this paper, we adopt the slightly
modified Lewko et al.’s fully-CCA-secure Ciphertext-Policy-ABE (CP-
ABE) combining with Boneh et al.’s idea of mediated cryptography to
propose a CP-ABE with SEcurity Mediator (SEM) supporting imme-
diate user revocation. At the same time, by the introduce of SEM, we
intendedly outsource most of the computation workload in decryption
to SEM side and leave only one exponentiation and one division at user
side for decryption. It is proved fully-RCCA-CCA-secure in random ora-
cle model.

Keywords: CP-ABE · Decryption outsourcing · Dual encryption sys-
tem · Security mediator · User revocation

1 Introduction

In a traditional Identity-Based Encryption (IBE) system, data is encrypted by a
certain identity which can be decrypted by the corresponding secret key. Cipher-
text encrypted by the identity can only be decrypted by the secret key. How-
ever, in many cases, it is required for any user (with a certain set of attributes)
who satisfies a policy can decrypt the corresponding data. For example, the
head agent may specify that people satisfying ((Public Corruption Office
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AND (Knoxville OR San Francisco)) OR (Management-level > 5) OR
Name=Charlie) to decrypt documents [4]. We call the encryption scheme
achieving the above requirement Attribute-Based Encryption (ABE).

ABE can be divided into Key-Policy ABE (KP-ABE) and Ciphertext-Policy
ABE (CP-ABE). In KP-ABE [1,2,6,15], secret key is associated with access
policy P . And ciphertext is associated with user’s attribute set S. The secret
key can decrypt the ciphertext if the attribute set S satisfies the policy P . In
CP-ABE, ciphertext is associated with policy P , while secret key is associated
with user’s attribute set S [4,5,11,13].

Access Structure. ABE is proposed for fine-grained access control on
encrypted data. The simplest access structure is Threshold. The user will wish
to encrypt a document to all users that have a certain set of attributes. For
example, in a department of computer science, the chairperson might want to
encrypt a document to all of its systems faculty on a hiring committee. In this
case it would encrypt to the attribute set hiring-committee, faculty, systems. Any
user who has these attributes could decrypt the document [1]. Access structure
with AND and OR gates can be represented by an access tree using 2 of 2 and
1 of 2 Threshold gates as root nodes, respectively. Recall the head agent case in
[4] as an example. Such monotone access structure can be further extended to
the non-monotonic structure supporting NOT gate [5,6].

Selective and Fully Security. A security model is called selective if the
adversary is required to announce the intended target before Setup is executed
in the game. This is a limited model as the adversary is not necessary to decide
the target at the very beginning of the game. There are a list of ABE schemes
achieving selective-attribute security [1,2,4–6,11]. The model can be improved
to fully secure if such limitation is removed such that the adversary will decide
the intended target at any time during the game [13–15].

CPA, CCA and RCCA. To prove an ABE is Chosen-Plaintext-Attack
(CPA) secure, we first construct the security game describing the interaction
of an adversary A and challenger C (i.e., the attacks A launches), as well as the
goal of A by successfully guessing b from the challenge ciphertext CTb. Achiev-
ing the goal means A wins the game. We say an ABE is secure if A wins the
game with negligible probability ε. Furthermore, we say an ABE is CPA-secure
if A is not allowed to ask for plaintext of his chosen ciphertext. On the contrary,
it is Chosen-Ciphertext-Attack secure(CCA-secure). If A can launch decryption
queries on any chosen ciphertext C except the challenge ciphertext Cb (i.e.,
C �= Cb).The most recent research on ABE is a fully-CCA-secure CP/KP-ABE
with monotonic access structure [13]. Replayable CCA (RCCA) was proposed
[24] that allows modification to the ciphertext provided they cannot change the
underlying plaintext in a meaningful way. Green et al. [16] proposed to outsource
the decryption of ABE which is selective-RCCA secure.

User Revocation. Boldyreva, Goyal and Kumar proposed Identity Based
Encryption with Efficient Revocation which supports user revocation in IBE [7]
in 2008. Then user revocation has been taken notice in many practical ABE
systems. User revocation is an essential mechanism in many group-based appli-
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cations, including ABE systems, because users may leave their group. Revocation
of any single user would affect others who have the same attribute with him. An
intuitive way is to append to each of the attributes a date for when the attribute
expires [4]. It not only degrades the security in terms of Backward and Forward
Secrecy, but also has the scalability problem [18]. Another way is to use ABE that
supports NOT gate [6]. Particularly, one can append a NOT gate of the revoked
users identity to the previous formula with an AND gate. However, it is very
inefficient and does not support immediate revocation. Yu et al. proposed a CP-
ABE scheme with attribute immediate revocation [19]. However, it depends on
a curious-but-honest proxy server to update secret keys for all unrevoked users.
The third method is to re-encrypt the affected ciphertexts, and then updates the
decryption keys for unrevoked users. The last method is to introduce a mediator
who maintains a real-time RL, which is used in our construction.

As discussed above, user revocation is one of the obstacles for ABE into prac-
tice. The other obstacle is the efficiency of ABE. As most of the ABE decryption
algorithms involve several paring operations, it is a significant challenge for users
using light-weight devices for decryption. Therefore, an ABE scheme supporting
decryption outsourcing would be a better solution.

Mediated cryptography was designed by Boneh et al. [20] as a method to allow
immediate revocation of public keys. The basic idea when deployed in ABE is
to introduce an on-line SEcurity Mediator, SEM, for the check of user validity.
Once SEM is notified that a user is to be revoked, it can stop the decryption by
the user immediately. To this end, SEM is given a partial decryption key with
a real-time revocation list (RL). All encrypted data will be sent to SEM first
for checking the validity of the corresponding user in RL. SEM executes SEM-
Decrypt if and only if he passes the check, and sends the partially decrypted
data to the user for User-Decrypt [21]. Therefore, deploying SEM between the
data owner and the data user is a promising solution for ABE. Ibraimi et al.
combined this idea with Bethencourt et al.’s selective-CPA-secure CP-ABE [4]
to propose a selective-CPA-secure mediated CP-ABE to support immediate user
revocation with application in Personal Health Records (PHR) management [25].
In addition, SEM can act as an outsourcing server to do partial decryption [16].
In other words, if we consciously leverage most of the decryption computation
to SEM, we can achieve a practical ABE scheme in User-Decrypt.Therefore, the
introduction of SEM can solve both the user revocation and decryption outsourc-
ing problems, which directly makes an ABE with SEM to practical applications.
However, with the introduction of SEM (a new role in the security game), it
changes the original security model. We also need to prove its security although
the underlying ABE has been proved fully-CCA secure.

1.1 Our Approach

We are able to obtain a fully-RCCA-CCA-secure CP-ABE with mediator.
Firstly, to achieve immediate user revocation, we adopt the slightly modified

Lewko et al.’s fully-CCA-secure CP-ABE [13] as the ABE building block combin-
ing with Boneh et al.’s idea of security mediator [20] to propose a CP-ABE with
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mediator (SEM). In this scheme, SEM is given a partial decryption key (SKM )
and a real-time Revocation List (RL). Any ciphertext for user decryption should
be sent to SEM for user revocation check first. Only passed ciphertext will be
partially decrypted using SEM’s SKM . The output will be further sent to user
for final decryption. If some users are revoked, SEM will not send the partial
decryption result, named CTM , to the revoked users.

Secondly, to achieve decryption outsourcing, we employ Green et al.’s idea
by moving most of the decryption from user side to SEM side (Suppose SEM
has strong computational power in cloud). Specifically, raise user’s each part of
secret key by 1/z(z ∈R Z∗

p ) to get the partial decryption key for SEM (SKM ).
Redefine user’s secret key as SK = (SKM , z). SEM-Decrypt executed by SEM
using SKM will include all pairing operations. But SEM cannot finally decrypt it
due to the absence of z. At last, user is only required to execute 1 exponentiation
and 1 division to get the plaintext.

1.2 Related Work

Attribute Based Encryption. Sahai and Waters [1] proposed fuzzy identity-
based encryption in 2005, which was also called attribute-based encryption when
it is applied in the case that an encrypted document can only be decrypted by
the user who have a certain set of attributes. In other words, a message encrypted
by a set of attribute S can only be decrypted by a private key for another set of
attributes S′, if and only if |S ∩ S′| ≥ d, a Threshold.

Goyal et al. [2] classified it into key-policy attribute-based encryption (KP-
ABE) and cipher-policy attribute-based encryption (CP-ABE), and further pro-
posed a small universe KP-ABE supporting a more general access structure,
monotonic access tree. Any policy/formula with AND and OR gates can be trans-
formed to such access structure. It is selective-attribute CPA secure without
random oracle. They also proposed a large universe KP-ABE which is selective-
attribute CPA secure in random oracle. They for the first time proved that it
is CCA secure by leveraging the delegation property of their large universe KP-
ABE and applying the method in [3]. In 2007, Bethencourt et al. [4] gave the first
construction of CP-ABE with monotonic access tree, which is selective-attribute
CPA secure with random oracle. They also argued that with delegation property,
their scheme is CCA secure. They implemented the ABE scheme using the Pair-
ing Based Cryptography library [17]. In the same year, Cheung and Newport
[5] proposed a CP-ABE scheme with access structures of AND gates on both
positive and negative attributes. Ostrovsky et al. [6] extended Goyal et al.’s
scheme [2] to support non-monotonic access structure, i.e., the Boolean formula
involving AND, OR, NOT, and Threshold operations.

In 2011, Waters [11] proposed a selective-attribute CPA secure CP-ABE
under DPBDHE assumption with ciphertext size, encryption, and decryption
time scales linearly with the complexity of the access formula. Lewko et al. [14]
proposed the first fully secure CP-ABE under 3 assumption by adapting Waters’
dual system encryption technique in proof model [12]. Okamoto and Takashima
[15] proposed a fully secure KP-ABE under DLIN assumption in the same year.
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Yamada et al. [13] clearly defined the two properties, delegatability and verifia-
bility in ABE, and argued that any CPA-secure ABE can be transformed to a
CCA-secure ABE as long as it has either property above. They also instantiated
the variation of Lewko et al.’s CP-ABE, which is fully CCA-secure.

ABE with Revocation. Bethencourt et al. [4] and Pirretti et al. [26,27]
respectively realized coarse-grained attribute revocation by revoking attribute
itself using timed rekeying mechanism, which was implemented by setting expi-
ration time on each attribute. Attrapadung and Imai proposed ABE with user
revocation [8] within similar method as described in [7]. Liang etc. proposed
CP-ABE with revocation and it is proved secure under standard model [9]. Qian
and Dong proposed Fully Secure Revocable ABE, combined dual encryption and
user revocable ABE together to get fully secure ABE with user revocation [10].
However their schemes don’t allow immediate revocation. For fine-grained user
revocation, Ostrovsky et al. [6] proposed to add conjunctively the AND of nega-
tion of revoked user attributes. Yu et al. [19] achieved a CP-ABE scheme with
immediate attribute revocation which is selective-CCA-secure. Hur and Noh
[18] proposed attribute-based access control with efficient revocation without
formal security proof. Sahai et al. [28] proposed a fully secure revocable key-
policy ABE scheme without concerning Forward Secrecy. Ibraimi et al. combined
Bethencourt et al.’s selective-CPA-secure CP-ABE [4] with Boneh et al.’s medi-
ated cryptography [20] to propose a selective-CPA-secure mediated CP-ABE to
support immediate user revocation with application [25].

ABE with Decryption Outsourcing. Green et al. [16] proposed a new
paradigm by outsourcing the main decryption computation workload of Waters’
CP-ABE [11], and proved it secure in Replayable CCA model, followed by imple-
menting it using PBC library [17].

2 Preliminaries

We review Bilinear maps, decisional q − parallel Bilinear Diffie-Hellman Expo-
nent problem and linear secret sharing scheme.

2.1 Bilinear Maps

We review some facts related to groups with efficiently computable bilinear maps
in [11] and then give our number theoretic assumptions. Let G and GT be two
multiplicative cyclic groups of prime order p. Let g be a generator of G and e be
a bilinear map, e : G×G → GT . The bilinear map e has the following properties:

1. Bilinearity: for all u, v ∈ G and a, b ∈ Zp, we have e(ua, vb) = e(u, v)ab.
2. Non-degeneracy: e(g, g) �= 1.

We say that G is a bilinear group if the group operation in G and the bilinear
map e : G × G → GT are both efficiently computable. Notice that the map e is
symmetric since e(ga, gb) = e(g, g)ab = e(gb, ga).
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2.2 Decisional Parallel BDHE Assumption

We review the definition of decisional q −parallel Bilinear Diffie-Hellman Expo-
nent problem in [11] as follows. Choose a group G of prime order p according to
the security parameter λ. Let a, s, b1, . . . , bq ∈ Zp be chosen at random and g be
a generator of G. If an adversary is given y =

g, gs, ga, . . . , gaq

, , gaq+2
, . . . , ga2q

∀1≤j≤qg
s·bj , ga/bj , . . . , gaq/bj , , gaq+2/bj , . . . , ga2q/bj

∀1≤j≤q,k �=jg
a·s·bk/bj , . . . , gaq·s·bk/bj ,

it is hard to distinguish e(g, g)aq+1s ∈ GT from a random element R in GT .
An algorithm B that outputs z ∈ {0, 1} has advantage ε in solving decisional

q-parallel BDHE in G if

|Pr[B(y, T = e(g, g)aq+1s) = 0] − Pr[B(y, T = R) = 0]| ≥ ε

Definition 1. We say that the (decision) q-parallel-BDHE assumption holds if
no polynomial time algorithm B has a non-negligible advantage in solving the
decisional q-parallel BDHE problem.

2.3 Linear Secret Sharing Schemes

We review the definition of linear secret sharing scheme (LSSS) in [11] as follows.

Definition 2. (Linear Secret-Sharing Schemes (LSSS)) A secret-sharing scheme
over a set of parties P is called linear (over Zp) if

1. The shares for each party form a vector over Zp.
2. There exists a matrix an M with � rows and n columns called the share-

generating matrix for Π. For all i = 1, . . . , �, the i’th row of M , we let the
function ρ defined the party labelling row i as ρ(i). When we consider the
column vector v = (s, r2, . . . , rn), where s ∈ Zp is the secret to be shared, and
r2, . . . , rn ∈ Zp are randomly chosen, then Mv is the vector of � shares of the
secret s according to Π. The share (Mv)i belongs to party ρ(i).

It is shown in [11] that every LSSS according to the above definition also
enjoys the linear reconstruction property, defined as follows: Suppose that Π is
an LSSS for the access structure A. Let S ∈ A be any authorized set, and let
I ⊂ {1, 2, . . . , �} be defined as I = {i : ρ(i) ∈ S}. Then, there exist constants
{ωi ∈ Zp}i∈I such that, if {λi} are valid shares of any secret s according to Π,
then

∑

i∈I

ωiλi = s. Furthermore, it is shown in [11] that these constants ωi can

be found in time polynomial in the size of the share-generating matrix M .
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3 Definition of CP-ABE with SEM

We review the definition of CP-ABE with SEM in [25] here. Let S represent a
set of attributes, and A an access structure. We defines A and S as the inputs to
the encryption and key generation algorithm, and the function f(S,A) outputs
1 iff the attribute set S satisfies the access structure A, respectively.

Definition 3. CP-ABE with SEM, CP −ABESEM consists of five algorithms:

(PK,MSK) ← Setup(λ,U). This algorithm takes security parameter λ and
universe U as input. It outputs public parameters PK and master key
MSK.

CT ← Encrypt(PK,m,A). This algorithm takes as input public parameters PK,
a message m and an access structure A. It outputs ciphertext CT .

(SKU , SKM ) ← KeyGen(MSK,S). This algorithm takes as input master key
MSK and an attribute set S. It outputs secret key SKU and SEM’s key
SKM .

CTM ← SEM-Decrypt(SKM , CT ). The mediated decryption algorithm takes as
input SEM’s key SKM for S and a ciphertext CT that was encrypted
under A. It outputs the partially decrypted ciphertext CTM if f(S,A) =
1. Otherwise, the error symbol ⊥ is returned.

M/ ⊥← User-Decrypt(SKU , CTM ). The decrypt algorithm takes as input SKU

for S and CTM that was originally encrypted under A. It outputs the
message m if f(S,A) = 1 and (SKU , SKM ) were created together. Oth-
erwise, the error symbol ⊥ is returned.

Some Terminologies. We define some terminologies and properties related to
access structures here. Any monotonic (resp., non-monotonic) access structure
A can be represented by a corresponding Boolean formula (resp., with negation),
which we denote by φ(A), over variables in U . This is naturally defined in the
sense that f(S,A) = 1 holds iff the evaluation of φ(A) with the assignment that
sets all variables in S to 1 and other variables outside S to 0 yields the value 1.

Consider the case where A is a monotonic access structure over U .
If we denote a minimal representation of A by min(A) = {f(S,A) =
1| there exists no B ∈ Asuch that f(B,A) = 1}. Then, it is straightforward to
see that φ(A) = ∨S′∈min(A)(∧P∈S′P ).

For simplicity, we will use the access structure A and its corresponding
Boolean formula φ(A) interchangeably when specifying a policy.

3.1 Fully-RCCA-CCA Security Model for CP-ABE with SEM

Consider a multi-party ABE with SEM system, where there are a lot of registered
users and a mediator with real-time revocation list. An adversary A of time
complexity of polynomial has the following capabilities.

1. A can corrupt users as his wish in the system to obtain their user secret keys
SKU and the corresponding SKM from the mediator.
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2. A can make SEM-Decrypt queries to get partially decrypted ciphertext CTM .
3. A can make User-Decrypt queries to get plaintext m.

The goal of the adversary A is either of the two following outputs.

– A partially decrypted ciphertext CTM for user key SKU to decrypt although
A has no knowledge of the corresponding SKM . In particular, the user with
SKU has been revoked by SEM. So SEM will not help to partially decrypt
ciphertext CTM for the user. A tries to calculate CTM without knowing SEM’s
SKM . If it is the case, A can further decrypt CTM successfully.

– A plaintext m decrypted from a partially decrypted ciphertext CTM by SKU .
In particular, the user is valid and SEM helps to get CTM . A tries to success-
fully decrypt CTM to get m without knowing SKU .

To clearly define A’s capabilities and goal, we formally define two games.

Definition 4 [Security of a CP-ABE with SEM]. Let CP-ABESEM =
(Setup, Encrypt, KeyGen,SEM-Decrypt, User-Decrypt) be a CP-ABE with SEcu-
rity Mediator scheme, A an adversary, λ ∈ N a security parameter. We associate
to CP-ABESEM, A and λ an experiment ExpIND−RCCA−CCA

CP−ABESEM
(λ) including the

following two games.

In this definition, “RCCA-CCA” means security against users is RCCA while
security against SEM is CCA. Now two Games are defined.

In Game-1, A’s target is user.

Game-1
Setup. The challenger C runs Setup and gives PK to the adversary A.
Phase 1. C initializes an empty table T1, an empty set D1 and an integer
j = 0. Proceeding adaptively, A can repeatedly make any of these queries:

• Create(S). C sets j := j + 1. It runs KeyGen on S to obtain the pair
(SKU , SKM ) and stores in table T1 the entry (j, S, SKU , SKM ). It then
returns to A SEM’s key SKM .

Note: Create can be repeatedly queried with the same input.
• Corrupt(i). If there exists an ith entry in table T1, then C obtains the

entry (i, S, SKU , SKM ) and sets D1 := D1 ∪ {S}. It then returns to A
user’s secret key SKU . If no such entry exists, then it returns ⊥.

• Decrypt(i, CTM ). If there exists an ith entry in table T1, then C obtains
the entry (i, S, SKU , SKM ) and returns to A the output of the decryp-
tion algorithm on input (SKU , CTM ). If no such entry exists, then it
returns ⊥.

• Challenge. A submits two equal-length messages m0 and m1. In addition,
A gives a value A

∗ such that for all S ∈ D1, f(S,A∗) �= 1. The challenger
flips a random coin b, and encrypts mb under A

∗. CT ∗ is given to A.
Phase 2. Phase 1 is repeated with the restrictions that A cannot

• trivially obtain a secret key of user for the challenged ciphertext. That
is, it cannot issue a Corrupt query that would result in a value S which
satisfies f(S,A∗) = 1 being added to D1.
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• issue a trivial decryption query. That is, Decrypt queries will be answered
as in Phase 1, except that if the response would be either m0 or m1, then
C responds with the special message test instead.

Guess. The adversary A outputs a guess b′ of b.
The advantage of A in this game is Adv Game-1(A) = |Prob(b = b

′
) − 1/2|.

In Game-2, A’s target is SEM.

Game-2
Setup. The challenger C runs Setup and gives PK to the adversary A.
Phase 1. C initializes an empty table T2, an empty set D2 and an integer
j = 0. Proceeding adaptively, A can repeatedly make any of these queries:

• Create(S). C sets j := j + 1. It runs KeyGen on S to obtain the pair
(SKU , SKM ) and stores in table T2 the entry (j, S, SKU , SKM ). It then
returns to A user’s secret key SKU .

Note: Create can be repeatedly queried with the same input.
• Corrupt(i). If there exists an ith entry in table T2, then C obtains the

entry (i, S, SKU , SKM ) and sets D2 := D2 ∪ {S}. It then returns to A
SEM’s key SKM . If no such entry exists, then it returns ⊥.

Challenge. A submits two equal-length messages m0 and m1. In addition, A
gives a value A

∗ such that for all S ∈ D2, f(S,A) = 1. The challenger flips a
random coin b, encrypts mb under A

∗ and gives ciphertext CT ∗ to A.
Phase 2. Phase 1 is repeated, except CT ∗ can not be queried.
Guess. The adversary A outputs a guess b′ of b.
The advantage of A is defined as AdvGame-2(A) = |Prob(b = b

′
) − 1/2|.

The adversary A wins with advantage AdvGame-1(A)+ AdvGame-2(A).
A CP-ABE with SEM scheme is RCCA-CCA-secure if Adv Game-1(A)+ Adv

Game-2(A) < ε, where ε is negligible. �

4 Our Construction of CP-ABE with SEM

We now give our main construction of CP-ABE with SEM. Setup(λ,U). This
algorithm takes as input the security parameter λ and the attribute universe
description U = {0, 1}∗. First we need to utilize a set W of dummy attributes,
which is disjoint from U . A set of dummy attributes will then be associated
to a verification key vk of a one-time signature scheme used in Encrypt algo-
rithm. Set W = {P1,0, P1,1, P2,0, P2,1, . . . , P�,0, P�,1}, where � denotes the num-
ber of the rows in the LSSS matrix and Pi,j are dummy attributes. Then
choose the dummy attribute set Svk ⊂ W for all vk ∈ {0, 1} by setting
Svk = {P1,vk1 , P2,vk2 , . . . , P�,vk�

}. Then the algorithm chooses a bilinear group G

of order N = p1p2p3 (3 distinct primes). Use Gpi
to denote the subgroup of order

pi in G. Then it chooses random exponents α, a ∈ ZN , a random group element
g ∈ Gp1 and two hash functions H1 : {0, 1}∗ → Zp and H2 : {0, 1}∗ → {0, 1}k.
For each attribute i ∈ {U ∪ W}, it chooses a random value si ∈ ZN .
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The public parameters PK are N, g, ga, e(g, g)α, Ti = gsi∀i,H1,H2 and a
generator X3 of Gp3 . The master secret key MSK is gα.

KeyGen(MSK,S, PK). This algorithm takes as input the master secret key
MSK, public key PK and an attribute set S, where S ⊂ U . It outputs the user’s
key SKU and SEM’s key SKS′

M for the attribute set S′ where S′ = S ∪ W . The
algorithm chooses a random t′ ∈ ZN , and random elements R0, R

′
0, Ri ∈ Gp3 .

Let SK
′

= (PK,K
′

= gαgat
′
R0, L

′
= gt

′
R

′
0, {K

′
x = T t′

i Ri}x∈S′). Then choose
z ∈R Z

∗
p as user’s secret key SKU . Let t = t′/z and set SEM’s key as

SKS′
M = (PK,K =K

′1/z
= gα/zgat

′
/z = gα/zgat, L = L

′1/z
= gt

′
/z =

gt, {Kx}x∈S′ = {K
′
x

1/z}x∈S′).

Encrypt(PK, A = (M,ρ), m ∈ {0, 1}k). It takes as input an LSSS access struc-
ture A = (M,ρ), the public parameters PK and a message m to encrypt, where
M is an �×n LSSS matrix and the function ρ associates each row Mi to attribute
ρ(i). Let the dummy policy A

′ = A ∧ (∧P∈SvkP ). The algorithm outputs the
ciphertext encrypted under policy A

′ = (M ′, ρ′), where M ′ is an �′ × n′ LSSS
matrix and the function ρ′ associates each row M ′

ni to attribute ρ′(i). The algo-
rithm chooses a vector v ∈R Z

n′
p , denoted v = (s, v2, . . . , vn′). For each row

of M ′, i.e., the vector M ′
i , calculate λi = v · M ′

i . Then choose ri ∈R Zp for
i = 1, · · · , �′. Then it selects a random R ∈ GT and computes s = H1(R,m) and
r = H2(R). An attribute parameter can be derived into an element in the group
G by a function F : {0, 1}∗ → G. The ciphertext CT is shown as

(C = Re(g, g)αs, C ′ = gs, C
′′

= m ⊕ r, Ci = gaλi · F (ρ′(i))−ri ,Di = gri ∀i),

and CT implicitly contains the access structure A
′ = (M ′, ρ′).

Let Σ = (G,S,V) be a one-time signature scheme. The algorithm creates a
one-time signature key pair by running G → (vk, sk). It then runs S(sk, CT ) →
σ. And the algorithm outputs CT ′ = (vk,CT, σ).

SEM-Decrypt(PK,CT ′, SKS′
M ). It takes as input a ciphertext CT ′ for a

linear access structure A
′ = (M ′, ρ′), PK and SEM’s key SKS′

M =
(PK,K,L, {Kx}x∈S′) for a set S′, where S′ = S ∪ W . It parses the ciphertext
CT ′ as (vk,CT, σ). If V(vk,CT, σ) = 0, then it outputs ⊥.

Otherwise, the mediator can get SKS∪Svk

M as (PK,KS∪Svk , LS∪Svk ,
{KS∪Svk

x }x∈S) for the set S ∪ Svk within the method Delegate described in
[13] as follows. Since Svk is a subset of W , S ∪ Svk is a subset of S′. The algo-
rithm random chooses u ∈ ZN and random elements R0, R

′
0, Ri ∈ Gp3 , and

computes
(PK,KS∪Svk = KgauR0, L

S∪Svk = LguR′
0, {KS∪Svk

x }x∈S = KiT
u
i Ri, ∀i ∈

S ∪ Svk) as SKS∪Svk

M .
Let I ⊂ {1, 2, · · · , �} be defined as I = {i : ρ(i) ∈ S ∪ Svk}. Then, let

{ωi ∈ Zp}i∈I be a set of constants such that if {λi} are valid shares of any secret
s according to M , then

∑
i∈I ωiλi = s. Then SEM computes
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e(C ′,KS∪Svk)/
(

e(
∏

i∈I

Cωi
i , LS∪Svk) · ∏

i∈I

(e(Dωi
i ,KS∪Svk

ρ(i) ))
)

= e(gs, gα/zgatgau)/
(

e(
∏

i∈I

gaλiωi , gtgu) · ∏

i∈I

e(T−ri

ρ(i) , g
tgu)

∏

i∈I

(e(griωi , T tu
ρ(i)))

)

= e(gs, gα/z)e(gs, gat)e(gs, gau)/
(

e(gas, gtgu)
∏

i∈I

e(T−ri

ρ(i) , g
tgu)

∏

i∈I

e(gri , T tu
ρ(i))

)

= e(g, g)αs/z,

and sends the partially decrypted ciphertext CTM = (C, C
′′
, e(g, g)αs/z) to user.

User-Decrypt(CTM , SKU ). It takes as input a partially decrypted ciphertext
CTM for a linear access structure (M,ρ), user’s secret key SKU for a set
S. It parses CTM as (CT0, CT1, CT2), and computes R = CT0/CT z

2 , m =
CT1 ⊕ H2(R), and s = H1(R,m). If CT0 = R · e(g, g)αs and CT2 = e(g, g)αs/z,
it outputs m; otherwise, it outputs the error symbol ⊥.

In our construction, if a user has appropriate attribute set S to match the
access structure A on the ciphertext CT , i.e. f(S,A) = 1, the user can decrypt
the partially decrypted ciphertext CTM correctly and get the plaintext.

User Revocation. In our construction, Security Mediator holds a revocation
list (RL), which records the revoked users. The mediator can add a user into the
revocation list or delete a user from RL. When execute SEM-Decrypt algorithm,
SEM will check the revocation list first. If a user is revoked, Security Mediator
won’t pass the partially decrypted ciphertext CTM to the user, and the revoked
user cannot finish the User-Decrypt algorithm to get the plaintext.

4.1 Security Proof

Theorem 1. Let Π be a Waters’ scheme in [11] and Σ′ is our CP − ABESEM

scheme. If Π is a CPA-secure CP-ABE scheme, then our scheme CP −ABESEM

is fully-RCCA-secure.

Theorem 2. Let Π be a Waters’ scheme in [11] and Σ is a one-time sig-
nature, Σ′ is our CP − ABESEM scheme. If Π is a (τ, εABE , q)CPA-secure
CP-ABE scheme, Σ is (τ, εOTS) secure, then our scheme CP − ABESEM

is(τ − o(τ), εABE + εOTS , qD, qE) fully-CCA-secure where q ≥ qD + qE.

Proof 1. Suppose there exists a polynomial-time adversary A, who can break
our scheme in our new fully RCCA-security model with non-negligible advantage
ε, Then we can build a simulator B for A who can break Waters’ scheme in [11]
in the selective CPA-secure model with advantage ε minus a negligible amount.
However, in [11], Waters’ scheme has been proven secure under the decisional
parallel BDHE assumption. That is a contradiction.

Setup. B obtains the public parameter PK = (g, e(g, g)α, ga, F ), where F is a
hash function from Waters’ scheme. B initializes the empty tables T1, TH1 , TH2 ,
an empty set D, and an integer j = 0. It sends PK to A as the public parameter.
Phase 1. B answers A’s queries as follows.
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• Random Oracle Hash H1(R,m). B checks the table TH1 first. If there exists
an entry (R,m, s) in TH1 , returns s to A. Otherwise, B chooses s ∈R Zp,
records (R,m, s) in TH1 and returns s to A.

• Random Oracle Hash H2(R). B checks the table TH2 first. If there exists an
entry (R, r) in TH2 , returns r to A. Otherwise, B chooses r ∈R Zp, records
(R, r) in TH2 and returns r to A.

• Create(S): B sets j := j + 1 and proceeds one of two ways.

– If S satisfies A
∗ = (M∗, ρ∗), i.e., f(S,A∗) = 1, B chooses a fake key pair

(SKU , SKM ): choose d ∈R Zp and run KeyGen(gd, S, PK) to obtain SK ′

SK ′ = (PK,K ′ = gdgat′
, L′ = gt′

,
{

K ′
x = F (x)t′}

x∈S
).

Set SKM = SK ′. Let d = α/z, replace d by α/z and we have SKM =

(PK, gα/zgat′
, L′ = gt′

,
{

F (x)t′}

x∈S
) =

(PK,K = K ′1/z = (gαgat′′
)1/z, L = L′1/z =

gt′′/z,
{

Kx = K ′1/z
x = (F (x)t′′

)1/z
}

x∈S
).

By the replacement, SKM is properly distributed.

– Otherwise, B calls Waters’ key generation oracle on S to obtain SK ′ =
(PK,K ′, L′, {K ′

x}x∈S). Then, it chooses z ∈R Zp and sets

SKM = (PK,K = K ′1/z, L = L′
1/z,

{
Kx = K ′1/z

x

}

x∈S
), SKU = z.

Finally, B stores (j, S, SKU , SKM ) in the table T and returns SKM to A.

• Corrupt(i): If no such entry exists (i.e., i > jmax), or if S in the ith entry
(i, S, SKU , SKM ) satisfies A

∗, B returns ⊥. Otherwise, B returns SKU to
A.

• Decrypt(i, CTM ). Let CTM = (CT0, CT1, CT2) be associated with an access
structure A = (M,ρ). Let jmax denote the currently maximum j of the
table T .

If i > jmax, there is no satisfactory entry (i, S, SKU , SKM ) exists. Then
returns ⊥. If there exists the ith entry (i, S, SKU , SKM ) in T while f(S,A) �= 1,
B returns ⊥, too. Then B proceeds one of the following two ways.

– If the ith entry (i, S, SKU , SKM ) does not satisfy the challenge structure
A

∗ = (M∗, ρ∗), it proceeds as follows.

1. Compute R = C0/Cz
2 .
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2. Obtain the records (R,mx, sx) from TH1 . If no such record exists, return ⊥.
If there exists indices x1 �= x2 such that (R,mx1 , sx1) and (R,mx2 , sx2) are in
TH1 , and mx1 �= mx2 while sx1 = sx2 , B aborts. As sx1 and sx2 are randomly
chosen in Zp, the probability B aborts is (1 − p!/((p − qH1)! · pqH1 )).

3. Obtain the records (R, r) from TH2 . If no such record exists, return ⊥.
4. Test if CT0 = R(e(g, g)α)sx , CT1 = m ⊕ r, CT2 = e(g, g)αsi/z, for each i in

the records (R,mx, sx) in step 2.

If there is an x passes the above test, return mx to A. Otherwise return ⊥.
- If the ith entry (i, S, SKU , SKM ) satisfies (M∗, ρ∗), it proceeds as follows.

1. Compute β = C
1/d
2 .

2. For each record (Rx,mx, sx) in table TH1 , test if β = e(g, g)sx .
3. If no match is found, B returns ⊥.
4. If more than one match are found, B aborts the simulation.
5. Otherwise, let (R,m, s) be the sole match. Obtain the record (R, r) in table

TH2 . If it does not exist, B returns ⊥.
6. Test if CT0 = R ·e(g, g)αs, CT1 = m⊕r and CT2 = e(g, g)ds. If all tests pass,

output m; else, output ⊥.

Challenge. A submits two messages (m∗
0,m

∗
1) ∈ {0, 1}2k. B acts as follows.

1. B chooses random (R0, R1) ∈ G
2
T and passes them onto Waters’ challenger to

obtain ciphertext CTb = (C, C ′, {Ci,Di}i∈{1,··· ,�}) under (M∗, ρ∗), b ∈ {0, 1}.
2. B chooses a random value C ′′ ∈ {0, 1}k.
3. B sends the ciphertext CT ′′ = (C, C ′, C ′′, {Ci,Di}i∈[1,··· ,�]) to A.

Phase 2. B continues to answer queries as in Phase 1, except that if the response
to a Decrypt query would be either m∗

0 or m∗
1, then B answers test.

Guess. Eventually, A must either output a bit or abort, either way B ignores
it. R0 and R1 are never revealed to A except in the challenge ciphertext. A
necessary condition for A to win is to query the hash of the value it obtained
from the challenge ciphertext. Since the advantage for A to break the scheme is
ε, the probability for A to query to either or both R0 and R1 should be at least
ε. (If A does not make the query, it can only win by random guessing.) Next,
B searches through tables TH1 and TH2 to see if R0 or R1 appears as the first
value in any entry (i.e., A once issued a query of the form H1(Rb)or H2(Rb).)

B’s advantage in Game 1 is obviously negligible, and Theorem1 is RCCA
secure within this negligible advantage. The proof of Theorem1 is complete. �
Proof 2. Assume we are given an adversary A which breaks CCA-security of
our scheme Σ′ with running time τ , advantage ε, qE key-extraction queries, and,
qD decryption queries. We use A to construct another adversary B which breaks
CPA-security of the ABE scheme Σ. Describe the game 2 as follows:

Setup. The challenger runs Setup(λ,U ∪ W ) → (PK,MSK). Then B is given
PK and gives it to A. B also runs G(λ) → (vk∗, sk∗).

Phase 1. A may adaptively make queries of the following types:
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• Key-extraction query. When A submits S, B submits S ∪W to the challenger.
B is given SKS∪W for S ∪ W and chooses a random z ∈ ZN . B calculates
SKS∪W

M = (SKS∪W )1/z and SKU = z, then gives them to A.
• Decryption query. When A submits (CT ′, S) such that CT ′ = (vk,CT, σ),

B first checks whether V(vk,CT, σ) holds. If it does not hold, then B
returns ⊥. If it holds and vk∗ = vk, then B aborts. Otherwise, B sub-
mits S ∪ Svk to the challenger and is given SKS∪Svk

. Then B rerandom-
izes it by SKS∪Svk ← Delegate(PK,SKS∪Svk , S ∪ Svk, S ∪ Svk) and cal-
culates SKS∪Svk

M by randomly choose z ∈ ZN . It returns output of SEM-

Decrypt(PK,CT, SKS∪Svk

M ) to A.

Challenge. A declares two equal length messages m∗
0,m

∗
1 and A

∗. Then B declares
the same messages m∗

0,m
∗
1 and A

′∗ for the challenger, where A
′∗ is an access

structure such that ψ(A′∗) = ψ(A∗)∧ (∧P∈Svk
P ). The challenger flips a random

coin b ∈ {0, 1}, runs Encrypt(PK,Mβ , ψ(A′∗) → CT ∗ and gives CT ∗ to B. Then
B runs S(sk∗, CT ∗) → σ∗ and gives CT ′∗ = (V K∗, CT ∗, σ∗) to A as challenge
ciphertext. B also choose a random z ∈ ZN as SKU and gives it to A.

Phase 2. B answers A’s query where f(S,A∗) �= 1, CT �= CT ∗ as in Phase 1.

Guess. Finally, A outputs a guess b′ for b. Then B outputs b′ as its guess.
Let Win denote the event that A guess b correctly, Abort denote the

event that B aborts. If Abort does not occur, B’s simulation is perfect. So,
B’s advantage for guessing β is estimated as Pr[B correctly guess β] − 1

2 =
Pr[Win|Abort]Pr[Abort] − 1

2 ≥ ε − Pr[Abort]. Since Pr[Abort] ≤ εOTS holds due
to the unforgeability of the one-time-signature, Theorem2 holds. Thus the proof
is completed. �
According to the proofs of Theorems 1 and 2 above, our scheme CP −ABESEM

is a fully-RCCA-CCA-secure CP-ABE with SEM scheme.

5 Conclusion and Discussion

User revocation and decryption outsourcing are two issues for Attribute-Based
Encryption scheme apart from practice. To solve them, we propose a fully-
ReplayableCCA-CCA-secure Ciphertext-Policy-ABE with SEcurity Mediator,
CP-ABE with SEM for short. It introduces SEM for checking the validity of user
immediately with a real-time revocation list, and partially decrypting the cipher-
text if the user is unrevoked. One interesting future work is to further reduce
the computation overload by using prime-order cyclic group without composite-
order one. Another direction is to construct a fully-CCA-secure ABE with SEM.
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Abstract. We propose a new approach to Captcha which estimates
human cognitive ability, in particular visual search ability, to differentiate
humans from computers. We refer to this Captcha as Movtcha (Matching
Objects by Visual Search To Tell Computers and Humans Apart). The
design of Movtcha takes into account the analysis of human behavior to
minimize noise during cognitive feature estimation. Our empirical results
suggest that Movtcha can provide accuracy and usability comparable to
other established Captchas. Our system is suitable for large scale applica-
tions since image selection, challenge generation and response evaluation
are automated. Movtcha, unlike other Captchas, surpasses language and
experience barriers by presenting both challenge and response in clear
form and therefore can be used by people all across the world.

1 Introduction

Captcha (Completely Automated Public Turing test to tell Computers and
Humans Apart) [1] exploits the difference in the ability of humans and computers
in performing a task to tell the two apart. The task is designed such that it cannot
be solved by computers using the state-of-the-art computing technologies but can
easily be solved by human users. The most commonly encountered Captchas rely
on distorted alphanumeric string. The advent of image-based Captcha offered an
alternative approach with promising usability and security. However, eventually
schemes based on image recognition such as [2,3] were compromised. Captchas
exploiting semantic relationships between images [4,5] or between images and
words [6], usually claim high security and usability but fail to auto generate the
challenge (secret) database, resulting in scalability issues.

Another challenge while designing Captchas which is seldom explored, is the
issue of Captcha being language, culture or experience dependent. Text/audio
based Captchas are entirely language dependent. Some image-based Captchas
[4,7] though language independent, rely heavily on user’s past experience or
exposure to certain things Sect. 7. One way to remove these dependencies is to
present both the challenge and response in clear form and use behavioral or
cognitive features to differentiate human from machine. We define clear form
as a scenario where the response is not concealed by the challenge somehow,
e.g. through distortion. This means that both the challenge and response are
c© Springer International Publishing Switzerland 2015
L.C.K. Hui et al. (Eds.): ICICS 2014, LNCS 8958, pp. 290–304, 2015.
DOI: 10.1007/978-3-319-21966-0 21
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available to the users as well as the computers. Clear form allows both human
and machine respond to the challenge with ease. However, such scenario clearly
violates the current pre-requisite for security of Captcha systems [1,8]. Movtcha
presents both challenge and response to a user in clear form and is still able
to maintain high security. Another important security challenge in Captcha is
preventing relay attack where the attacker (the bot) relays/sends the Captcha
challenge to a human user who in turn solves the Captcha [9]. Movtcha prevents
such relay attacks.

Movtcha is presented as a Cognitive Task. It estimates cognitive ability of a
human, in particular visual search ability. An individual’s capacity in carrying out
any cognitive task (a task requiring a mental process such as perception, thinking
and reasoning [10]) is referred to as the cognitive ability of that individual. We
consider serial visual search [11] where each item is inspected in turn in a search
set to determine if it is a target or not. For example, consider searching through
a list of 100 unsorted names until the desired one is found (or the search self-
terminates [12]). The unsorted list aids in sequential search unlike a sorted list
where users could have skipped some names. In a serial self-terminating search, if
it takes a constant amount of time to inspect each item in turn until the desired
one is found then the visual search time is found to have a positive linear rela-
tionship with the position of the target item inside the search set [13,14].

We design a game-like Cognitive Task (CT) that takes advantage of this
observation. The cardinal notion is to conceal the size of the list or search set
containing target item from the bot but keep it visible/comprehensible to a
human user. For example, consider Bob and a machine. Both are presented with
a list of 10 unsorted names and challenged to find “Alice” which appears at the
9th position. Bob somehow acquires a knowledge which says “Alice” does not
appear in the first 5 entries. As a result Bob searches from the 6th position and
continues until he finds “Alice” at the 9th position. If it takes 1 second to inspect
each name in the list, Bob will spend 4 seconds to find “Alice”. On the other
hand the machine being deprived of the knowledge searches from the 1st position
until it finds “Alice” at the 9th position. The machine searches faster than Bob
and both the challenge (“Alice”) and response (“Alice”) are in clear form but it
fails to mimic the search time of Bob without the knowledge. That is, although
the bot can add delays and increase its search time, it does not know how much
delay needs to be introduced. Movtcha has a similar design principle where the
knowledge is conveyed only to a human user.

Movtcha consists of a carefully tailored image and a challenge tile. An
image is first divided into θ items (cells) by superimposing a grid like structure.
A subset of cells θsub ⊆ θ is modified (the knowledge) such that, (1) a bot is not
able to differentiate them from other cells and (2) the modification process cre-
ates random artifacts, conveying no meaning in current context to a human user
[11] (AppendixA, Fig. 1(a)). A target tile tr is then selected randomly from the
search set, θsub, and an exact copy of tr is presented to the user as the challenge
tile tc. Dragging and dropping tc (challenge) onto tr (response) inside θsub is
equivalent to a correct visual search task. A human instantly distinguishes and
separates out these exotic tiles, θsub, from the context of the image via parallel
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search and then performs serial search on the subset, θsub, to find tr [15]. There-
fore, his search time will vary according to |θPtr

sub | i.e. the number of exotic tiles
that need to be inspected before encountering tr. On the other hand, a bot is
not able to figure out the knowledge i.e. θsub. Therefore, it will not be able to
mimic the search time of a human user.

We do not consider the actual visual search time. In fact, we look for trends. If
the search time grows linearly (roughly, possibly with a few outliers) with |θPtr

sub |,
then the system authenticates the user as a human. Our contributions in a nut-
shell, (1) Movtcha estimates a cognitive feature to make authentication decision.
Our design takes into account human behavioral analysis to eliminate noise dur-
ing feature estimation. (2) It bypasses traditional pre-requisite for the security
of Captcha by presenting both the challenge and response in clear form. This
makes it language and experience independent. (3) It is resistant against ran-
dom, automated and static relay attacks. (4) Movtcha is an automated system.

Paper Organization. Section 2: Design of Movtcha, feature estimation and
authentication mechanism. Section 3: Search set and challenge generation.
Section 4: Security analysis. Section 5: Experiments & results. Section 6: Relay
attacks. Section 7: Related work. Section 8: Conclusion.

2 The Cognitive Task as MOVTCHA

Movtcha is a simple and intuitive object matching game. This section provides
details on the (1) design of Movtcha (2) extraction of cognitive and behavioral
features and (3) the authentication mechanism.

2.1 Design and Execution of Movtcha

An image of size x × y pixels, (width × height), is first broken into a grid, g,
containing θ pieces of square tiles of size k × k indexed as c1, c2, . . . , c|θ| from
left to right and then top to bottom, |θ| = x×y

k2 . The random set of tiles that is
systematically modified, to look exotic to a human user is referred to as the search
set θsub. The game starts with the user being challenged with a tile tc at position
Ptc

. The objective of the human user is to drag and drop tc onto the corresponding
target tile, tr, inside g. We call this search action/response Aresp. On a correct
visual search task, the user is rewarded with a star, sr, superimposed on tr. The
user then performs action Arew, where he drags and drops the rewarded star sr,
back to Ptc

. One instance of the game is thus completed. The user is required
to play certain number of instances in a Movtcha and each time the image, the
number of exotic tiles |θsub|, and the position of the target tile is varied.

Constraints and Helpers. The game must invoke serial self-terminating visual
search of a human user after the parallel stage. In order to guarantee (1) its
invocation (C1, C2 & H2) (2) its correct measurement under non-laboratory
conditions with the aid of human behavioral analysis (C2, C3, C4 & C5) and
(3) facilitate the visual search process (H1 & H2), certain constraints &helpers
have been placed throughout Movtcha.
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C1. At the beginning of each instance, as the user hovers over a bounded region
Ptc

, the tile holder and grid “pop up”. The tile holder moves randomly within Rtc

and the tile is only visible when the user hovers over the tile holder. This ensures
no prior exposure of the challenge tile or search set which can bias the search
time [11] and ensures a drag and search action from user. AppendixA Fig. 1(a).

C2. Consider the pixel co-ordinate system. As the tile is dragged, if the y-
coordinate of the drag event, ey

d is in between the minimum and maximum
y-coordinate of the jth row in the grid, g, then that row is highlighted by two
red lines. If ey

d during Aresp crosses the maximum y-coordinate of target tile tr,
then tr is highlighted signifying a failed search. The user is then presented with
a new instance. This constraint ensures that user does not skip over and misses
tr while performing serial search from top to bottom and from left to right.
Therefore, visual search time, V ST collected from a skipped search is avoided
similar to [13].

C3. If the time taken in Aresp crosses some experimentally set threshold λ
(Sect. 5.1), the user immediately receives a new instance. This discards abnormal
V ST caused due to loss of attention by the user and encourages user not to get
distracted while completing an instance.

C4. Arew action demands smooth movement of star, sr, since no cognitive think-
ing in particular, visual search, is required to execute Arew. Large number of
pauses during the movement of sr signifies that the user was distracted. If the
amount of pauses crosses some experimentally set threshold ζ (Sect. 5.1) during
dragging sr, then it moves back to tr inside g.

C5. On dropping tc anywhere other than on tr inside g, the challenge tile tc
moves back to Ptc

signifying a mismatch. The user immediately receives another
new instance.

H1. We allow some tolerance on the placement of the tile/star. This means that
the user does not need pin-point accuracy when dropping tc/sr.

H2. A grid is drawn on the image for establishing finer distinguishability among
the tiles and forming a structured visual field. This helps in invoking serial search.
It also aids in resisting automated memory attacks (Sect. 4).

2.2 Cognitive and Behavioral Feature Extraction

We refer to features collected during the execution of a cognitive task as cogni-
tive features. Human behavior do not necessarily invoke any particular cognitive
process. We refer to features collected through the observation of human behavior,
such as in behavioral biometrics (while browsing, typing), as behavioral features.

Visual Search Time Estimation, VST. The time required for the user to visu-
ally search, detect and match tc onto tr, is referred to as the visual search time
V ST . The V ST is a cognitive feature, calculated by the subtraction method [16].
The subtraction method is an established technique in cognitive psychology that
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involves subtracting the amount of time information processing takes with the
process (MTAresp

+ ttRT ) from the time it takes without the process (MTArew
).

Therefore, V ST = (MTAresp
+ ttRT ) − MTArew

, where MTAresp
= time elapsed

during Aresp, MTArew
= time elapsed during Arew, ttRT = (reaction) time elapsed

between the appearance of the stimulus (tc) and theuser picking it up (responding).

Pause Time, PT. This feature is required to enforce almost smooth movement
during dragging the star and in turn to provide better estimation of V ST . If user
remains at the same pixel for more than 0.1 seconds we refer to it as a pause. We
measure the number of pauses and derive the total paused time, PTArew

. The
Arew action does not involve any cognitive process. PTArew

should be zero in an
ideal condition. In practice, if PTArew

crosses some experimentally set threshold
ζ then constraint C4 is activated.

2.3 Telling Computers and Humans Apart

We use an accuracy metric �A
V ST in order to differentiate between a human and

a bot. Let sh
i and sm

i represents the two series of observations (V ST ) at instances
〈1, 2, . . . , n〉 from human user and bot respectively. The two series are first
arranged according to decreasing order of search set sizes. A series of plus points
sh+

i and sm+
i are then obtained from sh

i and sm
i . A plus point p is awarded to an

element se at index ie of the sorted sequence s, if se is greater than p elements
with indices more than ie. An accuracy metric �A

V ST is then calculated as the
ratio of the summation of the plus points s+ and the summation of a strictly
decreasing series. If the V ST s follow a strictly decreasing trend with decreasing
set sizes then the resulting accuracy metric �A

V ST = 1 and vice versa. A human
or a machine is then authenticated based on two conditions (1) the �A

V ST must
cross some certain threshold α. (2) V ST −MTArew

must be least when the search
set size |θsub| = 1.

We provide an example, here, to show how plus points and �A
V ST are cal-

culated for n = 6 instances for a human user and a bot. The bot makes ran-
dom guesses on the position of the target tile Ptr

inside θsub and generates
V ST . The V ST s, sh = 〈3.8, 3.3, 1.7, 3.4, 1.4, 0.3〉 and sm = 〈2, 3, 3.5, 4.5, 4, 1〉
are first arranged according to decreasing order of |θPtr

sub | = 〈33, 26, 15, 12, 5, 1〉.
Plus points sh+ = 〈5, 3, 2, 2, 1, 0〉 and sm+ = 〈1, 1, 1, 2, 1, 0〉 are then used to

figure out �A
V ST =

∑n
i=1 s+

i

n(n−1)/2 . �A
V ST = 0.867 for human and �A

V ST = 0.4 for
bot. Experimentally the value of the authentication threshold α is set. In this
scenario, setting α to some values less than 0.867 allows some tolerance with
few observations being out of place for a human user. Increasing such tolerance
increases the success probability of the bot. AppendixA Fig. 2(a) shows how the
success probability varies with the amount of tolerance or �A

V ST ∧ condition(2).

3 Nuts and Bolts of Our System

Movtcha consists of the following stages: (1) Selecting the appropriate images to
be tailored, (2) Generating the search set and displaying the challenge and (3)
Telling computers and humans apart (as described in Sect. 2.3).
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3.1 Selecting Images to Be Tailored

The goal is to have some portion of the image look exotic to a human e.g. consider
the rectangular half of a book being modified to a cone. This modification needs
to be done in such a way s.t. (1) the human can distinguish the exotic tiles in the
parallel stage and then perform a serial search to find the target, (2) the machine
is not able to figure out the exotic tiles. We use images containing pencil or
pen sketches/drawings. All images in our setting are first converted to grayscale.
Uncontrolled colors generally hinders serial search and can make some tiles more
conspicuous or obscure than others [11,17]. Sketches have traversing edges, or
pencil strokes, which can be easily mimicked/modified by new random strokes.
We refer to an edge/object that flows across a tile as a traversing edge/object
of that tile. The images are first cropped to suitable sizes x × y. For most tiles
if the number of traversing edges is outside some certain interval the image is
discarded. This image selection process guarantees that most of the tiles contains
at least some traversing edges so that any of them can be modified to form some
random shapes. Any image surviving such constraints is then referred to as the
candidate image IC .

3.2 Generation of Search Set and Displaying an Instance

At each instance of Movtcha, an IC is selected to be tailored to generate θsub. For
each instance, we randomly choose a search set size from an interval [LL,UL].
This interval is determined by the parameter AmountOfSeperation, AOS, which
ensures that search set sizes differ by some random amounts at each instance.
Larger offsets ensure sparser estimated V ST s, and result into higher �A

V ST by
eliminating outliers (Sect. 5.1). We then randomly select a subset of tiles θsub ∈ θ.
We refer to the boundary of each tile ti in θsub as bti

. We find the continuity
points b

{P}
ti

of the traversing edges at the boundary bti
by applying Canny. If a

pair of tiles {tx, ty} ∈ θsub share the same boundary bti
, i ∈ {x, y}, then they also

share the same edge continuity points b
{P}
ti

, i ∈ {x, y}. Once the edge continuity
points are found, some of the traversing edges in each tile are almost dissolved by
minimizing the intensity gradient difference. We then draw strokes connecting
those points randomly. These strokes are approximation curves drawn across
{pi

x, pi
y}, with varying number of control points randomly set in the vicinity

of the center of the exotic tile ti. As a result each time a stroke is drawn, a
random shape is formed. A stroke might also end abruptly midway without
connecting the points. Details in AppendixA. The grayscale intensities of all the
tiles θ = {c1, c2, . . . , c|θ|} are then randomly changed. And finally a grid like
structure is drawn on the image IC . When presented to the user the image size is
scaled with a nonlinear bicubic interpolation and by adding some random noise.
At this stage, the candidate image IC is referred to as the processed image IP .

Displaying an Instance. If there are n instances in a Movtcha, n
processed images {I1P , I2P , . . . , In

P } are formed from n candidate images,
with {θ1sub, θ2sub, . . . , θn

sub} as their corresponding search sets, where
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|θ1sub|<|θ2sub|< . . . <|θn
sub|. From each of these search sets the corresponding tc are

selected s.t. |θ1, Ptr

sub |<|θ2, Ptr

sub |< . . . <|θn, Ptr

sub |. A random permutation π : [n] →
[n] is selected and applied to the processed images 〈Iπ(1)

P , I
π(2)
P , . . . , I

π(n)
P 〉 and

the challenge tiles 〈tcπ(1) , tcπ(2) , . . . , tcπ(n)〉. At the ith instance of Movtcha, a

processed image I
π(i)
P and target tile tcπ(i) is selected and displayed to the user.

4 Security Analysis

We analyze the success probability of an attacker in random guessing attack and
automated attack. Section 7 provides a discussion on static relay attack.

We consider that an automated attacker uses a framework f specially
designed to attack our system. It can (1) separate out the background and the
foreground objects and identify moving challenge tile and grid tiles centroids in
negligible time, and (2) perform Aresp and Arew action at a desired speed while
mimicking human user’s mouse dynamics (such as addition of jitters). At each
instance, the attacker matches the tiles using f and generates V ST by guessing
the concealed |θPtr

sub |. In such scenario for n instances there should be n! ways
of varying the V ST . The probability for a successful attack thus becomes 1

n! .
Movtcha involving 8 instances results in 0.0025 % success rate, much smaller
than the target probability for a practical Captcha system security of 0.6 % [7].
However, in real settings, we allow some tolerance on the V ST trend and sub-
sequently on �A

V ST to accept trends with possibly a few outliers. AppendixA,
Fig. 2(a) shows a simulation of how the success probability varies with �A

V ST

for varying number of instances. In practice, f needs some processing time (such
as separating the background and foreground objects). This and other similar
processing time can also be upper bounded based on condition(2) (AppendixA,
Fig. 2(b, c)). On the other hand, a random guessing attacker drags and drops tc
onto tr randomly. Since the grid size is θ, the success probability of a random
guessing attack, without tolerance, is very small 1

θn×n! . Even with tolerance this
probability remains small.

The current challenge in Movtcha is always independent of the past chal-
lenges. Since object type (exotic tiles) are randomly generated, object recogni-
tion or classification is apparently a hard problem in Movtcha. Ideally, the same
tile could have produced infinitely many random shapes, as it is processed each
time. Movtcha presents unique image at each instance, making the challenges
independent of each other. The attacker is then left to exploit the low level cues
in order to identify the exotic tiles. We discuss in details the possible attacks
and the associated empirical results.

Attack Using Low-Level Cues. The exotic tiles in θsub might differ in
grayscale intensity from its neighboring tiles due to the modifications applied.
Considering there is no grid like structure, the attacker can therefore, use off-the-
shelf edge detection algorithm such as Sobel or Canny to figure out the bound-
aries of the exotic tiles. A simple approach of hindering such naive attack is to
introduce false tiles boundaries by randomly changing the tile intensities across
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the grid. With the grid structure in position such gradient-based methods detect
the whole grid (AppendixA, Fig. 1(b)). So we sought to a customized boundary
detection approach similar to [7]. The image is first smoothed by a 5×5 Gaussian
filter in order to reduce noise. We consider squares for each location, along the
tile boundaries. The squares are then divided into halves at 0◦, 45◦, 90◦, 135◦.
The goal is to have a large enough square so that any pair of halves covers por-
tions of the neighboring tiles pixels (grid pixels being symmetric on both halves).
The difference in the gray-scale intensity between the two halves of the square
is then estimated by calculating �(h1, h2) = 1

2

∑#bins
n=1

(h1n−h2n)2

h1n+h2n
, where h1

and h2 represents the gray-scale intensity histogram of the two halves respec-
tively. Gradient direction and magnitude of a location are set as the direction
with the maximum grayscale intensity and the maximum intensity respectively.
We then apply non-maximum suppression and threshold the resulting image
incrementally until the candidate tile set size, |CT | converges to |θsub|, at which
point if CT = θsub, the attack would be considered effective. Any cti

∈ CT

has a boundary edge weight of wi > pi/2 (pi is the shared perimeter of cti

with other tiles). Attacks on 100 IC ’s with |θsub| = 10, |θ| = 48 resulted into(
|CT ∩θsub|

|θsub|
)

= 0.039(average). Edge density on opposite side of the boundaries
remains almost similar due to the false traversing edges constructed randomly
among the edge continuation points. Any local artifacts at the tile boundaries,
that would have been exploited by an edge traversing algorithm, are concealed
by the grid structure (3-pixel width). Besides, finding out the edge continuation
points at the processing stage, using Canny edge detection algorithm minimized
the distance between actual edges in the image and the edges found. Appen-
dix A, Fig. 1(c) shows a contour plot of an IP where intensity depth varies across
θ providing no useful information to an attacker. On the other hand, scaling and
adding random noise before the image is presented prevents the attacker from
exploiting any noise or quantization patterns.

Attack Using Memory. We define memory as an accumulation of low level
features from more than one instance. However, since unique images are used
for each instance the current challenge is always independent of the past chal-
lenges, resulting into absolutely no accumulation of memory. We now look
into another attempt of acquiring such memory using a Context-Based Image
Retrieval (CBIR) system SC , s.t. SC retrieves the original image IC from IP .
However, the amount of irreversible distortion added to the processed image IP

by the grid g, cut-and-scale, random strokes essentially thwart a CBIR system
like [18] in retrieving the original IC (as tested on 100 IP ’s).

5 Experiments and Results

We carried out three experiments to evaluate Movtcha in terms of (1) Design
and presentation, (2) & (3) Accuracy, efficiency and usability. The first exper-
iment was carried out in a controlled condition to ascertain some parameters
and design of Movtcha. While the second and third were carried out in a non-
controlled condition, mimicking a real life Captcha solving scenario. We obtained
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approval from the Research Ethics Board of our Institution for the experiments.
All experiments were divided into three phases (1) Phase-I, where participants
agreed to the consent information. (2) In Phase-II, they were instructed to solve
Movtchas. (3) And in Phase-III, participants were required to fill up an exit
survey consisting of the standard SUS (Simple Usability Scale) questions [19]
and a few other related questions SFun.

5.1 Experiment I: Design and Presentation

The goals of the first experiment were to figure out (1) how the intra-accuracy,
�A

V ST varies with the size of the grid and (2) the parameters λ for C3 and ζ
for C4. C3 & C4 were therefore not set in this experiment. The goals required
human users to solve Movtcha in a laboratory condition i.e. in a non-distracting
environment using a single platform. The experiment consisted of a pool of 24
students comprising of equal number of males and females aged between 21–36.
All of them used a PC with 2.10 GHz Intel i3, 4 GB RAM and an wireless optical
USB mouse. They used Google Chrome on a screen of resolution 1366 × 768 (96
PPI) in Windows 7 SP1 OS.

Setup. A short video showed how the game is played at the beginning. Partici-
pants received no further instructions. Each participant was required to solve 15
Movtchas 〈M1, M2, . . . , M15〉 each comprising of a fixed number of instances
(#instances = 8 ). The 15 Movtchas were divided into three groups. The group
G1 consisted of images divided into 5 × 5 = 25 (Row × Column) tiles each of
size 60 × 60 pixels. Similarly, G2 and G3 consisted of the same size tiles with
images divided into 6 × 6 = 36 and 8 × 6 = 48 tiles. tc holder moved randomly
inside the bounding box at 0.1 pixels/frame @60 FPS i.e. 6 pixels/s.

Results. It is observable from Table 1 that the average �A
V ST , increased with

increasing grid size. AmountOfSeperation increased with grid size, resulting into
V ST with increasing standard deviation. Noise fail to affect the �A

V ST , when
V ST s are sparser. Similar results can be observed in Neisser [13] where sparser
target positions Ptr

results into V ST with larger offsets. Therefore, in order
to have larger �A

V ST , Experiment-II & III were carried out using images with
8 × 6 tiles. G3 has the highest �A

V ST and a relatively longer completion time,
TCom. TCom decreases with decreasing |θ| as expected. Ec is the average error
rate per click and refers to the ratio of number of times user missed picking up
or dropped midway tc or sr during Aresp or Arew to the total number of actual
(Aresp + Arew) actions in a Movtcha. The observed Ec suggested that users felt
comfortable with the moving speed of the tile. Id refers to the ratio of number
of instances discarded (due to C2, C3, & C5) to the total number of instances.
Although the average Ec remained almost unchanging among the groups, the
average IC2

d was relatively higher in G1, an implication that as the users get
familiar with Movtcha, they tend not to skip targets during search. Further
analysis of data from G1, showed that IC2

d was highest for the 1st Movtcha, M1,
for 79.17 % of the users. The average IC5

d remained as low as 0.052 suggesting
comfortable visual search task performance in the current visual field.
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Fixing Parameters. In an ideal condition PTArew
is supposed to be zero, since

dragging the star, Arew action, does not involve any cognitive process. As can
be observed from Table 1, the average PTArew

is <100 ms, implying an almost
smooth non-distracted movement during Arew. We set ζ = 0.2 s of C4 to possible
extreme outliers using interquartile range PTQ3

Arew
+(3×PT IQR

Arew
), to allow some

tolerance in non-controlled condition. The ratio of V ST to |θPtr

sub | is the true
inspection time, IPT , for each exotic tile. The average inspection time of all
the participants throughout the 3 sessions was 102.1 ms. The parameter λ of
C3 is similarly set to extreme outliers values for non-laboratory conditions s.t.
λ = (|θ| ∗ IPT ′) + MT ′

rew where IPT ′ = IPTQ3 + (3 × IPT IQR) ≈ 0.27 s and
MT ′

rew = MTQ3
rew + (3 × MT IQR

rew ) ≈ 2.0 s for all instances with varying |θPtr

sub |.
Therefore, λ provided comfortable time span while searching at any instance
and only triggered C3 when the user is distracted (or “lazy” searching) for a
relatively long time.

5.2 Experiment II: Accuracy and Efficiency

The goal of this experiment was to determine (1) how the intra-accuracy, �A
V ST ,

and inter-accuracy, �A
M , varied with the number of instances and (2) the effi-

ciency or completion time of a Movtcha. Inter-accuracy is the ratio of number
of solved Movtchas to the number of Movtcha challenges. Unlike, experiment-I,
this experiment was carried out in a non-controlled condition.

Setup. The users were emailed to solve Movtcha on 3 occasions. At each occasion
the users were required to complete 5 Movtchas with (1) fixed image size, 8 × 6,
(2) fixed parameters ζ, λ. They can make a maximum of 3 mistakes happening
due to C2−C5 while solving a Movtcha. For each occasion, #instances is varied
from 6–8. They completed the exit survey as well.

Results. We collected complete submissions from 42 participants/workers. It
can be observed that the average �A

V ST in all three cases is around 80 %.
However, considering the success probability of a bot is tuned to a particu-
lar value, the allowable decrease in �A

V ST is larger for increasing #instances
(AppendixA, Fig. 2(a)). This resulted into higher �A

M for increasing #instances.
The average Id is higher relative to Experiment-I. Activation of C4 led to rel-
atively higher click error, Ec. These increases were expected in non-controlled
condition. Furthermore, it implies that the constraints proved to be useful in dis-
carding abnormal V ST and MTArew

that might have resulted from distractions.
Table 2 shows �A

M when �A
V ST > 80%. Even when �A

V ST is set at ≥ 82.14%,
limiting bot success to 0.85% for #instance = 8, the inter-accuracy �A

M is
around 81 % (Gmail’s Captcha accuracy rate 82.8 % [7]). Mouse type statis-
tics from exit survey include wireless/wired mouse (61.9 %), laptop touchpad
(38.1 %). Recall, V ST is calculated using subtraction method [16] which allows
V ST to self adjust for the user’s specific environment.
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Table 1. Results from Experiment-I

�A
V ST IC2

d TCom(Std) Ec PTArew

G1 67.94(4.81) 0.110 17.19(1.89) 0.058 76.8

G2 78.40(4.28) 0.078 21.90(2.08) 0.051 40.1

G3 85.10(4.43) 0.073 24.96(2.52) 0.062 44.2

Table 2. Results from Experiment-II

inst �A
V ST (Std) �A

M TCom(Std) IC2
d

6 80.22(4.76) 67.14 21.57(5.02) 0.21

7 79.97(7.40) 71.9 26.43(7.58) 0.29

8 82.90(6.77) 80.96 28.11(6.03) 0.24

5.3 Experiment III: Accuracy and Efficiency

The goal of this experiment was to observe how random users from different
parts of the world perform on Movtcha through Amazon Mechanical Turk [20].
A single HIT was created with 70 assignments to have 70 unique workers. The
workers were directed to the website hosting Movtcha. After watching the video,
they were required to solve one Movtcha and collect 8 stars (complete 8 instances
successfully) and in the process can make a maximum of 3 mistakes. Afterwards,
they completed an exit survey. There was one demo instance at the beginning
which was not considered in accuracy calculation. Workers were then required
to copy-paste a code (generated on our website) back to Amazon to get paid
$ 0.3. The average intra-accuracy, �A

V ST , is 78.2 % (std 6.03 %). When �A
V ST is

set at ≥ 75, limiting the success probability of bot to 2.38 % the inter-accuracy
is �A

M = 78.9%. The average time to complete Tcom, is 38.04 s (std 8.63 s).
We highlight that these results are reported from unique users solving just one
Movtcha for the first time. The average time required to complete each assign-
ment was 5.4 min. Workers participated from 7 different countries (based on IP)
with 84.3 % using mouse and rest touchpad (user-claimed).

5.4 User Experience

The average SUS score for all the experiments were within the user-friendly
industrial software ratings [21]. The average SUS score for Amazon workers was
66.17. The SFun questions asked the user to rate the game in (1) “fun to play”
(2) “easy and intuitive” (1–5, “5” signifying “Strong agreement” and vice versa).
SUS and SFun rating was relatively higher in Experiment-I. This might be the
result of users being more “polite” under a supervised condition. Considering
Experiment-II & III, 57.1 % & 67.14 % of the participants agreed that the game
was fun to play and 71.4 % & 74.2 % felt it was easy and intuitive respectively.
This demonstrates that Movtcha is a user-friendly system.

6 Relay Attacks

We consider attacks, where the bot takes snapshots of instances, send it to
a human solver and subsequently uses the responses to solve Movtcha [8]. In
such attacks, the bot needs to consider four time intervals for each instance, (1)
The communication delay between the bot and the human solver’s machine �c

t ,
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(2) the time taken by the human solver to perform the visual search task and
provide Ptr

and |θPtr

sub |. (3) the time taken for the bot to match the tile. (4) the
time taken to move the star back to Ptc

.
Captchas with dynamic challenge objects are generally resistant against relay

attacks because the object co-ordinate sent by the human solver, Ctc
, at time

t mismatches with that of Ptc
of the moving object at t + k, k > 0 [8]. The

probability that Ctc
= Ptc

at t + k can be given as the ratio of the object
area and the bounding box area where it randomly moves. In our setting, there
is roughly 1/5 chance that the bot correctly picks up tc. Such chance should
produce relatively higher Ec and Id in relay attacks. We carried out a small
scale experiment with 10 users from the 1st pool to examine our hypothesis. We
considered a strong relay attack scenario where �t

c = 0. Therefore, the task of
the human solver is to respond with |θPtr

sub | and Ctc
. To setup the experiment,

snapshots (s1, s2, . . . sn) at time (τ1, τ2, . . . , τn) of the HTML5 canvas were
taken along with the co-ordinates of tc for 3 Movtchas. During the experiment,
users were provided the snapshots one by one along with a beeping sound (audio
stimulus) for a ready alert, similar to [8]. As soon as si is presented with the
stimulus the user performed search and clicked on tr and then Ctc

consecutively.
If Ptc

�= Ctc
then the user is presented with the same si and were required to

provide only a new Ctc
. There was a significant increase in Ec = 2.81 (avg)

resulting into longer V ST and C3 activations. None of the users were able to
authenticate in the 3 Movtchas, with a maximum of 3 mistakes. In a real setting,
where �c

t �= 0, constraint C3 puts an upper bound on the distance between the
relay bot and the human solver.

7 Related Work

May be the work closest to ours, which claims to consider human behavioral
analysis is the dynamic game Captcha owned by a startup company called “Are
you a Human” [22]. The company claims to differentiate human and machine
based on behavioral data such as mouse events [8,22]. Their system challenges
the user to drag-drop semantically related objects such as “baby” & “milk”. Clear
form Captchas are supposed to be inherently language and culture independent,
because the response to a challenge is basically the challenge itself. Semage [4]
claims to surpass the boundaries of languages but fails to auto-generate the chal-
lenge database. IR such as Cortcha [7] can automatically generate the image data-
base. However, it also requires prior knowledge on the relationship between the
decoy object and the inpainted image. On the other hand, our system demands
the user to have the minimum ability of distinguishing the exotic tiles, conveying
no meaning, from the original image. And this can be done with apparent ease
and without establishing any form of semantic relationship [15].

Visual Search in Cognitive Psychology. Neisser [13] carried out an exper-
iment where users were instructed to find the absence of letter Z in a list. The
list contained 49 items like JZTXVB, DQFJHZ, ZXLSMT and one target item
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VXRLFH arranged in a column. 15 such lists (with random target item position
and random strings of letters) were given to each human user. It was observed
for each user that the visual search time has a positive linear relationship with
the position of the target item inside the list of 50 items.

8 Conclusion

We have provided a new approach to Captcha by estimating a cognitive feature.
Human behavioral analysis was used to eliminate noise in the feature estima-
tion process. Our empirical results suggest comparable accuracy, efficiency and
usability to existing Captcha systems. We have discussed how image selection,
challenge generation and response evaluation are automatically accomplished by
our system. Movtcha maintains real world security while presenting clear answers
to challenges. This attribute makes Movtcha language, culture and experience
independent.

Acknowledgments. This research is in part supported by Alberta Innovates Tech-
nology Futures and Telus Mobility Canada.

A Generation of Search Set

We refer to the boundary of each tile ti (to be made exotic) as bti
. We find the

continuity points b
{P}
ti

of the traversing edges at the boundary bti
by applying

Canny. The gray values of ti is changed to be within [α, β], until the number of
traversing edges fall below b

|{P}|/2
ti

. α is set to the min and β to max gray value
of ti. At each step j, (α++, β − −) any pixel value > β and <α is set randomly
to (α, α + δ] and [β − δ, β) respectively until b

|{P}|
ti

decreases to b
|{P}|/2
ti

. δ is set
s.t. b

|{P}|j−1
ti

> b
|{P}|j
ti

. For each pair of edge points {px, py} obtained from b
{P}
ti

Fig. 1. Best viewed in soft copy. (a) An instance of Movtcha where user has collected 6
stars and made 2 mistakes. The search set size, |θsub| = 6, and the position of target tile

inside the search set, |θPtr
sub | = 4. (b) Edges of IP using Canny edge detection algorithm.

(c) Contour plot of IP .
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Fig. 2. (a) Simulation of the attacker’s success probability for #instances =5–9. Dot-
ted line represents 0.6 %. (b) Shows the maximum MTArew of successful Amazon users
out of all the instances they played (c) Shows V ST when |θsub| = 1. If we restrict
MTArew and V ST (|θsub| = 1) to 1.4 s and 2.5 s respectively as a constraint, we can
upper bound the computational time of an attacker by 3.9s due to condition(2). In
other words, the attacker needs to successfully complete a visual search task within 3.9 s
which involves separating objects from background, locating dynamic tc, identifying
search set size, and dragging-dropping tc onto tr. Successful users from Experiment-I
and II provides even smaller bounds of 1.6 s and 2.1 s respectively. Most importantly,
this constraint/bound can be set without interfering much with user’s Movtcha solving
activity. On the other hand, limiting computational time of attacker for traditional
Captcha systems essentially limits the solving time of that Captcha.

a r-pixel width random stroke is drawn 〈s1, s2, s3, . . . , sr〉, si = Rand(si, si + ζ
r ].

s1 = minGrayIntensity(IC) and ζ is set as the difference between s1 and the
local (3×3) max gray value of b

{pe}
ti

, e ∈ {x, y}. r is varied from 4–6. Each stroke
is varied in intensity along its length to give it a sense of natural expression of
pencil sketch. We set a small probability at each pixel that the stroke will stop
at that pixel before joining a pair of continuity points.
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Abstract. The EMV chip-and-pin system is one of the most widely
used cryptographic system in securing credit card and ATM transactions.
As suggested by the EMV consortium, the existing RSA-based EMV
system will be upgraded to Elliptic Curve Cryptography (ECC) based
system. In CCS 2013, Brzuska et al. made the first step to analyze the
security of the ECC-based EMV channel establishment protocol in a
channel establishment security model, and showed that a slightly mod-
ified version of the protocol meets the intended security goals. In this
paper, we continue this strand of research by analyzing the security of
the ECC-based EMV protocol in a strong channel establishment secu-
rity model which allows the adversary to get ephemeral private keys of
the involved parties. We find that the original protocol is not secure in
our security model because the adversary can impersonate a Card entity.
Then we slightly modify the protocol almost with no addition of compu-
tation cost and show that the resulting protocol is secure in our security
model under standard cryptographic assumptions.

1 Introduction

As an international specification for debit and credit card payments [1,7,25], the
EMV system has been widely deployed in more than 1.6 million credit cards [24].
ThecurrentEMVsystem isbasedonRSApublic keycryptography, and symmetric-
key cryptography (such as DES and AES) [9–12]. The system is recognized as of
great significance in providing secure transaction and reducing card payment
fraud [26].

Due to the practical significance of EMV system, many researchers have made
efforts to investigate its security [1,5–8,25,26,28]. Most of the works focused
on the RSA-based EMV system, while the EMV consortium are planning to
upgraded the existing RSA-based EMV system to ECC-based system. In Novem-
ber 2012, the EMV consortium released a Request-For-Comments [13] on a draft
specification for the ECC-based EMV channel establishment protocol, which is
used for establishing a common secret seed and a channel to protect all subse-
quent messages between a Card and a Terminal.
c© Springer International Publishing Switzerland 2015
L.C.K. Hui et al. (Eds.): ICICS 2014, LNCS 8958, pp. 305–320, 2015.
DOI: 10.1007/978-3-319-21966-0 22
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According to the EMV consortium, the protocols are designed to (i) provide
authentication of the Card (the authenticated parties) by the Terminal (the
unauthenticated parties), (ii) detect modifications to the communications, (iii)
and protect against eavesdropping and card tracking [13].

As far as we know, there is only one work [3] by Brzuska et al. which analyzes
the security of the protocol. They suggested minor changes to the protocol by
choosing the ephemeral secret key of the Card entity from a larger space, and
establishing two keys instead of one key for the authenticated encryption scheme.
They proved the modified protocol (we will call it ECC-based EMV protocol in
our paper) is secure in a carefully designed channel establishment security model.
However, in their model, adversaries are not allowed to get the participants’
ephemeral secret keys.

1.1 Security Model

Bellare and Rogaway [2] proposed the first formal security model for key estab-
lishment protocols, known as the BR model. The BR model captures basic secu-
rity requirements for authenticated key establishment protocols such as known
key security and impersonation resilience. Canetti and Krawczyk [4] consider
the leakage of the parties’ static secret keys and sessions’ state (i.e., CK model).
Whereas, both above two models fail to capture several advanced attacks such
as key compromise impersonation (given a static secret key, an adversary tries
to impersonate some honest party in order to fool the owner of the leaked secret
key), the breaking of weak perfect forward secrecy (given the static secret keys
of participants of the protocol, the adversary tries to recover a previous session
key) and maximal exposure attacks (an adversary tries to distinguish the session
key from a random value under the disclosure of any pair of secret static keys
and ephemeral secret keys of the participants in the session except for both the
secret keys of a single participant) [15,20]. In order to capture the advanced
attacks mentioned above, LaMacchia et al. [22] proposed a well known security
model, (i.e., eCK model [14,17,27,29]) which allows the adversary to obtain the
ephemeral secret keys.

However, the above security models seem not fit for the practical requirement
in real word protocols such as the TLS protocol [3,18]. Therefore, researchers
started to focus on the study of more accurate portrayal of the widely used
channel establishment protocols. In 2012, Jager et al. [18] defined the security
model for authenticated and confidential channel establishment (ACCE) proto-
col in which they proved the TLS-DHE is secure under the assumption that the
TLS record layer is a stateful length hiding authenticated encryption (sLHAE)
scheme.

Later, Krawczyk et al. [21] and Kohlar et al. [19] proved the security of TLS-
RSA, TLS-DHE and TLS-DH in the ACCE model respectively. Giesen et al. [16]
extended the ACCE model to give the formal treatment of renegotiation in secure
channel establishment protocols and analyzed the security of TLS renegotiation
in the extended model. Li et al. [23] introduced the definition of ACCE secu-
rity for authentication protocols with pre-shared keys and proved the security
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of the Pre-Shared Key Ciphersuites of TLS in the model. Following the simi-
lar idea, Brzuska et al. [3] analyzed the ECC-based EMV protocol in a channel
establishment security model, which captures one-way authentication key agree-
ment followed by composition with a secure channel and unlinkability property.
Nevertheless, the model doesn’t describe the situations for the leakage of the
ephemeral secret keys and leakage of static secret keys for the parties involved in
the target session, which seems not meet the practical requirement [14,20,22].

1.2 Our Contribution

In this paper, we propose a strong security model for one-way authentication
channel establishment protocols and point that the ECC-based EMV protocol is
not secure in our security model. Concretely, if the adversary can get ephemeral
keys and session keys of the sessions, he can impersonate a valid Card entity to
Terminals. We make slight modification almost without addition of computation
cost to the protocol and show that the modified protocol is secure in our security
model.

In our security model, we strengthen the adversaries’ ability by allowing them
to obtain the ephemeral keys of the sessions through EphemeralKeyReveal
queries. In particular, we allow the adversary to obtain either the static or the
ephemeral secret keys of the authenticated party involved in the target session,
but not both the static and ephemeral secrets of that party. This enables us to
capture the forward security property in one-way authentication setting which
means that the compromise of the authenticated party’s static secret key can not
help the adversary to recover the party’s previously established session keys. We
note that this property is not captured in the previous one-way authentication
channel establishment security models [3,21].

The security proof is given in the random oracle model under standard cryp-
tographic assumptions, i.e., Gap Diffie-Hellman assumptions, the existence of
EUF-CMA digital signatures, and the existence of IND-sfCCA secure and INT-
sfPTXT secure authenticated encryption schemes (see Sect. 2).

2 Preliminaries and Definitions

We denote G = E(Fp) to be a Diffie-Hellman group defined over an elliptic
curve of prime order q, which uses a base point P ∈ G. The prime q is a function
of an implicit security parameter λ. Denote with ∅ the empty string. Assume
that messages in a transcript s are represented as binary strings. Let |s| denote
the number of messages of s. Prefix(s1, s2) = true if the first |s1| messages
(provided not empty) in transcripts s1 and s2 are pairwise equivalent as binary
strings, and false otherwise. r←− means that the value on the left is chosen uni-
formly at random from the set that on the right of the notion.

Definition 1 (Computational Diffie-Hellman (CDH)). The CDH problem
asks that given P, rP, sP ∈ G, where r, s

r←− Fq, compute rsP . We say that the
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CDH problem is (t, εCDH) hard if for any adversary A that runs in time t it
holds that

Pr[r, s r←− Fq : A(rP, sP ) = rsP ] ≤ εCDH

Definition 2 (Gap-Diffie-Hellman(Gap-DH)). Let ODDH be an oracle that
solves the DDH problem in G, i.e. takes as input rP, sP, uP ∈ G, and outputs
one if uP = rsP and zero otherwise. The Gap Diffie-Hellman problem then asks
that given P, aP, bP ∈ G where a, b

r←− Fq, and access to ODDH , compute abP
(i.e. solve CDH). We say that the Gap-DH problem is (t, εGap-DH) hard if for
any adversary A that runs in time t it holds that

Pr[a, b
r←− Fq : AODDH (P, aP, bP ) = abP ] ≤ εGap-DH

A digital signature scheme is a triple SIG = (SIG.Gen, SIG.Sign, SIG.V fy),

consisting of a key generation algorithm (sk, pk) $←− SIG.Gen(1λ) generating a
(public) verification key pk and a secret signing key sk on input of security para-
meter λ, signing algorithm σ ← SIG.Sign(sk, m) generating a signature for mes-
sage m, and verification algorithm SIG.V fy(pk, σ,m) returning 1, if σ is a valid
signature for m under key pk, and 0 otherwise. Consider the following security
experiment played between a challenger C and an adversary A.

1. The challenger generates a public/secret key pair (sk, pk) $←− SIG.Gen(1λ),
the adversary receives pk as input.

2. The adversary may query arbitrary messages mi to the challenger. The chal-
lenger replies to each query with a signature σi = SIG.Sign(sk, mi). Here i
is an index, ranging between 1 ≤ i ≤ q for some q ∈ N. Queries can be made
adaptively.

3. Eventually, the adversary outputs a message/signature pair (m, σ).

Definition 3 (EUF-CMA). We say that SIG is (t, εSIG) EUF-CMA secure
against existential forgeries under adaptive chosen-message attacks, if for all
adversaries A that run in time t it holds that

Pr[(m, σ) ← ASign(sk,·)
(1

λ
, pk) such that SIG.V fy(pk, m, σ) = 1 ∧ m /∈ {m1, · · · , mq}] ≤ εSIG

Note that we have q ≤ t, i.e., the number of allowed queries q is bounded by the
running time t of the adversary.

An authenticated encryption (AE) scheme AE = (K, enc, dec) consists of
three algorithms. The randomized key generation algorithm K returns a key
K. The encryption algorithm enc, takes key K and a plaintext and returns a
ciphertext. The decryption algorithm dec takes key K and a ciphertext and
returns either a plaintext or a special symbol ⊥ indicating failure. The following
two properties are variants of the stateful security models of AE scheme [3].
encκ(h, m; ste) is a symmetric encryption oracle for κ, which takes as input a
header h, message m, outputs ciphertext c and updated state ste. decκ(h, c; std)
is a symmetric decryption oracle for κ which takes a header h, a ciphertext c as
input, outputs message m or ⊥ and updated state std. LRb(m0,m1) for b ∈ {0, 1}
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outputs mb. So a left-or-right encryption oracle encκ(h,LRb(m0,m1); ste) out-
puts encκ(h, mb; ste) if m0 = m1 and ⊥ otherwise. C-E (C-D) is the set of
ciphertexts output by (input to) the left-or-right encryption (decryption) ora-
cle. M -E (M -D) is the set of messages input to (output by) the encryption
(decryption) oracle.

Definition 4 (IND-sfCCA [3]). Consider the authenticated encryption scheme
AE = {encκ, decκ}. Let A be an adversary with access to a left-or-right encryp-
tion oracle encκ(h, LRb(m0,m1); ste) and a decryption oracle decκ(h, c; std). It is
mandated that any two messages queried to encκ(h,LRb(m0,m1); ste) have equal
length. The ind-sfcca experiment is defined as in Fig. 1. The attacker wins when
b′ = b, and his advantage is defined as

Advind-sfcca
AE (A) = Pr[Execind-sfcca-1

AE (A) = 1] − Pr[Execind-sfcca-0
AE (A) = 1].

We say that AE is (t, εind-sfcca) IND-sfCCA secure, if for all adversaries A that
run in time t it holds that

Advind-sfcca
AE (A) ≤ εind-sfcca.

Fig. 1. The ind-sfcca (resp. int-sfptxt) experiment

Definition 5 (INT-sfPTXT [3]). Consider the scheme AE = {encκ, decκ}.
Let A be an adversary with oracle access to encκ(h, m; ste) and decκ(h, c; std).
The int-sfptxt experiment is defined as in Fig. 1. The advantage Advint-sfptxt

AE (A)
of an adversary is defined as

Advint-sfptxt
AE (A) = Pr[Execint-sfptxt

AE (A) = 1].

We say that AE is (t, εint-sfptxt) INT-sfPTXT secure, if for all adversaries A
that run in time t it holds that

Advint-sfptxt
AE (A) ≤ εint-sfptxt.



310 Y. Guo et al.

3 EMV Channel Establishment Protocol

The original specification of the EMV channel establishment protocol can be
found in [13]. In this section, the EMV channel establishment protocol modified
by [3] is presented. There are two kinds of participants in the system: Card and
Terminal. Each Card holds a certificate which is a digital signature of its public
key QC = dP ∈ G. The secret key of the Card participant is d

r←− Fq. The
protocol uses a hash function H that takes elements in the group G and maps
them onto a pair of keys for the authenticated encryption scheme.

After the protocol has established secret keys, it uses them in a secure channel
protocol (SendCh,ReceiveCh). On input an application message m and state
ste, SendCh returns a channel message ch. On input a channel message ch and
state std, ReceiveCh returns an application message m. The secure channel
protocol is based on a stateful AE scheme AE = {enc, dec}. Assume that all
plaintext headers used by the secure channel are unauthenticated, implying that
no header is sent in clear as part of the AE scheme. The states ste and std
here model the fact that in practice sequence numbers are used to ensure that
messages are delivered in order, thus the operations are stateful. The protocol
is presented in Fig. 2. The static key of the Card is d, the ephemeral key of
the Card is a, the ephemeral key of the Terminal is e, and the session keys are
(κC

e , κC
d ) = (κT

d , κT
e ) = H(eadP ).

Fig. 2. ECC-based EMV channel establishment protocol

4 The Enhanced Security Model

In this section we present a stronger security model for one-way authentica-
tion channel establishment protocols which is inspired by the security models of
[3] and [22]. We enhance the channel establishment security model [3] by con-
sidering EphemeralKeyReveal queries and using stronger freshness definition.



Security Analysis of EMV Channel Establishment Protocol 311

This enhancement enables us to capture the forward security property in one-way
authentication setting which is not captured in the previous one-way authenti-
cation channel establishment security models [3,21].

4.1 Preliminaries

Let nC , nT , nS ∈ N be positive integers. Assume that there are nC authenticated
entities and nT unauthenticated entities in the system. Each party can establish
at most nS sessions. Each party in the system has a distinct identity i.

The protocol description is defined by two efficiently computable stateful
(sub)-protocols P = {Π,G}. The protocol Π defines how honest parties behave
and G is the key generation algorithm. Each execution of the protocol can be
modeled as an oracle Πs

i , which means that the session is party i’s s-th instance
of carrying out the protocol with some partner j (which is determined during
the protocol execution). The oracle has access to its owner’s private key and
independently maintains a list of internal state information as follows:

– δ ∈ {derived, accept, reject,⊥} is current state of the key exchange (initialized
to ⊥). When the session owner derives a session key, he marks the session as
derived. When the key establishment protocol ends successfully (and stipulates
that no further messages are to be received), the session owner marks the
session as accepted. An accepted session must be derived. δ = reject means
that the session rejects.

– ρ ∈ {initiator, responder} is the role of the participant.
– pid is the partner identifier which is determined during the protocol execution.
– sid is the session identifier which can be defined by a transcript of all the

messages the session receives and sends.
– κ = (κρ

e , κ
ρ
d) ∈ ({0, 1}∗ ∪ {⊥})2 is the agreed pair of keys. The order of the

keys depends on the role. It is initialized as (⊥,⊥). κ is set to be the derived
session key when δ = derived.

– T s
i records the transcript of messages sent and received by oracle Πs

i . Initial-
ized as ∅.

– kstsi ∈ {exposed, fresh} denotes the freshness of the session key. Initialized
as fresh.

– stk ∈ {0, 1}∗ is the session state after the session key/channel is established.
Initialized as ∅.

To distinguish the different types of messages that may occur in an exe-
cution, there are three different execution “modes”of protocols: establishing
a key, sending, respectively receiving messages from the established channel.
Formally, the honest operation of a participant is defined by a triple Π =
(KeyExch, SendCh,ReceiveCh).

Some of the messages sent during the key-exchange may travel over the chan-
nel. So, strictly speaking, KeyExch may make use of the latter algorithms.
To facilitate the description of the resulting complex interaction we define the
algorithm EstChannel which, essentially , is in charge of establishing the chan-
nel. This algorithm may make calls to the algorithms defining Π.
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During the execution of a protocol an oracle can receive two types of input,
an application message (user input) or a channel message (received from the
wire). At any point during its execution, protocol Π takes as input a message
m and a message type type ∈ {ap, ch} indicating the message was received
from the user’s application or the channel, respectively, runs the appropriate
algorithm, and returns the output of that algorithm. The execution of protocol
Π is summarized in Fig. 3.

After the channel has been established whenever the input message type is
ch then ReceiveCh will be called. This models messages that are received from
the channel (for decryption). It takes as input a message m and state std and
outputs a message m′ for output to the user’s application. ReceiveCh rejects
and outputs ⊥ if the received messages are “out of state” messages (e.g., format
error, invalid message).

When the message type is ap then SendCh will be called. This models appli-
cation messages that are input to be sent (encrypted) on the channel. It takes
as input a message m and state ste and outputs a message m′ for output to the
channel. Note that if keys have not yet been established (δ �= accept) then such
a call to SendCh will output ⊥.

Fig. 3. Honest protocol execution

4.2 Matching Conversations

Denote TEstChas
i and TEstChat

j to be the transcript involved in the execution
of Estchannel for oracles Πs

i and Πt
j respectively.

Definition 6 (Matching Conversation). We say that an oracle Πs
i has a

matching conversation to oracle Πt
j , if Prefix(TEstChat

j , TEstChas
i ) = true

or Prefix(TEstChas
i , TEstChat

j) = true.

To keep the correctness of the protocol, two matching sessions which accept
should always establish the same session key.

Definition 7 (Correctness). For any two oracles Πs
i and Πt

j that have match-
ing conversation with pids

i = j, pidt
j = i, δs

i = accept and δt
j = accept it always

holds that κs
i = κt

j.
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4.3 Adversarial Capabilities

The adversary A is a probabilistic polynomial Turing machine taking as input
the security parameter λ and the public information, and controls the com-
munication and network. A can issue the following queries to oracles Πs

i for
i ∈ [1, nC + nT ], s ∈ [1, nS ].

– Newsession(i, ρ). Create a session for user i with role ρ.
– Send(Πs

i ,m, type). Send a message m to Πs
i with type type. As a result Πs

i

will run Π on input (m, type) (as in Fig. 3) and respond with the outputting
message m∗ (if there is any) that should be sent according to the protocol spec-
ification and its internal states. The state information of Πs

i will be updated
depending on the protocol specification. After the session accepted, this query
may initiate ReceiveCh or SendCh algorithms. Note that the session will not
send message to the channel when it just invokes the ReceiveCh algorithms.

– StaticKeyReveal(i). A obtains the long-term private key of i if it is an authen-
ticated entity.

– EphemeralKeyReveal(Πs
i ). A obtains the ephemeral private key of session Πs

i .
– SessionKeyReveal(Πs

i ). A gets the derived session key of Πs
i if δ is derived or

accepted, at the same time, kstsi is set to be exposed. If at the point when this
query is issued, there exists another oracle Πt

j having matching conversation
to Πs

i , then ksttj is also set to be exposed.

Following the routine of [3], to define the security experiments for message
authentication and privacy latter, the following notations for each Πs

i is main-
tained:

– Application messages sent Ap-Ss
i , i.e. the list of all messages m input to

Send(Πs
i ,m, ap).

– Channel messages sent Ch-Ss
i , i.e. the list of all outputs from Send(Πs

i ,m, ap).
– Channel messages received Ch-Rs

i , i.e. the list of all messages m input to
Send(Πs

i ,m, ch).
– Application messages received Ap-Rs

i , i.e. the list of all outputs from Send
(Πs

i ,m, ch).

Once a channel is established, whenever an application message is input to
Send, the protocol Π is executed and a channel message will be output and
sent on the channel. Similarly whenever a channel message is input to Send, the
protocol Π is run and an application message will be output to the user. The
above lists help us keep track of these messages and facilitate checking necessary
in the following security models.

4.4 Security Definitions

In this subsection, we consider the security of one-way authentication secure
channel establishment protocols, which is the scenario of EMV channel esta-
blishment protocol. The parties in the system are classified into two sets.
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Let C be the set of authenticated participants (the Cards) and let T be the set
of unauthenticated participants (the Terminals), where unauthenticated partic-
ipants do not hold long-term private/public key pairs.

In our model, a Terminal i ∈ T wishes to authenticate a Card j ∈ C and
establish a key (additionally a secure channel) with this Card. For a session Πt

j

owned by party j ∈ C with public/secret key pairs, the adversary A needs to
obtain both static and ephemeral secret keys to get the session key. But if the
session has a matching conversation with another session Πs

i with i ∈ T , knowing
the session’s ephemeral key enables the adversary to get the session key. Since
all i ∈ T have no long-term secret, it would always be possible for an adversary
to impersonate an unauthenticated participant and establish a session with a
real Card. So, in our model, the target session should always be a session owned
by a Terminal.

We give the freshness definition for a session of a Terminal as follows. The
session that the adversary attacks should keep fresh to make sense. In our model,
the freshness definition enlarges the scope of sessions the adversary can attack
compared to the previous security model [3]. That is, we allow the adversary
to obtain either static key or ephemeral key of the Card party involved in the
target session. While in [3], the adversary can ask neither keys of this party. So,
the forward security property in one-way setting is captured in our model.

Definition 8 (One-Sided Freshness). Let Πs
i be an accepted session held by

a party i ∈ T with other party j ∈ C, and both parties are honest. Session Πt
j

(if it exists) is the matching conversation of Πs
i . Then the session Πs

i is said to
be fresh if none of the following conditions hold:

1. Πs
i has internal state kstsi = exposed.

2. Πt
j exists and A issued one of the following:

– EphemeralKeyReveal(Πs
i ).

– Both StaticKeyReveal(j) and EphemeralKeyReveal(Πt
j).

3. Πt
j doesn’t exist and A issued one of the following:

– EphemeralKeyReveal(Πs
i ).

– StaticKeyReveal(j) before session Πs
i accepts.

As in [3], we formulate three levels of security: Entity Authentication (EA),
Message Authentication (MA) and Message Privacy (MP).

Entity Authentication. An adversary violates entity authentication if he can
get a session to accept even if there is no unique session of its intended partner
that has a matching conversation to it. More formally, the security is defined
via an experiment ent played between a challenger C and an adversary A.
At the beginning, C generates the long-term key pairs (pkU , skU ) for all the
parties U ∈ C and sends the public keys pkU for U ∈ C to A. Then the adver-
sary can issue the oracle queries we defined above to the oracles.
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Fig. 4. The Send (resp. SendLR) query for the auth (resp. priv) games

Definition 9 (EA). We say that protocol P = {Π,G} is a (t, εEA)-secure EA
protocol if for all adversaries A running in time at most t, when A terminates,
then with probability at most εEA there exists a fresh oracle Πs

i such that Πs
i

accepts, but there is no unique oracle Πt
j such that Πs

i has a matching conver-
sation to Πt

j for i ∈ T, j ∈ C.

Message Authentication. The message authentication property ensures the
integrity and authenticity of all messages sent over the channel. For any two part-
ner oracles Πs

i and Πt
j , the oracle Πs

i should only successfully receive messages
which were output by Πt

j and vice versa. That is formalized by requiring that
for any fresh oracle Πs

i with unique partner Πt
j , Prefix(Ap-Rs

i , Ap-St
j) = true.

If this does not hold then the adversary successfully fools Πs
i into receiving an

application message which was not output by the partnered oracle Πt
j .

The authentication experiment auth generates public/private key pairs for
each user i ∈ C (by running G) and returns the public keys to A. The adversary
is permitted to make the queries NewSession(i, ρ), SessionKeyReveal(Πs

i ),
StaticKeyReveal(i), EphemeralKey Reveal(Πs

i ) as well as Send(Πs
i ,m, type)

with message type ∈ {ap, ch}. On querying Send(Πs
i ,m, type), the game behaves

as in Fig. 4.
The game Execauth

Π (A) between an adversary A and challenger C is defined
as follows:

1. The challenger C generates public/private key pairs for each user U ∈ C (by
running G) and returns the public keys to A.

2. A is allowed to make as many NewSession, SessionKeyReveal, StaticKey
Reveal, EphemeralKeyReveal, Send queries as it likes.

3. The adversary stops with no output.

We say that an adversary A wins the game if there exists Πs
i with unique

partner Πt
j such that they are matching conversations and the list Ap-Rs

i is not a
prefix of Ap-St

j . The adversary’s advantage is Advauth
Π (A) = Pr[∃Πs

i ,Πt
j for i ∈

T, j ∈ C : Πs
i is fresh ∧Πs

i ,Πt
j are matching ∧Prefix(Ap-Rs

i , Ap-St
j) = false].
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Definition 10 (MA). A protocol P = {Π,G} is a (t, εMA)-secure MA protocol
if for all adversaries Aauth running in time at most t, Advauth

Π (Aauth) ≤ εMA.

Message Privacy. The message privacy property ensures that the adversary
should not be able to determine which set of messages {m01,m02,m03, · · · } and
{m11,m12,m13, · · · } has been transmitted on the secure channel.

The message privacy experiment priv initializes the states as in the authen-
tication experiment auth, except that each session now also holds a random
secret bit bs

i . As before, the adversary can make the queries NewSession,
SessionKeyReveal, StaticKeyReveal, EphemeralKeyReveal. In addition, the
adversary can issue a left-right version of Send(Πs

i , m, type) which is used to
model message privacy. Specifically, the query SendLR(Πs

i ,m0,m1, type) takes
as input two messages and returns Send(Πs

i ,mbs
i
, type). When type �= ap these

two messages are equal, SendLR(Πs
i ,m,m, type) = Send(Πs

i ,m, type).
As before, two sessions are matching conversations. On the SendLR(Πs

i ,
m0,m1, type) query, the game behaves as in Fig. 4. Once the channel is estab-
lished, whenever SendLR(Πs

i , m,m, ch) is called, we allow the protocol to run
as normal but check the lists Ch-Rs

i and Ch-St
j . If the message m was a chan-

nel output from Πs
i ’s partner Πt

j , then SendLR will not return anything. This
allows the adversary to progress the state of an oracle but prevents them from
trivially winning the game.

Game Execpriv
Π (A) between an adversary A and challenger C:

1. The challenger C, generates public/private key pairs for each user U ∈ C (by
running G) and returns the public keys to A.

2. A is allowed to make as many NewSession, SessionKeyReveal, StaticKey
Reveal, EphemeralKeyReveal, SendLR queries as it likes.

3. Finally A outputs a tuple (i, s, b0) for i ∈ T .

We say the adversary A wins if its output b0 = bs
i and Πs

i is fresh (and has a
unique partner) and the output of Execpriv

Π (A) is set to 1. Otherwise the output
is 0. Formally we define the advantage of A as Advpriv

Π (A) = |Pr[Execpriv
Π (A) =

1] − 1/2|.
Definition 11 (MP). A protocol P = {Π,G} is a (t, εMP )-secure MP protocol
if for all adversaries Apriv running in time at most t, Advpriv

Π (Apriv) ≤ εMP .

A channel establishment protocol is secure if it satisfies all of the three notions
above.

Definition 12 (eEAMAP). Protocol P = {Π,G} is a (t, ε)-secure eEAMAP
protocol if it is a (t, ε)-secure EA protocol, a (t, ε)-secure MA protocol and a
(t, ε)-secure MP protocol.
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4.5 Unlinkability

In practice, the Card holders may also want to have a property that their two
independent transactions can not be linked. Actually, this property is formally
captured by a notion called unlinkability. In this paper, we adapt the idea of [3]
to define our unlinkability definition (see full version of our paper), which means
that it should be hard for an adversary to determine whether two particular
sessions are linked with the same Card. Note that this property only holds against
an eavesdropper adversary who is not a Terminal.

5 Security Analysis of EMV Channel Establishment
Protocol in Our Security Model

In our security model, the adversary controls all the communications and can
get the ephemeral keys and session keys of sessions, so he can impersonate a
valid Card through the following steps (see Fig. 5):

1. Card entity C chooses a ∈R Fq and sends out A = aQC .
2. The adversary M intercepts the message A, computes 2 · A and sends it to

Terminal T .
3. The Terminal T selects e ∈R Fq and sends out E = eP .
4. M intercepts E, computes 2 · E and sends it to the Card C.
5. After that, M issues EphemeralKeyReveal to the Card session and obtains a.
6. After the Card session accepts, M issues SessionKeyReveal query to the

Card’s session and obtains its session key (κC
e , κC

d ) = H(2adE) = H(2deaP )=
(κT

d , κT
e ).

7. M can obtain QC , certC by impersonating a Terminal to C in a different
session.1

8. M computes and sends ch′ = SendChκC
e
(certC ||2a||QC ; stCe ) which will pass

the verification of the Terminal.

So, the adversary successfully impersonates the Card to the Terminal which
breaks the EA property.

6 The Enhanced Protocol

The enhanced protocol is presented as follows in Fig. 6. The only difference lies
in the computation of the session key. We add the ephemeral public keys of the
session to the inputs of the hash function.
1 Note that in this process the adversary can also make no EphemeralKeyReveal

queries and just keep and decrypt value ch using κC
e to obtain (certC ||a||QC) and

extract the value of certC , a, QC .
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Fig. 5. Security analysis of ECC-based EMV channel establishment protocol in the
enhanced security model

7 Security

Theorem 1. If the Gap-DH problem is (t, εGap-DH) hard overG, AE = (enc, dec)
is (t, εind-sfcca) IND-sfCCA secure and (t, εint-sfptxt) INT-sfPTXT secure, and the
signature scheme (sig, ver) used to produce card certificates is (t, εsig) EUF-CMA
secure, then the Enhanced EMV protocol P = (Π,G) in Fig. 6 is secure in the sense
of eEAMAP and unlinkability.

The proof of the theorem is given in the full version of the paper.

Fig. 6. Enhanced ECC-based EMV channel establishment protocol
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