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Part I

Basic Science and Engineering



The Fundamentals of Blast Physics 1
William G. Proud

1.1 Overview

The basis of blast injury lies in the effects of an

explosion and, by extension, in the use of

explosives. There are many books on explosives

that start with a historical summary of the

discoveries and personalities involved before

developing the theories and quantitative measure

of explosive chemistry, physics and engineering.

This is useful information, however, in this chap-

ter the aim is to present the reader with a time-

line of events working from the point of activa-

tion of the initiator to the arrival of the blast wave

at the human body or target. On this timeline the

steps will be presented in a simple, non-technical

way introducing the basic concepts and placing

the information within the wider context. The

amount of mathematical derivation is kept to a

minimum; for those who wish greater depth, a

selection of references is provided to allow for

further study.

1.2 The Aims of this Chapter

1. Introduce some fundamental aspects of explo-

sives and timescales

2. Provide an outline of how mines, blast and

fragmentation work

3. Describe the energy release process and the

efficiency of the process

4. Describe and distinguish between waves

transmitting in solids, liquids and gases

5. Describe the range of fragment sizes and

velocities

6. Provide an overview of shock and blast wave

propagation

7. Outline how waves expand and interact with

the surrounding environment

1.3 Explosives and Blast: A Kinetic
Effect

Explosives form part of a range of materials

classified as ‘energetic materials’, other mem-

bers of this class include propellants and pyro-

technics. The distinguishing feature of energetic

materials compared to other materials is in the

very fast rate of energy release. The energy

release rate determines the application of the

energetic material.

The basic chemical components involved are

a fuel, an oxidiser and a material that allows a

rapid ignition of reaction. In terms of total energy

released energetic materials are not particularly

distinguished from other chemical reactions, pet-

rol and butter release more energy per molecule

when oxidised than tri-nitro toluene (TNT) for
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example. This difference is that while petrol

needs to be mixed with air and then set alight,

the explosive comes with the fuel and oxidiser

intimately mixed, sometimes with both fuel

and oxidiser present in the same molecule.

Within energetic materials the use of the chemi-

cal or composition gives information on the

reaction rate.

Sound is a low magnitude stress wave, it

propagates through air causing a very minor

change in the density of the air and moves at a

fixed velocity. An explosion is a term used to

describe the rapid expansion of gas, it may be

from the rupture of a pressure vessel, for exam-

ple, a gas cylinder, the sudden vaporisation of a

liquid, for example, water exposed to hot metal,

or by a rapid chemical reaction as seen in an

explosive. The energy associated with a blast

wave causes significant compression of the air

through which it passes and the blast wave

travels at a velocity faster than the sound speed

in air.

High Explosives, correctly called High

Order Explosives involve materials like TNT,

HMX, RDX and PETN often mixed with other

chemicals which make the explosive composi-

tion more stable, easier to industrially process

or fit into cavities within a munition. As these

materials detonate, they release their energy due

to a shock wave being produced within them. A

shock wave is a high-pressure pulse which moves

through the material at supersonic speed. In the

case of a detonation the shock wave consists of a

thin, often sub-millimetre, region where the

explosive turns from a solid or liquid into a hot

high-pressure gas (Fig. 1.1). The velocity of a

detonation wave is of the order 8 km s�1 and the

energy release rate is of the order of Gigawatts

i.e. the same output as a large electrical plant,

over the time of a few microseconds. The pres-

sure associated with detonation waves are of

many hundreds of thousands of atmospheres.

The produced gases expand quickly, a rule of

thumb gives the rate of product gas expansion

to be ~1/4 of the detonation velocity. It is not

surprising that such aggressive energy release is

used to shatter and push materials at high

velocities.

Within the class of high explosives there is a

sub-division between so-called ‘ideal’ and ‘non-

ideal’ explosives. Ideal explosives have very thin
detonation-reaction zones where the reaction

takes place on a sub-microsecond basis. Ideal

explosives have a more pronounced shattering

effect or brisance, on materials placed in contact

with them, this class of materials includes TNT.

Non-ideal explosives have much thicker reaction

zones and give out their energy over slightly

longer timescales, up to several microseconds.

The most widely used explosive in the world,

Ammonium Nitrate: Fuel Oil (ANFO) falls into

this class. The chemical make-up of ANFO

results in much lower pressures of detonation,

about a quarter of the pressure seen in high

explosives, producing less shattering effect.

However, ANFO does generate a lot of gas, this

gives the mixture a lot of ‘heave’. The low deto-

nation pressure means this mix produces cracks

in rocks which are then pushed open, heaved, by

the detonation gas. These materials tend to be

used in the mining and quarrying industry.

Low Order Explosives are materials that give

out their energy as a result of rapid burning,

called deflagration. This class of materials

includes much of the materials often called

Fig. 1.1 Schematic of detonation process
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gun-powders. Here the energy reaction rate is

much lower, of the order of a thousandth of that

seen in high explosives. The total energy output

is similar to that of high explosives but the lower

rate means that the pressures developed are much

lower.

Both high and low explosives generally need a

degree of mechanical confinement in order to

detonate. A gramme of gun-powder on a bench

will react quickly with a flash of light, a small

fireball, some heat but little other effect. The

same quantity placed inside a sealed metal can,

where the confinement allows the hot gases to

stay close to the powder, allows pressure and

temperature to build-up thus accelerating the

reaction until the confinement shatters and an

explosion is produced.

Propellants are a wide group of materials

where the reaction pressures are of the order of

thousands of atmospheres and the reaction

timescales are measured in milliseconds. These

materials are used in rocket motors, and to drive

bullets or shells. In some cases propellants, if

confined or impacted at high velocity may deto-

nate; gun-powder is an example, driving bullets

if burnt inside a gun but producing explosives if

confined within a metal shell. Missile motors

may detonate if they overheat or if the product

gas cannot vent quickly enough. As a group of

materials they can present a significant fire haz-

ard and can be used in improvised explosive

systems.

Pyrotechnics are a wide range of materials

including flares and obscurants. They do not pro-

duce high pressures but can generate significant

heat and can be used to ignite explosives. They

can be very sensitive to electrostatic discharge,

but badly affected by moisture. Magnesium-

Teflon-Viton (MTV) flares have been used to

protect aircraft from heat-seeking missiles as

they emit very strongly in the infra-red region,

this can produce severe burns and cause other

materials to combust due to the large energy

deposited with no visible flame.

1.4 Explosive Systems: The
Explosive Train

Energetic materials are extensively used in

munitions, both the type of energetic material

and its function cover a wide range of masses

and outputs. This can be seen clearly if we con-

sider the amount of these materials contained in a

number of munitions; a small arms round often

has less than 1 g of propellant to drive the bullet,

while a hand grenade would contain something

of the order of a few tens of grammes to shatter

and throw the casing; a large anti-tank mine

would contain up to 25 kg of high explosive.

Given this confusing array of systems it is easiest

to think of the munition in terms of the explosive

train (Fig. 1.2), which indicates the pre-requisites

of munition system.

A variety of stimuli can be used to put the

explosive train in motion such as standing on a

mine, closing an electrical switch or activating a

magnetic action. These actions input energy into

an initiator. The initiator contains a material that

is highly sensitive, combusting with ease. The

main function of the initiatory system is to pro-

duce heat or a shock wave. In anti-personnel

mines a common design is based on a simple

crush switch where the pressure stabs a metal

pin into a small metal thimble filled with a sensi-

tive explosive.

From the point of view of weapon system

design it is useful to keep the amount of initiatory

compound as low as practical, otherwise the

weapon could become very sensitive to being

dropped, shaken or transported. For many

systems a physical space or barrier exists

between the initiator and the rest of the explosive

system for the purposes of safety. This barrier is

removed when the system is armed either manu-

ally or using an electrical/mechanical arming

system. In the case of bombs and missiles the

arming sequence occurs after the weapon has

been launched to provide security to the user

and launch platform.

The heat is transmitted either along a delay

system or directly into a booster charge.

1 The Fundamentals of Blast Physics 5



The function of the delay is to burn for a known

period of time allowing time for other processes

to occur. These processes could be throwing a

grenade or allowing a small propellant charge to

‘bounce’ a mine into the air. In many simple

systems delays are not present.

The booster system consists of an explosive

compound that is less sensitive than the initiatory

compound but which will detonate due to the

heat of shock wave from the initiator. The energy

output of the booster is much higher than that of

the detonator. The shock wave then transmits to

the main charge.

The main explosive charge consists of a rela-

tively low-sensitivity explosive composition that

will detonate from the energy delivered by the

booster. The mass of such main charges is

extremely variable, however, the output from

the main charge can be defined in terms of the

outputs.

These outputs take the form of (a) shock

waves transmitted into the immediate environ-

ment around the explosive, (b) the shattering of

surrounding material, such as a metal case or

rocks and soil, (c) the expansion of hot product

gases, (d) the coupling of some of the explosive

energy into the air, producing a blast wave, and

(e) the aggressive acceleration of fragments,

shrapnel or target vehicles and people.

1.5 Energy Levels and Energy
Distribution

A rule of thumb in terms of thinking about the

amount of energy output is to consider the order

of magnitude of the energy and the materials

involved. One gramme of propellant will pro-

duce 1 kJ of energy. Gases are about a thousand

times less dense than solids and liquids. The

temperature of the product gases can be easily

3000 K.

The result of this is that the 1 g of solid turns

into 1 litre of gas if that gas were at room tem-

perature, however, the gas is ten times hotter than

normal atmosphere. This means that the 1 g of

material turns into a gas that, if allowed to

expand freely, would occupy 10 l. Alternatively

it would take 10,000 atm to keep the gas from

expanding. This order or magnitude calculation

is for the less aggressive propellant materials.

Of the energy that is released by the energetic

material the proportion that goes into different

parts of processes is revealing. Again, a simple

order of magnitude indicates that 20–30 % will

go into the kinetic energy of the fragments, 60 %

into the kinetic energy and temperature of the

product gases while the remaining 10 % will be

spread over a number of other effects, such as

Stimulus – force, electrical charge, magnetic field, light/dark, impact

Delay system – between initiator and booster, low mass often <3 g or absent

Booster – lower sensitivity, high output, up to tens of grammes

Main charge – low
sensitivity, high
output tens
of grammes to
kilogrammes

output – shock wave, brisance, heave, blast, fragments

Initiator – high sensitivity, low output, low
mass of energetic material, often <1 g

Fig. 1.2 The explosive

train

6 W.G. Proud



the blast wave, fracturing of shell casings, or the

motion of the ground.

1.6 Formation and Velocity
of Fragments

Many munition systems have a casing, usually

of metal or plastic, often with shapers to form

specific fragments. Some systems have very

thin casings, this is generally done to reduce

the metal content of the munition, make it

harder to detect. This also has the effect of

increasing the blast effect as less energy is

used in fragmentation and acceleration of

fragments.

The initial effect of the detonation wave is to

send a shock wave into the casing and produce a

violent acceleration of the casing. Figure 1.3

shows the velocity profile from the outer surface

of a copper cylinder subject to loading from the

explosive filling. On the right hand side of this

figure a schematic of the process of acceleration

is shown. This diagram considers the motion of

the wall of a cylinder filled with explosive, as the

explosive detonates: the horizontal axis

represents distance and the vertical axis time.

The detonation products send a shock wave into

the cylinder from the inner surface to the outer

surface, this is represented by the black line with

an arrow on it. A wave reflection takes place at

the outer surface, sending a release wave back

into the casing, towards the inner surface. This in

turn is reflected from the inner surface as a shock.

As this back-and-forth wave reflection process

takes place each reflection represents the accel-

eration of the casing as it expands in a series of

steps. As the casing is accelerated outwards it

expands and becomes thinner. The diagram on

the left also indicates the violence of this accel-

eration, the outer surface moves from rest to

reach a velocity of 0.8 mm μs�1 (corresponding

to 800 m s�1) within 5 μs. More detailed discus-

sion of how this can be calculated can be found in

the specialised texts of the explosives engineer-

ing community, detonation symposia and shock

physics literature. The total distance moved by

the casing within this very narrow time window

is only 0.6 mm. Thus the metal casing is subject

to very violent acceleration, this causes fracture

and fragmentation within the casing producing

metal splinters moving at high velocity.

The study of fragments and fragmentation

took a major step forward during the Second

World War (1939–1945) with the scientific

efforts placed in the service of militaries of

industrialised nations. The two major steps are

named after their main originators; Neville Mott

and Ronald Gurney.

The number and size of metal fragments

from a casing was addressed by the Mott frag-

mentation criteria. This is a statistical model

based on the idea of a rapidly expanding ring of

metal which contains imperfections which form

the basis of fractures which eventually break the

ring. As the ring breaks the stress inside the

resulting fragment reduces and further fragmen-

tation does not occur. This model was developed

and populated in a semi-empirical fashion and

the results of theory and experiment were then

compared.

This model has been the subject of much

development since the 1940s with much recent

effort being given by Kipp and Grady in the

USA. However, the original theory and Mott

criteria are still regarded as valid and useful

tools. Mathematically the fragmentation can be

represented as;

N mð Þ ¼ M0

2M2
k

e
� m1=2

Mk

� �
ð1:1Þ

N(m) is the number of fragments that are larger

than mass (m), m the mass of a fragment, Mo the

mass of the metal cylinder, and Mk is called the

distribution factor which can be calculated from

the following equation;

Mk ¼ Bt
5
16d

1
3 1þ t

d

� �
ð1:2Þ

where B is a constant for the particular explosive-

metal pair that is used, t is the cylinder thickness

and d is the inside diameter of the cylinder.

The result of this was to produce a series of

curves giving fragment size distribution. An

example is shown below, in Fig. 1.4.
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The research of Gurney considered the bal-

ance of energy in the system, how much of the

released energy would be captured by the metal

casing and so predict the expected fragment

velocity. In the derivation of the velocity the

casing was assumed to remain intact. The shape

of the explosive charge and the casing has a

major effect; this work resulted in the production

of a whole series of Gurney equations. In the

equation below the expression is for the

velocities achieved by explosive loading of a

cylinder;

Vffiffiffiffiffiffi
2E

p ¼ M

C
þ 1

2

� ��1=2

ð1:3Þ

C – is the mass of the explosive charge, M – The

mass of the accelerated casing, and V – Velocity

of accelerated flyer after explosive detonation.

The term (2E)1/2 - is the Gurney Constant for

the explosive, it has the same units as velocity

and is sometimes called the Gurney velocity.

Each explosive has a particular value of Gurney

constant and accounts for the coupling between

the energy of the detonation products and the

energy deposited into the metal casing.

While the two approaches may seem contra-

dictory, one assuming fragmentation and the

other an accelerated but intact material, using

both approaches is useful due to the timescales

of the initial acceleration and fragmentation. The

energy delivery by the detonating material

occurs very quickly giving the initial impulse,

while fractures take time to develop and open

sufficiently to allow the product gases to escape.
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Overall the two approaches provide a reasonable

and predictive approach to fragmentation and

fragment velocity.

From this section it can be seen that

explosives produce a violent acceleration pro-

ducing a large number of small fragments and

much fewer large fragments moving at velocities

in the range from several hundred to a few thou-

sand metres per second. These fragments can

produce significant, life-threatening injury in

themselves, irrespective of the blast wave

associated with the explosive charge.

1.7 Shock and Stress Transmission

At this point the munition has detonated and a

shock wave has passed through the casing, which

is starting to move and fragment. In total time, a

few tens of microseconds has passed since the

main charge has started to detonate.

One effect that needs to be considered in some

depth is the transmission of the stress waves

between materials. How does the detonation

pressure transmit into the casing and then into

the environment around the casing; what are the

properties involved? What is the resulting veloc-

ity of material when it is subject to a stress wave?

In all cases of wave transmission it is impor-

tant to consider what the type of the wave is,

what the magnitude of the wave is, what are the

properties of the material through which it is

travelling and what is the change in materials

properties across the interface.

1.7.1 Wave Type

Wave motion can be broadly defined into three

classes, compression, tension and shear. Com-

pressive waves are associated with positive

stresses and pressures, tensile waves with nega-

tive stresses and pressures, while shear waves

produce motion lateral to their direction of prop-

agation. To think of the action of a lateral wave

consider a pack of cards placed on a table, if you

press down on the top card and move it sideways

then the cards underneath will move sideways as

well, each one not quite so much as the one above

it, the resulting shape of the deck of cards is the

result of shear. Shear waves produce the same

kind of motion in materials.

The velocity at which the stress wave moves

changes with stress level. For solids with strength

at stress levels below that of the elastic strength,

the velocity of the wave is the same as the sound

speed in the material. For stress pulses that are

above the strength of the material, the compres-

sion of the material results in the wave speed

being higher than that in the uncompressed mate-

rial, this is the definition of a shock wave.

Waves that take the stress down are called

tensile waves, if the material is behaving elasti-

cally while if the material is dropping from a

shock state, this is called a release fan.

There are differences between elastic waves

and shock waves, the main difference being the

significantly higher degree of compression and

associated temperature rise associated with a

shock wave. Similarly, tensile waves and release

fans are different, however, for the purposes of

space and clarity we will consider them to be

approximately equal. There are a series of excel-

lent texts dealing in more depth with shocks and

wave propagation.

1.7.2 Magnitude of the Wave

The magnitude of the stress wave is defined in

terms of its stress level. One factor that often

leads to confusion in the field of stress propaga-

tion is the relationship between stress and veloc-

ity. The important thing here is to remember one

of Newton’s laws of motion – a body will con-

tinue in a state of rest or motion until acted

upon by an external force (further description

is found in Chap. 2). It is, therefore, perfectly

possible to have a material or fragment moving at

a high velocity under no external force and also

easy to have a material under high pressure but

not moving.

The basic equation to be defined is the rela-

tionship between stress, the volume through

which it moves and the acceleration it produces

in the material. The law to be considered here is

1 The Fundamentals of Blast Physics 9



conservation of momentum; the product of mass

multiplied by velocity.

The definition of stress (σ) is force (F) divided
by the area (A) it acts over

σ ¼ F=A ð1:4Þ
The mass (m) of the material that is affected

by the passage of the wave is going to be the

volume the stress wave has moved through

multiplied by its density.

The volume (V) that the stress has swept

through will be the area (A) multiplied by the

velocity at which the wave moves (Us) over the

time window we are interested in (δt). The den-

sity of the material is represented by ρ.
So the mass that has been accelerated will be

m ¼ Vρ ð1:5Þ
and from the argument above

V ¼ A Usδt ð1:6Þ
So the mass is

m ¼ ρ A Usδt ð1:7Þ
The final step is to consider the acceleration

and the final velocity obtained. Here we use one

of the fundamental equations representing the

acceleration (a) produced by a force (F).

F ¼ ma ð1:8Þ
Where the acceleration (a) is the change in veloc-

ity of the material (δup), sometimes this is called

the particle velocity, over the time window we

are considering (δt).

a ¼ δup=δt ð1:9Þ
Combining these terms to relates stress to change

in velocity we arrive at the equation

σA ¼ ρ A Usδt
�
δup=δt

� ð1:10Þ

Which simplifies to

σ ¼ ρ Usδup ð1:11Þ

This is one of the fundamental equations in shock

physics, one of the so-called ‘Rankine-Hugoniot’

relations, where σ is stress, ρ is material density,

Us is the wave velocity, and δup is the change in
material velocity.

The full set of these Rankine-Hugoniot

relations can be found in the introductory texts

by Meyers or Forbes (see Further Reading).

The fundamental property shown here is that

the change in velocity produced by a stress wave

is dependent on the density and the velocity of

stress transmission through the material. At low

stress levels the velocity at which a stress wave

travels through a material is the same as the

material’s sound speed. At higher stresses,

when a lot of force is applied as in an explosion,

the velocity of the stress wave can be higher than

the sound speed - a shock wave. From what we

have stated earlier, a detonation wave moves

through an explosive at a very high velocity, in

fact a detonation wave is a shock wave that is

driven and supported by the energy release of the

chemical reaction.

The value of the density of the material

multiplied by the wave speed is called the imped-

ance (Z) of the material.

1.7.3 Impedance: The Property
of the Material

In principle the value of impedance for low stress

levels is easy to calculate, it is the product of the

density multiplied by the sound speed in the

material. Table 1.1 contains the density, sounds

speeds and impedances of some common

materials, air at 1 atm, water, iron and Perspex.

All of these materials have been studied exten-

sively and their properties are quite well known.

The impedance of air changes strongly with pres-

sure and is discussed in Sect. 1.8.1.

However, as the stress level in the wave

increases then other properties such as strength

and compressibility, become important. As the

stress level increases so the amount of energy
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that is being deposited in the material will

increase, some of this will result in increasing

the kinetic energy of the material while another

part of the energy will result in the material being

compressed and becoming hot. The exact mathe-

matics of this situation is complex and beyond

the space available in this brief chapter, however,

we can outline some simple conceptual

guidelines.

The strength of a material is its ability to

resist distortion; this strength will be different

in compression, shear or tension (further details

are included in Chap. 3). Materials with high

strength tend to have high sound speeds as a

result. Metals, in general have similar strengths

in tension and compression, while rocks and

ceramics are strong in compression but weak in

tension. Granular materials have no tensile

strength, but can have significant compressive

strength. Given the three-dimensional jig-saw

like nature of sand, the more you press down on

the sand the harder it is to move it sideways

(shear it).

Compressibility is the ability of a material to

deform and is the inverse of strength. Highly

compressible materials, foams, are often used to

protect objects from impact, they do this because

the energy of the impact is absorbed in locally

distorting and compressing the material in the

region of impact and not into globally increasing

the kinetic energy of the foam. Sands, soils and

granular materials absorb energy in a number of

ways by grains deforming, grains fracturing and

the particles moving together to fill the pores;

these energy absorption mechanisms act to miti-

gate the shock or blast wave.

As the material compresses its density will

change and its sound speed will tend to increase.

At some point the amount of compression in the

foam will result in the removal of the majority of

the voids at which point the material will behave

like a stronger, solid mass; there is a limit to

energy absorption. Similarly all materials will

have a yield point, where their strength is

exceeded and they begin to deform and compress

so there will be a change in how the energy in the

stress pulse is deposited, more will go into tem-

perature and into internal compression proces-

ses and less into velocity. In addition, time-

dependent processes will also be occurring - the

time for pores to collapse in foams and for

particles to fracture in sands - so there will be a

time dependence to the stress transmission.

The same issue of time dependence in the

change of impedance, degradation of strength

and interplay between kinetic energy and com-

pressibility occur in biological materials. The

impedance of the material will change through

the stress pulse and so the simple equations given

should always be used with caution and to pro-

duce estimates.

1.7.4 Wave Transmission Across
Interfaces

When a stress wave reaches an interface it is the

difference in the mechanical impedance of the

materials which determines how much of the

stress wave is transmitted and how much is

reflected. By using conservation of momentum

and the impedances of the materials the amount

of the stress transmitted and that reflected can be

calculated and the change in stress in the

materials calculated. The result of this is given

in the Eqs. (1.12) and (1.13)

T ¼ 2Z2= Z1 þ Z2ð Þ ð1:12Þ
R ¼ Z1 � Z2ð Þ= Z1 þ Z2ð Þ ð1:13Þ

Where T is the fraction of the stress transmitted,

R is the fraction of the stress reflected, Z1 is the

impedance of the material through which the

stress is originally transmitting, and Z2 is the

material on the other side of the interface.

Three situations are shown in Fig. 1.5.

Table 1.1 The density, sounds speeds and impedances

of common materials

Material

Density/

kg m�3

Sound speed

at 1 atm

pressure/m s�1
Impedance/

kg m�2 s�1

Tungsten 19,220 4030 77.4 � 106

Iron 7850 3570 28.0 � 106

Perspex 1190 2600 3.09 � 106

Water 1000 1500 1.50 � 106

Air 1.292 343 4.43 � 102
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Here it is important to remember that stress,

force and velocity are all vectors, they have a

magnitude and a direction. By convention we

make an increase in velocity from left to right

to be positive and right to left as negative. A

wave which acts to compress a material will be

regarded a positive stress and a wave which puts

the material into tension or releases will be

regarded as a negative change in stress.

In Fig. 1.5a a stress wave travels through

material 1 of impedance Z1 towards an interface

with material 2, impedance Z2.

Figure 1.5b shows what happens when the

wave reaches the interface if the impedance of

material 1 and 2 are the same: all the stress wave

transmits through the interface. The value of the

transmission coefficient is 1 and so the stress in

material 2 is exactly the same as the stress level

in material 1 i.e. both end up at the same stress.

The amount reflected is 0 and so the stress in

material 1 remains unchanged.

In Fig 1.5c the materials have impedances that

are of a similar magnitude but different values: Z1

being half the value of Z2. Calculating the stress

transmission and reflection coefficients gives

T ¼ 4/3 and R ¼ �1/3. This means that that

stress produced in material 2 is higher than that

produced by the initial wave. This may seem odd,

until it is remembered that impedance is related to

density and sound speed, so material 2 in this case

is denser and/or stronger than material 1; effec-

tively material 2 slows down the motion of mate-

rial 1 and the result is higher stress and less

particle velocity.

While the transmitted force is still going in the

positive direction it is higher by 4/3 over the

initial stress in material 1. For the reflected por-

tion there is a negative reflection coefficient and

the wave is propagating in a negative direction,

having a negative sign. Mathematically two neg-

ative numbers multiplied together equals a posi-

tive, so what this implies is that the amount of

reflection means we have a stress change of +1/3

of the initial pressure adding to the initial pres-

sure. The stress in material 1 increases as the

denser, stronger material 2 prevents it from

moving forward, effectively swapping a change

in velocity for higher stress.

This reveals an important point: if surfaces

remain in contact, the stress is the same in both

sides of the interface. This is the basis of a tech-

nique called impedance matching used in shock

physics to determine the stress and velocity of

materials under the action of shock waves.

Materials with a high density and high sound

speed will have a higher impedance and as a

result will exert a higher pressure at a given

impact velocity than a low density or low speed

material. This explains why a much higher stress

is produced by tungsten, a preferred material for

1 2

1 2

 
 

 

1

1

2

2

a b

c d

Fig. 1.5 Stress

Transmission across the

interface between two

materials (a) a stress pulse
approaches a boundary

(b) If materials 1 and

2 have the same impedance

the stress pulse is fully

transmitted (c) if the
materials 1 and 2 have

comparable, but different,

impedances the stress and

energy of the pulse is

partially transmitted and

partially reflected (d) if
material 2 has a very low

impedance compared to

material 1, virtually all of

the stress pulse will be

reflected back from the

interface
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anti-tank weapons compared to the lower imped-

ance iron, while Perspex will produce a much

lower velocity.

In the case of Fig. 1.5(d), the impedance of

material 2 is very low compared to material 1. In

this case the change in the reflected stress is of

value 1 and it is going in the negative direction.

Following the argument above, this means it

changes the stress by �1. This implies that stress

change of the reflected wave cancels the stress of

the original wave. In this case the stress falls to

zero and the energy of the stress pulse accelerates

material 1 to a higher velocity, approximately

doubling the particle velocity.

1.7.5 The Solid: Air Interface

After the stress wave from the detonation has

transmitted through the casing, accelerating it

and ultimately shattering it, it is then transmitted

through the surrounding soil and sand

compressing and fracturing it. When the stress

pulse arrives at the solid/air interface, from the

transmission-reflection coefficient it is clear that

the vast amount of the stress is reflected from the

solid:air interface. This reflection is like the case

in Fig. 1.5(d) discussed above, the velocity of the

sand/soil particles double as the stress drops to

zero. Sand/soil has a very limited tensile strength

so the result of this is to throw the sand and soil

from the surface as a cloud of fast-moving debris.

While the stress wave compresses the mate-

rial, and ultimately results in a cloud of fast-

moving debris, the product gases from the explo-

sive devices are also pushing the soil and

fragmenting the compacts formed by the stress

wave. It is the expansion of the hot, product gases

which results in the formation of the blast wave.

1.8 Blast Waves

The product gases have a velocity of approxi-

mately 2000 m s�1, considerably higher than the

sound speed in air, 330 m s�1. The resulting high-

pressure pulse of air is pushed outwards by the

hot explosive products. In order to allow

comparison between charges of different sizes

and compositions, explosive engineers conducted

experiments using the simplest scenario possible

– a bare explosive charge in an empty, flat field.

This has resulted in a large body of blast wave

literature based around the classic ‘Friedlander’

blast wave form.

Figure 1.6 shows the pressure time profile of

this classic blast wave. After the initial rapid rise

of the blast wave there is a region of positive

pressure, accelerating outwards from the explo-

sion. The speed of the gas moving behind the

blast front, in the so-called ‘blast wind’, can be as

high as 2000 km h�1. This is followed by a

release wave that drops the pressure below atmo-

spheric pressure. The release occurs as both air

and product gases have expanded outwards,

away from the place where the explosion

initiated. As a result, the explosive products

have expanded and therefore performed ‘work’

on the surroundings and started to cool. This

leaves a partial vacuum in the region of initial

explosion and this lower pressure now causes air

and gases to flow backwards over a longer period

to equalise the pressure. The resulting push-pull

movement experienced in the blast wave can be

especially damaging to structures and humans.

This simple waveform was often observed in

much early research into the effects of blast on

humans. These studies used data either from

open explosive ranges or with well controlled

blast reflections from single walls or barriers. It

is important to note that in a cluttered urban or

vehicle environment, a casualty will experience a

Pressure

Shock

Atmospheric
Pressure

Release

Time

When shock-wave is passed,
a release wave is experienced

Gas Motion – initially out from blast, after blast, move inwards

+

–

Fig. 1.6 The classic Friedlander form of a blast wave
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number of waves – those directly arising from the

charge and those reflected from a wide variety of

surfaces and arriving from different directions.

In general the amount of reflected pressure waves

can be equated to more damage and injury.

1.8.1 Change in Impedance of a Gas
in a Blast Wave

In the discussion above the energy deposited in a

material can manifest itself in a number of ways,

it can give the material kinetic energy, for

instance, and it can compress the material

increasing its temperature.

In many engineering applications solids and

liquid are often assumed to be incompressible. In

shock wave studies this is not the case and

compressions which halve the volume of the

material are relatively common. However, gases

are by comparison, very compressible. This

means that blast waves are supersonic with

respect to sound waves seen at low pressure,

they also are associated with a very large change

in impedance and often increase in temperature.

Figure 1.7 shows the change in impedance of

air with pressure. Atmospheric pressure is

located at the point where the impedance

increases sharply.

A major difference between shocks in solids

and liquids and blasts is that blast waves from

munitions tend to have durations measured in

milliseconds, while shock waves in solids exist

on timescales of microseconds. This 1000-fold

difference in duration is why the relatively mod-

est pressure seen in blast wave can produce more

movement and damage than the much higher

pressures in shock waves.

1.8.2 Reflected Waves

While the compression of the air produces a large

change in impedance, it is still the case that the

impedance of the compressed gas is very much

lower than that of any solid or liquid. When the

wave hits against a solid barrier, then a compres-

sive pulse is transmitted and the stress in the gas

also increases. Calculating the values of the

reflected stress change, indicates that the stress

level almost doubles.

In the case of an explosion in an enclosed

space, or in the partially confined space below a

vehicle there is time for multiple wave reflections,

leading to complex blast wave-forms of widely

differing stress histories. Within a vehicle the

reflections add to the injuries seem, over and

above the push-pull effect seen in the relatively

simple Friedlander waveform (Fig. 1.8).
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1.8.3 Temperature Rise

As well as the motion of the blast wave there is

also an associated temperature rise. This can

result in burns and combustion. Inside a vehicle

the heat deposited into a material can be divided

almost evenly between the heat from the intense

light flash associated with the detonation or gas

compression while physical contact with the hot

gas deposits the other half of the energy. The

timescale for this energy transfer is of the order

of milliseconds.

Shock waves also result in significant heating

within metals, even after the metal has been

dropped back to normal stresses there may be a

residual temperature increase in the fragments of

over 100 oC. The timescale for this heating is on

the order or microseconds.

1.9 Comparing Explosives
Scenarios: Scaled Distance
and TNT Equivalence

Munitions and explosive charges come in a range

of sizes and vary in terms of materials. In the

technical literature the term ‘scaled distance’ is

often used to relate the effects of large explosive

charges over tens of metres to those of small

charges at close range. This is useful as it allows

the effects of small-scale experiments to be

extended to larger explosives charges.

The two terms used in virtually all scaling

equations are (i) the explosive mass and (ii) the

mathematical cube of the distance between the

charge and the target, i.e. the increase in volume

over which the energy is dispersed.

There are often other terms involved: one of

the easiest to conceptualise is the distance of the

charge above the ground.

If the charge is in mid-air the energy expands

evenly in all directions, effectively spreading the

energy through a sphere. However, if the charge

is on the ground, the effects of wave reflection

occur and the energy is concentrated into an

expanding hemi-sphere, above the ground.

Within the hemi-sphere so the energy, pressure

etc is more or less doubled compared to that of

the mid-air charge.

Another simple comparative scale between

explosive types is that of ‘TNT equivalence’.

Historically TNT was a widely used material,

which could be easily melted and cast into a

variety of shapes, unlike many other explosive

materials. Given its castable nature many experi-

ment were conducted, resulting in large data-

bases. TNT equivalence is a simple factor that

allows a well-defined reference point for the

broad comparison of the effects on a non-TNT

explosive charge to be estimated.

1.10 The Three-Dimensional World
and the Physical Basis of Blast
and Fragment Injury

The real world has a complex topography and is

made of a wide variety of materials many of

which change their properties based on the

accelerations produced in them by explosion.

This somewhat mundane statement also indicates

the difficulty of understanding the precise effects

in terms of the materials and the three-

dimensional world. However, a well-founded

method is to take that complex situation and

divide it into smaller, more tractable parts.

This chapter has given an overview of the

basis of explosive technology and presented

some of the basic processes relevant to the blast

process. The importance of the detonation wave,

+ve

–ve
Atmospheric
pressure

Pressure

Time

Fig. 1.8 Generic representation of a blast waveform seen

inside a vehicle. The wave has many more peaks, plateau

and overall variation than the relatively Friedlander wave-

form shown in Fig. 1.6

1 The Fundamentals of Blast Physics 15

http://dx.doi.org/10.1007/978-3-319-21867-0_1


stress transmission, fragmentation, the ejection

of sand/soil, expansion of the product gases,

and flash heating have been introduced using

simple first-order approximations.

The complexity of the mechanical processes

and the resistance of the human body can result

in injury patterns that show effects that are dis-

tant from the immediate blast or impact. How-

ever, it is increasingly possible to adopt an

interdisciplinary approach that can bridge the

vital mechanical-biological gap in our knowl-

edge. Following chapters will address and

expand on these issues.
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Biomechanics in Blast 2
Anthony M.J. Bull

2.1 Overview

Biomechanics is the study of biological systems

from a mechanical perspective. In this discipline,

the tools of mechanics are used in which the

actions of force, motion, deformation and failure

and their relationship to anatomy and functional

aspects of living organisms are analysed. Tradi-

tionally biomechanics has been considered in terms

of either biofluidmechanics or the biomechanics of

connective tissues (“solid biomechanics”), where

the former is a key branch of science and engineer-

ing that is applied to the cardiovascular and

respiratory sciences and the latter is applied to

orthopaedics and musculoskeletal rehabilitation.

Other branches of biomechanics investigate the

interactions between solids and fluids and these

are applied in ocular and cellular biomechanics,

or the biomechanics of the brain, for example.

These branches of biomechanics are typically

associated with specific anatomical regions and

physiology; for example, biofluid mechanics

might focus on the effect of flow in the arteries

and its relationship to cardiovascular disease,

whereas connective tissue biomechanics might

focus on the mechanical effect of ligaments at a

joint and deal with their repair post injury.

Biomechanics in blast is a key discipline in blast

injury science and engineering that addresses the

consequences of high forces, large deformations

and extreme failure and thus relates closely to

knowledge of materials science (Chap. 3) and

leads onto the analysis of tissues (see Chap. 5)

and, at the smaller scale, cells and molecules

(see Chap. 4).

The aim of this chapter is to give the reader a

basic understanding of biomechanics and its util-

ity in the analysis of blast injuries. The specific

objectives are to:

1. introduce fundamental terminology and

concepts in biomechanics; and

2. describe how forces are transmitted through

the human body at all loading rates, and hence

provide an analytical framework to analyse

forces on all relevant tissues and structures

associated with blast injury.

2.2 Terminology in Biomechanics

2.2.1 Biomechanics of Motion

Kinematics is the “Biomechanics of Motion”;

in other words, it is the branch of biomechanics

that deals with the description of motion. It is

most commonly used in the analysis of activities

of daily living and sporting activities. In blast we

consider the movement of the objects such as
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blast fragments (secondary blast – see Chap. 6)

and displacement or movement of the person

due to blast and its interaction with objects

such as vehicles (tertiary or solid blast – Chap.

6), where their movement is considered as

whole body movement, or also takes into

account the relative movement of different

body parts.

Mass is how much matter an object contains.

This remains constant regardless of location or

gravitational conditions (for example, Earth,

Mars or gravity in outer space). Weight, how-

ever, would vary under these three conditions.

The importance of mass in blast biomechanics is

that it represents the resistance to a change of

linear motion (a speeding up or slowing down).

This is important in blast when considering

smaller fragments that are energised (small

mass – secondary blast effects) by the blast

when compared to larger items (a person or a

vehicle – tertiary blast effects) that require more

energy to get them moving. SI units of mass —

kilogramme (kg).

A Rigid Body is an object that doesn’t change

shape. This is usually a major assumption in

biomechanics, but serves to allow force analysis

to be conducted (the subject of this chapter) prior

to deformation analysis (the subject of subsequent

chapters). Formally, a rigid body is a collection of

particles that do not move with respect to each

other. In a force analysis, the assumption is that

however large a force may be, the rigid body does

not deform. Obviously, this is an approximation

in every case because all known materials deform

by some amount under the action of a force. In the

biomechanics of blast we tend to analyse the

human body first as a series of rigid bodies (fore-

arm, upper arm, head, trunk, shank, etc) that can

move relative to each other and then secondly

consider their deformation and failure.

Formulating problems in biomechanics in

terms of the Centre of Mass (CoM) simplifies

the problem to a single point. The CoM is the

point on the rigid body that moves in the same

way that a single particle containing all the mass

of the object and is subjected to the same external

forces would move. Therefore, when analysing

the body, we consider this as a series of rigid

bodies, each with a constant CoM. Clearly, the

whole person will have a varying overall CoM

when independent movement of each of the

joints is taken into account and this is where

rigid body biomechanics moves into the realm

of dynamics.

The Centre of Gravity (CoG) is the point at

which the weight of the body or system can be

considered to act. In other words, it is the point at

which the weight of the body, W ¼ mg, should

be applied to a rigid body or system to balance

exactly the translational and rotational effects of

gravitational forces acting on the components of

the body or system. The CoG and the CoM are

coincident when gravity is constant and are thus

frequently used interchangeably. These points

are important in biomechanics as they are used

as reference points for calculations.

The Moment of Inertia is the rotational

equivalent of mass in its mechanical effect; it is

the resistance to a change of state (a speeding up

or slowing down) during rotation. This is depen-

dent on the mass of the object and the way the

mass is distributed,

I ¼ mr2

where m is the mass and r is the distance of the

CoM of the object from the axis of rotation.

The SI unit of moment of inertia, I is the

kilogramme metre squared (kgm2).

The moment of inertia is especially important

in high loading events where the forces that are

applied to the person are not applied directly

through the CoM. This means that the forces

produce a turning effect and thus cause the per-

son, or body segment, to rotate. A high moment

of inertia will resist that rotation. For example,

a coat hanger that supports two heavy bags

hooked in the middle of the hanger will have a

smaller resistance to rotation than a coat hanger

with the same two heavy bags hooked on either

side of the hanger.

A Torque or Moment is the turning effect of

a force (Fig. 2.1). This is calculated in mechanics

by multiplying the magnitude of the force by its

moment arm, or lever arm which is the perpen-
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dicular distance from the point of application of

a force to the axis of rotation. Therefore, a large

force and a large moment arm will result in a

large moment. As the forces in blast are

extremely high, only a small moment arm will

result in a large moment and thus cause angular

(or rotational) acceleration of the person or body

segment. In vector terms, the calculation is the

vector (cross) product of force and distance. The

SI unit of moment is the Newton metre (Nm).

Scalar quantities in biomechanics have magni-

tude only. For example, mass, length, or kinetic

energy (described later) are scalar quantities and

can be manipulated with conventional arithmetic.

Vector quantities in biomechanics have both

direction and magnitude (Fig. 2.2). A force, for

example, is always described by its magnitude

and by the direction in which it is acting. Velo-

city is also a vector quantity because it expresses

the rate of change of position in a given direction.

This is experienced when going round a corner; a

satellite orbiting at a constant speed (scalar)

around the earth has a changing velocity (vector),

because the direction of travel is moving.

This means that when performing calculations

with vectors, ordinary arithmetic will give the

wrong answers; therefore, vector addition and

other types of vector algebra must be used.

Acceleration is the rate of change of velocity

with respect to time (the first time derivative of

velocity or the second time derivative of dis-

placement). Acceleration is a vector quantity.

Taking the satellite described above, the constant

speed going round the earth reflects a change

in velocity with respect to time and is, thus,

Person standing with
hyperextended (‘locked’)
knee

There are no high
bending forces at the
knee

This torque results in
high bending forces at
the knee, causing it to
tend to ‘open up’

x = moment arm

F = weight of person
       action through the
       CoM

Person standing with
straight (‘relaxed’)
knee

Moment/Torque
at knee is F.x

F F

Fig. 2.1 Moment at the knee joint for different loading conditions
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an acceleration towards the earth. An astronaut in

the satellite will experience no acceleration when

going in a straight line (constant speed and con-

stant velocity), but will experience the accelera-

tion going around the earth as a tendency to be

moved away from the earth sideways. (Decelera-

tion is simply negative acceleration and so is a

term that is not normally used in biomechanics.)

The SI unit of acceleration is the metre per sec-

ond squared (ms�2 or m/s2).

Angular Acceleration is the rate at which the

angular velocity of a body changes with respect to

time. The SI unit of angular acceleration is radians

per second squared (radian s�2 or radian/s2).

2.2.2 Forces

Force is a vector quantity that describes the

action of one body on another. The action

may be direct, such as the floor of a vehicle

encroaching on the foot of an occupant, or it

may be indirect, such as the gravitational attrac-

tion between the body and the Earth. Force can

never be measured directly. It is always esti-

mated, for example, by measuring the deflection

of a spring under the action of a force. Measuring

force, therefore, requires some knowledge of the

deformation characteristics of materials (Chap.

3). The SI unit of force is the Newton (N).

At any one time, many forces may be acting

on a body. The Resultant Force is the result

obtained when all the forces acting are added

vectorially and expressed as a single force

(Fig. 2.3).

Equilibrium is when the resultant force and

moment acting on a body are zero. In Fig. 2.3,

if the blast force, B, were removed, then the

forces P, W and GRF would be vectorially

added to come to zero. Therefore, there can be

equilibrium when no forces are applied to a body

as well as where a combination of forces is

applied to a body. This is also described in

Chap. 1. Note that in blast the person, or object

in proximity to the person, is rarely in equili-

brium; the resultant force will be non-zero.

Weight is the force that results from the action

of gravity on a mass; it acts through the CoG.

Another term for this is Gravitational Force.

When standing on weighing scales, weight is

the force that the person applies on the scales

Fig. 2.2 Vector and Scalar

addition
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when they are aligned perpendicular to the grav-

itational field, i.e. flat on the ground. This is equal

and opposite to the force the scales exert on the

person (Newton’s third law – see section on

Kinetics below).

Contact forces are the forces between objects in

physical contact. The description of the force

between the person and the weighing scales is a

type of contact force.

Friction is a type of contact force that is often

forgotten, yet can be overpowering in its effect. It

is the tangential force acting between two bodies

in contact that opposes motion or the tendency to

motion. If the two bodies are at rest (resisting

tendency to motion), then the frictional forces are

called static friction. If there is motion between

the two bodies, then the forces acting between the

surfaces are called kinetic friction. Often kinetic

friction is less than static friction, so when static

friction is overcome, then the friction level reduces

and the object accelerates. Friction is affected by

many parameters, for example, the roughness of

the surfaces or the presence or absence of fluid

(and the type of fluid or pressured state of the

fluid). Biomechanical analyses need to consider

these different parameters; for example, there is

friction without fluid (sometimes called dry fric-

tion) between your foot and the floor, and friction

involving fluid (sometimes called fluid friction)
acting within your knee joint when you move.

When fluid is not involved, the ratio of the

magnitude of friction to the magnitude of the

normal force is called the coefficient of static

friction and shows the following relationship:

f ¼ μP, where f is the friction, μ the coefficient

of friction, and P the magnitude of the normal

force.

Taking the example in Fig. 2.3, the effect of

friction at the feet has been neglected. For com-

pleteness, there will be static friction between the

feet and the ground that will act to resist the

movement of the feet to the left (backwards)

and thus the effect of the blast force is to produce

a friction force at the feet to the right that,

Fig. 2.3 Resultant force on a person under blast
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combined, will result in an anti-clockwise

moment on the person (Fig. 2.4).

The Joint Reaction Forces exist between the

articular surfaces of the joint, for example the

forces between the surfaces of the tibia and

femur at the knee joint. Joint reaction forces are

the result of muscle forces, gravity, and inertial

forces (usually, muscle forces are responsible for

the largest part when under normal, physio-

logical, loading; blast is a very different case –

see Sect. 2.3).

Other types of contact forces are Ground

Reaction Forces that specifically act on the

body as a result of interaction with the ground.

These are shown in Figs. 2.3 and 2.4. Newton’s

third law (see Sect. 2.2.3) implies that ground

reaction forces are equal and opposite to those

that the body is applying to the ground.

Pressure is the amount of force acting per unit

area. Pressure is a scalar quantity. Fluid pressure

is the pressure at some point within a fluid. There

can be pressure within a fluid that is flowing in a

pipe and fluid dynamics is used to analyse this

pressure and flow. There can also be pressure due

to the height of fluid. For example, a diver will

experience an increase in pressure when diving to

greater depth; this pressure is called hydrostatic

pressure. The SI unit of pressure is the Newton

per metre squared (Nm�2 or N/m2).

Centre of Pressure (CoP) describes the cen-

troid of the pressure distribution. It can be

thought of as the point of application of the

resultant force, because if all the forces across a

surface were summed and their resultant taken,

the CoP would coincide with the position of the

resultant force acting across that surface. In the

more general case, the force is applied over an

area (for example, the plantar aspect of the foot

or boot). In the example in Fig. 2.3, if we were to

take away the blast loading, then the CoP at the

boot would coincide with the line of action of the

resultant force on the person, the GRF. Gener-

ally, when first conducting a rigid body analysis

in blast, the CoP is considered as the point of

force application. However, when deformations

are being analysed, then it is important to also

consider how the force is distributed. In bio-

mechanics, the distribution of a contact force

can be very important when considering condi-

tions such as pressure sores, for example. Distri-

bution of force is discussed in greater detail in

Chap. 3.

Fig. 2.4 Friction effects in blast loading. GRF ground reaction force,W weight of person and armour, B force due to

blast, P weight of backpack
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2.2.3 Newton’s Laws and Kinetics

Kinetics is the study of forces associated with

motion. For example, kinematics and kinetics

will be used to analyse the muscular contraction

forces that are required to produce movement, or

to analyse the sequence of movement for optimal

performance. The key laws that form the basis of

conventional mechanics are Newton’s Laws.

Newton’s First Law states that a body will

maintain a state of rest or uniform motion unless

acted on by a net force. If there is no resultant

force acting on an object then that object will

maintain a constant velocity. In cases where the

velocity is zero, then the object is not moving

(“remains at rest”). If the resultant force is not

zero, then the velocity will change because of the

force. Newton’s First Law is often described as

the Law of Inertia.

Whereas Newton’s First Law describes what

happens when the resultant force is zero,

Newton’s Second Law describes what happens

due to a non-zero resultant force and how the

velocity of the object changes. This law defines

the change in force as being equal to a change in

momentum per unit time. Rearranging this defi-

nition results in the formal definition of momen-

tum described below. The second law also states

that the change in momentum will be in the

direction of the resultant force, so you see why

it is important when analysing rigid bodies to be

able to quantify the resultant force. Newton’s

Second Law is often described as the Law of

Momentum. The second law is frequently stated

as, “Force equals mass times acceleration”

F ¼ ma

This is rigorously derived from the formal

statement of the law regarding momentum.

We won’t go into that here, but the mathematics

works out to allow the second law to be restated

as, “The force acting on a body is equal to the

mass of the body multiplied by its acceler-

ation.” Newton’s Second Law is the basis for

formulating the equations of motion, the formu-

lation of the impulse momentum relationship,

and, more fundamentally, defines the units of

force.

Newton’s Third Law is the Law of Reaction; it

states that action and reaction are equal and

opposite and is shown by the earlier examples,

for example, someone standing on weighing

scales. The force the person applies to the scales

is equal and opposite to the force that the scales

apply to the person.

Impulse is the effect of a force acting over a

period of time. Impulse is determined mathe-

matically by the integral of the force-time curve,

the area under the force-time curve. Impulse is

important in blast as the forces due to blast vary

significantly with time and often act for a very

short period of time. The impulse (area under the

curve) due to a Friedlander curve blast (Fig. 1.6)

is very different from the impulse due to blast

wave reflections inside a vehicle (Fig. 1.8).

Therefore impulse is a useful single measure

that quantifies this difference without describing

the full wave form. The SI unit of impulse is the

Newton second (Ns) that reduces to kgm/s.

Linear Momentum is the product of the mass

of an object and its linear velocity. Its units are

the same as those for impulse (kgm/s).

Newton’s second law allows us to quantify the

effect of a force on the velocity of an object. If

we take F ¼ ma and multiply both sides by

time, t, then we end up with Ft ¼ mat: Now

a ¼ the change in velocity over time ¼ Δv
t , so

we can rewrite our equation to be: Ft ¼ m Δv
t t,

i.e. Ft ¼ mΔv:
This is the impulse-momentum relationship

and states that the change in momentum experi-

enced by a body under the action of a force is

equal to the impulse of the resultant force:

Impulse ¼ Change in Momentum. When calcu-

lating the effect of blast we seek to know how the

force is changing over time and integrate that

over time to calculate the impulse. This then

allows us to see how the momentum of the

displaced person or object changes and allows a

forensic examination of the blast scenario.
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Angular Momentum is the rotational equiva-

lent of linear momentum; it is the “amount of

motion” that the body possesses during rotation.

Computationally, it is the product of the moment

of inertia and the angular velocity:

angular momentum L ¼ Iω
Because angular momentum is a vector quan-

tity, it can be resolved into components. It is

possible to have angular momentum about one

axis and none about another. Through algebraic

manipulations angular momentum can be trans-

ferred from one axis to another.

A projectile (for example a bullet or blast frag-

ment) may have both angular and linear momen-

tum. As it travels it will have mass and linear

velocity. However, it might also be spinning

about its long axis (this is often desirable to reduce

sideways turning of the projectile) which means

that it will also have angular momentum about its

long axis. In addition, the projectile may be tum-

bling end over end, meaning that it has angular

momentum about an axis perpendicular to its long

axis. These two components of angular momen-

tum can be summed algebraically to give its total

angular momentum. The SI units of angular

momentum are kgm2/s.

Work is done when a force moves an object.

This is strictly defined as the integral of force

with respect to distance:

W ¼
Z

Fdx

If the force is constant thenW ¼ Fd, where d is

the distance over which the force acts. Note that

the definition of work is independent of time.

Thus, the same amount of work is done in

going up the stairs slowly or quickly. The

power in these situations is not, however, the

same. The SI unit of work is the Joule (J)

Power is the rate of doing work – the derivative

of work as a function of time:

P ¼ dW

dt

Average power is equal to the work done divided

by the time during which the work is being done:

P ¼ W
t . The SI unit of power is the Watt (W)

Energy is the capacity for doing work. In any

system, this capacity cannot be destroyed, but

energy can be transformed from one form to

another (this is a statement of the Principle of

Conservation of Energy). There are many differ-

ent forms of energy, for example, kinetic energy,

potential energy, strain energy (all three are

defined below) and heat. The units of work and

energy are the same – the Joule (J) – because of

the relationship of these two quantities through

the work-energy principle.

Kinetic Energy is that component of the

mechanical energy of a body resulting from its

motion and can be split up into two constituent

forms, just like acceleration (linear and rota-

tional), forces (force and moment), and impulse

(linear and angular momentum).

These are kinetic energy of translation:

KExion ¼ ½mv2 and kinetic energy of rota-

tion KErot ¼ ½Iω2

Heat (or heat energy) is a form of kinetic

energy in which particles within a material, sub-

stance or system transfer their kinetic energy to

each other. It is always in defined in terms of the

transfer of energy from one system to another, not

in terms of the energy contained within systems.

Potential Energy is the energy of a body

resulting from its position. Clearly the reference

point for this is important and therefore potential

energy is always quantified according to an arbi-

trary datum and can therefore assume any value

depending on the choice of said reference point.

Note that the change in potential energy is impor-

tant in biomechanical analyses and this is inde-

pendent of the choice of a reference point.

Potential Energy, PE ¼ mgh where m is the

mass, g is the acceleration resulting from gravity,

and h is the distance above the datum.

Strain Energy is the energy stored by a system

that is being deformed. The energy is released

when the load that is causing the deformation is

removed. Although this chapter does not go into

deformation in any great amount, it is worth

noting that strain energy is important in some

loading conditions, for example, the energy

contained within a bungee cord when fully
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stretched, or the energy stored in a trampoline

with someone standing on it.

The Work—Energy Principle states that the

work done on a body is equal to the change in the

energy level of the body. This principle is used

widely in forensic blast analysis where the work

done is visible and can be analysed through the

structure or person’s deformation or gross move-

ment and thus the change in energy can be

quantified. W ¼ ΔKEþ ΔPE ¼ KEf

�
- KEiÞþ

PEf

�
- PEiÞ, where f represents the final state

and i the initial state.

Fluid Mechanics is the study of forces that

develop when an object moves through a fluid

medium. This medium can be a fluid like blood,

but also very importantly in blast, this can be air

(if free field blast, for example), or water (torpedo

strikes, for example). In many cases of loading

fluid forces have very little effect on kinetics and

kinematics, yet in other cases these can be signifi-

cant. For example, a shot put will not experience

significant forces due to the air, yet a shuttlecock

in badminton will be significantly affected by the

air through which it travels.

Drag is one of the most important forces pro-

duced by a fluid. It is the resistive force acting on

a body moving through the fluid. The surface

drag depends mainly on smoothness of surface

of the object moving through the fluid. Practical

examples of this include shaving the body in

swimming or wearing racing suits in skiing and

speedskating to reduce the surface drag. Form

drag depends mainly on the cross-sectional area

of the body presented to the fluid; this is why

cyclists have a crouched position rather than

sitting upright when trying to go fast.

Because fluids can flow, the influence of the

fluid on a body moving through it depends not

only on the body’s velocity but also on the veloc-

ity of the fluid. Walking headlong into a stiff

wind requires more force than standing still fac-

ing the same stiff wind. Walking with the wind

reduces the force required. This is amplified to an

extreme level in primary blast where the fluid

(air) travels at extremely high speeds.

Of course, the human body is filled with dif-

ferent fluids and therefore fluid mechanics effects

are apparent internally as well as externally.

2.2.4 Functional Anatomy

In biomechanics, the term functional anatomy is

used to describe the physical function of the

biological structure of interest. This means that

this requires knowledge of the loading on the

structure, the constituent materials of the struc-

ture and their shape. In the human body the

constituent materials are complex. For example,

biological fluids include protoplasm, mucus,

synovial fluid and blood; these are described

in more detail in see Chap. 3. Solid material

constituents include actin, elastin and collagen.

How these combine to give material properties

are described in see Chap. 3.

An example of functional anatomy is that of

articular cartilage which describes the interrela-

tionship between its shape, constituent materials,

loading and motion environment, wear, deforma-

tion and pathology.

Articular Congruency is the description of

how the two surfaces of a joint overlap one

another. A hip joint, for example, is highly con-

gruent in that the full surface of the spherical

femoral head is in contact with the full surface

of the acetabulum. This congruency allows effi-

cient transfer of load from one articular surface

to the other. The glenohumeral joint of the shoul-

der is incongruent in that the spherical humeral

head has a very small contact area with the virtu-

ally flat glenoid. Other terms used are

“conforming” and “non-conforming”. (Note that

there is a physiological reason for this difference

in congruency; the hip joint has a smaller range

of motion than the glenohumeral joint.)
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2.3 Biomechanics of Force
Transmission

There are multiple sources of force and defor-

mation in the human body. Within blast, the

main sources are gravity (weight), posture

(deformation of tissues due to the seated/standing

position), pressure (through the shock wave), and

impulse (through contact with an external agent).

These external sources result in internal forces,

stresses and deformations.

Newtonian mechanics are used to understand

these internal forces, and then fluid mechanics

and stress analysis is used to understand stresses,

deformation and flow. The construct used to

understand these forces is a Free Body Dia-

gram. In this, the region of interest is outlined

and all the external forces acting on that region

are identified and quantified (Fig. 2.5).

Frequently such analyses are conducted where

the regions of interest are in equilibrium. As

described previously, in blast, the person is rarely

in equilibrium and is moving and therefore a

free body diagram analysis must be conducted

at different time points.

2.3.1 Muscles Forces

The main purpose of a muscle is to rotate a joint

against a force. This rotation is produced by a

torque, or moment, therefore, the joint torque is

the key mechanical parameter that muscles need

to produce. Muscles attach very close to the joint

centres of rotation and therefore their lever arm

is small. Normally the external force is applied

further away from the joint centre of rotation and

therefore it has a large lever arm. Using

Fig. 2.5 Different free body diagrams under the same blast loading situation at time t ¼ 0. These demonstrate that the

appropriate choice of a free body diagram can allow internal forces to be quantified
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Newtonian mechanics, we find, therefore, that

forces in muscles during normal movement are

orders of magnitude greater than the externally

applied force.

Musculoskeletal Dynamics is the engineering

tool that is used to quantify muscle forces during

activities. Because very few loading scenarios can

be simplified to that in Fig. 2.6 in which only one

muscle force acts and an analytical solution to the

problem can be found, other approaches need to

be taken to quantify muscle forces in more com-

plex situations. Musculoskeletal dynamics using

biomechanics is described in this chapter and

outlined in the flow chart in Fig. 2.7

Initially kinematics is used to quantify the

motion of the person. The motion of each part

of the person, each segment, is analysed sepa-

rately. The data input for this can be video

analysis or the use of optical motion tracking

such as is used in the computer graphics industry.

The output of this is the position, velocity and

acceleration (linear and rotational) of each body

segment.

This information is combined with estimated

knowledge of the mass and moment of inertia of

each part of the person (each “segment”) as well

as estimates of the external forces acting on each

segment. For example, knowledge of the deform-

ation of the floorpan of a vehicle can give an

estimate of the force that such a deformation

would apply to the foot segment. All of this

information is brought together using inverse

dynamics in which knowledge of the kinematics

and forces on the body are applied to quantify the

moments and forces between each body segment.

These are called “intersegmental forces and

moments”.

Fig. 2.6 (a) Forces acting on the lower limb when squatting. (b) Force in the patellar tendon in a simple squat. The

force is much higher than the external load due to the lever arm effect (x > y)
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Consider the body as a set of rigid segments

Analyse each segment separately using kinematics (position, 
velocity, acceleration), body segment parameters (moment of 
inertia and mass) and external forces to calculate intersegmental
forces and moments

Fig. 2.7 Musculoskeletal dynamics: from motion to

muscle forces. Straight lines with single arrows repre-

sent forces (GRF, weight and intersegmental forces);

single arrow curved lines represent intersegmental

moments; double arrow lines represent linear and angu-

lar accelerations of the body segments
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Finally, the intersegmental forces and

moments are combined with an anatomical

model of the physiological joint (the ankle, in

this case) in which the articular geometry, liga-

ment geometry and muscle lines of action are

known. The equations of motion are then solved

whereby the sum of all the muscle and ligament

forces gives the true joint reaction force and then

the sum of all the moments due to the muscles

(the product of the muscle force times its moment

arm about the joint centre of rotation) gives the

intersegmental moment which is known from the

previous step in this technology. What is apparent

is that there are many more unknowns than

equations to solve the unknowns as there are

many muscles crossing each joint. Numerical

methods, termed “optimisation techniques”, are

used to solve this set of equations and the output

of this is the muscle forces, ligament forces and

joint reaction forces at the joints of interest

[1]. There are three leading software technologies

available to conduct musculoskeletal dynamics

analysis (OpenSim [2]; AnyBody [www.

anybodytech.com/]; Freebody [3]).

2.3.2 Forces in Joints

Once the muscle forces during a loading activity

are known (as shown above), then the loading

on all the other tissues of the joint can be charac-

terised using additional free body diagrams. The

example below (Fig. 2.8) shows how an under-

standing of the muscle forces at the knee allows

quantification of the loading in the anterior cru-

ciate ligament (based on its geometry) and the

articular cartilage.

Fig. 2.8 Forces in tissues of the knee joint
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The cartilage loading at the knee is then distri-

buted over an area. A congruent joint will distri-

bute that over the full articulating area, however,

an incongruent joint will distribute that over a

very small area. The analysis of how forces are

distributed within a tissue or structure is called

stress analysis and is described in Chap. 3.

What will become apparent in this simple ana-

lysis is that, because of very complex three dimen-

sional structures, it becomes impossible at some

point to analyse internal forces in the human body

without some computational help. In addition, as

the structures deform, so the loading on them

changes due to the geometrical change. At this

point computational biomechanics takes over. In

computational biomechanics the same methods

are used as described here, but numerical tech-

niques are used to solve the free body diagrams

for all tissues and all parts of tissues. At this point

loading analysis and stress analysis (that accounts

for deformation as well) become the same and this

is the subject matter described in Chap. 17 of

Part III.

2.4 Bringing It all Together:
Forensic Biomechanics of Blast

The basic biomechanics described in this chapter

allows for a simple analytical framework to be

devised for analysing loading on the human body

due to blast. Although the framework is simple,

the application of this is not so straightforward

due to lack of information about key aspects of

the blast situation. Despite these deficiencies in

data, the literature has countless examples [4] of

the use of biomechanics to analyse blast loading

and many of these are presented in this book.

Generalising the approaches taken in the liter-

ature to a single framework is nigh on impossible

and therefore the tactic taken in this book follows

closely that presented in Ramasamy et al. [5] in

which incident and clinical data is combined with

biomechanics utilising imaging, computational

models and physical models in order to under-

stand pathophysiology of blast injuries to then

devise better protection, mitigation, medical

treatment and rehabilitation (Fig. 2.9).

Fig. 2.9 Research

approach for analysing

blast injuries with

biomechanics as the core

discipline for much of

the work
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Behaviour of Materials 3
Spyros Masouros and Dan J. Pope

3.1 Introduction

The aim of this chapter is to introduce the reader

to the mechanical behaviour of materials. The

term mechanical behaviour refers to the response

of materials to load; under load the material will

deform and possibly break. Various materials are

considered, including biological. Engineering

measures by which we quantify and model math-

ematically the behaviour of materials in static

and dynamic conditions are presented.

3.2 Materials

Advancements in material science and engineer-

ing have been the vehicle of success in industry

for solving human-centred problems and improv-

ing the quality of life. A traditional classification

of types of materials is the following:

• Metals

• Non-metallic inorganic materials (for exam-

ple ceramics and glass)

• Organic materials (polymers)

• Composite materials (combinations of the

above)

• Biological materials (living tissue)

The first four categories comprise a selection

of materials used in industry. An integral part of

the design process for products, equipment and

infrastructure is the selection of such materials as

appropriate for the application. The study of

these materials has been extensive with compo-

site materials being the latest addition to the list

in the twentieth century (Fig. 3.1). Human injury

and disease and the interaction of the body with

industrial materials spawned the comprehensive

study of biological materials and their behaviour

in the second half of the twentieth century.

3.2.1 Metals

Metals are inorganic substances that consist of a

highly ordered microstructure. All metals have

similar physical and material properties, exactly

because of their ‘metallic’ microstructure. Some

of these properties are summarised below:

• They are solids at room temperature (except

for Hg).

• They have high density.

• They are good conductors of heat and

electricity.
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• They reflect all visible wavelengths of light,

and so appear white (except for Cu and Au).

• Most of them are magnetic to some degree.

• They are ductile.

• They have good machinability.

3.2.1.1 Microstructure
The metallic microstructure is formed of

crystals. These are periodic arrangements of

atoms closely positioned next to one another in

a particular way to form a lattice.

The potential geometric arrangements of atoms

in crystals and of crystals in the bulk metal depend

primarily on the thermodynamics of the forming

process as the atoms will seek the conformation

with the lowest energy. Fourteen arrangements

have been documented, but most metals com-

monly form in one, or combinations of, the fol-

lowing three; bcc (body-centred cubic), fcc (face-

centred cubic), and hcp (hexagonal close packed).

In the bcc arrangement the unit cell has atoms at

each corner of a cube plus one at the centre of the

cube; in the fcc arrangement the unit cell has

atoms at each corner of a cube and at the centres

of all cubic faces; the hcp arrangement is similar

to the fcc but in a hexagonal formation rather than

in a cubic.

3.2.1.2 Imperfections
The crystallic structure is never perfect; it

contains imperfections that dictate some of the

material’s behaviour, especially in relation to

plasticity, failure, corrosion, electric conducti-

vity and alloying. These imperfections could be

point, line, plane or complex (3D) defects. Point

defects are of intra-atomic dimensions; they

could be vacant atomic sites or extra (usually

foreign) atoms positioned between atomic sites;

they both result in distortion of the planes and the

lattice arrangement. Line defects are also termed

dislocations. They split the structure into two

perfect crystals. They form during the solidifi-

cation or during plastic deformation of the metal.

This type of defect is also present in ceramics

and polymers. The deformation mechanisms

and therefore the plasticity and strength of

materials are directly related to the formation of

dislocations, as slip between crystal planes result

when dislocations move. The greater the ability

of a dislocation to move, the more ductile the

material is. The density of dislocations (dis-

location length per unit volume) in a metal that

contains very few of them is at the order of

103 cm/cm3, and when the metal is deforming

plastically it could be up to 1012 cm/cm3. A plane

defect present in all (polycrystalline) metals is
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the boundary of grains; grains (crystals) form

during the solidification process and position

themselves one next to the other to form a con-

tinuous, solid material. Crystallographic orienta-

tion, size and relative placement of grains all

constitute some form of imperfection that reflects

to the macroscopic mechanical and physical

properties of the solid.

3.2.1.3 Hardening
The number and type of imperfections can be

controlled in part by appropriate mechanical and

heat treatments. It is usually desirable to increase

the strength and toughness of a metal to make it

withstand heavy loads for long times; but this is

sometimes associated with reduction in ductility

which is usually undesirable. The most common

methods used to manipulate the imperfections

(usually reduce the ability of dislocations to

move)—and therefore the macroscopic mechani-

cal properties of metals—are the following.

• Grain size reduction.

• Cold working / strain hardening.

• Solid solution strengthening and alloying.

• Precipitation hardening and ageing.

• Transformation hardening (for steels only).

3.2.1.4 Main Industrial Alloys
An alloy is a material that consists of two or more

substances of which one is a metal. The most

commonly used industrial alloys are ferrous

alloys (steel and cast iron), copper alloys (brass

and bronze), alloys of light metals such as alu-

minium, titanium and magnesium, superalloys

such as alloys of nickel and cobalt, and alloys

of zinc and of lead.

Steel

Steel is widely used today in the construction

industry (in a wider sense) as it has excellent

mechanical properties such as high strength and

toughness. It is an alloy of iron containing carbon

of less than 2.0 % by weight. Other metals may

be added in the alloying process to alter as

required the physical and/or mechanical

properties of the end product. Mild (or carbon)

steels are Fe-C alloys with no other elements for

alloying. In alloyed steels carbon is no more than

1 % by weight and the most common alloying

elements are Ni, Mn, Cr, Si and Mo. With

regards to their use, steels can be classified as

structural steels, tool steels, stainless steels and

steels for electromagnetic applications. In stain-

less steel Cr is present at proportions of greater

than 12 % by weight and it is primarily responsi-

ble for their good corrosion resistance. Tool

steels are alloyed with elements that easily form

carbides (such as Cr, V, W, Mo, Co, Ni, Si); these

carbides do not allow the formation of large

grains thus resulting in a hard alloy.

Cast Iron

Cast irons are alloys Fe-C-Si where C is at

2–4.5 % by weight and Si at 0.5–3 % by weight.

These alloys are relatively cheap to make and are

manufactured exclusively by casting. They are

typically not as strong as any of the steels.

Copper Alloys

Copper and its alloys was the first metal used by

humans. It has excellent electrical and thermal

conductivity and so half of its global production

is used to produce electrical goods. It is very

malleable, ductile and corrosion resistive. The

main alloys are brass (Cu-Zn with Zn even up

to 50 % by weight) and bronze (Cu-Sn). Other Cu

alloys are with Al, Sn, Ni, Zn & Ni, Be, Si.

Alloys of Light Metals

Aluminium, magnesium and titanium are light

metals as their density is relatively low. The

importance is that their specific strength (max

stress over density) is higher compared to other

metals and their alloys. They also have good

resistance to corrosion.

3.2.2 Ceramics

Historically, the term ceramic meant objects

made of clay and other raw materials subjected

to heat; ceramics, in the form of pottery and

bricks are the first man-made objects. We class
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as ceramics today the inorganic, non-metallic

materials that are fabricated using heat and

cover a wide range of chemical compositions

and physical and mechanical properties. They

offer advantages compared to metals such as

the relatively low density, high melting point,

high modulus of elasticity, low thermal conduc-

tivity, good resistance to compression, high hard-

ness, and wear and heat resistant behaviour.

Disadvantages include low resistance to tension,

shear, fatigue, buckling and impact, brittleness,

high production costs for some, low resistance to

crack propagation, and sensitivity of their micro-

structure and of pores on their physical properties

and strength.

Ceramics consist of elements that form strong

ionic or covalent bonds. In terms of structure, we

can classify ceramics into ionic, that consist of

metals and non-metal elements, and covalent,

that consist of two non-metal elements.

In ionic ceramics the two elements have dif-

ferent electric charges resulting in attracting

forces that contribute to forming the bond. The

most stable microstructure is seen when the

cations are closer to the anions resulting in high

attracting forces that form stable crystalline

shapes. The most common are the face-centred

cubic shape of MgO and ZrO2 and maximum

density hexagonal shape of Al2O3.

In covalent ceramics every atom that belongs

to a covalent bond ‘shares’ the electrons of the

outer shell with neighbouring atoms. The

resulting shape is usually cubic; either crystalline

with formation of chains, 2D or 3D lattices, or

amorphous.

Ceramics can be classified based on their

main non-metal constituent (B, C, N, O, F and

Si) into six categories; oxides (Al2O3, ZrO2

UO2), carbides (SiC, B4C, WC, TiC), nitrides

(Si3N4, AlN, BN), borides (ZrB2, TiB2), silicides

(MoSi2, TiSi2) and fluorides (CaF2, LiF).

Glasses are ceramics that are worthy of spe-

cial mention. All commercial glasses are amor-

phous 3D lattices with main constituent the

stable silica (SiO2). The glass structure is a result

of rapid cooling of melted oxides. The high

values of viscosity and the strong bonds that

form between the silicate tetrahedra do not

allow for a crystallisation process to commence

during solidification. Solidification of a glass

occurs due to the gradual thickening of the liquid

as a result of an increase of its viscosity due to the

cooling. Other oxides may be added that will

transform the silica lattice and so affect the

properties of the final product depending on the

intended use.

3.2.3 Polymers

Polymers consist of large molecules (molecules

of large molecular weight), the macromolecules;

hence their name (poly ¼ many; meros ¼ part).

The building blocks of a polymer are chemical

units of small molecular weight called monomers

that bond to each other to form the characteristic

long chains of the polymer; the monomer quan-

tity may vary from 100 to 100,000 per chain.

A big advantage of polymers is that they can

be formed relatively easily compared to other

materials. Their production is of low cost, they

can form into products of complex geometry,

they can be transparent (and therefore substitute

the more expensive glass), they have low density,

and they have good mechanical properties.

Disadvantages include pollution (not easily recy-

clable), inferior mechanical properties to other

materials, especially metals, and that they don’t

work at high temperatures.

In terms of microstructure, the polymers can

be crystalline or amorphous; this is dependent

primarily on the rate of cooling of the melted

polymer. When cooling is gradual, the chains

have time to align to one another and form a

crystalline-like structure (not to be confused

with the crystallinity of metals). Conversely, in

amorphous polymers the chains don’t have time

to align due to the rapid cooling; this structure

can be loosely compared with that of liquids as it

is characterised by a lack of order. Under heat the

long chains of the polymers can easily slip over

one another. During cooling this movement

between chains reduces and the polymer trans-

forms gradually from a liquid to an amorphous

solid state. The temperature at which this transi-

tion occurs is termed the glass transition

36 S. Masouros and D.J. Pope



temperature, Tg; above this temperature the

polymer behaves elastically and below it the

polymer is brittle and behaves similar to glass.

In terms of their physical properties there

are three types of polymers; thermoplastics,

thermosets and elastomers or rubbers.

3.2.3.1 Thermoplastics
They consist of primarily linear chains that

soften and flow with heat due to the relaxation

of the molecular bonds and so can be formed;

they solidify after cooling. This process is revers-

ible, which means that they may be reshaped by

heating them up. Widely used thermoplastics

include polyethylene (PE), polyvinyl chloride

(PVC), polypropylene (PP), polystyrene (PS),

and the polyamides (Nylon).

3.2.3.2 Thermosets
They consist of relatively short chains in 2D and

3D networks. They are usually amorphous. They

are formed by a curing process of a resin with a

hardening agent with or without heat; the process

is irreversible. Main representatives of this fam-

ily of polymers include phenolic polymers (bake-

lite), epoxy resins, aminoplasts (melamine or

urea resins with formaldehyde), and polyesters.

3.2.3.3 Elastomers or Rubbers
These are usually linear polymers with branching

chains. They can deform a lot under load and

yet return back to their original dimensions

when the load is removed; they are hyperelastic.

Main representatives of these are synthetic and

natural rubber, synthetic polyisoprene, polybuta-

diene, polychloroprene, and the silicones. Natu-

ral rubber vulcanises when heated with sulphur.

The vulcanisation process entails the formation

of cross-linking between molecules that result in

reinforcing the structure of the material, making

it tougher, more durable, and less sensitive to

temperature changes.

3.2.4 Composites

Composite materials are those that consist of a

combination of two or more of the above

mentioned material types. The intention is to

fabricate a material that has special properties

that none of the aforementioned material types

can achieve on its own. Of the constituent tradi-

tional materials in a composite, one is termed as

the matrix and another as the reinforcement.

Depending on the shape of the reinforcing consti-

tuent material they can be classed as fibre-

reinforced composites, particulate composites

and laminar composites. The strength of a com-

posite depends on the strength of its constituents,

but also on the compatibility between the two

when put together.

In fibre-reinforced composites the reinforce-

ment could be through long, continuous fibres or

through short, discontinuous fibres. The strength

of these composites depends on the directionality

of the fibres. In unidirectional composites the

fibres are orientated parallel to one another,

adding strength in that particular direction to

the composite. In multidirectional composites

the fibres can be laid in random orientations,

in a woven motif, or in layers perpendicular in

orientation to one another. The intention in

adding fibres to a matrix is to increase the

strength of the matrix material. Therefore, the

material of the fibre tends to have a high modulus

of elasticity, high strength and low density. The

most common materials for fibre reinforcement

are glass, carbon, polymers (Nylon, PE, Kevlar),

metal (boron), or other raw/ceramic materials

(such as mica).

The matrix secures the reinforcement from the

fibres. Under load, the stresses are transferred

from the matrix to the fibres. Importantly, the

matrix can interrupt the propagation of cracks

that might form in the fibres whence the load is

too high. The material for the matrix is usually

selected to be tough, ductile, and with a high

melting point, higher than the maximum

intended operating temperature of the composite.

The most common type of matrix is organic,

either thermoplastic or, more often, thermoset,

such as epoxy resins, phenolic resins, and poly-

ester resins. At high intended operating temper-

atures metallic materials are necessary for the

matrix. Ceramic matrices are not that common;

but a special mention is due to cement. Cement is
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used to form concrete (by mixing it with sand and

stone) – which is a particulate composite – that

can then be reinforced with steel rods; most

infrastructure is at least partly built out of this

composite.

Particulate composites are not that common

as they don’t offer the superior mechanical

properties that fibre-reinforced composites do,

but they are cheaper to make than fibre-

reinforced composites and tend to be more wear

resistant. Laminar composites can be categorised

into coatings, bimetallics, multilayers and sand-

wich materials. The intention in coatings is

mostly to improve the wear resistant properties

of the surface whilst maintaining the superior

material properties of the main material. The

other two types have limited uses in industry.

3.2.5 Biological Materials

The constituents of the human body from the

perspective of mechanical response are almost

without exception a mixture of fluid and solid

phases, either organic or inorganic. We will limit

ourselves here to a quick overview of constituent

biological materials that might be associated

with blast injury; the response to some of the

tissues and organs that consist of them in blast-

related loading follows in Chaps. 4 and 5.

3.2.5.1 Biological Fluids
In contrast to water, most fluids in our body are

non Newtonian and have a substantial elastic

(solid) component. Disturbance in the material

properties – primarily viscosity – of these fluids

due to disease or injury may have adverse conse-

quences on the function of tissues. Treatment,

restoration or replacement of such tissues aims

at recovering the unique material behaviour

of their constituents in order to enable normal

function.

Protoplasm

We call protoplasm (protos ¼ first; plasma ¼
formed object) the collection of a cell’s contents

that are encapsulated within the plasma mem-

brane. It consists of the cytoplasm and various

particles suspended in it. Its viscosity is several

times greater than water.

Mucus

Mucus consists of glycoproteins and water. Its

role is to protect epithelial cells in vital systems

of the body, including the respiratory, gastro-

intestinal and urogenital, from infection. It does

so by trapping foreign material and so its mate-

rial behaviour is affected by the properties of the

foreign material. The material behaviour of the

mucus produced by the sex glands in both sexes –

cervical mucus and semen – is appropriate for

fertilisation. The properties of the cervical mucus

are affected by hormones and so they vary during

the menstrual cycle. The efficiency of the swim-

ming of spermatozoa in semen and in the cervical

mucus is key for enabling reproduction and so

any change in the properties of either media may

affect reproducing capabilities.

Synovial Fluid

Human joints undergo cyclical loading and yet

can remain clinically asymptomatic for many

decades. This is due to the virtually frictionless

articulation provided by the articular cartilage

present at the articulating surface and the lubri-

cation from the synovial fluid. Synovial fluid is

present in cavities of synovial joints. It contains

hyaluronic acid and interstitial fluid. In addition

to reducing friction in the joint, it acts as a shock

absorber and as a medium of transportation for

waste and nutrients.

3.2.5.2 Biological Solids

Actin and Elastin

Actin is a protein present in muscle and

many types of cell, including leukocytes and

endothelial cells. It is ~7–20 nm in diameter

and its tensile strength has been measured to be

approximately an impressive 2 MPa. It plays a

role in many important cellular processes,

including remodelling, primarily via its inter-

actions with the cell’s membrane.

Elastin is a protein present in connective tis-

sue. It is responsible primarily for resuming the

original shape of the tissue after deformation and
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for storing elastic energy when loaded. It exhibits

an almost perfectly linear elastic behaviour – the

only biological tissue to do so.

Collagen

Collagen is a key load transferring compound for

many tissues in the body. It is present in various

combinations and may act beneficially in wound

healing. 12 types of collagen have been identified

to date. Collagen is a protein. A collagen mole-

cule (tropocollagen) (1.5 nm in diameter) is

made up of three polypeptide strands (left-

handed helices) that are twisted to form a right-

handed triple helix. Collagen molecules combine

to make up fibrils (20–40 nm in diameter) and

bundles of fibrils combine to make up fibres.

Collagen is the main structural protein in

connective tissue; it combines with actin,

elastin, other proteins and a ground substance

(a hydrophilic gel) to form fibrils and fibres

that in turn combine to form bone, cartilage,

skin, muscle, ligament, blood vessels etc. The

mechanical behaviour of a tissue is directly

related to its microstructure and therefore the

relative arrangement of fibres, cells and ground

substance.

3.3 Stress Analysis

3.3.1 Introduction: General Terms

The response of materials to loading is termed

mechanical behaviour. Quantifying this behav-

iour allows the engineer to design a product that

is fit for purpose and to understand or predict

what is going to happen to an existing structure

under load.

When a material deforms under a small load

the deformation may be elastic. In this case,

when the load is removed, the material will revert

to its original shape. Most of the elastic deform-

ation will recover immediately. There may be,

however, some time-dependent shape recovery;

this time-dependent behaviour is called anelasti-

city or viscoelasticity.

A larger stress may cause permanent – often

called plastic – deformation. After a material

undergoes plastic deformation, it will not revert

to its original shape when the load is removed.

Usually, a high resistance to deformation is desir-

able so that a part will maintain its shape in

service when loaded. On the other hand, it is

desirable to have materials deform easily when

forming them into useful parts or when

conforming on adjacent surfaces to distribute

loading.

Fracture is the breaking of a material into

pieces. If fracture occurs before much plastic

deformation occurs we say that the material is

brittle. In contrast, if there has been extensive

plastic deformation preceding fracture the mate-

rial is considered ductile. Fracture usually occurs

as soon as a critical amount of loading is reached;

repeated application of lower loading may also

cause fracture; this is called fatigue.

3.3.2 Stress and Strain Tensors

The effect of external loading on to a body can be

quantified through internal reaction loads and

deformation. We use the concepts of stress and

strain in order to normalise for cross-sectional

size and shape that allows us to quantify material

rather than structural behaviour. Furthermore,

the stress-strain behaviour is unique for a mate-

rial; we call that the constitutive law from which

we can define material properties, unique to that

material.

3.3.2.1 Stress
Stress is a normalised measure of force. Consider

a body subjected to a static external force,

F (Fig. 3.2). For the body to be in static equili-

brium, every part of the body needs to be in

equilibrium. If we make a virtual cut somewhere

along the length of the body through the cross-

section then the remaining part should be consi-

dered to be in equilibrium. The internal reaction

force at the cross-section can be considered as

made up of a collection of infinitely small

amounts of force dFi acting over infinitely

small areas dAi. In order to maintain equilibrium

ΣdFi ¼ F whilst ΣdAi ¼ A. We define stress

(at a point) as the internal force per unit area.
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σ ¼ lim
dAi!0

dFi

dAi

The stress on a surface is defined as the inten-

sity of internal distributed forces on an imaginary

cut surface of the body. Stress acting perpendi-

cular to a plane is termed direct or normal stress,

whereas stress acting parallel or tangential to a

plane is termed shear stress; we tend to use the

symbol τ for shear stress (Fig. 3.3).

Direct stress: σ ¼ lim
dA!0

dFdirect

dA

Shear stress: τ ¼ lim
dA!0

dFparallel

dA

Stress is a second order tensor; this means that

magnitude, direction and plane at which it acts

are required to define it fully (Fig. 3.4). A vector

(e.g. force), for comparison, is a first order

tensor.

σij ¼ lim
dAi!0

dFj

dAi

where i is the direction of the outward normal to

the plane

and j is the direction of the internal force

component.

Therefore stress can be represented by a

3 � 3 matrix with nine components. The diago-

nal elements of the matrix are the normal stresses

and the rest are the shear stresses.

In order to maintain rotational equilibrium the

shear forces along the sides of a material point

need to be equal; this means that shear stresses on

perpendicular planes need to have the same sign

and magnitude; we can write τij ¼ τji; we call

these complementary shear stresses. Therefore

the stress tensor is a 3 � 3 symmetric matrix

and has only six independent elements. It is con-

venient to write the matrix as a column vector

with the six independent elements.

3.3.2.2 Strain
Strain is a normalised measure of deformation.

As with stress, strain is a second order tensor and

can be split in normal or direct and shear compo-

nents in perpendicular and tangential directions,

respectively. Let’s consider an infinitesimal

material plane element, dx, dy in dimensions,

that displaces and deforms (Fig. 3.5). If u and

v are the displacements in x and y respectively,

then the deformations are Δu ¼ uþ ∂u
∂x dx and

Δv ¼ vþ ∂v
∂y dy. We define the direct strains in

x and y as the normalised deformation along each

direction; εx ¼ ∂u
∂x and εy ¼ ∂v

∂y, respectively. We

define shear strain on the plane as the change in

angle; the initial right angle in Fig. 3.5 has

changed by γx + γy, where γx ¼ ∂u
∂y and γ y ¼ ∂v

∂x.

Then shear strain in the x-y plane is defined as

uþ ∂u
∂x dy

FF

F

FdAdFi

dFi

dFi

σ

Fig. 3.2 A body with external force F acting on it with a

virtual cut along its length showing a collection of infi-

nitely small amounts of force acting over infinitely small

areas the sum of which represents the stress at the cut

F
σ

τ

Ai

Fig. 3.3 Definitions of direct, σ and shear, τ stress on a

cross section of a body in equilibrium
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εxy ¼ εyx ¼ 1

2
γx þ γ y
� � ¼ 1

2
γxy ¼

1

2
γ yx

¼ 1

2

∂u
∂y

þ ∂v
∂x

� �

Using the tensorial representation of strain in

three dimensions we can write

ε ¼
εxx εxy εxz
εyx εyy εyz
εzx εzy εzz

2
4

3
5 ¼

εxx
1

2
γxy

1

2
γxz

1

2
γyx εyy

1

2
γ yz

1

2
γzx

1

2
γzy εzz

2
66664

3
77775

Similar to the stress tensor, the strain tensor

has only six independent elements.

3.3.3 Stress States

There are four basic stress states that a material

could be under (Fig. 3.6). Complex loading that

results in complex stress states can by analysed

as a combination of these four basic states.

1. Simple tension or simple compression. In

these cases the stresses are direct and uniaxial;

there are no shear stresses.

2. Biaxial tension. Stresses act over two direc-

tions on every material point of the structure.

A sheet being pulled equally from all direc-

tions or a closed spherical shell under gas

pressure is under this stress state.

z

x

y

τxy

τxz

σxx

τyx
τyz

σyy

σzz

τzx
τzyσ

σxx τxy

τzy

τyz

τxz
τyx
τzx

σyy

σzz

=

Fig. 3.4 The stress tensor. A unit cube representing a material point showing the components of stress on the 3 planes

Δu

dy

dx

γx

γy

x,u

y, n

n

u

Fig. 3.5 2D strained infinitesimal element in un-

deformed (solid line) and deformed (dashed line)
configurations
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3. Hydrostatic stress. In solid mechanics we

tend to use the term hydrostatic stress, σH
instead of pressure to refer to a stress state

whereby stress is equal and compressive in all

directions; σx ¼ σy ¼ σz ¼ σH. For example,

an object in the sea would be under hydro-

static stress.

4. Pure shear. A stress state whereby there are no

direct stresses. When we apply torsion on a

rod (moment about its longitudinal axis) then

the rod is in pure shear.

3.3.4 Engineering Properties
of Materials

A constitutive law is a relation between physical

quantities that characterise the material behav-

iour in full. Each material is governed by its

own constitutive law. Usually this is a form of a

stress-strain relationship (Fig. 3.7). For materials

undergoing small deformations (infinitesimal

strains), this can be written in matrix notation

as σ ¼ Dε whereby D is a 6 � 6 matrix

containing the necessary material parameters.

The first constitutive law was developed by

Hooke and is known as Hooke’s law; it was

developed for linearly elastic solids. Every struc-

ture has a unique, unloaded state. Elasticity is the

tendency of the structure to return to that unique,

unloaded state when external loads are removed.

Such behaviour stems from different physical

properties for each type of material. For example,

in metals it is the atomic lattice that changes in

shape and size when load is applied and then

returns to its original state of minimum potential

energy when the load is removed. In most poly-

mers it is the polymer chains that deform under

load and return to their original length when the

load is removed. The energy stored and subse-

quently released by the structure when the load is

removed is often called strain energy, U; this is
the area under the stress-strain curve (which is

termed strain energy density) integrated over the

volume of the structure.

The stress-strain curve of linearly elastic and

isotropic materials is a straight line through the

origin. The slope of that line is called modulus.

In a direct stress – direct strain curve the modulus

is termed Young’s modulus, E and σ ¼ Eε,
whereas in a shear stress – shear strain curve

the modulus is termed shear modulus, G and

τ ¼ Gγ. In a linearly elastic and isotropic mate-

rial two material parameters are sufficient to

characterise the material fully; the D matrix has

two independent components.

Another material constant used in linear elas-

ticity is the Poisson’s ratio, v. The Poisson’s ratio

σ

σ

F

F

σ

σ

F

F

τ

σ

σ
σ

σ

p

p
pp

p

p

a b c d e

Fig. 3.6 The main stress states. (a) Simple tension, (b) simple compression, (c) biaxial tension, (d) pure shear, (e)
hydrostatic stress/pressure
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is defined as the ratio of transverse to axial strain;

for example, if an isotropic material is loaded in

one direction, let’s say x, then there is strain in

the transverse plane; εy ¼ εz ¼-vεx. There is no

Poisson’s effect in shear. Due to the Poisson’s

effect, the strain state of a linearly elastic and

isotropic material when subjected to a triaxial

stress-state is the following and is termed the

generalised Hooke’s law.

εx ¼ 1

E
σx� v σyþσz

� �� �
γxy ¼

τxy
G

¼ 2 1þ vð Þ
E

τxy

εy ¼ 1

E
σ y� v σzþσxð Þ� �

γ yz ¼
τyz
G

¼ 2 1þ vð Þ
E

τyz

εz ¼ 1

E
σz� v σxþσy

� �� �
γzx ¼

τzx
G

¼ 2 1þ vð Þ
E

τzx

3.4 Beyond Linear Elasticity

The most commonly used materials in the

construction of useful objects have a linearly

elastic and isotropic behaviour for most of their

service life. There are certain materials and

circumstances, however, whereby different

behaviours are observed.

3.4.1 Finite Strain Theory (i.e. Large
Deformations)

The elastic behaviour of materials that undergo

finite deformations has been described using

models such as hyperelastic, hypoelastic and

Cauchy or Green elastic.

Let’s consider mapping from an undeformed,

reference configuration to a deformed, current

configuration (Fig. 3.8). For a vector line element

dX that deforms into dx we can write

st
re

ss

ceramic

metal

plastic

rubber

Strain

biological

Fig. 3.7 Stress-strain

curves in tension for

various materials. The axes

are not to scale. Note that

only metals and ceramics

exhibit a linearly elastic

response and that response

of biological tissue is very

variable depending on the

type of tissue/constituent

Undeformed
(reference)

0

Deformed
(current)

u = x – X

dXX = (X1, X2, X3)

X = (X1, X2, X3)

dx

Fig. 3.8 The undeformed and deformed configurations

of an object. Uppercase letters: reference configuration.

Lowercase letters: current configuration. Displacement

vector: u ¼ x � X
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and tensor [F] ¼ F is the deformation gradient

tensor. The determinant of the deformation gra-

dient tensor is known as the Jacobian, J of the

transformation. The deformation gradient is a

measure of deformation, is not necessarily sym-

metric, and is invertible (i.e. det(F) ¼ J 6¼ 0).

For the deformation to be well defined (one-to-

one mapping with no overlaps or gaps) the Jaco-

bian must be positive.

The displacement vector is u ¼ x – X and the

deformation gradient can be rewritten as

F ¼ gradx ¼ grad uþ Xð Þ ¼ graduþ gradX
¼ graduþ I

For a vector line element define stretch

ratio, λ

λ ¼ Lþ ΔL
L

¼ l

L
¼ 1þ εð Þ

where

L is the length in the reference configuration

l is the length in the current configuration

ε is the engineering strain along the length of the

element.

It can be shown that the volume change is

given by the Jacobian of the deformation

V

V0

¼ det F½ � ¼ J

where

V0 is the volume in the reference configuration

V is the volume in the current configuration

For an isochoric deformation (whereby the

volume is preserved) det[F] ¼ J ¼ 1 and the

material is termed incompressible.

Consider now a vector line element Q that

deforms into q. We can write q ¼ FQ. To find

the change in length of the line element (and

eventually the strain)

qj j2 ¼ qTq ¼ QTFTFQ

qj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
QTFTFQ

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
QTCQ

q
where |q| is the length of the vector in the current

configuration and C is the Green (or right

Cauchy-Green) deformation tensor C ¼ FTF,

which is symmetric (CT ¼ FTF
� �T ¼ FT FT

� �T
¼ FTF ¼ C) (Fig. 3.9).

We define the Green (or Green-Lagrange)

strain tensor as E ¼ 1
2
Cð -IÞ ¼ 1

2
FTF
�

-IÞ which is

also symmetric, does not contain information on

rigid rotations, its diagonal terms give length

changes, and the off-diagonal terms give angle

changes; i.e. similar to the infinitesimal strain

tensor. The length of our vector now becomes

qj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
QTCQ

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
QT 2Eþ Ið ÞQ

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2QTEQþ Qj j2

q

dx1 ¼ ∂x1
∂X1

dX1þ ∂x1
∂X2

dX2þ ∂x1
∂X3

dX3

dx2 ¼ ∂x2
∂X1

dX1þ ∂x2
∂X2

dX2þ ∂x2
∂X3

dX3

dx3 ¼ ∂x3
∂X1

dX1þ ∂x3
∂X2

dX2þ ∂x3
∂X3

dX3

or dx¼FdX where F¼ gradx¼

∂x1
∂X1

∂x1
∂X2

∂x1
∂X3

∂x2
∂X1

∂x2
∂X2

∂x2
∂X3

∂x3
∂X1

∂x3
∂X2

∂x3
∂X3

2
6666664

3
7777775
; Fij ¼ xi,j

Undeformed
(reference)

O

Deformed
(current)

Qa

a

b

qa

qQ

Fig. 3.9 The undeformed and deformed configurations

of an object.

Q ¼ Qb � Qa and q ¼ qb � qa
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and engineering strain is

qj j � Qj j
Qj j ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2QTEQþ Qj j2

q
� Qj j

Qj j

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2QTEQ

Qj j2 þ 1

s
� 1

If we consider displacements then

E ¼ 1

2
FTF� I
� �

¼ 1

2
graduð ÞT þ graduþ graduð ÞTgradu

	 

which results in

When strains are small the second order terms

can be neglected and so the Green-Lagrange

strain tensor reduces to

E ¼ 1

2
FTF� I
� � ¼ 1

2
graduð ÞT þ gradu

	 

which is the familiar strain tensor for small

strains.

3.4.1.1 Principal Values of Stress
and Strain Tensors and Their
Invariants

The stress tensor σ is known as the Cauchy stress

tensor. It represents force over unit area in the

current (deformed) configuration. There are three

orthogonal planes where the shear stress is zero;

the principal planes. The magnitude of the trac-

tion on the principal plane is the principal stress.

The principal stresses are the eigenvalues of the

stress tensor. The characteristic equation is (σ –

σI)n ¼ 0 (n the 3 unit normals).

For nontrivial solutions

det σσIð Þ¼ 0) σ3I1σ
2þ I2σI3 ¼ 0

where Ii are the stress invariants and are inde-

pendent of (invariant to) the coordinate system.

The roots of the cubic equation are the principal

stresses σI, σII, σIII (σI > σII > σIII), and the

invariants can be defined as

I1 ¼ tr σð Þ ¼
X

σii ¼ σIþ σIIþ σIII

I2 ¼ 1

2
tr σð Þð Þ2� tr σ2ð Þ

h i
¼ σIσIIþ σIIσIIIþ σIIIσI

I3 ¼ det σð Þ ¼ σIσIIσIII

In fact every symmetric tensor can be

expressed in a principal coordinate system in

which the tensor is diagonal. For example, the

Green deformation tensor, C ¼ FTF

I1 ¼ tr Cð Þ ¼ λ21 þ λ22 þ λ23
I2 ¼ 1

2
tr Cð Þð Þ2 � tr C2

� �h i
¼ λ21λ

2
2 þ λ22λ

2
3 þ λ23λ

2
1

I3 ¼ det Cð Þ ¼ λ21λ
2
2λ

2
3

In some cases of material behaviour it is con-

venient to split the stress into hydrostatic (change

in volume) and deviatoric (change in shape)

components. Then

σ ¼ σm Iþ s

where σm ¼ p ¼ 1/3Σσii ¼ 1/3I1 is the hydro-

static (or mean) stress; it is a scalar; and s is the

deviatoric stress,

s ¼ σ� σm I

E ¼

∂u1
∂X1

1

2

∂u1
∂X2

þ ∂u2
∂X1

� �
1

2

∂u1
∂X3

þ ∂u3
∂X1

� �
1

2

∂u1
∂X2

þ ∂u2
∂X1

� �
∂u2
∂X2

1

2

∂u2
∂X3

þ ∂u3
∂X2

� �
1

2

∂u1
∂X3

þ ∂u3
∂X1

� �
1

2

∂u2
∂X3

þ ∂u3
∂X2

� �
∂u3
∂X3

2
6666664

3
7777775
¼ ε
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3.4.1.2 Hyperelastic Material Behaviour
and Strain Energy Density

Materials that undergo large deformations are

called hyperelastic (or Green-elastic) materials.

Examples of such materials are rubbers

(elastomers in general), and biological tissues.

The constitutive law (stress-strain relationship)

for hyperelastic materials is nonlinear. For exam-

ple, the 1D behaviour of a collagenous tissue

may be expressed as σ ¼ A eBεð -1Þ, where A,

B are material parameters that can be deter-

mined by fitting the mathematical model to

experimental data.

We define the first Piola-Kirchhoff stress ten-

sor, P ¼ JσF�T. It is a measure of force defined

in the current configuration per unit area defined

in the reference configuration. This is the ‘natu-

ral’ tensor for large deformations because it is

invariant to rotations. But the tensor is not sym-

metrical and so not convenient for computational

manipulations. Note that for infinitesimal strains

the Cauchy, σ and first Piola-Kirchhoff stress,

P tensors are identical. For computational

manipulations we use the second Piola-Kirchhoff

stress tensor, S which does not have a physical

interpretation but is symmetrical.

S¼ F�1P¼ JF�1σF�T P¼ FS σ¼ J�1FSFT

The constitutive law for hyperelastic materials

is usually expressed with a strain energy density

function, W; this is the strain energy per unit

volume and can be estimated as the area under

the stress-strain curve. Note that the 1st P-K stress

is energetically conjugate to the deformation gra-

dient and that the 2nd P-K stress is energetically

conjugate to the Green–Lagrange strain.

1st P‐K stress : P ¼ ∂W Fð Þ
∂F

Cauchy stress : σ ¼ 1

J
PFT ¼ 1

J

∂W Fð Þ
∂F

FT ¼ 1

J
F

∂W Fð Þ
∂F

� �T

2nd P‐K stress : S ¼ F�1P ¼ F�1 ∂W Fð Þ
∂F

The strain energy function can be expressed in

terms of invariants.

W ¼ W (I1(U), I2(U), I3(U)) or

W ¼ W (I1(C), I2(C), I3(C)), which is a common

formulation for hyperelastic materials.

This is convenient mathematically because

we only use three quantities (the invariants)

rather than the nine components of the deforma-

tion gradient or the six components of the Green

deformation or strain tensors. Moreover, if the

behaviour is incompressible then

I3 Cð Þ ¼ det Cð Þ ¼ det FTF
� � ¼ det FT

� �
det Fð Þ

¼ det Fð Þdet Fð Þ ¼ J2 ¼ 1

which reduces the strain energy function to

W ¼ W(I1(C), I2(C)).

Invariants do not have clear physical mean-

ings. Additional invariants can be introduced to

describe anisotropic hyperelastic materials. For

an isotropic and incompressible (J ¼ 1) material

it can be shown that the 2nd P-K stress is

S ¼ �pC�1 þ 2
∂W
∂I1

þ I1
∂W
∂I2

� �
I� 2

∂W
∂I2

C

where p is an unknown hydrostatic pressure.

Then the Cauchy stress is

σ ¼FSFT ¼ �pIþ 2
∂W
∂I1

þ I1
∂W
∂I2

� �

FFT � 2
∂W
∂I2

FFT
� �2

3.4.1.3 Mooney Rivlin Hyperelastic
Models

The generalised Mooney-Rivlin models for

nearly incompressible elastomeric materials

express the mechanical strain energy as a sum

of strain invariants

W ¼
XN
m¼1

XN
n¼1

cmn I1 � 3ð Þm I2 � 3ð Þn
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where Ii the invariants of the Green deformation

tensor, C
and cnm material parameters.

Forms of the Mooney Rivlin function used

(in order of popularity)

The Neo-Hookean model, for example, is a

simple nonlinear model that requires only one

material parameter to be defined experimentally.

Tension and compression responses are different.

It captures isotropic rubber well enough up to

~30 % engineering strain (Fig. 3.10).

3.4.2 Viscoelasticity

All materials have some element of time-

dependent behaviour in them that can be brought

out under certain loading conditions. Material

behaviour which combines that of an elastic

solid and a Newtonian, viscous liquid is termed

viscoelastic. The resulting stress in these

materials depends both on strain and on strain

rate alike. Rubbers, most polymers, and

biological tissues exhibit viscoelastic behaviour

under normal loading conditions and

temperatures. A manifestation of viscoelastic

behaviour is the hysteresis loop; the loading and

unloading pathways for a viscoelastic material

are not the same, thus forming a loop in the

stress-strain material response (Fig. 3.11). Visco-

elastic materials exhibit creep and stress relaxa-

tion (Fig. 3.11). Creep is the phenomenon

whereby when stress is kept constant then strain

increases with time. Stress relaxation is the phe-

nomenon whereby when strain is kept constant

then the stress decreases (relaxes) with time.

3.4.2.1 Models of Viscoelastic Behaviour
Let’s consider some simple models of viscoelas-

tic response in one dimension. Although these

models on their own rarely represent the

behaviour of a real material, they provide insight

into the separate contributions of the solid and

viscous components to the overall response.

Maxwell and Kelvin-Voigt Models

The Maxwell and Kelvin-Voigt models represent

the material as a combination of a spring and a

damper; the spring represents the solid part and

the damper represents the viscous part. In the

Maxwell model these are connected in series

whereas in the Kelvin-Voigt model in parallel.

Kelvin Voigt model σ tð Þ ¼ Eε tð Þ þ η _ε tð Þ

Maxwell model _ε tð Þ ¼ _σ tð Þ
E

þ σ tð Þ
η

where E is the Young’s modulus and η the

viscosity.

S
tr

es
s

Strain

Experimental data

Neo-Hookean model fit

2nd order invariant model fit

Fig. 3.10 A typical

rubbery stress-strain curve

with a Neo-Hookean and a

second order invariant

material model fit

Neo-Hookean
(appeared in ~1940)

W ¼ c10(I1 � 3)

Mooney-Rivlin W ¼ c10(I1 � 3) + c01(I2 � 3)

Yeoh W ¼ c10(I1 � 3) + c20(I1 � 3)2

+ c30(I1 � 3)3

Mooney-Rivlin 2nd
order invariant

W ¼ c10(I1 � 3) + c01(I2 � 3)

+ c20(I1 � 3)2 + c11(I1 � 3)

(I2 � 3)
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Quasi-Linear Viscoelastic (QLV) Model

Let’s consider a three-dimensional stress state

and infinitesimal strains, both functions of time

in addition to space. We define a linear viscoelas-

tic material as one whose stress relates with

strain through a convolution integral.

σ x; τð Þ ¼
Z t

�1
G x, t� τð Þ∂σ

∂ε
∂ε
∂τ

x; τð Þdτ

whereG is a relaxation function,∂σ/∂ε represents
the instantaneous elastic response, and ∂ε/∂τ
represents the strain history. This model is used

widely as a first approximation to predict the

behaviour of some biological tissues.

3.4.2.2 Storage and Loss Modulus
Another way of observing the behaviour of a

viscoelastic material is under sinusoidal

oscillations. Let’s assume a simple harmonic

oscillation of a material. The disturbing force

F can be expressed as a complex function

F ¼ F0e
iωt ¼ A sin ωtþ φð Þ þ iA cos ωtþ φð Þ

If the material is a perfectly elastic solid, then

there will be no phase difference between stress

and strain. If the material is a viscous fluid, then

there will be a 90� phase lag of the strain

response relative to that of stress. For a visco-

elastic material, therefore, there is an amount of

phase lag, δ (0 < δ < 90�) between strain and

stress responses.

σ ¼ σ0 sin ωtþ δð Þ
ε ¼ ε0 sin ωtð Þ

where ω is the frequency of the oscillation.

The modulus, E* (change of stress over

change of strain) can be expressed as a complex

number whose real part is the storage modulus

and imaginary part is the loss modulus.

E* ¼ E0 þ iE00
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Fig. 3.11 Characteristic

viscoelastic behaviours. (a)
Hysteresis loop; the

unloading path is not the

same as the loading path.

(b) Creep. When the load

is held constant the strain

increases with time. (c)
Stress relaxation. When the

strain is held constant then

the stress required/

experienced reduces

with time
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The stored modulus is a measure of the stored

energy and therefore represents the solid

behaviour of the material whereas the loss mod-

ulus is a measure of lost energy that dissipates as

heat and therefore represents the viscous

behaviour of the material. For example, in the

Kelvin-Voigt model E
0 ¼ E (the Young’s modu-

lus) and E
00 ¼ ηω.

The phase lag δ can be expressed as

tan δ ¼ E00

E0

3.4.3 Plasticity and Failure

3.4.3.1 Plasticity
When a material experiences strain beyond some

limit (usually referred to as the elastic limit) then,

upon unloading, it does not return to its original

shape or/and size; rather, there is residual strain.

The material behaviour beyond the elastic limit

and prior to failure is termed plasticity for metals

as the material ‘flows’, i.e. offers less resistance

to straining with further application of load. The

term plasticity is used loosely to refer to the

behaviour of all materials beyond the elastic

limit. Plastic behaviour is rather complex and

manifests itself in different ways for different

materials.

A material that encounters large plastic

deformations prior to failure is termed ductile

whereas one that doesn’t is termed brittle

(Fig. 3.12a). Toughness is a property associated

with how ‘large’ is the plastic region as it is a

measure of the energy absorbed by the material

per unit volume prior to failure; it is, therefore, a

measure of resistance to failure. In most cases in

construction a tough material is favourable as it

guarantees the limitations of sudden, unexpected

failures. Steel, for example, is a very tough mate-

rial whereas concrete (as for most ceramics) is

brittle.

Let’s consider loading of a sample of an iso-

tropic material with negligible viscous response

in simple tension (Fig. 3.12b). The material will

elongate as the load increases. Upon load release

the material will follow the loading path back to

zero elongation. If loaded beyond the elastic

limit of the material, the sample will deform

plastically and upon load release it will exhibit

permanent, residual strain. The transition from

elasticity to plasticity in some materials is not

smooth and depends on a number of factors,

mainly microstructure and loading rate. For con-

venience in calculations, engineers have

introduced the notion of yield stress; this is a

value of stress beyond which the material can

be considered to behave plastically. Identifica-

tion of yield stress varies among different mate-

rial types; for example in metals one can observe

upper and lower yield stress. However, a widely,

used method to identify yield in metals and

plastics is the offset rule; yield stress is the inter-

section between the stress-strain curve and a line

parallel to the linear part of the stress-strain curve

that crosses the x-axis (strain) at 0.2 %—the

proof stress (Fig. 3.12c).

3.4.3.2 Failure Theories
Failure theories were firstly developed for metals

and are usually expressed in terms of principal

stresses as they conveniently represent the stress

state of the material. All other types of material

do not fail in similar ways to metals and therefore

the theories described below are not necessarily

valid for them.

Principal Stress Theory

Applicable mainly for brittle metallic materials

and rarely used, this theory suggests that yielding

will occur when either the maximum principal

stress is higher than the value of yield stress in

tension or the minimum principal stress is lower

than the value of yield stress in compression.

Von Mises Theory of Failure

and the Equivalent Von Mises Stress

The vonMises theory was originally based on the

shear/distortion/deviatoric strain energy being

the reason yielding will occur. A convenient

measure of stress for isotropic ductile materials

is the von Mises equivalent stress, which is a

scalar. That’s the stress against which one can

compare yield when looking for failure of isotro-

pic ductile materials. The equivalent von Mises

3 Behaviour of Materials 49



stress can be expressed through the deviatoric

component of the stress tensor.

σeq ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
3I2 sð Þ

p
¼

ffiffiffiffiffiffiffiffiffiffi
3

2
sijsij

r
A convenient way of expressing the von

Mises criterion is that yielding can occur when

the root mean square of the difference between

the principal stresses is equal to the yield of the

material established by a simple tension test.
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Fig. 3.12 (a) Stress strain curves of brittle and ductile

materials. (b) The stress-strain curve for a metal alloy.

(c) Definition of 0.2 % proof strength used as the yield

stress for plastics and metals (Adapted from Askeland

DR, 1998; The science and engineering of materials)
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σeq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

3
σI � σIIð Þ2 þ σII � σIIIð Þ2 þ σIII � σIð Þ2

	 
r

¼
ffiffiffiffiffiffiffiffiffiffiffiffi
1

3
2σ2y, t

q
for 2D σ2eq ¼ σ2I þ σ2II � σIσII ¼ σ2y, t

where σy,t the yield stress in simple tension

and σeq the equivalent von Mises stress.

Tresca Failure Criterion

Originally developed by observation of metal

forming, the Tresca criterion proposes that the

maximum shear stress is responsible for yielding.

3.4.4 Equations of State

At conditions of high temperature and high pres-

sure the behaviour of solids deviates substan-

tially from what has been discussed up to now.

Appropriate models of behaviour at such extreme

conditions are the equations of state (EoS); these

are relationships between state variables, most

often describing how the density (or volumetric

strain) and temperature (or internal energy) vary

as a function of applied pressure.

3.4.4.1 General Form of EoS
In circumstances where deformations are small

and the behaviour is independent of temperature,

then a simple bulk modulus, K, can be used to

relate hydrostatic stress (or pressure), p with vol-

ume changes; σH ¼-Kευ where ευ is the volu-

metric strain as it represents the volume change

over the original volume;ευ ¼ εx þ εy þ εz ¼ ΔV
V .

For harsh loading environments where linear

elasticity fails, mathematical expressions have

been developed to express the EoS for different

materials. Depending on type of material these

nonlinear behaviours may take the form of shock

wave generation, crushing of pores, or compac-

tion of a granular material, to name but a few.

Such behaviours may be fitted conveniently to a

polynomial (power series) EoS in line with the

principles established by Mie & Gruneisen,

p ¼ a0 þ a1ευ þ a2ε
2
υ þ a3ε

3
υ

þ b1 þ b2ευ þ b3ε
2
υ

� �
Ε

where a third order polynomial with constants ai
is used to reflect how the pressure varies with the

volumetric change in the material, and a second

order polynomial with constants bi is used to

account for the influence of temperature change,

inherent in the internal energy per unit volume,

E of the material. Note that use of the second

term alone in this relationship is equivalent to the

bulk modulus expression used above. Although

discussion so far has been limited to materials

under compression, similar general expressions

can be developed for materials undergoing

expansion.

3.4.4.2 Shock Loading
Under loading conditions such as high velocity

impact or contact detonation of explosives, the

pressures experienced by the material are far

greater in magnitude than its strength; this results

in a hydrodynamic behaviour – similar to a fluid

that has negligible shear strength – and the gener-

ation of a shock. For convenience, in line with

the typical measurements made during testing –

such as plate impact – deformation can be

expressed as a relationship between the velocity

of the shock in the material, us, and the particle

velocity in the material, up; for example in qua-

dratic form

uS ¼ c0 þ s1uP þ s2u
2
P

where c0 is the bulk speed of sound in the mate-

rial and si are parameters obtained by fitting the

experimental data. This relationship is usually

termed a Rankine-Hugoniot, which has been

discussed in more detail in Sect. 3.1. Such rela-

tionship can be exploited to attain the full

Mie-Gruneisen EoS.

3.4.4.3 Compaction and Unloading
With granular materials or materials exhibiting

significant porosity it is often convenient to

define their nonlinear behaviour using a
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compaction EoS, based on experimental obser-

vation, which simply expresses the pressure as a

function of volumetric strain in a piecewise fash-

ion. Upon loading, these materials can undergo

irreversible deformation (as a consequence of

particle rearrangement or pore collapse, for

example) and so relationships for unloading

have to be determined. A simple way to do this

is to define a series of unloading bulk moduli,

also a function of volumetric strain, which are

“stiffer” (steeper) than the loading path for the

material at this deformation point.

3.5 Dynamic Loading

All loading in nature is inherently dynamic, as

the loading itself or the behaviour of the structure

due to the loading change with time. In some

cases time can be neglected in the analysis of a

structure without loss of accuracy; we call this a

static analysis. There are loading scenarios

whereby time cannot be neglected. These include

impact, shock, and repeated/oscillatory loading.

Impact can be defined as the collision of two

objects/masses with initial relative velocity. The

term shock is used to describe any loading

applied suddenly to a structure. These types of

loading are associated with short durations, typi-

cally sub-second.

Depending on the application and the amount

of detail required in the analysis, impact and

shock are studied either by considering the bod-

ies involved as rigid or as deformable. When the

bodies are considered rigid then a system of

differential equations can be formulated that

describes the coupled motion of the objects as a

function of the disturbance/loading. This system

is usually solved computationally. When the

bodies are considered deformable, then the

behaviour of the materials from which the

objects are made is taken into account. This

system is also solved computationally,

employing advanced computational methods

such as the finite element method. These compu-

tational techniques are described in more detail

in Chap. 9.

3.5.1 Vibrations

Vibrations occur when a mechanical system

oscillates about an equilibrium point. When the

oscillations are forced, then the dynamic behav-

iour may be expressed by

m€xþ c _x þ kx ¼ F tð Þ
whereas if the vibrations are free, the behaviour

may be expressed by

k

c

m

x

m€xþ c _x þ kx ¼ 0

where x is the displacement, m is the mass, c is

the damping and k is the stiffness of the system

represented by simple elements in the figure; F(t)

is the external force applied to the system.

When the oscillation is natural, i.e. free and

undamped (m€xþ kx ¼ 0) with no loss of energy

due to resistance to motion, then, by solving the

second order ordinary differential equation, the

displacement of the system is x tð Þ ¼ A cos

ωtþ φð Þ, where A is the amplitude of the oscil-

lation and ω is the natural frequency of the sys-

tem, ω ¼
ffiffiffi
k
m

q
. This frequency is important

because when the loading environment has a

frequency close to the natural frequency of the

system it stimulates, then the amplitude of oscil-

lation maximises and may cause structural

failure.

Solving for the displacement (and its deri-

vatives) of forced and free damped vibrations

can be done analytically. The resulting behaviour

largely depends on the level of damping; one can

plot a measure of the amplitude against a mea-

sure of the frequency (ratio of forced over natu-

ral) in order to quantify the frequency response of

the system.

In a multiple degree-of-freedom problem,

where the system consists of multiple masses,
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then the system’s behaviour can be expressed by

a system of differential equations.

M€xþ C _x þ kx ¼ F tð Þ
where the bold suggests matrix or vector

notation.

It is often useful to extract the natural res-

ponse of the system (using matrix algebra or the

finite element method), which can be done by

extracting the eigenvalues of the system; these

are in essence the natural frequencies of the sys-

tem. Of those, usually only the first few are

important for practical applications. In order to

solve for displacements and deformations (and

therefore strains) for a system/structure that

behaves dynamically (not limited to vibrations),

then the system of differential equations above

may be solved computationally usually using the

finite element method (Chap. 17, Sect. 17.3).

3.5.2 Elastodynamics: The Wave
Equation

Transmission of stress waves through a solid is

important when impact and shock loading is

expected. For an elastic bar that is loaded axially

suddenly, and assuming that plane cross sections

remain plane, then the displacement u, along the

axis of the bar x, will cause strain of εx ¼ ∂u
∂x and

thus axial stress of σx ¼ Εε ¼ Ε ∂u
∂x, where E is

the Young’s modulus of the bar. If we apply

Newton’s law of motion (F ¼ ma) on an infinite-

simal section of the bar dx, the change in

axial force through it should be equal to its

mass (ρΑdx) times acceleration.

Adσ ¼ ρAdx
∂2u

∂t2

A
∂σ
∂x

dx ¼ ρAdx
∂2u

∂t2

A
∂σ
∂x

dx ¼ ρAdx
∂2u

∂t2

AΕ
∂2u

∂x2
dx ¼ ρAdx

∂2u

∂t2

Therefore the wave equation is the following

second order partial differential equation

∂2u

∂t2
¼ c2

∂2u

∂x2

where c ¼
ffiffiffi
E
ρ

q
is the speed of sound through

the bar.

Solution of the differential equation results in

a displacement u ¼ f(x � ct) + g(x + ct); func-

tions f and g are arbitrary; the g function

represents a wave travelling in the opposite

direction to the applied load. Solving for the

particle velocity, υ we get υ ¼ ∂u
∂t ¼ �c ∂u

∂x and

using the stress-strain relationship yields

σx ¼ �E
c υ ¼ �ρcυ. There is more discussion on

the importance of this relationship in Chap. 1,

Sect. 1.5.2.

3.5.3 Design for Strength
and Endurance: Fatigue
Strength

3.5.3.1 Design of Parts and Structures
Designing parts and structures to serve a specific

purpose is an important part of the engineering

profession. The designer needs to take into

account multiple factors in order to meet the

specification and produce something that is fit

for purpose. From a stress analysis point of

view, the main considerations usually are

strength and endurance. No one can guarantee

absolutely that a design/part will not fail; there is

always a finite probability of failure. One way of

addressing this is regular inspection of critical

areas of a part. Another way is to provide redun-

dant load paths in case a primary load path fails.

No matter what though, the engineer needs to

ensure s/he has done their utmost to ensure reli-

ability of the design and predict lifespan in

advance. In order to deal with variations and

uncertainty, and to guarantee maximum safety

we utilise a safety factor. The safety factor

value comes from experience and intention. The

safety factor should be defined based on the

application, common/previous practice and
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lessons learned. A common process in ensuring

safety from a strength perspective is more-or-less

(depending on application) the following.

• Choose the safety factor.

• Estimate maximum loading in operation (this

is no easy task usually).

• Conduct static (and dynamic, if appropriate)

stress analysis.

– Hand calculations (for simple features and

loadings and for most machine elements

and connections).

– Computational calculations (finite element

analysis) of parts or assemblies.

• Estimate fatigue life.

• Other (e.g. wear, corrosion resistance).

Dynamic stress analysis is conducted far less

in the industry than static stress analysis as dyna-

mics are associated with uncertainties in esti-

mating the loading and in complexities

(including man-hours) with the calculations.

Even for estimating strength in dynamic events

the tendency is to calculate an equivalent static

loading scenario with an appropriate safety fac-

tor. If the structure is going to be subject to

impact or blast, however, a dynamic analysis is

usually necessary and is almost exclusively

conducted computationally.

3.5.3.2 Fatigue
Fatigue is associated with repeated application of

loading for long periods of time. It is the most

common culprit for failure of metal components

in structures, and therefore needs to be considered

in the design process. Such failures tend to initiate

from design features (including connections) that

result in stress concentrations. It is a process that

starts with the movement of dislocations that in

turn form short cracks that propagate with conti-

nuous loading (cumulative damage).

Estimating the fatigue life of a component is

based primarily on past experience and lots of

testing, as the process of fatigue itself is fairly

stochastic. Multiple experiments with coupons

have made available fatigue (S-N or Wöhler)

curves for various materials and geometries (for

example sheet versus bar) (Fig. 3.13). The load-

ing to produce the curve is oscillatory with spe-

cific amplitude about a mean stress. Most metals

have an endurance limit, which is the mean stress

below which fatigue failure would never occur.

A simple way to estimate fatigue life is the

following.

• Calculate expected maximum or equivalent

stress. This will depend on the application

and available experimental data. The

expected loading is usually not periodical,

1.E+00 1.E+01 1.E+02 1.E+03 1.E+04 1.E+05 1.E+06 1.E+07 1.E+08

F
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Fig. 3.13 A typical S-N curve for a metal. The x-axis
represents the number of cycles to failure. One can look

up fatigue life by finding how many cycles are required

for failure for the mean operating stress that is expected

due the estimated loading environment
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but stochastic. One, therefore, usually needs

to estimate an average stress level and its

variation (alternating stress).

• Consider a fatigue level factor, Kf

(e.g. ultimate tensile strength for most metals,

then Kf ¼ 0.667).

• Consider stress concentration, Kt based on the

design of your component and available

fatigue curves.

• Calculate the effective stress (i.e. reduced for

Kf and Kt).

• Look up life on an appropriate fatigue curve.
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Blast Loading of Cells 4
Katherine A. Brown

Blast affects the body at physiological, cellular,

sub-cellular and molecular levels. As with any

trauma-related injury, a large number of cellular

responses are initiated at both the injury site

(local), and throughout the body (systemic). A

myriad of biochemical pathways are involved

and sometimes a “dis”-regulated interplay

between pro- and anti-inflammatory responses

occurs [1], which can considerably influence

wound repair and patient recovery. Identification

of the key cellular responses to and pathways

affected by blast injury will be an important

step towards developing improved patient

therapies. Increasing interest in post-traumatic

effects of blast wave exposure, such as traumatic

brain injury (TBI) [2, 3] and heterotopic ossifica-

tion (HO) [4, 5], has led to more research into

how cells respond to strain rates at the moderate

to high level. This chapter will provide a brief

introduction to the cellular responses induced by

blast. Also, this chapter will present examples of

the types of experimental platforms developed to

study cells under blast-type conditions. Finally,

future directions for this research will be

discussed in the context of improving the funda-

mental understanding of blast damage at a cellu-

lar level and improving the treatment of

non-lethal blast injuries.

4.1 Cellular Responses

Blast injuries result in damage to humans at all

length scales, from skeleton, organs, and tissues

to cells and sub-cellular components (see Chap.

6, Sect. 6.2). In general, cellular responses to

blast-like forces depend on the magnitude of

stress, the rate of application, and on the intrinsic

mechanical properties of the cells [6, 7]. Intrinsic

mechanical properties can differ between differ-

ent cell lines and culture conditions. In a blast

scenario the assumption is that the high

magnitudes of the pressure wave result in severe

cellular damage that contribute to a range of

morbidities and sometimes fatality. In this case

the entire body will experience the effects of the

blast, and the level of the resulting trauma is

determined, in general, by the magnitude

(>0.1 MPa) and duration of the resulting pres-

sure wave (10–1000 ms) [8, 9]. Other factors that

together determine the level of trauma include

distance from the blast, the amount of compres-

sion experienced by the body, and the amount of

accompanying differential acceleration, which

causes rupture of soft and hard tissue structures

[reviewed in Ref. 10].

There is a paradoxical relationship about the

interaction of pressure waves with cells. Specifi-

cally, depending on the pressure, duration, and

site of application, a pressure wave can either

cause injury or have a therapeutic effect. In bio-

medical literature, the term “shock wave” is
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generally used to describe pressure waves

generated with high peak-stress that propagate

at speeds higher than the velocity of sound

[11]. Interestingly, shock waves have found

wide use in applications such as treatment of

musculoskeletal disorders and wound healing

[12, 13], lithotripsy (disintegration of urinary

tract or gallstones) [14], cancer therapies [15]

and drug delivery [16]. The therapeutic use of

shock waves for treating soft tissue disorders is

known as extracorporeal shock wave treatment

(ESWT). Typically ESWT involves the delivery

of highly-focused short-duration shock waves,

generated externally, over a 2–8 mm region of

tissue with magnitudes of 35–120 MPa and

1–3 s�1 durations [12, 14]. Shock waves used in

this way have been shown to be facilitative for

inducing or normalising biological responses to

support tissue repair and regeneration [13].

The mechanisms of action that explain how

pressure waves induce biological responses that

either promote healing or cause injury are not

well understood. Therapeutic shock waves have

been shown to release cytokines and chemokines

that can enhance tissue perfusion and angiogene-

sis, both essential for the wound healing cascade.

ESWT also affects intracellular signalling events

that involve integrins, calcium channels,

phospholipase C, and mitogen-activated protein

kinases (MAPKs), as well as NO production,

growth factor stimulation, extracellular matrix

metabolism, and apoptosis [see Ref. 13 for a com-

prehensive review]. More recently, it has been

shown that shock waves trigger the release of

cellular adenosine triphosphate (ATP), causing

activation of Erk1/2 signalling pathway

[17]. These biological responses are generally

viewed as favourable for enabling soft tissue

wound healing by promoting appropriate levels

of inflammation, neo-vascularisation and tissue

repair mechanisms [13]. In comparison, “damag-

ing” biological responses of tissues and cells have

also been observed in studies using ESWT (span-

ning more than 20 years), as well as for blast

injury. Vascular and nerve tissue damage are

among the known complications. ESWT can also

alter the homeostasis of cellular calcium, resulting

in cell and tissue damage, and cause bone fractures

with accompanying damage to periosteal soft tis-

sue and to the bone marrow cavity [reviewed in

Ref. 13]. ESWT has also been shown to produce

aseptic necrosis and damage of osteocytes in rat

bone marrow [18]. Recent studies of equine mes-

enchymal stem cells show that increasing the

intensity of the shock wave results in increased

levels of apoptosis, correlated with reorganisation

of the cytoskeletal f-actin fibres and inhibition of

actin dynamics [19]. Shockwaves can also be used

for membrane permeabilisation, and both in-vivo

and in-vitro experiments suggest cavitation is the

primary mechanism of action [12]. Cellular

destruction and reduced viability, due to lysis and

other mechanisms, has also been observed in

suspended and immobilised cell cultures that

have been subjected to ESWT [20, 21]. Steinbach

et al. [22] identified energy densities thresholds for

different cell components, organelles and

membranes, using laser scanning microscopy fol-

lowing specific fluorescence staining. Table 4.1

summarises the results of the study, which

indicates that the plasma membrane is the cell

component most sensitive to ESWT.

Table 4.1 Threshold sensitivities of cellular components to high energy shock waves

Cellular

component

Damage threshold

mJ mm−2 Identification method

Plasma

membrane

0.12 Permeability to propidium iodide

Cytoskeleton 0.21 Morphological changes in vimentin structure observed using FITC-

labelled anti-vimentin antibody

Mitochondria 0.33 Morphological changes observed in mitochondrial membranes using

3,30- dihexyloxacarbocyanine
Nucleus 0.55 Morphological changes observed in nucleoli and nuclear membranes using

2-[4-(Dimethylamino)styryl]-1-methylpyridinium iodide

Adapted from Steinbach et al. [22]

58 K.A. Brown



Similar biological responses have been

described using data obtained from either clinical

studies or laboratory models of blast injury. These

effects include but are not limited to loss of cell

viability, profound inflammatory responses

(cytokines and chemokines), changes in signalling

and phosphorylation pathways, changes in mem-

brane permeability, induction of oxidative stress,

protein nitration, degradation of the cytoskeleton,

changes in neurotransmitters, disruption of cation

homeostasis, and changes in mitochondrial integ-

rity [e.g. Refs. 4, 6, 13, and references elsewhere in

this text]. Examples of how some of these blast-

related biological responses have been observed

from studies of cells will be described in the dis-

cussion of experimental platforms in the following

section.

4.2 Experimental Platforms

A considerable body of literature, dating back

more than 25 years, describes the effects of pres-

sure waves on cells. However, there have been

few studies aimed at understanding the biochem-

ical, structural and biomechanical responses of

cells under pressures and/or strain rates

approaching blast injury conditions. With the

increased interest in traumatic brain injury

(TBI), more such studies involving neural cell

types have been published recently. This section

will provide examples of more recently described

experimental platforms for applying blast-like

pressure waves to cell samples.

4.2.1 Compression Systems

Compression is used to simulate blast injury

conditions in simplified biological systems as a

means to understand the effects of high strains

rates on cell integrity and function. Compression

studies have been undertaken with cells in sus-

pension [23, 24], cells adhered to coverslips

[24, 25], and cells encapsulated in alginate [26].

Pressure bar systems have been adapted to

enable the delivery of controlled pressure pulses

to cells in suspension or adhered to a surface.

These systems are based on Hopkinson pressure

bars, developed by Bertram Hopkinson in 1914

to measure the pressure produced by explosives

[27]. In 1949, these bars were used by Kolsky to

characterise the dynamic response of materials in

compression at high strain rates [28]. Kolsky’s

innovation was to place a sample between two

bars – creating the Split Hopkinson Pressure Bar

(SHPB) experimental platform. A number of

modifications to traditional SHPB systems have

been made to enable the material properties of

biological tissues to be studied under compres-

sion. These modifications have involved the bar

materials, gauges, pulse shapes and sample thick-

ness [Ref. 29 and references therein]. More

recently modifications in sample loading devices,

described below, have allowed researchers to

study cells in culture.

A compressive SHPB system is shown in

Fig. 4.1. It is composed of a pressure chamber

and four bars (a projectile, an input bar, an output

bar, and a momentum trap) supported by metal

blocks. In order to achieve dynamic equilibrium

during the early stages of an SHPB experiment,

and to enhance the output signal, the bars are made

from low-impedance materials [24]. In order to

measure the pulses generated on the bars following

the impact of the striker bar, strain gauges are

applied on the surface of the input and output

bars. The positions of the strain gauges are chosen

so that incident and reflected pulses do not overlap.

The signals are recorded with high-speed digital

oscilloscopes. Traditional one-dimensional SHPB

stress wave analysis uses the measured incident,

transmitted and reflected bars’ strain to calculate

the strain rate, strain and stress developed in the

sample during the experiments.

Figure 4.2 shows the configuration of a SHPB

system mounted with a biocompatible confine-

ment chamber for applying pressure pulses to

cell cultures is suspension. The chamber permits

recovery of samples for further cellular and

molecular analyses [23]. This system was used

to study the effects of high strain rates on mesen-

chymal stem cells culture suspensions. Recov-

ered material could be analysed using three

different assays, for cell survival, viability and

damage, respectively. Data obtained indicated
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that the level of damage in these cell cultures

increases with the peak pressures generated in

the confinement chamber [24].

SHPB systems can also be adapted for use with

adherent cell cultures grown on glass coverslips. In

the configuration shown in Fig. 4.2, the SHPB was

further modified with the addition of two titanium

(TI6Al4V) 60-mm long bars. A glass coverslip or

plastic inserts [for use with three-dimensional

(3D) cell culture] can be secured and immersed in

culture media within the biocompatible chamber

[24]. Alternatively, Nienabor et al. [25] used a

slightly different loading device, in which

coverslips were placed in a cell pressurisation

chamber sandwiched between two aluminium

alloy bars. That system generates a single-pulse

type impulsive pressurisation. The design also

enables the user to control both the magnitude and

the duration of the impulsive overpressure applied.

Using SH-SY5Y neuronal cells, they observed sig-

nificant neurite and axonal loss at 2 MPa pressure

as compared to controls.

An alternative approach to study cells in a 3D

culture under short-load uniaxial compression was

described byYan et al. [26]. A cell-printing system

was used to prepare 3D tissue cultures of rat adre-

nal medulla endothelial cells encapsulated in an

alginate matrix. Samples (9 mm, height � 4 mm,

radius), were placed on a 4442 Instron materials

testing machine and compressive strains of 1, 5

and 10 % were applied. Samples were then recov-

ered and assessed for cell survival and injury using

optical microscopy assays. Their data showed that

Confinement chamber

Polycarbonate
disc

Silicone
O-ring

Sample

Brass locking
ring

Fig. 4.2 Schematic diagram of an SHPB system

mounted with a confinement chamber for studying cells

in compression (Adapted from Bo et al. [23]). The poly-

carbonate Confinement Chamber is placed on to the input

and output bars of the SHPB system. The chamber is

secured in place using Polycarbonate Discs and Brass
Locking Rings. Biocompatible Silicone O-rings are

used to seal the chamber and prevent leakage of the

Sample. Disposable syringes are used to introduce and

remove samples from the chamber, through small bore

holes located at the chamber’s centre (Figure prepared by

Benjamin Butler, University of Cambridge, UK)

Output bar interface Input bar interface

Specimen
Strain gauges

Strain gauges
Output bar

Input bar Pressure chamber

Projectile
Momentum capture

Fig. 4.1 Schematic diagram of a typical Split-Hopkinson

Bar Pressure (SHPB) system for compression studies. A

mass (shown as a Projectile) is fired from a Pressure
chamber (shown right). Its trajectory is aligned using a

guide, to enable it to accelerate into an Input Bar. The stress
wave generated propagates along the Input Bar and

interacts with the Specimen, which is sandwiched between

the Input andOutput Bars.Reflected and transmitted waves

are generated and measured by Strain gauges. A Momen-
tum capture trap may be included in this system to ensure

that the sample is only impacted once. The magnitude and

shape of the waves generated can be used to calculate the

stress and strain in a sample as a function of time (Figure

prepared by David Sory, Imperial College London, UK)
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at 1 % strain cell viability was 23% and decreased

with increasing compressive strain. In addition,

this study also used a 3D multi-scale modelling

approach, applying numerical models at macro-,

multi-cellular and single cell levels, as shown in

Fig. 4.3. The 3D multi-scale finite element model

was capable of simulating realistic mechanical

loads studied in this experiment. This platform

methodology thus provides an effective means to

quantify the stresses and strains at the cell’s micro-

environment when it is within engineered tissue

scaffolds. This platform also has the potential to

provide insights into cellular responses modulated

by the application of high strains rates.

4.2.2 Pressure Systems

Recreating in-vitro the transient pressures a

cell experiences during an actual blast is chal-

lenging. The two pressure-based experimental

platforms most widely used for this type of

application are the barochamber and, more

recently, the shock tube. Both of these platforms

have been adapted for studying in-vitro cell cul-

ture samples.

A schematic of a barochamber is shown in

Fig. 4.4. This example from Vandevord et al. [30]

consists of a five-piece aluminium chamber. The

chamber contains a pedestal in the centre for hous-

ing cell cultures. A transient pressure wave is cre-

ated using a metal ball that strikes a piston in a

water-filled driving cylinder. The pressure time-

history of the resulting “damped” pulse sequence

is recorded by pressure transducers located within

the chamber. The first pulse is of a high amplitude

and short duration and the sum of all the integrated

positive components of the pulse sequence is the

time integral of the pressure, referred to as the

‘positive impulse’. In Vandevord et al. [30] this

system was used to examine the effects of short

duration overpressures on adherent cultures of rat

astrocytes. In this setup, Petrie dishes containing

cell culture were filled with culture media, covered

with Parafilm so that no air bubbles are present,

and placed on the pedestal. The wave front of

pressure pulse was then made to pass over the

cells with a long duration peak pressure of approx-

imately 270 kPA and an average positive impulse

(total integrated positive pressure) of approxi-

mately 3 kPa.s. The cell cultures were then

retrieved and analysed using molecular and cell-

4.5 mm

a b c

Alginate

Nucleus

Cytoplasm

100 m
100 m

4.5 mm

Fig. 4.3 Schematic images of three-dimensional finite

element numerical models used to simulate compression

of cell-encapsulated alginate constructs (Reprinted from

Yan et al. [26] with permission of Elsevier). The numeri-

cal models shown here were developed to simulate the

compression tests at (a) the macro-level, representing the

printed alginate/endothelial cell constructs, (b) the

meso-level representing the multi-cellular organization

with the tissue construct, and (c) the micro-level,

representing a single cell
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based assays. In this study, cells cultures were

allowed to grow over a 3-day period and effects

were assessed every 24 h. The resulting data

demonstrated elevated levels of reactivity, ele-

vated levels of survival gene expression, but also

decreased expression of apoptotic genes after

2 days post-exposure to the pressure wave.

Examples of cell-types studied using

barochamber-generated overpressures include

microglia, which showed mild activation [31],

and dorsal root ganglion cells, which showed

extensive injury, including cytoskeletal and

plasma membrane abnormalities [32]. More

recently, shock tubes, typically used to study hard

condensed matter, have been adapted for use with

cell cultures. Shock tubes can be arranged either

vertically, as shown in Fig. 4.5, or horizontally, as

in Fig. 4.6. In either configuration, compressed gas

(e.g., helium or air) is used to pressurise the driver

section that then delivers the shock wave. Peak

pressures and profiles depend on the design and

material used in a burst diaphragm. In the system

shown in Fig. 4.5 [7], a compressed helium source

is connected to an adjustable driver section, which

a b c

d

Fig. 4.4 Images depicting the assembly and output of a

barochamber, designed to study how short duration

overpressures affect cells (Reprinted from Vandevord et

al. [30], with the permission of Elsevier). (a) A five-piece

aluminium barochamber including the driving cylinder

shown on the right-hand side of the image. (b) Inner

components of the bottom hemisphere of the

barochamber, showing Petrie dish mounting. (c) Inner

components of the driving chamber showing the metal

ball dropping on the rod, which drive the piston to create a

shock wave. (d) Pressure-time history of a pressure wave

generated by the barochamber (Figure prepared by Ben-

jamin Butler, University of Cambridge, UK)
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is aligned vertically over the water-filled section

where the sample is placed. This section is called a

“sample receiver.” In-air transducers are located at

the exit of the shock tube. Pressure profiles are

recorded by transducers, three of which are located

at the end of the shock tube (in air) and two more

submerged near the sample. For cell cultures,

plates are sealed in sterile bags containing culture

a

b c

Fig. 4.6 Horizontally-oriented shock tube at theCentre for

Blast Studies at Imperial College, configured for applying

blast overpressures to cells in tissue culture wells. (a) A
double-diaphragm shock tube. A fluid-filled 24-well cell

culture plate attached to the end of the tube is shown from

the side (b) and from the top (c). Pressure transducers

record the pressure-time profiles of pressure pulses in the

shock tube.Samples can beorientedwith sealedwells facing

towards or away from the end of the shock tube (Figure

prepared by Chiara Bo, Imperial College London, UK)

PDMS membrane

PTFE membrane

Sample

Sample receiver

Driven tube

Driver tube

Pressure
transducers

Membrane

Fig. 4.5 Vertically-oriented shock tube with a fluid-

filled sample receiver (Adapted from Effgen et al. [7]).

The schematic diagram shows an example of an experi-

mental shock tube configuration used to study the

effects of blast overpressure on tissues culture,

submerged in a fluid-filled reservoir designed to simu-

late the environment of the surrounding brain. Com-

pressed helium is used to generate blast overpressures

along the Driver Tube. Burst pressures can be modified

by varying the thickness and composition of the poly-

ethylene terephthalate membranes in the Diaphragm.
Pressure-time histories are recorded using Pressure
Transducers. In this study, the Sample Receiver is a

fluid-filled chamber containing the tissue culture Sam-
ple, which is sandwiched between a polydimethyl-

siloxane (PDMS) and polytetrafluoroethylene (PTFE)
Membranes (Figure prepared by Benjamin Butler, Uni-

versity of Cambridge, UK)
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medium, being sure to exclude bubbles. This sys-

tem was used to study the effects of blast exposure

on adherent primary mouse endothelial cell

cultures. These cells were exposed to peak incident

overpressures of approximately 581 kPA with a

duration of 1 ms and an in-air impulse of

222 kPa.ms were used. Under these conditions

levels of cell death were relatively insignificant

and the primary effect reported was the disruption

of tight junction integrity in these cultures.

Figure 4.6a shows an example of a shock tube

in a horizontal orientation, configured for use

with tissue cultures. A tissue culture plate is

secured on a custom-made stainless steel support

mounted at the end of the shock tube, which is

open to air (Fig. 4.6b, c). Each well of the tissue

culture plate is filled with liquid medium and the

entire plate is sealed with a non-permeable tape

(Corning). A custom made polycarbonate sensor

mount is attached with epoxy resin to the rear

surface of the tissue culture plate, in which a hole

is drilled to allow insertion of the pressure sensor

(Dytran Instruments – 2300C4). In these

experiments, adherent mesenchmyal stem cell

monolayer cultures were exposed to a peak inci-

dent overpressure of about 400 kPa with a dura-

tion of 10 ms. In this example cell viability was

reduced compared to controls and plate orienta-

tion on the shock tube was also shown to affect

the level of cell survival [24]. A similar study,

carried out using adherent cell cultures of rat or

human neural cells, and using a horizontal shock

tube showed that plate orientation was also an

important parameter in this type of experimental

setup [33]. These studies were carried out using

peak pressures of about 145 kPa. Post-exposure

analysis of cell cultures showed decreased intra-

cellular adenosine triphosphate levels, increased

amounts of reactive oxygen species and loss of

cell viability after a single blast exposure. Inter-

estingly, administering two or three blast

exposures 24 h after the initial blast caused less

cell damage than the initial blast. This result led

the authors to speculate about the possibility that

cellular factors produced or released after the

initial blast provided some additional protection

to surviving cells, but no candidate factors were

identified in this study.

4.2.3 Laser-Based Systems

Systems that use laser-induced shock or stress

waves to study effects on biological materials

were first described nearly 20 years ago [12], par-

ticularly for applications related to ESWT. More

recently, laser-based systems have been used to

study adherent cell cultures, primarily as model

systems in experiments investigating trauma and

injury. One of the better-characterised systems is

flyer-plate model, shown in Fig. 4.7 [34]. In this

experimental setup a Nd-Yt-Al- -garnet (Nd-YAG)

laser is used to generate a pulse directed toward a

fused silica window coated with a thick layer of

copper. Expansion of the hot copper vapour, cre-

ated by the laser pulse, accelerates the remaining

superficial layer of metal—the flyer-plate—away

from the surface. In this configuration an individual

vial from a 24-well polystyrene cell culture plate is

located over the copper layer to enable it to interact

with a shockwave generated by this system.Aglass

coverslipwith an adherent cell culture on its surface

is placed “face-up” in the vial and fluid added.

Pressure profiles are recorded using a transducer

shown submerged in the fluid of the tissue culture

vial, directly above the glass coverslip containing

the adhered cells. Using this system human endo-

thelial cells were exposed to shockwaveswith peak

amplitudes of about 23 MPa. Cells were assayed

used a variety of optical microscopy methods,

which showed extensive evidence of cell damage,

including the formation of stress fibres, expression

of inflammatory biomarkers, and impaired regener-

ation [35]. A similar setup was used to study the

biological responses of a rat and a mouse macro-

phage cell line as models of high energy trauma. In

this study, onlymousemacrophages showed signif-

icant level of cellular responses, when assayed

using a variety of molecular and biochemical

assays. The key result was that macrophages

exhibited an inflammatory response, which did

not involve the production of NO or iNOS. The

information about the mechanism responsible for

these effects remains unknown.

Alternative platforms have used irradiation of

an adsorber material, rather than expansion of

copper vapour, to generate a pressure pulse. In

64 K.A. Brown



a recent report by Schmidt et al. [36], this type of

system was used to study cell destruction of

adherent neural cell (glioblastoma) cultures. In

this particular setup, a thick black varnish was

used as the absorber and pressure profiles were

measured using a needle hydrophone that could

be submerged into the liquid of tissue plate wells

containing the cultures. Cell survival was studied

after exposure to peak pressures between 60 and

90 MPa with a duration of 6 ns. Under the exper-

imental conditions used, the threshold for cell

death of these cultures was shown to be

80 MPa. Interestingly, this system also used pho-

ton Doppler velocimetry (PDV) to obtain veloc-

ity profiles of the cell culture vessel at the

passage of the pressure waves. These profiles

were subsequently used in numerical pressure

wave simulations to characterise pressure

conditions on the cellular length scale. A similar

setup was previously used by Hu et al. [37] to

study cell adhesion of neural cells cultured on a

Si substrate. Although no pressure profiles were

reported, the data obtained were used in a finite

element simulation of cell detachment [38]. The

model derived suggested that the cells behaved

like a soft elastic solid during the detachment

process due to the large difference between

their characteristic response time and the ultra-

short (ns) duration of the applied stress wave.

4.2.4 Mechanical Deformation
Systems

Many different experimental platforms have

been designed for the purpose of applying

mechanical deformation forces to cells. Some

of these platforms have modelled blast injury

by stretching, shearing or lacerating cells

[reviewed in Ref. 6]. As an introduction to

these types of models, four contemporary

examples are described below.

Figure 4.8 shows the experimental setup for a

microfluidic flow chamber designed to create

defined shear stresses using an ultra-fast pressure

servo [39]. Cells are cultured directly in the cham-

ber, which can be placed on an inverted micro-

scope to enable imaging using, for example,

Fig. 4.7 The flyer-plate model for application of shock

waves to cell cultures with or without surface cavitation

(Adapted from Sondén et al. [34]). A Laser Pulse,
generated with a Nd-YAG (neodymium:yttrium-alumin-

ium-garnet) pulsed laser and monitored by an energy

Meter, is reflected with a Mirror and focused with a Lens
towards a Perforated Stand at the base of the sample stage.

In this example, hot copper vapour accelerates the “flyer

plate” (the outermost Cu2+ layer) towards the Plastic well
containing media, where the sample, Confluent cells on a
coverslip, is located. The well can be partially filled with

media, generating surface cavitation, or fully filled with no

bubbles to eliminate cavitation effects. Pressure-time

profiles are measured using a polyvinylidene difluoride

pressure Transducer (Figure prepared by Benjamin Butler,

University of Cambridge, UK)
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fluorescent probes. Pressure pulses of known

waveform (e.g., a Friedlander curve to mimic

blast waves) with a time resolution on the order

of ~1ms can be applied to the cells using the servo.

The flow velocity is obtained experimentally by

tracking fluorescent microbeads. This system was

used to study how blast-like shear forces affect

intracellular calcium responses in cultured

astrocytes. To mimic shear forces considered rep-

resentative of blast conditions, the authors applied

pulses of different magnitudes but with a constant

pulse width of 10 ms. Calcium levels in each cell

sample studied were monitored by optical micros-

copy using a fluorescent dye assay. The data

revealed that mechanical shear stress induced sig-

nificant increases in intracellular calcium levels,

though the mechanisms and/or biochemical

pathways involved are not yet known.

In blast and other traumatic injuries, it is gener-

ally assumed that mechanical damage of cells

arises from stretching, compression, torsion or

shear (or a combination of these factors). Stretch-

induced damage, in particular, has been an attrac-

tive area of study for TBI, leading to the develop-

ment of a number of experimental platforms for

studying how cells respond to uniaxial, biaxial and

equibiaxial strains [6, 40]. Figure 4.9 shows a

workflow chart for a relatively recent model used

to study neuronal cell stretching as a TBI model

over a wide range of strain and strain rates [40]. In

that study, a Cultured Axonal Injury (CAI) device

[41, 42] was modified to enable high strain and

strain rates to be applied to the whole neuronal

body of cells cultured on an elastic silicone sub-

strate. Pulses of 15 ms were delivered using a

compressed air system. These experiments were

Residual
Blast Wave

Flow
Chamber

CCD
Optics

Cell Layer

Inverted
Fluorescence
Microscope

Friedlander-type
Waveform

Fig. 4.8 Schematic diagram of a microfluidic chamber

and pressure servo used for applying blast waves to cell

cultures (Adapted fromManeshi et al. [39]). Cells, shown,

were subjected to blast waves in fluid, generated using an

ultra-fast piezo-driven Pressure Servo (ALA Scientific

Instruments, NY). A classic Frielander-type waveform

was applied to a Cell Layer that was cultured in a

microfluidic Flow chamber. An Inverted Fluorescent
Microscope, equipped with a CCD Optics, was used to

follow real-time fluctuations in cellular calcium ion levels

as a function of blast-like overpressures (Figure prepared

by Benjamin Butler, University of Cambridge, UK)

Cell culture

Neuroblastoma cells
on elastic silicone

Biaxial stretch of
neuroblastoma cells

Live-Dead viability
assay

Laser scanning
cytometry

Stretching Staining Analysis

Fig. 4.9 Workflow for an in vitro cell model of blast-

induced traumatic brain injury (Reprinted from Skotak et

al. [40], with the permission of Elsevier). In this model,

Neuroblastoma cells are initially cultured on an elastic
silicone substrate and then subjected to biaxial stretching,
at strain rates as high as 50 s−1, using a modified Cultured

Axonal Injury device. Cell viability is then assessed using a

Live-Dead fluorescent dye-based assay that labels cells

based upon the integrity of their membranes. Finally,

Laser ScanningCytometry of the sample is used in conjunc-

tion with the Live-Dead assay to provide a visual readout to

enable classification of cells as live, dead or injured
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carried out over a range of strains (0–140 %) and

strain rates (15–68 s�1). Pressure sensor data and

high-speed video were used here to obtain the

strain history of each experiment. Cells can be

recovered in this system. In this case recovered

cells were assayed for viability using optical and

flow cytometry methods. Analysis of these data

indicated the presence of a dose dependence in

which increased amounts of strain resulted in

increased cell death, though the mechanisms

involved are not yet fully defined [40]. In a differ-

ent study, high-velocity stretching was also used to

simulate the mechanical forces of a blast pulse on

the vasculature, using engineered arterial lamellae

as a model for TBI cerebral vasospasm [43]. The

arterial tissue mimics were cultured on an elasto-

mer membrane, which was then stretched at high-

velocity to create acute injury. Strain history was

recorded using high-speed video. The effects of

strain on these tissue mimics were studied using a

number of molecular and biochemical assays.

The assays revealed changes in calcium dynamics

within an hour of injury and also alterations in the

expression of proteins. These changes in protein

expression were indicative of vascular remodelling

that is likely related to cerebral vasospasm that is

observed in TBI patients.

As a final example in this section, atomic force

microscopy (AFM) has been adapted to character-

ise strain-dependent dynamic behaviour of single

neurons in-vitro as ameans to improve understand-

ing of cellular responses that occur in TBI. AFM is

a state-of-the art technique typically using for

imaging and studying material properties of all

types of matter at the nanoscale. In biological

applications it can be used to study cells, subcellu-

lar structures and even macromolecules over a

large range of forces, load levels and length scales

[44]. In the example here [44], AFM “compres-

sion” tests were performed on individual cortical

neurons using microsphere-modified cantilevers.

These experiments used Load–unload cyclic

sequences spanning three orders of magnitude of

displacement rates, 10, 1, and 0.1 μm s�1. The key

findings of this study were that cell responses

exhibit hysteretic features, strong non-linearities,

and substantial time/rate dependencies. The

authors also created a constitutive model, using a

3D finite element framework, for quantifying the

mechanical behaviour of cortical neurons. They

validated this model using their experimental

data. In a subsequent study, this data was used to

calibrate a more complex continuum model aimed

at describing neuronal cell responses under blast

loading [45]. In that study the authors created sep-

arate constitutive models of different subcellular

structures and subjected these models to blast load-

ing within a complete fluid-structure interaction

computational framework. The authors observed

that their models appear to simulate some of the

deformations of intracellular structures predicted to

occur under blast loading. Modelling studies such

as these provide ameans for generating hypothesis-

driven questions about cell damage mechanisms.

4.3 Future Research

The recent interest in cellular level blast models of

injury, particularly in the area of TBI, has

stimulated the development of contemporary

experimental platforms for studying biological

and biomechanical responses to simulated blast

loading conditions. This emerging field of study is

clearly benefitting from new technological

advances in materials and biological research. The

studies above also highlight some of the current

weaknesses that need to be addressed in future

studies. For example, there is an increased recogni-

tion that experimental conditions used in these

systems need to re-create blast type conditions,

but there is little consensus about what those

conditions should be. Studies use a variety of liter-

ature to guide the choice of pressures, strain rates,

etc. Values in the literature, however, also vary

widely. Bass and colleagues have re-analysed data

for whole body lethality of both short and long

duration blast [8, 9], providing at least a more

recent critical analysis of blast conditions. Perhaps

even more importantly, these papers emphasise the

need to provide sufficient data about peak

pressures, durations, profiles and impulse, which

is sadly often missing in many published studies.

When detailed data is not provided it is often

extremely difficult to conduct realistic comparisons

of data between laboratories, even when similar or
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identical cell lines are used in studies. Without

doubt, future studies need to focus on defining

biologically relevant blast conditions and attempt

to more critically interpret this data, whenever pos-

sible, against other studies in the field.

With regard to biological responses, it is clear

that themajority of the current studies have focused

on cell viability and/or establishing thresholds for

cell death.Unlike the experimental platforms being

developed, which in many cases use state-of-the-

art technology to deliver blast-like conditions, the

biological analysis carried out is fairly basic. As a

result, the bulk of cellular responses reported are

phenotypic (an experimentally observable change)

and there is the lack of knowledge about underlying

mechanisms. This gap in knowledge could be

addressed by implementing systems biology

approaches, which would apply modern genomic,

proteomic, and bioinformatic technologies and

tools [for examples see Refs. 46–49]. Such tools

have the potential to identifymolecular species and

candidate biochemical pathways responsible for

cellular responses to blast loading conditions.

Modelling efforts are also emerging, mainly for

understanding cell mechanics related to loading.

Aligning modelling efforts at all scales with clini-

cally relevant molecular and biochemical data

would also contribute to understanding cellular

responses in higher order structures (e.g., tissues,

organs, bone) in which cells are embedded.

In summary, most cell-based blast models are

at an early stage of development. Combining con-

temporary platforms for delivering pressure pulses

with modern molecular systems biology

approaches holds promise for identifying molecu-

lar species, biochemical pathways and networks

that contribute to the aetiology of blast injuries.

Fundamental knowledge about blast-related cellu-

lar responses will be essential for the development

of new medical approaches to improve patient

outcomes such as: the identification of biomarkers

for improved diagnosis; promotion of appropriate

control of inflammatory pathways for rapid recov-

ery and reduced complications; therapeutic-

directed control of stem cell differentiation for

regenerative processes; and enhancement of drug

delivery and drug performance. Furthermore,

given the complex and sometimes unusual nature

of the post-traumatic complications (e.g., HO and

TBI), blast injury will undoubtedly benefit from

personalised medicine approaches that use molec-

ular or cellular assays of patient samples to help

guide the selection of optimal therapies. Again, for

such an approach to be successful it is critical to

identify what assays should be used or developed.

Information derived from cell-based blast models,

put in the context of the physiological responses of

a patient, therefore holds great promise for

improving the medical management of the post-

traumatic effects of blast injury.
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Biological Tissue Response 5
Angelo Karunaratne

5.1 Blast Loading Effects
on Biological Tissues

Loading rates applied to tissues can vary enor-

mously, from that seen during normal walking,

where strain rates are estimated to be in the range

of 0.001 s�1, rising to 0.1 s�1 during downhill

running [1]. The strain rates experienced by

biological tissues during blast can be orders of

magnitude higher, with an associated increase in

the damage sustained. Biological tissues have

been – and still are – studied mostly at relatively

low loading rates that are not representative of

loading rates in trauma or falls, for example.

There have been few attempts to examine the

load transfer to internal biological tissues due to

external trauma. Also, little is known about

biological tissue response across the strain rates

from quasi static to extremely fast strain rates.

Some previous work has shown that increasing

the strain rate affected the mechanical properties

of hard and soft tissues [2]. It is also important to

note that mechanical properties of these tissues

also are dependent on the strain rates to which

they are subjected (i.e. increased stiffness and

reduced toughness in bone tissue with increasing

strain rates). The exact mechanism for these

alterations in mechanical properties and the

behaviour at different strain rates has not been

explained previously due to the lack of equipment

to test extreme loading rates at different hierar-

chical levels for biological tissues. This chapter

will provide an overview of the current state of

knowledge of the biological tissue response

across strain rates ranging from quasi static to

blast conditions, and to address these issues,

whenever possible in the context of the hierarchi-

cal nature of bone, cartilage, ligaments, tendons,

respiratory tissues and brain tissue. With rates of

survivorship from the recent conflicts rising,

devastating injuries to the extremities are becom-

ing more frequent, with associated cost and soci-

etal implications. Knowledge of the behaviour of

biological tissues at different strain rates includ-

ing specifically ultra-high strain rate may help to

understand load transfer mechanisms during dif-

ferent injury scenarios [3] and guide strategies for

the management of blast in order to reduce the

devastating sequelae seen.

5.2 Bone

Bone is a hierarchical biological composite [4]. It

is one of the three main classes of mineralised

tissue found in vertebrates with the other two

being cartilage and enamel [5]. Bone is also an

organ that forms the skeleton of the human body.

Bone exhibits a hierarchical structure which is
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optimised for its mechanical performance

[6]. Compositionally, it is made up of three

major components: 65 % mineral, 25 % organic

materials and 10 % water [7, 8]. The mineral

platelets are carbonate-substituted hydroxyapa-

tite (dahllite [4]) embedded in an organic extra-

cellular matrix, while type I collagen is the main

component of the organic phase [7]. Bone can

be resolved into several levels of organisation

from the molecular to the macroscopic level.

While various authors have proposed slightly

different classifications of this hierarchical struc-

ture (Fig. 5.1), all start with molecular level

components at the smallest level and end with

the different types of (macroscopic) whole bones

[4, 9]. Each level of structural hierarchy plays an

important role in the mechanical properties of

bone. Considerable structural and mechanical

experiments have been carried out to understand

the structure-function relationship of bone at

the macro- and microscale [6, 10], and more

recently, at the nano- and molecular scale

[11, 12].

Macromechanical experiments have shown

that bone has a higher compressive strength com-

pared to tensile strength. When bones are

subjected to bending forces, they experience a

higher strain at the tensile zones, and the

maximum stress occurs in the compressive

region [13]. Under tensile loading bone exhibits

a greater amount of inelastic strain (~2 %) com-

pared to when under compressive loading

(~0.5 %) [13, 14]. Furthermore, bone is an

anisotropic tissue, both macroscopically and

microscopically (considering the oriented lamel-

lae, fibrils and fibril bundles). The stiffness of the

lamellae along the fibril direction is 23 GPa,

while in contrast, stiffness in directions trans-

verse to the fibrils is slightly less, 16.5 GPa

[15]. At the microscale, trabecular bone exhibits

a lower elastic modulus compared to interstitial

bone of the diaphysis of cortical bone (1 vs.

20 GPa) [16].

The mechanical properties presented above

were measured at quasi static strain rates. There

have been few attempts to determine the behaviour

of the bone tissue at extremely fast strain rates [1, 2,

17, 18] using uniaxial compression and tensile

testing experiments. In those studies it was found

that increasing strain rate produced an increase in

the modulus of elasticity (0.001/s – 19GPa and

1500/s – 42 GPa) and ultimate strength (0.001/s

176MPa and 1500/s – 365MPa) and a reduction in

strain to failure (0.001/s – 1.9 % and 1500/s –

0.9 %) and an increased brittleness. Critical strain

rates were identified between 0.1/s – 1/s, where a
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molecules
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Fig. 5.1 Bone as a

hierarchical structure
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slight increment in strain rates produced a signifi-

cant increment in energy absorption capacity. As a

consequence, at low strain rates bone fracture

occurred; at high rates the bone exhibited vertical

splintering with multiple fragments produced.

These relationships were found to hold for both

trabecular and cortical bone, as these material

properties are proportional to the apparent density

of the bone (hydrated tissue weight over bulk vol-

ume); compressive modulus is approximately pro-

portional to the cube of the density, and

compressive ultimate strength is proportional to

the square of the density. In the context of the

material properties of bone at various strain rates,

there is a relatively simple linear relationship

between strain rate and elastic characteristics,

with more complicated fracture mechanisms. At

low strain rates, toughening mechanisms such as

crack deflection, uncracked ligament bridging and

microcracking (Fig. 5.2) operate, which act to

inhibit further crack propagation. The crack path

will, for example, be deflected at weak interfaces

like cement lines around the osteons at the micro-

scopic level. In contrast, at high strain rates splin-

tering and fragmentation of the specimens was

observed; this may be due to accumulation of mul-

tiple small cracks. Bone toughness diminishes with

increasing strain rates as cracks penetrate through

the osteons instead of deflecting at the cement

lines.

The precise explanation for the positive cor-

relation between modulus of elasticity with strain

rate and the origin of bony fracture is not fully

understood, particularly during physiologically

relevant loading conditions (falls) and higher

loading rates that are observed in traumatic

injuries. While macro level mechanical tests

alone provide valuable information on the bulk

mechanical properties, they do not explain

the functional role of individual components

(i.e. mineral and organic) in hierarchically

structured materials (lamellar, osteons and fibril-

lar level) like bone tissue.

Synchrotron small angle X-ray diffraction

experiments demonstrates stiffening of the

mineralised collagen fibrils and reduction of

fibril to tissue ratio at dynamic strain rates asso-

ciates with changes in the organic matrix of

the bone. This mechanism could make the bone

stiffer and more predisposed to catastrophic

fracture simply by overloading the mineral

phase. Since the collagen fibrils are surrounded

by extrafibrillar matrix, a possible mechanism

could be that at higher strain rates critical inter-

facial shear strength between fibrils and matrix is

exceeded rapidly. When this occurs, due to fric-

tional loss, the matrix flows past the fibrils and

hence there is reduced fibrillar strain.

5.3 Ligament and Tendon

Both ligaments and tendons are soft collagenous

tissues that have similar hierarchical structure.

Tendons function to transfer forces to bones

from muscles as efficiently as possible, with min-

imal energy loss. Ligament tissues attach bone to

bone and maintain the skeletal frame in a stable

condition. Therefore, ligaments and tendons play

a vital role in musculoskeletal biomechanics. Col-

lagen type I is the most abundant structural pro-

tein in tendons and ligaments, which determines

the mechanical integrity of connective tissues.

a b c d

Fig. 5.2 (a) Microcracks, (b) Crack deflection along the secondary osteonal boundary, (c) Uncracked ligament

bridging, (d) Crack bridging by collagen fibres
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At each hierarchical level type I collagen is

interspersed with non-collagenous matrix. The

collagen to non-collagenous matrix ratio is

slightly less in ligaments compared to tendons

[9]. Not all the elements of the structural hier-

archy of ligaments and tendons and their mecha-

nical function are fully understood. At the

angstrom scale tropocollagen molecules, tightly

bound by cross links make collagen fibrils with

65–67 axial periodicity which in turn make

mesoscopic fascicles with a crimping pattern

and finally these aggregate to form the tendon

[19]. Tendon and ligament extension at different

loading rates is enabled by mechanisms occurring

simultaneously at the above mentioned length

scales, encompassing tropocollagen molecule

extension, as well as sliding between collagen

fibrils and fibres, probably controlled by the

interspersed proteoglycan matrix [20] (Fig. 5.3).

The linear viscoelasticity (see Chap. 3, Sect.

3.4.2) of tendons and ligaments is very important

for optimising tissue stiffness for absorbing and

returning energy associated with transmission of

tensile stresses across joints of the human body

under different loading regimes. Tendons act as

an effective biological spring providing some

damping to the loading response due to their

high resilience. A wide range of joint movements

is possible due to the ability of tendons and

ligaments to resist tensile forces only. The high

affinity of non-collagenous proteins with water

contributes through mechanisms such as fluid

flow, friction and fibre sliding to the viscoelastic

properties of tendons and ligament tissue.

Diameter

64 nm banding
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Endotenon
Epitenon

Nerves and
blood vessels

Interfascicular
tenocytes

Intrafascicular
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subunit
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Fig. 5.3 Representation of hierarchical structure of a flexor tendon (Thorpe et al. [21] with permission from Wiley)
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The stress strain curve of tendons and

ligaments usually exhibits three distinct regions,

namely the toe region, the heel region and the

linear region which can be correlated with defor-

mation at different structural levels. These dis-

tinct regions are most prominent only in quasi

static loading rates. With increasing strain rates

a reduction in the size of the toe and heel regions

have been observed. A very small load is ade-

quate to elongate the tendon in the toe region, as

microscopic uncrimping occurs in the initial part

of the stress strain curve. Subsequently, stiffness

of the tissue increases rapidly due to the entropic

activity of collagen fibrils, where sequential

straightening of disordered molecular kinks in

the gap of the collagen fibrils occurs. When all

the molecular kinks are removed, elongation of

the collagen triple helices and the cross links

between helices will initiate stretching which

corresponds to the linear part of the stress strain

curve. The characterisation of these deforma-

tion mechanisms during quasi static strain

rates have received considerable attention.

In-situ synchrotron experiments on human col-

lateral ligaments demonstrates that at the rela-

tively higher strain rates (0.01/s) collagen fibrils

started to stretch without toe or heel regions,

which implies that the collagen fibrils debond

from the highly viscous matrix and fibrillar

sliding occurs leading to macroscopic failure

(Fig. 5.4). Tendon and ligament tissue elastic

properties such as the elastic modulus and ulti-

mate tensile stress were found to be sensitive to

strain rates up to a limit of approximately

1/s. Tensile modulus and failure stress

increased by 315 % (288 � 834 MPa to

906 � 195 MPa) and 194 % (40 � 11 MPa to

77 � 15 MPa) respectively from 0.01/s (quasi

static) to 130/s (traumatic) strain rates. How-

ever, this increase occurred almost entirely

over the lower strain rates (0.001, 0.01 and

0.94/s). This increase of tissue modulus with

strain rates (up to 1/s) is most probably due to

the stiffening of collagen fibrils and matrix with

increasing strain rates [22]. The reasons for the

strain rate sensitivity limit of ligament and

tendons is still an open question which requires

further investigation.

5.4 Articular Cartilage

Cartilage can be characterised as a three dimen-

sional collagen network or fibril reinforced com-

posite material which consist of proteoglycans,

interstitial fluid and cartilage cells (chondrocytes).

Cartilage tissue located between articulating

joints provides an almost frictionless surface for

the movement of the joint. Synovial fluid plays a

major role in this by lubricating the joint space.

Compared to tissues such as bone and muscle,

articular cartilage has a low level of metabolic

activity possibly due to the lack of blood vessels,

lymphatic vessels and nerves. Chondrocytes are

responsible for synthesis and organising of colla-

gen, proteoglycans and non-collagenous proteins

into a highly ordered structure. The structure

and mechanical properties of the matrix and cell

function vary with the depth from the articular

surface. It is possible to identify four different

layers from articular surface to the subchondral

bone depending on the cell morphology and the

organisation of the matrix [23]. These zones – the

superficial zone, the transitional zone, the radial

a

d

b

c

Fig. 5.4 (a) Unloaded state. (b) Toe region – removed

kinks in the gap regions of collagen fibrils. (c) Linear
region – tropocollagen molecules starts to glide each

other. (d) Debonded stiff matrix from collagen fibrils
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zone and the calcified cartilage zone – are shown

schematically in Fig. 5.5.

The relative size and appearance of these

zones varies among species and within joints of

the same species. Recent studies have shown that

regional variations in water, proteoglycan and

collagen concentrations, collagen network orien-

tation and cell metabolic activity in different

zones plays a vital role in function [24]. The

joint surface is covered with an acellular trans-

parent sheet of collagen fibrils arranged parallel

to the surface with few proteoglycans. Under-

neath this thin layer, ellipsoidal–shaped chondro-

cytes are organised along collagen fibrils so that

their major axis is parallel to the joint surface.

The densely packed collagen fibrils in the super-

ficial zone affect the movement of molecules in

and out of cartilage. Disruption or deterioration of

the superficial zone triggers an inflammatory

response by releasing the cartilage molecules to

the synovial fluid. At the transitional zone sphe-

roidal shaped cells synthesise larger diameter

collagen fibrils. The collagen fibrils in the middle

zone arrange themselves perpendicular to the

joint surface. These collagen fibrils penetrate

into the boundary (tidemark) between calcified

and uncalcified cartilage (middle zone) [25]. A

thin zone that separates subchondral bone and the

middle zone is known as the calcified cartilage

layer. Chondrocytes in this layer surrounded by

the calcified cartilage show a low level of meta-

bolic activity compared to the cells in the other

zones.

The inhomogeneous collagen network affects

the mechanical integrity by effectively resisting

the tissue deformation in the direction of the

fibrils. The heterogeneity of fibrillar orientation

results in inhomogeneous strains under loading,

resulting in a depth-dependent tensile stiffness of

cartilage [26]. Articular cartilage is subjected to

numerous ranges of static, quasi static and

dynamic mechanical loads. Peak dynamic stress

and compressive deformation strain on cartilage

is approximately 15–20 MPa and 1–3 % respec-

tively under normal physiologically relevant

loading activities such as walking and stair

climbing. The equilibrium compressive, shear

and tensile moduli of adult cartilage are approxi-

mately 0.5–2.5 MPa, 0.25 MPa and 10–50 MPa

respectively during quasi static loading rates. The

compositional and structural integrity of the col-

lagen network and negatively charged glycos-

aminoglycan constituents of aggrecan molecules

contribute to the ability of cartilage to withstand

compressive, tensile and shear loads. The static

compressive stiffness of articular cartilage is

greatly (more than 50 %) associated with the

electrostatic repulsion and the swelling pressure

exerted by proteoglycans. The viscoelastic nature

of the cartilage tissue has been determined by

stress relaxation and creep testing. During com-

pressive loading, the collagen network and fluid

exerts reaction forces and the tissue resists the

fluid flow leading to low permeability in the tis-

sue. Due to the depth dependent composition and

structure as discussed above, anisotropic and non-

linear properties are observed across cartilage

tissue. The parameters of aggregate modulus,

elastic modulus and Poisson’s ratio increase,

while permeability decreases with depth,

Articular surface
Chondrocytes

Collagen fibrils

Calcified zone

Subchondral bone

Proteoglycans
and fluid

Fig. 5.5 Schematic of the

four zones of cartilage

tissue
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reflecting variability in collagen fibre orientation

and composition with depth [27].

Due to the viscoelastic or poroelastic fibre

composite nature of the articular cartilage, its

mechanical properties also depend on the rate

of loading. As is similar to other connective

tissues, most of the mechanical investigation

has previously been performed at slow strain

rates. There are few studies which have specifi-

cally looked at cartilage tissue behaviour under

traumatic loading rates [29]. The loading rate and

strain rate across the knee joint during walking

have been estimated to be about 20 kN/s and 5/s

respectively [30]. In order to simulate the

behaviour of cartilage during an automobile acci-

dent, strain rates of 1000/s have been proposed

[31]. Compression experiments were conducted

on isolated cartilage specimens, for these matrix

stiffness (2.5–20 MPa) increased progressively

from quasi static (5 � 10�5/s) to medium strain

rates (5 � 10�3/s). During high and impact

strain rates (1000/s), stiffness (25 MPa) is almost

insensitive to large increases in the strain rates.

The non-linear increment of cartilage modulus

with strain rates gives the tissue an ability to

attenuate the peak force experienced by the

underlying subchondral bone and distribute the

impact load over a longer period [32]. This has

been confirmed by others, who performed cyclic

loading using frequencies that represent physio-

logically relevant activities to traumatic impact

loading (10–40 Hz) which occurs over durations

of 5–50 ms [28]. Over the range of physiological

loading frequencies (0.1–10 Hz), dynamic modu-

lus increases up to a factor of 2 due to the visco-

elastic behaviour of the cartilage tissue (Fig. 5.6).

These experimental studies further confirm that

at traumatic strain rates or frequencies (above

1000/s or 40 Hz), the dynamic modulus of carti-

lage is insensitive to strain rate. At loading rates

representative of light to moderate physical

activities, the cartilage behaviour is dominated

by fluid flow dependent and independent visco-

elasticity [33]. In contrast, at high loading rates

the cartilage matrix behaves effectively as an

elastic solid and no further increase in dynamic

modulus is to be expected as there is no contri-

bution from fluid flow [28, 34]. During impact

loading rates, modulus mismatch between carti-

lage and subchondral bone is not as great as is
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Fig. 5.6 Stress–strain

response for a typical

cartilage specimen, at

various loading

frequencies, and

corresponding polynomial

curve fits (Park et al. [28]

with permission from

Elsevier)

5 Biological Tissue Response 77



observed at quasi static strain rates, when there is

a difference of two orders of magnitude. There-

fore under traumatic and blast loading conditions,

severe impact produces damage in the bone rather

than in the cartilage in diarthrodial joints [34].

5.5 Brain Tissue

The most complex organ in the vertebrate’s body

is the brain. The largest part of the human brain is

the cerebrum, which contains approximately

20 billion neurons. Neurons pass signals to

other neurons, muscles and glands using their

slender projections called axons. The myelinated

axons are organised into densely packed regions

which makes white matter regions in the brain.

The brain sections appear in matter that is darker

than white matter called grey matter which

consists of neuron cell bodies, neurophils, glial

cells and capillaries [35]. The cerebral cortex is

folded in a way to increase the surface area in

order to fit into the volume available. The cortex

is divided into four lobes namely the frontal lobe,

parietal lobe, temporal lobe and occipital lobe.

MRI studies have shown that the frontal area is

the most common region of injury following

mild to moderate traumatic brain injury. The

brainstem is located underneath the cerebrum

and resembles a stalk on which the cerebrum is

attached. The structure that attaches to the bot-

tom of the brain beneath the cerebrum and

behind the brainstem is the cerebellum. Trau-

matic injuries to the cerebellum may cause

disorders in fine movement and posture.

The brain is the most vulnerable organ in the

human body that is often involved in life-

threatening injuries. Over 3.3 million casualties

and a cost over 180 billion euros was incurred in

Europe in 2001 due to brain injuries caused by

transport crashes [36]. The leading causes of

traumatic brain injuries for the general public

involve impacts from falls, transport accidents

and physical assaults. In combat regions, impro-

vised explosive devices, rocket-propelled gre-

nades, and landmines have become the main

cause of brain injuries for active military person-

nel and civilians [37]. Brain damage can be

classified as primary and secondary according

to the associated pathways to the neuronal dam-

age after a brain injury. The mechanism of brain

injury is due predominantly to direct impact of

the brain against the inner contour of the skull

and forces exerted on the brain due to acceler-

ation, deceleration and rotation inside the cra-

nium. Brain damage that occurs within days of

the immediate impacts can be classified as sec-

ondary brain injuries. Among these different

types of traumatic brain injuries, diffuse axonal

injury is one of the most common blast induced

injuries that leads to devastating effects for the

affected person. Biomechanical investigation of

diffuse white matter damage has shown some

associating factors that link brain material

response and white matter injury. Due to these

escalating traumatic brain injuries, the brain has

become the emphasis of studies designed to

investigate its structure function relationships

and sensitivity to different loading rates. These

studies are important to understand the potential

causes of brain injuries, to develop protective

measures and to achieve more accurate safety

assessments [38].

Furthermore, computational modelling is

often used to simulate traumatic brain injuries

to gain insight into the brain injury mechanisms.

The accuracy of these model predictions will

depend on the bio fidelity of the material

properties. In the literature mechanical testing

of brain tissue has been conducted using cyclic

shear, compression, oscillatory, creep, and stress

relaxation testing. A linear viscoelastic model

(a four parameter Maxwell-Kelvin model; see

Chap. 3, Sect. 3.4.2) has been proposed as a

first estimation for the mechanical behaviour of

human brain tissue. However, the creep compli-

ance modulus changes by varying the stress level

and it shows that the material behaviour is not

completely linearly viscoelastic (stress-strain

increases linearly with strain rate). For example,

the instantaneous elastic response of the brain

tissue increased by 28 % when the creep stress

level increased by 50 %; the instantaneous

strains were 20–40 % [39]. Shear experiments

performed on human brain specimens (midbrain,

corona radiate) using a linear motor to apply
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displacement on one surface of the cylindrical

specimens at different rates, from quasi-static to

1201/s found significantly different viscous

constants when fitting the Kelvin-Voigt model

to data at the different strain rates. This indicates

that the linear viscoelastic model with fixed

constants cannot represent the brain tissue shear

response over a range of strain rates [40]. Due to

inhomogeneity and anisotropy, it is important to

define material properties for different regions

separately. Shear tests at large strains (up to

50 %) on porcine and human brain tissue have

shown that mechanical behaviour of grey and

white matter is relatively different. Samples

were excised from corpus callosum, corona radi-

ate and thalamus (grey matter) and material

constants were obtained by fitting data with a

modified first-order Ogden hyperelastic model

(see Chap. 3, Sect. 3.4.1) for all strains to iso-

choric (constant volume) data (at a certain time)

obtained from confined stress relaxation tests

(max strain rate 8.33/s, hold time 60 s). Grey

matter showed isotropic behaviour, corona radi-

ate showed slight anisotropic behaviour and cor-

pus callosum showed significant anisotropy. The

average stiffness of the corpus callosum was

smaller than the average stiffness of the other

two regions [41].

In order to predict brain injuries under blast

loading conditions biofidelic human brain finite

element models are required. The following data

have been used:

Mixed white and grey matter were investi-

gated using compression (unconfined), tensile

and stress relaxation tests at strain rates of

30, 60, 90/s.

Experimental results from these studies

showed that hyperelastic models are not adequate

in explaining the stiffening response of brain

tissue with increasing strain rates. For complete-

ness, the results show that at 30 % strain, the

compressive nominal stresses were

8.83 � 1.94, 12.8 � 3.10 and 16.0 � 1.41 kPa

[42] and tensile stresses were 3.1 � 0.49 kPa,

4.3 � 0.86 kPa, 6.5 � 0.76 kPa [43] for strain

rates of 30, 60 and 90/s, respectively.

Hyperviscoelastic behaviour of brain tissue

has been investigated by stress relaxation

experiments. These compression, tension and

relaxation experiments combined with numerical

analysis showed that One-term Fung, Gent and

Ogden strain energy function models (see Chap.

3, Sect. 3.4.1) are capable of determining the

behaviour of brain tissues during dynamic com-

pression events [42, 43]. The mechanical

properties were determined at high strain rates

such as 1000–3000/s that are associated with

blast loading incidents, including penetrating

gunshot injuries to the head and open skull blast

brain injuries. In order to develop finite element

models to study brain injury mechanisms during

traumatic brain injury, cases among armed forces

due to blast, high strain rate (100, 500 and 800/s)

shear experiments have been performed. It was

observed that brain shear moduli are not sensitive

to strain rates indicating that at these rates the

viscoelastic response of brain tissue has reached

a plateau. In contrast to this, tissue failure stress

at 100/s was significantly lower than at the higher

rates [44].

5.6 Respiratory Tissue

Blast injuries to the respiratory system and other

gas containing structures (gastrointestinal tract

and ears) are mainly caused by the force gener-

ated by the blast wave impacting the human body

surface without obvious external injury to the

chest. These types of injuries may be a significant

cause of death or morbidity in survivors at the

time of explosion. Due to the dynamic inter-

action of the blast wave with the chest wall,

pressure differentials generated between tissue

surfaces of different densities leads to tearing,

haemorrhage, pulmonary contusion and oedema

with direct alveolar and surrounding vascular

injury [45]. These respiratory tissue injuries

caused by primary blasts are collectively known

as blast lung. Several injury mechanisms have

been proposed to explain the soft tissue damage,

including, pressurised waves disrupting the air

liquid interface, violent contraction and expan-

sion of air filled structures (i.e. alveoli) and

alterations in pressure at different body surfaces

leading to shear and stress waves dispersed
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through neighbouring tissue [46]. Adult respira-

tory distress syndrome and injuries to upper air-

way tissues (for example, the trachea) are

delayed life threatening risks among survivors

from an initial blast. These conditions could

lead to a development of airway oedema and

blast lung 6–12 h after the blast exposure. In

order to improve mitigation strategies and

develop novel therapeutic interventions for the

wounded, a comprehensive understanding of the

response of respiratory tissues to different load-

ing rates is required.

Material properties of human and animal respi-

ratory tissues have been studied in the past

2 decades for various applications including refer-

ence values for ultrasound and MRI electrography

and scientific understanding of respiratory venti-

lation mechanisms [47–49]. Advances in ultra-

sound technology have been used to measure the

bulk modulus and stress-strain relationships of

tracheal segments that are isolated in a spontane-

ously breathing newborn lamb. The stiffness

measurements of tracheal smooth muscle cyto-

skeletal tissues show a positive correlation

between indentation rate and elastic storage mod-

ulus and dissipation modulus. However, these

observations were not present when muscle cells

were stimulated to contract. The methodology

used in this study was capable of investigating

the dynamic mechanical properties and viscous

behaviour and kinetic response of tracheal tissue

during physiological and injurious conditions

[49]. In order to understand mechanical properties

of the airways (trachea and the first three

generations of bronchial airway walls, cartilages,

and mucosa) of the respiratory system, pig air way

tissue has been used as this has many similarities

to human airways. The measured Young’s modu-

lus of different parts of pig airway tissues are

tabulated above (Table 5.1) [50].

The Young’s modulus of each airway segment

is found to decrease with each generation. The

modulus of airway cartilage is greater than the

other segments of the airways in every generation.

As these load deformations measurements were

obtained under a constant rate of 0.1 Hz, these

Young’s modulus values represent quasi static

strain rates. Minimisation of damage from pri-

mary blasts to the respiratory tissue and for the

design of effective interventions at the chest level

(for example, protective vests) requires a quanti-

tative model of the human lung tissue to blast

loading. The dynamic bulk and shear response

of human lung, heart, liver and stomach tissues

have been measured under dynamic confined

compression and dynamic simple shear using

the modified Kolsky bar experimental method

(see Chap. 4, Sect. 4.2.1) at strain rates of

200–7700/s [51]. A linear relationship was

observed between the pressure and the volumetric

strain in lung tissue under dynamic compression

testing. The bulk modulus (given by a linear fit)

for lung tissues was 0.15 GPa which was the most

compliant compared to other tissues. The shear

stress versus shear strain curves for these soft

tissues exhibit an initial toe region, followed by

a rapid increase in shear stress. Tangent shear

moduli of lung tissue during applied strain rates

of 400–2300/s was determined by calculating the

slope of the final quasilinear stage of the stress-

strain curves. Shear modulus for lung tissue

increased by 440 % (10–54 KPa) with increasing

strain rates (400/s to 2300/s). However, lung tis-

sue was most compliant compared to heart, liver

and stomach tissues that were tested with the

same experimental protocol [51]. Information

from high strain rate experiments on respiratory

tissue can be used to develop simulations of lung

tissue to elucidate how they respond to the pri-

mary blast wave that leads to blast lung

Table 5.1 Porcine airway segments and their Young’s modulus [50]

Airway segment Young’s modulus (MPa)

Tracheal 1.78 � 0.51

Bronchial Generation 1: 1.35 � 0.17 Generation 2: 0.41 � 0.09 Generation 3: 0.35 � 0.10

Tracheal cartilage 1.74 � 0.85

Bronchial cartilage Generation 1: 1.44 � 0.25 Generation 2: 0.44 � 0.05 Generation 3: 0.16 � 0.03

Tracheal mucosa 0.14 � 0.02

Bronchial mucosa Generation 1: 0.041 � 8e-3 Generation 2: 0.031 � 1.7e-3 Generation 3: 0.042 � e-7
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conditions. A split Hopkinson bar system has

been used on freshly harvested swine trachea tis-

sue to investigate material properties during

dynamic loading rates. Once the sample reached

equilibrium in the split-Hopkinson bar, (see Chap. 4,

Sect. 4.2.1) the calculated modulus was

10.6 � 0.6 MPa for the strain rate of 6000/s.

Optical imaging of damaged trachea samples

indicated loss of the outermost layer of cells

(cilia), whereas fresh control samples showed

healthy cilia layers similar to live trachea. These

micrographs further showed that an underlying

collagen-rich hyaline cartilage layer was still

intact; this may be due to the stiffening effects

from structural changes of collagen fibrils

[52]. High strain rate loading combined with high

resolution tissue imaging will be required in order

to obtain detailed information on blast induced

structural alterations in connective tissues.

5.7 Skin Tissue

Human skin is a complex, biological material

comprised of three layers including an outmost

epidermis and dermis and the deeper subcutane-

ous tissue (hypodermis). In mammalian skins the

dermis is 20 times thicker than the epidermis and

made out of gel like ground substance with elastin

and collagen (60–80 %) fibres embedded within

it. The structure and density of collagen fibres

governs the constitutive behaviour of skin tissue

[53]. The collagen fibres in human skin have a

preferred orientation due to pre-tension, whereas

the collagen orientation in other mammalian skin

has an orthotropic structure. Skin functions as a

protective barrier for underlying structures and

also regulates body temperature and permits the

sensations of touch, heat and cold.

Blast injury frequently involves damage to the

skin, with skin loss, or even deep skin tissue

injuries such as burns or scars. These deep skin

tissue injuries require prolonged treatments often

leading to poor outcomes including infections

[54]. The understanding of skin tissue behaviour

at blast strain rates is not adequate to develop

realistic model systems of fresh skin response to

blast injuries. In this context there are limited

number of attempts to examine the response of

skin tissue at quasi static to extremely fast strain

rates [55, 56].

Human skin has a stiffness of 0.3–1.0 MPa at

low strains. For strains above 0.6 skin undergoes

strain hardening and has an increasing tangent

modulus (20–70 MPa) [57]. The bending stiff-

ness of the collagen fibres and the viscous

shear between fibres dominates the constitutive

response at low engineering strains (0.3). In con-

trast to this, at high engineering strains (0.5) the

constitutive response is dominated by the tensile

elastic response of the collagen fibres [58].

It should be noted that human skin material

properties have not yet been investigated for

fast strain rates such as those seen in blast.

Some studies on mammalian skin properties at

higher strain rates have been conducted. For

example, the ultimate tensile strength of rat skin

increased 50–100 % with increased strain rates

(0.3–60/s). Porcine skin under compression load-

ing also shows strain hardening with a six- to

fivefold increase in compressive modulus over

strain rates from 10�3/s to 103/s [59]. Histological

studies show that most of the damage accumu-

lates across the entire thickness of the dermis

during low strain rates and therefore, skin tissue

response at low strain rates can be explained by

the van der Waals’ formulation of viscoelasticity.

In contrast, at high strain rates the damage is not

uniform. For example, voids have been observed

within the dermis at these rates which is most

likely due to the disruption of extracellular matrix

[59]. These results were confirmed by the porcine

study presented above [54] in which porcine skin

is shown to stiffen and strengthen with increasing

strain rate. This response allows a simple one

term Ogden strain energy density function

(Chap. 3, Sect. 3.4.1) to characterise porcine

skin compressive and tensile stress verses strain

behaviour at slow and fast strain rates [54].

5.8 Summary

This chapter has shown that the properties of

tissues vary significantly along many dimen-

sions: loading rate, direction (anisotropy), and
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location (inhomogeneity). Despite a large body

of tissue property data in the literature, little is

known about the behaviour of biological tissues

under blast loading rates. The data known are

summarised in the Table 5.2 above.
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Blast Injury Mechanism 6
Dafydd S. Edwards and Jon Clasper

6.1 Principles of Explosive Devices

6.1.1 Definition

An explosion is defined as a rapid increase in

volume and pressure associated with a sudden

release of energy [1]. It has a force with a direc-

tion of travel perpendicular to the surface of the

explosive and the speed of reaction itself dictates

the property of the resulting pressure wave. An

explosive is defined as a chemical material which

inherently contains enough potential energy that

when initiated, and the energy is released, the

transfer of that energy to the local environment

causes an increase in pressure. The subsequent

volume, a function of the increase in pressure,

travelling away from the centre of the explosion

must be larger than the original material [2].

6.1.2 Classification

Explosives are classified by the speed at which

the blast front expands and travels away from the

centre of explosion following detonation. High

explosive (HE) describes the process whereby

the initial detonation creates a shock wave

which compresses the explosive with the

subsequent release of heat. This enables propa-

gation of the explosion via chemical decomposi-

tion of the explosive material which travels

through the material at speeds greater than the

speed of sound. In contrast with low explosives

(LE), decomposition occurs at subsonic speeds,

is usually propagated by heat alone, and is

referred to as deflagration.

6.1.3 Physics

6.1.3.1 Detonation/Deflagration
As detailed earlier an explosive has within itself

energy in the form of molecular bonds. If the

bonds are broken then energy is released; this is

usually initiated by a detonator. A detonator is an

explosive itself which is used to initiate another

explosive to release its energy. A detonator

causes a supersonic exothermic blast front that

travels through the material. 2,4,6-

trinitrotoluene, or TNT, is commonly used as an

example where the detonation front travels at

between 2000 and 9000 m/s through the material.

This is an example of an HE and results in a

supersonic exothermic rapidly expanding pres-

sure wave [1].

Deflagration is the process by which an explo-

sive material is triggered to release its energy by

a front travelling at subsonic speeds. Typically
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this is at speeds of less than 100 m/s and does not

produce a pressure, or overpressure, wave of

significance. An example can be as simple as a

flame igniting coal.

6.1.3.2 Propagation
The blast front created by the detonator travels

thought the explosive material and in doing so

compresses it. As the explosive is compressed it

generates heat and, together with the heat

generated by the detonator, the explosion temper-

ature continues to rise. As a consequence it can be

said that the reaction rate is proportional to the

material’s temperature and the relationship is

exponential. This is compared to heat lost to the

environment which is linear. As the exponential

curve continues, heat production dominates there-

fore accelerating the reaction rate creating a “run-

away process” where the reaction and release

of energy is almost instantaneous providing

that the explosive material contains an adequate

source of oxygen within its molecular structure.

Temperatures and pressures associated with the

blast front in a high explosive are in the order of

7000 �C and 20 GPa (approx. 200,000 atm).

6.1.3.3 Pressure and Friedlander Wave
The detonation, propagation and rapid release of

energy from the explosive results in a blast wave.

A blast wave is defined by its pressure and direc-

tion of travel, or flow, which in a simple free field

explosion is perpendicular to the surface of the

explosive. A simple free field explosion is one

where the field of explosion and blast wave do

not come into contact with any interference. In

addition a blast wind is generated due to large

pressure gradients travelling at speed and

subsequent mass movement of air. The blast

wave has a leading front, which is composed of

compressed gas, and a peak (static) overpressure,

and travels at supersonic speed. It is followed by

a blast wind, which travels at subsonic speeds as

a mass movement of air, and an increase in

pressure referred to as the dynamic overpressure.

This relationship and the form the blast wave

assumes in a simple free field explosion, and

the wave characteristics are described by

Friedlander (Fig. 6.1) [3].

6.1.3.4 Mach Stem
A simple free field explosion rarely occurs. Inter-

action with structures changes the wave form,

and resulting pressures. A basic model is that of

reflection of the wave from an explosion above

the ground on a surface parallel to the wave front

(Fig. 6.2). Once reflected, the reflected wave

front travels faster than the incident wave and

draws level to it and due to constructive interfer-

ence the pressure at this point is at least twice the

pressure of the incident wave. However, in

explosions, unlike sound waves, the angle of

reflection does not equal the angle of the inci-

dent. As the blast front develops, and subse-

quently the angle of incidence increases and

exceeds 40�, the incident wave not only reflects

but deflects. The deflected portion of the wave

spurts along the surface and travels parallel to the

reflected surface. This results in the formation of

a triple point (the meeting point of the reflected

wave, incident wave and deflected or Mach stem)

with a Mach stem that increases in size in accor-

dance with the angle of the triple point formation

(Fig. 6.3). As previously stated the Mach stem

travels parallel to the surface and creates peak

pressures several times greater than that seen in

the incident front [1]. The interaction of these

properties in different environments is discussed

later in this chapter.

6.1.3.5 Injury Mechanism
When considering the mechanism of injury of

blast weapons it is convenient to consider the

order of events during an explosion with

Fig. 6.1 Friedlander Wave form in a simple free field

explosion
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HE. During detonation the high intensity exo-

thermic reaction assists further initiation of the

explosive material. Cullis reported that in 1 kg of

TNT the energy available to be released at deto-

nation is 4 MJ which is the equivalent to

400,000 kW (400 power stations) emitting their

energy in 10 μs [1]. Temperatures can reach

7000 �C. Incineration at the centre or severe

burns in the local environment are likely.

From initiation to propagation the blast wave

front is established: a high-pressure zone

attaining pressures of 20 GPa (200,000 atm).

The body is composed of air, liquid and solids.

These are occasionally found in distinct separate

compartments, such as the inner ear, blood, and

solid organs respectively, but these are mostly in

overlapping states between the three mediums.

The dynamic overpressure front causes damage

to air containing compartments such as the ears,

lungs and gastro-intestinal tract [4]. The large

pressure gradient between the blast front and

these compartments characteristically causes

tympanic membrane rupture, alveolar damage

and bowel mucosal surface injury respectively.

6.2 Blast Injury Mechanisms

Traditionally the injurious effects from

explosions have been divided into primary to

a b c

Fig. 6.2 Blast front reflection and Mach Stem effect (a) Pre-reflection, (b) simple reflection, (c) reflected front

catches up with primary front

Fig. 6.3 Mach stem formation
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quinary mechanisms, with the initial descriptions

credited to Zuckerman during the Second World

War [5]; a more detailed description was subse-

quently produced by the US Department of

Defense in 2008. Whilst the classification is con-

sidered by many as the definitive one, it has

limitations, particularly as the initial work related

to free field blast explosions in the open environ-

ment. It was acknowledged in the early literature

that different environments will result in differ-

ent injury patterns, but this seems less well

appreciated in recent literature. This will be

discussed in greater detail following a descrip-

tion of the traditional classification.

6.2.1 Primary Blast Injury

A primary blast injury results from the blast

overpressure which can result in direct transmis-

sion of the wave through the tissue, as well as

compression and acceleration; differential accel-

eration can occur at the interface of tissues of

different densities and impedance. This can

result in compression, shearing forces and spall-

ation. In addition it has been suggested that a

more subtle biochemical injury mechanism can

occur; given the complex nature of the body it is

likely that there are multiple injury mechanisms,

which almost certainly create and increase the

effects of one another.

Previously it was believed that only the gas

containing structures, the lungs, ears and the

hollow abdominal organs were affected; how-

ever it is now appreciated that the blast overpres-

sure also affects the brain, solid abdominal

organs, the musculoskeletal tissues as well as

other tissues. The exact extent and mechanism

of injury is still not fully understood.

Blast-related lung injury is probably the most

important effect of the blast overpressure in air.

From a pathophysiological basis, alveoli septal

rupture occurs with pulmonary haemorrhage and

oedema, resulting in impaired gas exchange and

hypoxia which may be fatal. Pneumothoraces

and evolving pulmonary contusions further exac-

erbate the effects. The exact cause of the lung

damage is not fully understood and the

microscopic and metabolic effects have also not

been described in detail. Lung injury is further

complicated in survivors, particularly the criti-

cally ill, as resuscitation, transfusion and ventila-

tion strategies will also complicate the clinical

picture.

In addition, it is believed that significant air

emboli can occur, leading to cardiac and central

nervous system effects; this may be the mecha-

nism of the fatalities with no external signs of

injury (see below). It has been proposed that

emboli result from the re-expansion of com-

pressed gases in the lungs, which can access the

circulation via the damaged microvasculature.

Blast bowel and tympanic membrane rupture

are influenced by the environment, blast bowel

being more common when the victim is in water,

particularly when half-submerged such as when

wearing a life vest. The impulse travels faster and

further in the almost incompressible water

compared to air, presumably resulting in relative

protection to the chest which is above water. The

concept that different injuries occur from trans-

mission of the blast wave through the different

states of matter, gas, liquid and solid was

recognised soon after the original classification

[6]. Solid blast will be considered in more detail

below.

Although tympanic membrane is considered a

primary blast injury, it seems to be related to the

position of the head, and may also be related to

any head protection that is being worn. It is

associated with head injury rather than other

primary blast injuries; tympanic membrane rup-

ture has been shown to be unrelated to significant

lung problems, the most serious consequence of

the blast overpressure [7].

It has also been reported that the blast over-

pressure can affect the skeletal system resulting

in fracture of long bones, and this was thought to

be the initial event with traumatic amputations

following explosions. Stress concentration at the

diaphyseal/metaphyseal junction and a shattering

effect has been proposed as a possible mecha-

nism [8–11]. However, this is incompletely

understood and, as will be described later, there

is likely to be a flail element as well as a solid

blast element, re-enforcing the concept that the
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specific environment is at least as important as

the proposed blast mechanism.

The majority of survivors of blast have

sustained secondary or tertiary injuries and, in

general, there are few survivors with significant

primary blast injuries, as casualties with the nec-

essary blast loading will have usually been killed

immediately from a combination of all effects.

This is as a direct result of the fact that the energy

carried by the blast wave rapidly diminishes as

the energy is subjected to the inverse cube rule.

E / 1

r3
where E is energy and r isð

distance from the explosionÞ
However, this also appears to be related to the

environment, with a higher incidence of primary

blast injuries in confined spaces. Leibovici

et al. [12, 13] reported that all confined space

casualties who died in hospital succumbed to

respiratory failure secondary to blast injuries,

and Katz et al. [14] noted a higher than expected

incidence of primary blast injuries following a

bus explosion when all the windows were closed.

6.2.2 Secondary Blast Injury

Secondary effects are due to fragments

accelerated by the blast wind; these might be

from the device itself (confusingly referred to

as primary fragments by some authors, despite

being a secondary effect), or other environmental

objects such as stones or soil, particularly when

the explosive device is buried. These objects are

sometimes referred to as secondary fragments.

Shrapnel is a specific rather than a collective

term, and refers to a fragment containing artil-

lery, designed as an anti-personnel device to

increase its injurious effects. It is the fragments

that are the most lethal mechanism following

explosions, with a greater radius of effect than

that of the blast overpressure. This is as a conse-

quence of the fact that, unlike the blast wave, the

energy of a fragment is subjected to the inverse

square rule of dissipation.

E / 1

r2
where E is energy and r isð

distance from the explosionÞ

6.2.3 Tertiary Blast Injury

Tertiary effects relate to the displacement of the

body, or the displacement of solid objects which

come in contactwith the body, by the blastwind and

are often similar to the effects of civilian blunt

trauma, although usually at greater injury levels.

Head injuries are common (and may be fatal), as

are fractures. Crush injuries and injuries from

buildings collapsing are also included in this group.

Recently the concept of ‘solid blast’ has been

re-described, having been ignored in the litera-

ture since the Second World War [15]. As this is

related to transmission through a solid structure

such as a vehicle floor or a ship’s hull from an

underwater blast, it cannot be adequately classi-

fied using a free-field blast classification; how-

ever it results in injury patterns predominately to

the musculo-skeletal system, similar to those

seen from the tertiary effects of blast. In addition,

flailing can also cause injury, either from relative

restraint or protection of one part of the body

compared to another, usually a limb. It appears

that it can also result from solid blast. At its most

extreme it seems to result in traumatic amputa-

tion of the limb, again illustrating the need to

consider the specific situation when considering

blast injury mechanisms.

The concept of behind armour blunt trauma

(BABT) is well placed in the tertiary blast injury

category. BABT is defined as a non-penetrating

injury due the deformation of body armour that

lies in close proximity to the body, such as a

helmet or Kevlar# chest plate, and the injury

mechanism similar to that of the “solid blast” in

that the armour transfers energy to the body

[16]. Whilst the injurious mechanism is that of

the tertiary category, the energy can arise due to

the primary or secondary effects of the blast. (See

Chap. 24).
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6.2.4 Quaternary Blast Effects

Quaternary effects are essentially a miscella-

neous group of injuries not specifically associated

with one of the other groups. The category was

added after the original classification. Burns,

inhalation injuries and other toxic effects would

also be included in this category. The extent and

distribution of burns has been reported to fall into

two distinct patterns with one group sustaining

burns to the exposed areas of the hands and face,

often relatively superficial flash burns from the

initial detonation [17]. The second group have

more extensive, deeper burns from fires that

break out after the explosion; in this group the

clothing offers much less protection.

More recently it has been proposed that

quinary effects of blast should be included.

These are effects from specific non-explosion

related effects such as radiation, bacteria or

viral infections. They have been referred to as

‘dirty bombs’ [18]. This has been a concern with

suicide bombers who may deliberately infect

themselves with the hope that the infection will

be transmitted from biological fragments. This is

considered in more detail later.

6.2.5 Cause of Death After Explosions

Human casualty research suffers from the inabil-

ity to control the environment, and lack of spe-

cific injury details, particularly fatality data. In

many papers the most common causes of death

were head injury, both blunt and penetrating, and

haemorrhage usually from penetrating fragment

injury. With the use of Computerised Tomogra-

phy in Post-Mortem (CTPM) analysis, further

evidence will be produced which may also help

understand the phenomenon of victims who died

without any external evidence of injury; this is

said to be one of the initial stimuli to blast

research in the early twentieth century [4].

CTPM findings have been reported from Brit-

ish fatalities from Afghanistan [19]. These

reported different patterns of injuries when com-

paring service personnel who were on foot to

those within a vehicle, again emphasising the

need to consider the environment. Those on

foot were most likely to die from haemorrhage

commonly associated with severe lower limb

injuries, whilst those in vehicles were more

likely to die of head injuries, possibly from a

tertiary mechanism. It is worth repeating that

this may just be relevant to a specific scenario,

that of a buried improvised explosive device, and

the effects of the soil on modifying the injury

mechanism have to be considered. In particular,

the victims may have been protected from the

blast overpressure, and most of these weapons

were not designed to injure by fragments. As will

be described in the next section the patterns of

injuries in survivors suggest that a solid blast

element may be responsible, a mechanism not

usually considered in the classical description

of blast injuries.

6.3 Weapons

Broadly speaking explosive weapon systems are

manufactured to produce their effect by two dis-

tinct mechanisms – blast or fragmentation

[20]. However, the mechanisms of injury are

not mutually exclusive. Casualties can be injured

by the blast or fragmentation or both. Weapon

systems can be further classified according to the

manufacturer and the target to which they are

directed (Table 6.1). It is conventionally thought

that they exert their effect through the release of

energy and subsequent physical injuries, how-

ever, in this chapter we will discuss the physical

effects and special circumstances, such as in

suicide bombings where psychological elements

come into play.

6.3.1 Blast Weapons

Conventionally the use of the blast wave as a

primary means of causing injury to a casualty is

rare. The exceptions are those of the unburied

anti-personnel mine (see Sect. 6.2.4), and the

fuel-air explosive (FAE). The energy that can
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be transferred from a blast wave to a subject

rapidly decreases the further away the subject is

from the centre of the detonation, according to

the inverse cube law, and is affected by environ-

mental factors such as buildings. The exception

is the FAE which utilises a double detonation

sequence to ignite the fuel explosive which has

been dispersed and vaporised in a large volume

of air by the first explosion. A casualty caught in

either the FAE area or the centre of a traditional

munition is likely to be subject to lethal levels of

blast and/or blast fragmentation respectively. As

a consequence, physiological effects of the blast

front, for example primary blast lung, are not

relevant in the casualty cohort that these

munitions create.

Two scenarios are now considered where the

blast peak and overpressure related injuries need

to be considered: the emerging family of

Enhanced Blast Weapons (EBW) and the

Improvised Explosive Device (IED – see

Sect. 6.3.7). The ability of EBWs to produce a

sustained uniform dynamic overpressure results

in a shock wave front carrying further and with

more energy, since the energy a shock wave

possesses is a function of the area under the

curve of a pressure-distance graph [20]. The

change in the wave characteristics enables it to

behave differently to a simple static-dynamic

wave. Due to its sustained pressure, the EBW

blast wave is able to expand into buildings,

spaces and around corners by diffraction

(Fig. 6.4).

Due to the combined effect of the initial

explosion, sustained pressure front and the

increased distance it is able to apply to its effect,

in addition to the increased fragmentation,

thermal and environmental interaction, and

Table 6.1 Weapon systems classification

Weapon system Manufacture Conventional

Improvised

Mechanism of injury Blast

Fragmentation

Target Anti-personnel

Anti-vehicular

Fig. 6.4 High explosive and enhanced blast wave pressure graphs
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subsequently translates into increased casualties

from a single explosion when compared to a

conventional HE munition. This may be by direct

targeting of personnel or as collateral damage

when EBW is used in an anti-material role.

Injuries sustained due to blast overpressure

are well documented in the literature. Work in

the 1970s details the pressures at which the hier-

archy of injury is likely to be sustained

(Table 6.2) [18, 21]. Focussing on air containing

compartments, the most common injury seen in

blast weapons is that of tympanic membrane

injury, from simple contusions through to

rupture.

6.3.2 Fragmentation Weapons

Weapons whose primary purpose is to cause

damage due to fragmentation generally share a

design that has a high casing to explosive ratio,

the casing being the source of fragmentation.

Whilst the lethality zone is greater than that of

a conventional blast weapon, the probability of

death relies upon a direct strike to vital organs.

The most common type of injury seen in this

scenario is that of extremity penetration. The

coverage of an area by fragmentation is almost

a random event and, due to the diverging effect

of their trajectories and an increase in volume of

the lethal zone, the further a fragment carries, the

probability of coverage decreases with distance.

The mechanism of delivery of the fragment to

the target is by the utilisation of the blast wave

from the detonation of the HE. The quantity of

HE is determined by the intended target, mass of

fragmentation and size of the munition.

The sources of fragmentation are multiple

(Fig. 6.5). The simplest and most well-known

form of fragmentation device is the hand gre-

nade. The word is thought to be derived from

its comparison to the Pomegranate fruit from the

French and Spanish languages. However, the use

of grenade type devises extends back to the Byz-

antine period where “Greek fire” was contained

in ceramic jars. In contemporaneous times it is

William Mills, and the bomb that shares his

name, that is credited with the modern well

known design of the “pineapple” hand grenade.

Its obvious limitation is that of accuracy and

range of the thrower. Modern rifles now fre-

quently allow the modular extension of an

Underslung Grenade Launcher (UGL). This is

often laser guided increasing its accuracy, and a

range of up to 1000 m more than compensates for

its lack of lethality. With respect to artillery

munitions, the fragmentation may be derived

from the casing, formally called fragmentation,

or by pre-formed fragments, or shrapnel within

the casing. Improvised shrapnel is seen in IED

and suicide scenarios where everyday objects,

such as ball bearings, nuts and bolts, are utilised.

Finally, objects in the environment near the

field of detonation may themselves become part

of the fragmentation load. This can be intentional

or unintentional. Masonry, rubble or building

material may be considered in a similar manner

to formal fragments, however, agricultural mate-

rial, sewage or soil, which again may contami-

nate the injured person intentionally or

unintentionally must carry special consideration

during the medical management of the casualty.

The possibility of biological implantation either

from agriculture, other injured persons or the

suicide bomber must be established from the

scene.

In the modern battle field, fragmentation

injuries predominate.

6.3.3 Blast and Fragmentation effects

In reality, blast and fragmentation mechanisms

are not mutually exclusive of each other. The

degree and ratio to which an individual is

subjected to either modality is proportional to

the distance they are from the centre of

Table 6.2 Blast pressure effects on personnel

Pressure

(atmosphere) Injury

0.34 Tympanic membrane injury

1 50 % chance tympanic rupture

5.44 50 % chance lung injury

9.14–12.66 50 % chance of death

14.06–17.58 Death
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detonation (Fig. 6.6) [18]. As previously stated, it

is fragmentation injury that usually predominates

as casualties subjected to significantly high-

pressure wave fronts to cause blast related injury

experience un-survivable levels of trauma. Signs

of blast injury itself may not become apparent for

48 h. Therefore, other blast related injuries noted

should alert the clinician to intensive

observations of the effects of hidden primary

blast injury. The British and American experi-

ence in recent conflicts in Iraq and Afghanistan is

that over one-third of casualties demonstrated

blast injuries [22].

In the use of blast weapons the simple interac-

tion of the blast front and subsequent fragments

is not the complete picture. Section D covers

classification and different mechanisms of injury

seen in these weapons.

6.3.4 Mines

In contemporary history the principle use of

mines has been as a potent defensive force mul-

tiplier [22]: protecting the military assets and/or

boundaries with the added advantage of freeing

valuable personnel. Blast land mines exploit the

simple physical properties of blast weapons, that

of supersonic detonation of a HE explosive.

However, it is the unique interaction with the

local environment that leads to specific mecha-

nism of injury or vehicle disablement [23]. Three

distinct processes determine and quantify the

degree of kinetic energy transfer that occurs

once detonated [22]:

Fig. 6.5 Sources of fragmentation

Fig. 6.6 Zones of injury from blast and fragmentation

munitions
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Interaction with soil – Following total consump-

tion of the explosive by the detonation wave

heat is transferred to the adjacent soil whilst

the wave front passes in the surrounding of the

explosive. The heated soil is subsequently

compressed creating a “cap”. On interaction

of the compression soil with the air-soil inter-

face two processes occur. Either the com-

pressed cap is reflected back towards the

explosive, fracturing the soil cap as it does

so, or the wave is transmitted into air but

with relatively little kinetic energy.

Gas expansion – All HE explosives produce

large quantities of expanding gas which

expands at supersonic speeds. The high pres-

sure gas expansion escapes the detonating

area by travelling through the fracture lines

caused by the compression soil cap. In direct

correlation with the Venturi effect the gas

pressure decreases as it seeks out the fracture

lines but as it does so its velocity increases.

The velocity reaches supersonic speeds.

Together with the escaping jets of compressed

gas and the ejected soil plug due to gas expan-

sion the combined effect of transfer of energy

is enough to cause vehicle floor deformation

or significant injury to personnel.

Soil ejecta – Soil disturbance occurs with the

initial radial compression wave but as detailed

before often poses little threat to individuals or

vehicles. Towards the end of gas expansion,

shear forces at the boundary area of the explo-

sion crater cause the upward mass movement

of the soil. Together with the detonation gases

this may cause the vertical displacement or

movement of a vehicle or individual.

6.3.5 Anti-personnel Devices or Mines

Despite the Ottowa Convention (Prohibition of

the Use, Stockpiling, Production and Transfer of

Anti-personnel Mines) in 1997 Anti-Personnel

(AP) mines continue to create significant

casualties every year [24]. The International

Campaign to Ban Landmines states that in

2010, 4000 people were injured or killed due to

legacy mines. The problem is compounded by

groups who do not subscribe to the above con-

vention (e.g. USA, Russia, China, Pakistan and

India) and the presence of large numbers of leg-

acy mine fields un-cleared, or un-marked.

The same Convention defines an AP mine as

a mine designed to be exploded by the presence,

proximity, or contact of a person and that will

incapacitate, injure or kill. . .

In general, they are designed to maim or

injure, thereby causing not only devastating

injury to the casualty but also damaging the

logistical supply chain due to the mechanism

required to treat and evacuate an injured soldier

[25]. AP mines are classified into Blast or Frag-

mentation types which denotes the primary

mechanism of injury, but in reality a significant

overlap exists.

Blast AP mines exploit the use of small

amounts of HE and the subsequent formation of

a blast front. They are often triggered by short-

trip wire or direct pressure and, as a consequence,

the intended casualty is rarely more than a foot

from the centre of detonation. Upon detonation, a

shock front is delivered directly upwards through

the soil and into the lower limb. Longitudinal

stress is applied through the foot and tibia and

related soft tissues and traumatic-amputations

ensue. This is compounded by the secondary

effects of the mine by the carriage of soil and

casing and the dynamic overpressure after the

font. The injury patterns are relatively reproduc-

ible and have been classified into three distinct

groups by the International Committee of the

Red Cross (Table 6.3).

Typically blast mines are no more than 15 cm

in diameter and often consist of plastic, rather

than metal, casing and often contain no more

than 20–40 g of high explosive [25]. The advan-

tage of plastic is that it allows the mine to be

light-weight for ease of transportation of large

numbers, and the added benefit of not being

detected by metal detectors.

Fragmentation AP mines deliver their effect

primarily through the release of preformed

fragments or the fragmentation load consists
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intentionally of the metal casing of the mine.

Three types of fragmentation mine exist – the

Stake, Bounding and Directional (or Claymore)

mines. In its simplest form the fragmentation

mine consists of an HE explosive impregnated

with preformed fragments held off the ground on

a stake. The Bounding mine launches itself from

underground to a pre-determined height, usually

chest high, where it is then detonated. The Direc-

tional or Claymore mine delivers its munition in

a pre-determined direction and is also staked into

the ground. These mines are often larger than

blast mines and made of ferrous metal casing

making them easier to detect using conventional

mine or metal detectors. Their trigger mechanism

more often than not consists of a trip wire con-

figuration to allow the casualty or casualties to

enter an optimal “killing zone”. Their mecha-

nism of injury predominantly falls in the ICRC

Type 2 injury category.

6.3.6 Anti-vehicle Devices

Anti-vehicle mines (AV) were primarily

manufactured in response to tanks. Initially

manufactured purely as large AP mines,

subsequent modifications have made them vehi-

cle or tank specific. In comparison to AP mines,

AV mines are often in excess of 5 kg in weight,

including casing and detonator, with HE charges

of typically 3.5–7 kg [22]. The logistic demand

of carrying and placing large numbers of

landmines is greater than that of AV mines. The

triggering mechanism is traditionally set at

100 kg to ensure target specific detonation and

so therefore not waste mine strikes on smaller

targets.

Whilst modern shaped AV mines are able to

penetrate vehicles this is a departure from the

normal mechanism of targeting the track or

wheels of vehicles which are seen as their weak

points. The gas expansion phase of mine detona-

tion is enough to cause damage to vehicle chasses

or tank tracks to immobilise the vehicle in ques-

tion. The floor pan may deform but rarely pene-

trate the vehicle sufficiently to cause bodily harm.

However, it is the shape of the underbelly of the

vehicle that dictates further energy transfer to the

vehicle during the “soil ejecta” phase. A flat

underbelly surface will create high concentration

fields of the soil ejecta and detonation products

whereas a “V” shaped underbelly, designed to

mitigate this effect, will allow the detonation

products to flow in a linear pattern horizontal to

the vehicle surface and not produce increased

field pressure concentration [22].

Weapons development in response to

manufacturing changes to the underbelly of

vehicles to mitigate against mine blast is to pro-

duce shaped charges that penetrate vehicles. In its

simplest form, the shaped charge utilises the

Munroe effect to focus the energy generated dur-

ing an explosive detonation by shaping the explo-

sive surface. At the end of the nineteenth century

Charles Munroe noticed that a raised or indented

shape on an explosive surface created similar

shaped patterns on a metal plate in the blast

wave path; the changes in the explosive surface

caused amuch localised concentration to the pres-

sure front. In 1910 Egon Neuman extended these

experiments and noted that a conical defect in the

explosive resulted in penetration of a metal sur-

face by the focused blast front. The creation of an

Explosively Formed Penetrator (EFP) is now for-

mally exploited in the manufacturing of specific

vehicle/tank penetrating land mines (Fig. 6.7)

where the intended vehicle is immobilised and

where the occupants are subjected to the effects

of the blast wave, its thermal characteristics and

fragmentation from the mine, vehicle structure

and internal components. These result in damage

Table 6.3 International committee of the red cross classification of anti-personnel mine injuries (Coupland and

Korver 1991)

Type 1 Injuries from standing on a mine Traumatic-amputations or devastating soft-tissue injuries

Type 2 Injuries from a mine triggered in the vicinity Randomly located fragmentation type injuries

Type 3 Injuries sustained from handling a mine Sever upper limb and facial injuries
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and injuries now classified as Behind Armour

Effect/Damage (BAE/BAD). This Munroe effect

has also been exploited by terrorists with

devastating success in the formation of

Improvised Explosive Devices (IEDs) targeted

against ground troops (see Sect. 6.3.7).

6.3.7 Improvised Explosive Devices

The Improvised Explosive Device (IED) has

become the explosive weapon of choice of ter-

rorist organisations worldwide. The term IED has

almost become synonymous with the conflicts in

Iraq and Afghanistan due to the large number of

casualties as a direct result of their use. Their

design has been to ultimately not only cause

devastating injuries but their magnitude is such

that it will also overwhelm logistical elements of

the force to which they are directed. Whilst the

road-side bomb has been used effectively, an

IED is any device that uses modified conven-

tional, or unconventional, munitions to exert

their effect. They have been used to great effect

in the form of pipe bombs, car bombs (Vehicle

Bourne – VBIED), letter bombs and indeed sui-

cide bombs (see later in Chapter, Sect. 6.5).

According to the United States Department of

Defence the definition of IED is any “devices

placed or fabricated in an improvised manner
incorporating destructive, lethal, noxious, pyro-

technic or incendiary chemicals, designed to

destroy, disfigure, distract or harass and often

incorporate military stores.”

Broadly speaking IEDs can be classified into

3 groups – (1) Conventional explosive formed

from munitions, (2) Explosive-Formed

Projectiles (EFP), and (3) Suicide or vehicle

delivered devices. In reality an IED may fall

into any or all of the above groups. Their con-

struction has 5 core components – an activator or

switch, an initiator or detonator, a container, the

explosive and a power source. In an IED devised

against a vehicle or armour the explosive charge

or munitions are commonly shaped to form an

EFP. Further modifications of an IED may be to

incorporate fragmentation into the explosive or

body to enhance its lethality or the opportunistic

use of environmental factors such as stationary

vehicles, soil and buildings to enhance its effect.

Increased awareness and improvements in

detection equipment has led to novel techniques

in explosive delivery. The use of animals as

carriers was noted during the insurgency after

the second Iraq war, whilst some terrorist

organisations have resorted to extortion of local

communities and farmers to conceal IEDs

[26]. The security services of the United States

of America and the United Kingdom revealed the

acquisition of intelligence suggesting the emer-

gence of surgically implanted explosives and the

containment of explosives within the heel of a

shoe. Equally as ingenious is the trigger mecha-

nism that individuals manufacturing IEDs have

Fig. 6.7 Cross-section of a typical anti-vehicle landmine
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developed. In its simplest form, an IED is

detonated via a command-wire that relies on

visual line of sight targeting by the initiator.

Further advanced, but proved less in control of

targeting, is the mine-type or victim-operated

IED. With telecommunications equipment now

readily available on the high street and open

market, infra-red, radio and cellular phone

triggers are now common place. The distinct

advantages of these devices being that the perpe-

trator can be many miles away from the device, if

not on different continents.

6.4 Environmental Factors

The majority of the research into blast effects and

injuries dates from during and after the Second

World War, particularly in relation to the effects

of nuclear weapons, hence the focus on free-field

blast. However as bombs have always been a

favoured weapon of terrorists, it is this aspect

rather than conventional warfare that has

provided injury data. This experience has led to

the understanding that the fatality rate, and the

pattern of injury is related to the environment in

which the explosion occurs. In terms of air blast

(as opposed to liquid or solid blast) these can be

considered as:

explosions in the open air;

explosions associated with structural (building)

collapse; and

explosions in confined spaces.

Arnold et al. [15] reviewed the outcome of

29 incidents that collectively produced 8364

casualties and 903 immediate deaths. They

analysed the relative mortality for the three types

of bombing and noted that this differed depending

on the environment. One in four victims died in

bombings involving structural collapse, one in

twelve in confined space explosions and one in

twenty-five in open air bombings.

Freidlander’s classical work describes the

changes seen in pressure when dealing with a

single, free field detonation of an explosive (see

Chap. 1). The increase in pressure seen on the blast

front leading edge in explosions is referred to as

the Blast Overpressure (BOP). However, further

work summarised by Cullis [1] clearly details the

complex interaction of physical properties of the

blast wave with the environment, particularly the

effects of reflection and refraction. The reality is

rarely simple. Explosions usually come under the

influence of objects, walls, buildings and water

resulting in complex wave forms and varying

modalities of energy transfer.

6.4.1 Open

In a free field or open environment, the blast

front, BOP and subsequent pressure changes fol-

low a well-defined and predictable pressure-time

curve. Air as a gas is compressible and so the

BOP consists of a narrow leading edge. As

defined by Friedlander, there exists a positive

overpressure followed by a negative phase; neg-

ative in relation to both the peak pressure and

eventually atmospheric pressure. In reality the

wave form is superimposed with peaks and

troughs of smaller amplitude caused by artefact,

vibration or reflections from minor surfaces or

the ground. The mean wave form, however,

remains simple. A bystander will experience an

initial sudden increase in acceleration of local air

with a large increase in pressure and a rise in

temperature. This is then followed by a blast

wind travelling in the same direction as the

blast front. This quickly decays and is followed

by a blast wind of reduced magnitude travelling

in the opposite direction to the initial front.

Fragments are by far the most common cause

of injury in the open environment. Blast lung and

other conditions associated with primary blast

injury do occur in survivors, but are much less

common than in confined space explosions.
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Fractures can occur from both the fragments and

the casualty been thrown by the blast wind.

6.4.2 Semi-confined and Enclosed
Spaces

This generates an environment where large

pressures are created for extended periods of

time allowing for further energy transfer to a

casualty, increasing the lethality of an explosion

(Fig. 6.8). This has been demonstrated in litera-

ture emerging from suicide bus bombings in

Israel and the Underground Train bombing in

London in 2005.

Casualties caught in enclosed blast explosions

are subjected to the peak BOP and also the

sustained peak pressures. As a consequence of

this, fatality rates are increased. Individuals

experiencing these primary blast injury effects

are less likely to survive.

Bus and train bombings can be considered as a

separate ‘ultra-confined’ space based on injury

profile, with particular reference to primary blast

injuries.

Kosashvili et al. [33] in a review of 12 separate

incidents from Israel noted that explosions that

occurred in buses had the highest mortality rates

(21.2 %) both as a result of crowding and reflec-

tion of the blast in the confined space. Similar

findings were reported from the Madrid train

bombings, with Turégano-Fuentes et al. [17, 27]

noting that more deaths occurred in the 2 trains

that had their doors closed, compared with the

2 that had their doors open in the station.

When compared to the other 2 environments,

Primary Blast Injuries such as blast lung are far

more common in confined space explosions.

Burns are also far more common, and fractures

and head injuries are also more common than the

other 2 groups. This is likely to be due to the

close proximity to the blast, causing flash burns,

and throwing the casualty against the sides of the

structure. The energy involved in throwing the

casualty can cause severe head injuries, as well

as fractures. There is also a higher rate of abdom-

inal injury to the liver and spleen which may

cause bleeding into the abdomen, and, if severe,

could result in a casualty bleeding to death inter-

nally. However, this is still less common than

penetrating injuries from fragments and much

less common than blast lung.

As a result of these different injury patterns, a

casualty who survives the initial explosion and

appears responsive but dies soon afterwards, is

more likely to be in an enclosed space environ-

ment than the other 2 environments. A casualty

who is initially conscious and talking, is more

likely to have died of blast injuries to the lung, or

bleed to death internally, as casualties with

severe head injuries are usually deeply uncon-

scious from the time of the explosion.

a b

Fig. 6.8 Pressure wave form of a simple open/free-field Friedlander type explosion (a) and an enclosed blast (b)
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6.4.3 Buried

In comparison to land mines, the total energy

transfer to the target from buried explosives is

dependent on (1) the explosive’s interaction with

soil, (2) the permitted gas expansion and finally

(3) the soil ejecta. The gas expansion occurs in

the first 5–10 ms after detonation whilst the ejec-

tion of soil occurs shortly after and lasts

50–100 ms.

6.4.4 Solid

The medium, or material, through which a blast

wave travels also contributes to its

characteristics, wave form and magnitude. Solid

media, including liquids, are, when compared to

air, relatively non-compressible. As a conse-

quence they are good propagators of blast

waves and also increase the duration of positive

pressure generated.

In the case of hollow structures or vehicles,

such as ships and armoured personnel carriers the

rapid propagation and increased speed of the

blast wave results in displacement or deforma-

tion of the vessel. As in buried land mines, it is

the point at which the blast wave crosses the

interface between solid and air that dictates

energy transfer and the injury or damage ensued.

6.4.5 Deck Slap

An increased IED threat during the Iraq and

Afghanistan conflicts resulted in the change of

tactics by coalition forces. Troops patrolling on

foot were replaced by patrols in vehicles.

Strategies developed to avoid or mitigate death

or serious injury succeeded but a new cohort of

lower limb casualties was borne. These injuries

have subsequently been named the “modern

deck-slap” injury.

First described in World War 2, the deck-slap

injuries comprise fractures to the foot and lower

limb in response to a rapidly accelerating floor,

or deck, of a vehicle or ship. In the instance of the

original deck-slap injuries cases were described

when ships were targeted by sea-mines. It was

noted that the “deck rose suddenly beneath the
feet of those injured, and the force transmitted

upward through the skeleton produced a series of

injuries including fractures of the Os Calcis,
tibia and knee” [28]. These injuries are created

by the direct transfer of energy from the blast

wave through the ship via solid blast mechanism

where the victims are not subjected to primary

blast effects. It was hypothesised by Barr

et al. [28] that ancient wooden ships would better

protect its crew from sea-mines than modern

steel hulled vessels.

An almost identical pattern of injuries has

been noted in passengers of military vehicles

following IED under-vehicle explosions [15].

Of note is that this casualty cohort experienced

multiple segment injury to their limbs of a sever-

ity that resulted in nearly half requiring amputa-

tion. The field of injury mitigation in the “deck-

slap” scenario is an area of significant research in

the military and civilian environment.

6.5 Suicide Bombings

Suicide bombings have significantly increased in

number in the last 50 years. Their history dates

back 2000 years to Roman occupied Judaea and

the establishment of the Sicarii (“daggers”) Jew-

ish sect. The following millennia saw the rise of

the Muslim Hashashin Group, which lends itself

to the contemporary term “assassin”.

Whilst the vast majority of contemporary

attacks have been seen in the middle East and

Asian subcontinent, notable incidents in the

developed world, e.g. London, New York,

Madrid and Oklahoma, have raised its profile in

the eyes of emergency services globally. The

attraction of suicide bombing by terrorist

organisations is multifactorial. The combination

of low cost, high lethality and pinpoint target

accuracy are devastating. Bloom showed that

suicide attacks cause 6 times more fatalities,

12 times more casualty figures and eight times

more media coverage [29]. The effects of a sui-

cide bomb extend further than the physical
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injuries caused by the index event but also the

on-going psychological impact on those that wit-

ness the incident and the local community and

population.

The simplest and most effective method of

delivery of an explosive is that of the individual

suicide bomber. The first 10 years of this millen-

nium witnessed the devastating effect of the indi-

vidual suicide bombers using an explosive belt in

Israel [30]. The clear advantage of this method of

deployment is that the bomber himself or herself

may choose the optimal temporal and geographi-

cal environment to detonate the explosive to cause

maximum damage. Other modes particularly used

by the IRA in London, although not suicide, is the

use of the car bomb; the advantage being to deploy

large quantities of explosives whilst the clear dis-

advantage being a static delivery method of the

parked vehicle or final access to a target. The 11th

September 2001 saw the use of multiple aircrafts

in a combined attack in New York, Washington

and Pennsylvania resulting in 2986 deaths. The

advantage of this type of attack to the terrorist

organisation involved the large quantity of

casualties, logistical consumption of the emer-

gency services and obviousmedia coverage. How-

ever, this form of attack requires large-scale

planning, many individuals party to the plans

(19 attackers used in the hijacking of 4 airplanes)

and significant funding requirements. The mecha-

nism of injury differs between these three modes.

The former two primarily resulted in a blast injury

mechanism, and possible secondary additional

environment factors such as building collapse,

whilst the aeroplane method causes death by

crash landing, such as in Pennsylvania or as seen

in New York, deliberate crashing into high-rise

buildings causing building collapse.

The effectiveness of suicide bombing depends

on mode of delivery, accuracy, concentration of

target population and volume of explosive used.

A sample of 89 % (135) human suicide attacks in

Israel between 2000 and 2005 resulted in a mean

of 3.7 fatalities and a mean of 24.2 injured per-

sonnel [30]. Benmelch and Berrebi continue to

explore the specifics of human capital of suicide

bombers and their subsequent effectiveness [31].

Statistically significant results demonstrate a

suicide bomber with an increased age, increased

level of education and the detonation in a city

environment results in higher fatality and casu-

alty figures.

As previously discussed in this chapter, 3 envi-

ronmental scenarios exist that dictate blast and

injury profiles. These are the open, semi-confined

and confined environments. The difference

between open and closed explosion fatality rates

appears significant. It is expected that twice as

many deaths occur in a confined explosion com-

pared to an open-air explosion, such as a road

checkpoint or an open-air market [13]. This

correlateswith the fact that in an enclosed confined

environment an increased number of primary blast

injuries are seen in both the surviving and fatally

wounded. These include pulmonary blast effects,

pneumothorax, blast lung syndrome and tympanic

membrane rupture. Results from experiments

emerging as a consequence of the London

bombings in 2005 demonstrate that in a closed

environment a single Freidlander waveform is

abolished. Multiple peaks and a sustained wave-

form result in a quasistatic pressure (QSP) devel-

opment. This results in a propagated increase in the

primary blast field area and subsequently increased

number of primary blast injuries [32].

However, the injury profiles of surviving

casualties between groups seem comparable. Of

those injured, 30–50 % require admission to hos-

pital, 5–10 % on to intensive care units. A third

of those admitted require surgical intervention

with over half of those being orthopaedic

procedures, including extremity wound debride-

ment, fracture fixation and amputations.

Detonation inside a bus is a favourable envi-

ronment for a suicide bomber. Whilst it

represents a semi-confined environment, and

therefore fatalities figures fall between that of

open and confined, the victims are static and in

a predictable density [33].

As mentioned earlier the impact of suicide

bombings extend beyond that of those injured

during the incidents. Psychological evaluation of

a cross-sectional group of the population of

New York and London after their respective sui-

cide bombings revealed that approximately 30 %

had significantly increased stress levels 1–2 weeks
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after the incident after the respective incidents

despite no direct exposure [33]. Dissemination of

information regarding terrorist attacks by the

media has been shown to increase stress levels in

a population via an indirect means.

A scenario which is particular to suicide

bombing, is that of biological implantation.

Whilst biologically implantation amongst

casualties from non-suicide explosions is possi-

ble, deliberate self-contraction of blood-borne

viruses such as hepatitis B, hepatitis C and HIV,

poses additional medical concerns. Biological

implantation can be in the form of bony and soft

tissue contamination and also the contamination

of metal from the environment, or indeed frag-

mentation from the explosive, contaminated by

the perpetrator’s tissue or blood [34]. Environ-

mental contaminants resulting in infection should

be considered after an explosion within a market

or agricultural environment. This has been

demonstrated by high rates of candidaemia seen

in casualties from marketplace suicide bombings

[35]. The literature suggests routine prophylactic

treatment with intravenous antibiotics, anti-

tetanus and vaccinations against hepatitis B [36].

In addition to the casualties, the protection of

first responders to the scene handling potentially

infected material must also be considered and

personal protection equipment and prophylactic

immunisation should be considered in that cohort

of medical caregivers.

6.6 Summary

• An explosion is defined as a rapid increase in

volume and pressure associated with a sudden

release of energy.

• An explosive is defined as a chemical material

which inherently contains enough potential

energy. When initiated, the transfer of energy

to the local environment causes an increase in

pressure.

• High explosive (HE) describes the process

whereby the initial detonation creates a

shock wave which enables propagation of

the explosion via chemical decomposition

which travels through the material at speeds

greater than the speed of sound.

• The detonation, propagation and rapid release

of energy from the explosive results in a

blast wave.

• At detonation a 1 kg of TNT releases 4 MJ of

energy which is the equivalent to 400,000 kW

(400 power stations) emitting their energy in

10 μs. Temperatures can reach 7000 �C. A
high-pressure zone attaining pressures of

20 GPa (200,000 atm) is possible.

• A primary blast injury results from the blast

overpressure which can result in direct trans-

mission of the wave through the tissue and

subsequent transfer of energy.

• Secondary blast injuries are due to fragments

accelerated by the blast wind.

• Tertiary effects relate to the displacement of

the body, or the displacement of solid objects

which come in contact with the body, by the

blast wind.

• Broadly speaking explosive weapon systems

are manufactured to produce their effect by

two distinct mechanisms – blast or

fragmentation.

• In reality, blast and fragmentation

mechanisms are not mutually exclusive of

each other.

• IEDs can be classified into three groups –

(1) Conventional explosive formed from

munitions, (2) Explosive-Formed Projectiles

(EFP), and (3) Suicide or vehicle delivered

devices.

• Suicide bombings have significantly

increased in number in the last 50 years.

• Suicide attacks cause 6 times more fatalities,

12 times more casualty figures and eight times

more media coverage.
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Part III

Principles of Investigating and Modelling
Blast and Blast Mitigation



The Examination of Post-blast Scenes 7
Karl Harrison and Nadia Abdul-Karim

Bomb scene, or blast scene examination has tra-

ditionally formed a component of the general

training and awareness undertaken by Crime

Scene Investigators (CSIs).1 While the environ-

ments of operation (potentially widely dispersed

fields of disrupted or detonated debris), nature of

the examination (the prospect of large numbers

of casualties) and the surrounding investigative

concerns of a high-profile investigation with

wide-ranging political ramifications all conspire

to distance the post-blast scene from the general

experience of most CSIs, the application of their

core technical disciplines remains as important

throughout the scene examination as with more

routine examinations. Indeed, the requirement to

provide exhaustive photographic and locational

documentation is even greater, given the chaotic

nature of such scenes and the importance of

reconstructing the distribution of debris at a

later date for the courtroom, for understanding

the relative position of affected individuals, or for

modelling the nature and placement of the charge.

As a consequence, it is crucial to understand the

‘standard’ model of training and approach to

scenes adopted by CSIs in order to understand

how adaptations to post-blast scenes might be

managed.

Crime Scene Investigators working for UK

police forces are now almost entirely a body of

civilian specialists operating in a niche role. The

shift away from warranted police officers began

as early as the late 1960s in some police forces,

but this small number greatly expanded follow-

ing the publication of the recommendations of the

Touche Ross Report in 1987 [1]. A further expan-

sion of civilian specialists followed as a conse-

quence of the growing importance of DNA

evidence, as the required level of technical knowl-

edge increased beyond the general forensic aware-

ness of most warrant-holding police officers.

By contrast, Bomb Scene Managers (BSMs) who

to some extent supersede the role of the Crime

Scene Manager on the post-blast scene are much

more likely to be warranted police officers who do

not engage in the core CSI training outlined

below, but rather gain their training and experi-

ence through specialised roles within Counter-

Terrorism posts.

In what was the National Police Improvement

Agency (NPIA), and is now the College of

Policing (CoP) model, CSI training is designed
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to continue over an extended period, beginning

with a two stage initial course, in which each

stage consists of a phase of pre course learning,

a formal residential training course and the

subsequent completion of a Professional Devel-

opment Portfolio [2]. Following this initial

training, CSIs would complete 2 years of work

before reattending Harperly Hall to complete a

two-week Development Course. Beyond this,

further specialist training is delivered within spe-

cific courses (i.e., fire investigation, crime scene

management), and continuing CSI development

is underpinned by the provision of Refresher

Courses, designed to be attended by operational

CSIs every 5 years. Scenes of Crime (SoC) train-

ing is competency based, with a framework of

skills demonstrated in class and their successful

use being evidenced on return to operational duty

in force. These competencies are coordinated

through the National Occupational Standards

(NOSs) via Skills for Justice [3], and their suc-

cessful implementation within the workplace

forms the basis of a CSI’s annual Performance

Development Review with their line manager.

As a consequence of this centralised structure,

which has been challenged in recent years by the

issue of lessening training budgets, a generally

standardised approach to major scenes can be

expected, implemented by the Crime Scene Man-

ager (CSM) or Bomb Scene Manager (BSM)

depending on the nature of the scene.

The confirmation of suspected scenes of

major crime, in which post-blast scenes might

be considered, will initially be the responsibility

of uniformed police response teams, who in rela-

tion to this role are referred to as the first officers

attending (FOA). The role of the FOA entails not

only the confirmation of the suspected major

offence but also the initial identification of obvi-

ous foci of forensic attention (the presence of a

body or weapon, for example), the administering

of emergency first aid, the identification of obvi-

ous risks to health and safety and the recording of

details relating to witnesses still present at the

scene. The fulfilment of these duties should ide-

ally be completed in a non-invasive manner that

does not jeopardise the forensic potential offered

by the scene,2 but clearly in relation to any wide-

ranging disruption such as the aftermath of a

blast, this would be an impossible task, and ini-

tial disturbance of elements of the scene is an

inescapable fact. Any intervention an FOA is

forced to undertake in the commission of their

duties (such as forcing a door to reach the body of

a victim thought to still be alive) should be

recorded in detail and that record be made avail-

able to the incident room at the earliest opportu-

nity. In the example of a blast scene of

magnitude, this is likely to comprise the actions

of numerous first responders including police,

ambulance and fire and rescue assets, and the

recording synthesis and reconstruction of the

timings and position of their initial actions is

an important and time-consuming duty for

investigating officers.

Initial attendance at the major scene and

ongoing examination would generally be

completed by CSIs. Any CSIs deployed to a

major scene would be managed directly by a

CSM or BSM who has a responsibility to ensure

that a forensic strategy is complied with, and that

findings from the crime scene are communicated

back to the Incident Room (See Fig. 7.1). Whilst

the CSM is deployed to the scene with CSIs, the

Crime Scene Coordinator3 has overall responsi-

bility for deploying staff to scenes4, coordinates

the examination strategies of numerous CSMs

and ensures integration between the forensic

strategy and the overall investigation directed

by the Senior Investigating Officer (SIO).

2 The preservation of life is recognised as the one FOA

responsibility that takes precedence over scene

preservation.
3 It is routine for a major crime to feature more than one

crime scene. A murder might entail the examination of a

body deposition site, a separate kill site, a victim, numer-

ous suspects and their associated addresses and vehicles.

Whilst only the more complex of these scenes might

require a CSM, best practice dictates that separate staff

should be used for separate but linked scenes wherever

possible.
4 The role of CSC might be filled by any suitably trained

individual within the Scientific Support Department, from

Senior CSI to Head of Scenes of Crime, depending on the

size of the police force, the complexity of the forensic

investigation and the wider public impact of the offence.
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Because of the close relationship between the

SIO and CSC, there is an expectation that crime

scene coordination should be managed from the

Incident Room. As such there is generally no

requirement for CSCs to deploy to crime scenes,

as this would compromise their pivotal manage-

ment role.

Whilst the methods of scene examination can

be adapted depending on the requirements of the

investigation, the general commanding concept is

that of unrepeatability; a crime scene can be

revisited, but it can be examined in its entirety

only once, hence there is a duty on the CSM or

CSI to ensure the capture of optimum forensic

evidence from the scene. The notion of ‘optimum’

rather than ‘maximum’ is crucial; any one scene

examined in its entirety to the smallest degree

might contain hundreds of items suitable for

some form of recovery or analysis, which in turn

might generate thousands, if not tens of thousands

of fragments of forensic data (trace evidence,

fingerprints, partial DNA profiles for instance).

Consequently whilst it is important that a forensic

examination maintains a degree of independence

from the investigation, it must remain driven by an

investigative strategy if it is to retain any form a

focus that can bring meaning to the results of

forensic examination. The gathering of data at

the scene informed by initial briefings should

result in the passage of that data back up the

chain of strategic command to the CSC, who is

best placed to interpret meaning behind the

findings of a number of different scenes.

The concept of unrepeatability of examination

and the requirement to optimise evidence

gathering puts great emphasis on the sequence

of examination. Generally speaking, whatever

techniques of examination are required at a

scene, they are undertaken in a sequence that

begins with the least invasive and ends with the

most disturbing or potentially destructive.

All major scenes are likely to see some

adaptations from the general approach that form

part of the written forensic strategy; such

adaptations might be required by limitations of

access to a scene (i.e., a body lying in a doorway

to an otherwise inaccessible room), or environ-

mental variations (i.e., impending rain forcing

the prioritisation of the examination of the exte-

rior of a property. Blast scenes are more likely

than other major scenes to see the need to adapt

an otherwise standard approach; initial scene and

safety assessments must include a consideration

of potential threats such as the presence of sec-

ondary devices and CBRN materials, or the risks

associated with extensive structural damage to

buildings – all of which can cause considerable

delay to the forensic examination commencing.
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Whilst perimeters need to be established for

all crime scenes, control of access through exten-

sive double cordons is frequently required for

post-blast scenes together with large numbers of

scene guards, and these might be located within

highly populated urban areas with people’s

residences located within the cordoned area.

The inner cordon encompasses the explosion

area and has a radius of approximately one and

a half times the distance from the explosion seat

or centre to the furthest identifiable piece of

evidence; only the BSM and their team can

enter the inner cordoned area until the examina-

tion and evidence retrieval is complete. The outer

cordon marks a perimeter which ensures public

safety whilst preventing those who are not

associated with the investigation from observing

the examinations too closely, overhearing

conversations pertinent to it or disturbing the

scene; it also provides a safe working area within

which members of the police and other emer-

gency services can operate [4].

The dispersal of debris over a wide area will

lead to complexes of material preserving multi-

ple instances of forensic opportunities that would

require the imposing of a sequence. Explosives

officers from the 11th Ordnance Disposal Regi-

ment (EOD) are often present to assist the BSM

by providing invaluable advice regarding the

cordoning and scene safety.

Just as ‘standard’ major scenes require the

identification of a range of key scenes,5 post-

blast examination has similar specific challenges.

The identification of the focus of the blast is

crucial for both the sampling of material that

might retain chemical traces of the explosive

used [5, 6], but also to facilitate a reconstruction

of material that might relate directly to the place-

ment of a device. In terms of reconstructing

events around the blast, the Bomb Scene Man-

ager must consider a strategy of examination that

seeks to identify material traces that assist in

building a picture of events that extends prior to

the placement of a device, the complex of activ-

ity around the blast itself, and the events that

follow a blast which might disturb, subvert or

modify conclusions built up around the nature

of the event. The construction of a detailed map

of initial evidential finds, surrounding vehicles,

buildings and locations of bodies in relation to

the central blast area can aid in the development

of such a strategy.

Activities and events that predate the blast

event itself are likely to include relatively simple

considerations, such as the position and fabrics of

fixings within the blast scene and a reconstruc-

tion of associated building layouts. Such

‘backdrops’ are essential for tying in events

with recovered CCTV and recorded witness

statements. In this manner, forensic traces

might be utilised in order to confirm the intelli-

gence offered by such sources.

The events immediately surrounding the blast

are likely to include the placement of vehicles

and moveable items around the scene, and the

movement of people directly affected. The pat-

terning of fatalities and types of injuries

associated with these individuals are likely to

assist in understanding the placement, size and

nature of the blast, in addition to the dispersal of

any associated debris. Additionally, the search

of debris directly associated with the centre

of the blast may reveal components of the device

(timers, switches and batteries) that both

assist with understanding the nature of operation

(and hence potentially providing intelligence

regarding the technical capability of the maker

of the device), as well as providing forensic

opportunities related directly to the identification

of the makers or placers of a device.

The activities that follow a blast are almost

certain to include the action of first responders

discussed above, and the associated evacuation of

casualties or the movement of walking wounded.

The disturbance of debris associated with their

activities might result in the contamination of

items later found to be of forensic importance.

One of the key challenges that faces the BSM

is that nature of identifying exhibits that might

prove to be of significance, forensic or otherwise,

amongst a vast quantity of scattered and

5 In a standard murder investigation, the range of scenes to

be identified might include a body deposition site, an

attack site, offenders’ and victims’ home addresses and

vehicles used as transport.
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disordered debris. The standard means by which

this is dealt with is by the zoning of the scene,

and the grouping of debris collected by zone, to

enable the rapid clearance of material, while still

being able to trace an item back to a generalised

location. Whilst zoning depends on the scene

geography and the extent of debris field, this

long-standing technique can now be

supplemented with three-dimensional scanning

techniques that assist in the reconstruction of

scenes and the more specific location of items

within zones. Liaison with the Forensic

Explosives Laboratory, and if deemed necessary

then the attendance of the scientists themselves at

the scene, can also benefit the decision making

process regarding evidence location, retrieval or

best practice.

The identification of potential evidence items

requires a teamwork approach and is initiated

with a walk through of the scene, during which

time, as is the case for other crime scenes, evi-

dence marking, photography and recording are

constant tasks. Each evidence item is collected

into an appropriate sterile container (e.g., metal

cans, glass containers, or paper, nylon or Tyvek

bags) upon which details including a description

of the item, its location, the date, time and name

of the individual collecting it are recorded in

order to originate the chain of custody. During

post-blast investigation, upon ‘clearing’ a zone,

all debris and loose material is then swept and

either sieved at the scene or placed into bags or

containers for further examination in the labora-

tory; the purpose of collecting such material

being to single out component pieces of the

device; a combination of coarse and fine mesh

sieving can reveal very small components such

as metal fragments of a device, detonator caps or

wires [7].

The meticulous examination of the bomb cen-

tre or seat area is usually one of the most pains-

taking tasks, requiring swabbing of the area for

trace explosive residues, measurement of crater

dimensions, the removal of loose debris (which is

treated as a single evidence exhibit), and further

excavation of the crater with the use of digging

tools in order to locate any embedded components

of the device.

In addition to searches of the ground and

the crater region, if one is obviously present,

the examination of any secondary craters in the

vicinity (formed by the penetration of a nearby

structure, such as a wall or ceiling, by blast forces

or fragments of the explosive device) can also be

forensically lucrative. Furthermore, items in the

vicinity of the central explosion area which are

positioned perpendicular to the ground – such as

signposts, the walls of buildings or nearby car

doors if outside; or furniture or walls if indoors –

may harbour pertinent forensic evidence (e.g.,

trace explosive residues) whether they exhibit

signs of blast damage or not. Fragmented

remains of a device and explosive residues can

also become embedded within skin and tissue;

intended and unintended victims of the incident

are therefore also sources of evidence. The BSM

must ensure that if casualties are involved, then

investigating personnel are dispatched to

hospitals to recover any evidence either with

emergency room staff or pathologists.

There is an implicit challenge for the Bomb

Scene Manager and investigating police in the

recognition of important intelligence gathered

from blast scenes. This recognition touches on

the conflation that persists between concepts of

forensic intelligence and evidence, and the ten-

dency to regard only certain specific forensic

evidence types as being suitable providers of

intelligence (most specifically PACE DNA

samples; [8]). By contrast, the experience of the

security services and military over many years of

gathering weapons intelligence from Improvised

Explosive Devices (IEDs) is that devices and

their placement locations represent rich loci of

potential intelligence. Whereas some complex

enquiries that might be led in some part by

forensic intelligence in its broadest sense can

be hamstrung by a syndrome of tunnel vision

that directly equates the term ‘intelligence’ with

biometric identification (an equation shared

somewhat by military application of forensic

exploitation), blast scene examination tends to

benefit from a wider consideration of the value

of associated intelligence.

Alongside the role of developing and deliver-

ing strategies to conduct a full methodological
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forensic examination, it is the responsibility of

the BSM to ensure the welfare and safety of the

forensic team. All must be suitably equipped

with the appropriate materials to do their job

effectively, be supplied with sufficient food,

drink and breaks during lengthy investigations

and the required personal protective equipment,

which during a post-blast investigation can

include hard-hats to protect from falling debris

(particularly glass when challenged with scenes

in a built up city) and face masks to protect from

noxious gases and dust which may be present in

confined areas. It is also up to the BSM to con-

sider the use of devices such as tents or screens

which can be used to guard the examinations

from prevailing weather conditions or to provide

some privacy to the investigators, as well as to

determine if and when it may be necessary to halt

the investigations due to poor lighting for exam-

ple (the use of flood lights can cause evidence to

remain ‘hidden in shadows’ and it may not best

to work through nights – this is often a judgement

call which is made by the BSM).

One role of particular importance for the BSM

is to maintain consultation and liaison with rele-

vant parties throughout the investigation. If there

are disruptions to the investigation, zone clear-

ance can take many days, and throughout this

time it is the duty of the BSM to regularly update

the SIO as well as facilitate contact with the

media in order to ensure the community and

other interested agencies remain suitably

informed about progress. The estimated length

scale of the investigation and extent of damage

needs to be communicated to the appropriate

officers in order to keep the local community

appropriately informed as well as to consider

potential modes of further disruption – for exam-

ple to that of public transport (such as the closure

of nearby train stations), in which case the BSM

would need to liaise directly with the British

Transport Police. It is after all the one of the

main objectives of the BSM – to facilitate recov-

ery of evidence and return the scene to the

public domain as soon as possible. Further to

co-investigative personnel, the media must also

be consulted and updated; the BSM has to man-

age the media, and work together with them in

order to deliver public appeals and allow them to

access vantage points from which they can

record or photograph the scene.

As with any major crime scene, no bomb

scene is the same as another, each varying sub-

stantially in size and impact. The roles, responsi-

bilities and considerations outlined above are

relevant to all scenes but investigative tactics in

particular will vary depending on the unique set

of challenges each post–blast scene presents to

the personnel who attends, be they FAOs, BSMs,

SIOs, emergency services or the forensic

investigators. Moreover, that summarised above

is predominantly applicable to civilian scenarios

which are only time-gated by the pressure of

closure of urban areas; for example, post-blast

investigation in military contexts varies not only

in the limited time allowed for the investigations

but the potential lack of resources available as

well as the demanding environment which needs

to be worked in. In such circumstances, it is the

vital basics of safety first and ‘get what you can’

which may have to make do.

Specialist systems of operation, and skillsets

of specialist personnel, assist in distinguishing

bomb and blast scenes from other major

incidents. Despite this, the fundamental reliance

on the core skills of scene examination are

clearly present throughout the investigation pro-

cess and the mindset of those involved. Combin-

ing incident and clinical data is crucial to

forensic biomechanics in order to understand

the pathophysiology of injuries.
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8.1 Introduction

In the civilian environment in the United King-

dom the forensic investigation of a suicide bomb-

ing is carried out by a dedicated counter

terrorism team with a view to determining iden-

tity of victims and participants, clarifying the

cause of death and collecting evidence to support

the coroner’s enquiry and any potential criminal

prosecutions.

It is carried out with the aim of collecting and

preserving all relevant data on the explosive

device and securing and recording the recovery

of exhibits which will assist with the identifica-

tion process and broader investigation (see

Chap. 7).

It is recognised that a more detailed forensic

capture is required to accurately reconstruct the

events in detail and to elicit information to under-

stand mechanisms of injury seen following a

blast event (see Chap. 2). For the latter to take

place it requires a diverse group of experts to

work in close collaboration to ensure accuracy

and coherence of the police evidential capture

and then subject it to extensive analysis and

application to understand these dynamic and var-

iable events.

Suicide bombings significantly challenge the

emergency response and healthcare systems. The

emergency service rescue and recovery teams

working alongside medical teams play a key

role in the immediate aftermath of an explosive

blast and these teams require an understanding of

the complexities of blast injuries, how they pres-

ent and how they are managed from the scene to

trauma centre and onwards.

On July 7th 2005 four suicide bombers

detonated improvised high explosive devices in

a coordinated attack on three underground trains

and a double decker bus in Central London.

The Metropolitan Police response to the 7/7

bombings was codenamed “Operation Theseus”

and was by far the largest terrorism related inves-

tigation ever undertaken in the United Kingdom.

The victims were treated at various London

hospitals; more than half were treated at the

Royal London Hospital, a busy Major Trauma

Centre in East London.

A total of 775 people at the four extended

scenes reported injuries out of whom 24 were

critically injured and there were 52 fatalities. It

was the largest mass casualty on the UK main-

land since the Second World War.

The Resilience Mortuary, a temporary, porta-

ble self-contained structure, was set up to receive
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the bodies of the fatalities, body parts from the

scenes and hospitals and personal possessions of

those present. A team of pathologists and mortu-

ary staff assisted by police forensic teams carried

out postmortem examination and appropriate

investigations.

The damage to the human body sustained

from these types of bombings presents with

unique patterns of injuries not seen in other

forms of trauma. These characteristic injury

patterns are well documented in the literature

[1, 2], (see Chap. 6, Sect. 6.2.1) however each

bombing incident is highly variable in terms of

scene location, crowd density, explosive

characteristics and the surrounding environment.

As a result there is a variation in the morbidity

and mortality observed with each incident.

In the aftermath of the London 7/7 suicide

bombings the authors carried out a forensic inves-

tigation of the bombings at each of the scenes

using a multiagency approach. The aim was to

analyse the injury patterns and mechanisms with

respect to the position and orientation of the

victims on the carriages and the bus in relation

to the bombers and the devices. The data captured

was primarily injury to, and disruption of, the

bodies of victims present but also included dam-

age to the vehicles and the surrounding environ-

ment, fragments, residue and constituent parts of

the bombing devices and forensic and hospital

data. The detailed reconstruction of these dynamic

events contribute to understanding the blast

injuries and follows a similar approach to that

espoused in Chap. 2.

Injuries caused by explosive devices depends

on the types of explosives used, the addition of

primary fragments, chemical, biological, radio-

logical or nuclear (CRBN) agents, the position

and orientation of the device, and the environ-

ment and proximity of the victims relative to the

device and surrounding structures.

We present collated data from the four affected

blast scenes which include position of the victims

and bombers, mechanism and patterns of injury

and the influence of crowd density and surrounding

structures on morbidity and mortality.

The unique patterns of injuries sustained

include penetrating injuries from human

projectiles in the form of human bone fragments,

traumatic limb amputations, tympanic membrane

rupture and burn injuries. We describe tech-

niques used to identify victims’ positions prior

to the explosion, describe severity of injury in

terms of injury severity scores (ISS) and assess

post-blast body and body part distribution. This

approach may be useful in future emergency

planning and resource allocation in any country

subject to terrorist bombing attacks on civilian

and military populations.

The collection of these datasets can also have

future application in the validation of

computerised human injury predictor tools [3]

(see Chap. 9, Sect. iii-1.2.2).

8.2 Methodology

This study was carried out by a multi-agency

team including scientists from the UK Defence

Science and Technology Laboratory (Dstl),

Porton Down. The information was gathered

from a combination of police witness statements,

hospital records and forensic data. The latter

included scene and post-mortem photography,

laser scanning and digital imaging which were

all utilised to capture injuries sustained, post

blast positioning, body part distribution and dam-

age to the trains, tunnels and the bus.

Body parts found inside and outside the

carriages and those recovered from survivors

were subject to DNA and forensic analysis as part

of the reconciliation process (the consolidation of

data and final identification) and their positions

were plotted onto maps of the involved carriages

and the area within the tunnels where material had

exited the car. This exercise allowed an understand-

ing of the blast energy on particular individuals as

all body parts with a 2D surface area greater than

4 cm2 were identified back to source.

The injury severity score (ISS) was calculated

for all survivors and victims. ISS is an anatomical

scoring system that provides an overall score for

patients with multiple injuries. Each injury is

assigned an Abbreviated Injury Scale score

(see Chap. 20) and is allocated to one of six

anatomical body regions: head, neck and spine,
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thorax, abdomen and upper and lower extremities.

These injuries were further sub-divided according

to the standard blast injury classification system

and specific anatomical injuries further analysed.

It became evident that the position, orientation

and proximity of the survivors relative to the

devices, the crowd density, the surrounding

structures and positioning of other people deter-

mined the injuries and survivability. The tunnels

in which the bombs were detonated also had a

bearing on the complexity of the blast wave and

hence the severity of the injuries.

The collated data was utilised in a Dstl study

to validate the human injury predictor tool (HIP),

a computer model which is utilised to predict

type and severity of injuries in diverse blast

scenarios [3]. This is described in detail in

Chap. 9, Sect. iii.

The position, distance from the device and

orientation of each of the victims on the carriages

whether seated or standing was determined using

detailed analysis of their injuries, information

from police witness statements and forensic data.

The positional analysis of the bombers was

carried out by a forensic anthropologist using radio-

graphic and photographic survey of the disrupted

body parts. This examination helped reconstruct

their positions relative to the devices. The injuries

sustained by the bombers were modelled in relation

to their position at the point of detonation.

Plotting the individual positions required

numerous models and alterations to accurately

identify their locations and orientation. These

models included computer generated imaging

(CGI) and hydrocode modelling techniques of

each scenario. Hydrocode modelling is a computa-

tional tool employed to recreate the blast wave

based on the data from the post blast positional

and body part analysis (see Chap. 17, Sect. 4.2).

The position of the bombers and the environment at

time of detonation determined the direction of the

blast wave and also its complex characteristics.

8.2.1 Stages of Positional Analysis

The methodology for positional analysis was

performed in several stages, using all the

available information and plotted as accurately

as possible onto scene maps [4].

8.2.1.1 Stage 1
Stage 1 was a positional analysis based on witness

statements collated by the Metropolitan Police.

Every person in the bomb carriage or the bus,

or who had sustained any injury or was in close

proximity to the bomb carriage were subject to

interview by the Metropolitan Police Anti Ter-

rorist Branch enquiry team and gave a detailed

account of their movements on the day, position

at time of detonation, positions of others they

could describe or identify and details of their

evacuation. Any injuries and subsequent treat-

ment were logged and, where required, medical

notes were obtained to ensure accuracy of per-

sonal testimony.

It was found that these accounts could not be

relied upon as people are not particularly spa-

tially aware on public transport, they do not

particularly know which carriage they enter or

which seat or standing position they occupy and

this is then coupled with the shock and trauma of

being involved in an explosion. There were many

instances of personal testimonies contradicting

others as to positions of themselves and other

people.

8.2.1.2 Stage 2
Stage 2 was an examination of injuries sustained

in survivors treated and was based on

clinical data.

The survivability and injury patterns in

victims were largely dependent on their position

in the involved carriage and the unique injury

patterns sustained.

8.2.1.3 Stage 3
Stage 3 was positional analysis based on witness

statement, ISS, digital images of victims with the

injuries and damage to the structures.

A combination of environmental factors in the

immediate vicinity of the blast, the victims’ and

bombers’ positions and analysis of specific

patterns of damage and injury from digital imag-

ery were used to contextualise the positional

data. This enabled the authors to study the physical
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aspects of the blast wave, how this was affected by

intervening objects and victims, the structural

components of the carriage and the resultant struc-

tural distortions and damage, particularly regard-

ing reflection and venting of blast wave through

windows, doors and on the bus through the roof.

The victims’ positions were also determined

using digital images of the survivors and

fatalities and how the blast energy interacted

with them relative to other factors. These images

were enlarged and positioned on a makeshift

carriage. The nature of injuries was dependant

on the proximity to the device, the position of the

bomber and any shielding or energy reflection

that took place.

8.2.1.4 Stage 4
Stage 4 was a positional analysis of the bombing

device and its composition and a positional anal-

ysis of the bombers.

The positional analysis of the bombers was

carried out following reconstruction of completely

disrupted body parts by a forensic anthropologist

using radiographic and photographic survey of the

remains. The fragments identified were matched

to the DNA profile of the bombers and reconciled

with their main body parts.

This examination helped reconstruct the

remains of the four bombers and identify the

injuries they sustained. The main objective was

to investigate the circumstances surrounding the

detonation of the explosive device and position

of the bombers relative to the devices.

The pre blast positions of the bombers were

modelled in relation to the point of detonation

which then helped to determine the blast wave

characteristics in the computer models. The

inference from the patterns of injury was that

the bombs were floor based.

8.2.1.5 Stage 5
Stage 5 was an analysis of the final positions

combining all the above parameters.

The victims were plotted into their final

positions using the following:

(i) Injury Severity Score,

(ii) analysis of actual injuries sustained,

(iii) distance from the device,

(iv) position of the bombers,

(v) nature of the complex blast waves,

(vi) interaction with confined train

environment,

(vii) damage to carriages,

(viii) damage to tunnels, and

(ix) body and body part mapping.

Forensic analysis of the residual parts of the

explosive devices used suggest a similar con-

struction and content at all four scenes and it is

believed that they were all manufactured and

assembled simultaneously.

The bombing device was reconstructed by the

Metropolitan Police and was estimated to be

1–1.5 kg TNT equivalent. It was composed of

black pepper and hydrogen peroxide and did not

have any primary fragments, in the form of nails

or bolts.

The devices were contained in rucksacks and

consisted of 6.25 l standard plastic food

containers which held the explosive mixture

and detonator. This was activated by completing

an electrical circuit to the detonator via wires

through the lid to a 9 V battery snap connector

which was accessed by opening the top of the

rucksack. A light bulb with the glass breached,

exposing the filament sat within the detonator.

Bringing the snap connector terminals in contact

with a 9 V battery’s terminals was sufficient to

complete the circuit. The explosive fuel was

ground black pepper and hydrogen peroxide mix.

The detonator was a cardboard tube containing

approximately 8–12 g of HMTD (Hexamethyle-

netriperoxidediamine, N (CH2-O-O-CH2)3N).

This high order explosive is extremely volatile,

sensitive to friction, light, metal and exposure to

heat. The heat from the exposed filament of the

light bulb in close proximity to the HMTD was

sufficient to fire the detonator.

8.3 Results

The detonation of an explosive device results in

the release of energy causing a sudden rise in

pressure above atmospheric resulting, in the
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open field, in an idealised blast overpressure

wave form [5]. In an enclosed space, this results

in a complex blast wave form (see Chap. 1,

Sect. 1.6) as a result of reflection from solid

structures (Fig. 8.1).

This complex blast wave reflects throughout

the enclosed space and results in damage to the

carriages and the bus; its complexity and duration

are very much dependent on the surrounding

structures and the crowd density. On the carriage

at Aldgate which was in a double tunnel, some of

the blast energy dissipated through the roof of the

carriage where it was blown outward. The damage

to the carriage at King’s Cross was different. The

train was in a single tight tunnel which did not

allow the blast wave to dissipate but was signifi-

cantly confined and this was a major contributing

factor in the different injury patterns that were

encountered at this scene.

The crowd density was also a significant fac-

tor as crowds absorb blast waves. On the carriage

at Aldgate and Edgware Road there were two

people per square metre spread out sitting and

standing throughout the carriages but at King’s

Cross there were five people per square metre

most standing tightly packed around the bomber,

which had implications on the figures for mortal-

ity and morbidity.

The positions and orientation of the victims

on the involved carriages and on the bus and their

relative distance in metres from the bombing

device was determined. The Injury Severity

Score (ISS) determined casualty triage status

and was designated T1–T4:

T1 (ISS of 18-49),

T2 (ISS of 10-17),

T3 (ISS of 1-9), and

T4 (ISS of 50-74).

The types of injuries sustained by the

survivors and fatalities were documented in

terms of the anatomical regions involved.

8.3.1 Mortality in the Involved
Carriages and the Bus
at Each Scene

At Aldgate there were 43 people on the carriage

and 8 fatalities, at Edgware Road 37 with
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Fig. 8.1 The resultant (complex) waveform of a blast in an enclosed space due to reflection from solid structures
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7 fatalities. At Kings Cross there were 82 people

within the blast affected area with 27 fatalities

and on the bus there were 75 present with

14 fatalities.

8.3.2 Results of Positional Analysis
at All Scenes

Figure 8.2 shows a comprehensive positional

analysis of all four bombing scenes. It depicts

the uninjured (grey), injured (green) and severely

injured (yellow) survivors and the deceased (red)

and their ISS score.

8.3.3 Triage

The triage designations used were the universal

indicators of combined injury severity score cal-

culated for each victim at each scene. The major-

ity of victims in the involved carriages were in

the T3 (ISS 1-9) category and thus the walking

wounded. There were 24 people triaged as T1

Fig. 8.2 (continued)
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and T2 and of these 3 died in hospital. The

critical mortality was 12.5 %. In total, 56 people

including the four bombers died. The injury

severity score for the three patients who died in

hospital was 41, 25 and 50.

8.3.4 Patterns of Injuries Sustained

The injuries sustained by victims were analysed for

those on the involved carriages and on the bus only.

There were a total of 148 people who sustained

injuries and of these; the majority (125 people)

were the walking wounded (Table 8.1).

Figure 8.3 shows the most frequent types of

anatomical body parts injured. There is signifi-

cant overlap among the groups as many of the

patients had more than one injury. The most

frequent injury was tympanic membrane

perforations, with traumatic amputations of the

lower limb. Wound debridement was the most

common operative procedure.

Fig. 8.2 Position of victims on the carriages and the bus
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Table 8.1 Frequency of most common injuries

Overall injured

Critically

injured

Aldgate

east

Edgware

road

King’s cross

St

Carriages

Total Bus

Head injuries

Fractured skull (brain

exposed)

1

Fractured maxilla/mandible 1 1 2 2 1

Disrupted brain tissue 3 3 3

Intracranial bleeds 1 1 2

Descalping/Laceration 11 10 14 35 14 11

Tympanic membrane rupture 12 15 17 44 21 11

Deep thermal burns 2 6 2 10 1

Eviscerated eye 1 1 1

Foreign body-eye 3 2 5 1 3

Orbital injury 2 1 3 1 4

Bruising 1 1

Neck & Spine

Excessive mobility/fractured

spine 2 2 2 3

Paravertebral haematoma 2 2 1

Deep thermal burns 1 1

Foreign body-neck 2 2

Laceration 1 1 2

Thorax

Excessive Bruising 1 1

Penetrating foreign body 2 1 3

Lacerations 2 1 1 4 1 1

Haemothorax/pneumothorax 2 1 1 4 8

Lung contusions 3 3 6 5

Fractured/Disrupted ribs 1 1 2 4 1 5

Deep Thermal burns 1 1

Inhalation injury 4 1 1 6 4

Abdomen

Penetrating foreign body 1 1

Laceration 1 1

Thermal burns 1

Splenic Rupture 2 2

Renal injury 1

Upper extremities

Fractured upper/forearm 1 1 3

Disruption at shoulder/

elbow/wrist

1

Hand injury 6 2 6 14 7 7

Penetrating human foreign

body

1 1 1

Penetrating metallic/

glass foreign body

3 1 4 1

Traumatic amputation 1 1 1 1

Laceration 3 2 2 7 7 2

Degloving 2

Deep thermal burn 3 6 4 13 2

(continued)
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8.3.5 Results of Positional Analysis
of the Bombers

At Aldgate and Edgware Road the bombers

detonated their devices by hand whilst bending

over the rucksacks. Their bodies were severely

disrupted with body parts spread throughout the

two scenes. At Kings Cross due to the dense

crowds it was not possible to ascertain this

position. It is likely the bomber squatted down

keeping his torso vertical with his head slightly

forward and above the open rucksack, with his

knees either over the top or either side of the

device. This position explains the injuries

sustained; all four limbs were severely disrupted

as was the front of the head but the torso was

substantially intact. At Tavistock Square it is

believed that the bomber had his device at his

Table 8.1 (continued)

Lower extremities

Fractured Tibia/Fibular/Femur 2 2 4 1 4

Foot injury 2 2 2 6 1 3

Disrupted/Fractured Pelvis 1 1

Penetrating human foreign

bodies

1 1 2

Penetrating metallic foreign

body

1 2 2 5 3 4

Traumatic amputation 3 3 4 10 1 10

Lacerations 7 4 6 17 23 5

Degloving 1 1 2 2 1

Deep thermal burns 4 1 3 8 5

External

Peppering 1

Bruising 1 2 3 13

Total victims 40 30 41 111 22

0
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Fig. 8.3 Frequency of most common injuries at all sites
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feet or on his lap at time of detonation and this

resulted in severe disruption to the

bomber’s body.

8.3.6 Aldgate

Results showed a 48 % prevalence of tympanic

membrane rupture in survivors up to 8 m away

from the blast. Fragmentation and burns were

seen in those up to 6 m away, whilst abdominal

injuries were seen in those up to 3 m away and

traumatic amputations in those 1.9 m from the

device. We are unable to comment on blast lung

as documentation in the records was very poor

and it was often described as inhalational injury.

8.3.7 Edgware Road

The types of injuries sustained at this blast site were

similar to those seen at Aldgate. This was most

likely due to similar surrounding characteristics

and crowd density. Up to a 10 m radius, most

survivors had tympanic membrane rupture and

injuries from secondary fragments. Radiant burns

occurredup to8mfromthedeviceand full thickness

burns were seen in those who were within the fire-

ball. Traumatic amputation and abdominal injuries

occurred within a 2 m radius from the device.

8.3.8 King’s Cross

At King’s Cross, injuries occurred over a much

shorter distance (5 m). This was due to increased

crowd density at this scene, with those closest to the

device absorbing most of the blast wave. Most

fatalities occurred within a 1 m radius due to an

engulfing fireball resulting in thermal burns at tem-

perature up to 2000 �Caswell as fromother primary

blast injuries. Traumatic amputation occurred

within a 1.7 m radius as the blast wave from the

floor based device swept through a sea of legs.

8.3.9 Tavistock Square

The types of injuries sustained were complicated

by the dynamic collapse of the upper deck onto

passengers on the lower deck. As a result there

were two clear injury groups at that scene, those

who sustained injuries as a direct result of the blast

on the upper deck where the device was detonated

and those on the lower deck who suffered predomi-

nantly crush injuries, previously defined as tertiary

blast (see Chap. 6). Tympanic membrane rupture

occurred up to 7.6 m from the device. Serious

head injuries occurred up to a distance of 3 m,

but these were mostly probably as a result of

crush injuries on the lower deck, and on the

upper deck as a direct result of being subjected to

the blast energy.

8.3.10 Traumatic Limb Amputations
in Survivors and Fatalities

Eleven survivors and 36 fatalities sustained

lower limb amputations, and 14 fatalities

sustained upper limb amputation and with only

one person surviving an upper limb amputation.

8.3.11 Patterns of Burn Injury
in Survivors and Fatalities

Twenty-one survivors sustained burn injuries;

the victims were within 2–8 m from the device

with injury severity scores of 1–35. The burns

were less than 20 % total body surface area and

were radiant burns, superficial to partial dermal

and healed within days. The fatalities who

sustained burns were those within the fireball

and were between 20 and 80 % total body surface

area (Fig. 8.4). The burns at Kings Cross scene

occurred within a distance of 1 m and those at

Aldgate and Edgware Road were within 3.6 m

and 3.8 m respectively.
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8.4 Discussion

Terrorist bombings are a constant threat world-

wide and the injuries they cause present with

unique triage, diagnostic and management

challenges. These incidents occur indiscrimi-

nately and many factors contribute to the types

of injuries seen. The environment of the bombing

scene is an important determining factor in the

mortality and severity of injuries [6]. The

enclosed surroundings of the London under-

ground system and the semi enclosed London

double decker bus and their structural

components contributed to injury patterns.

These environmental factors contributed further

to the complexity of the blast wave resulting in

unique injury patterns and hence specific mecha-

nism for types of injuries seen and previously

only studied experimentally [7]. Injury

mechanisms and their classification are impor-

tant in understanding survivability and in the

future mitigation against them.

Mass casualty events, by definition, will over-

whelm the emergency medical response system

and the resultant accompanying chaos is not an

optimum environment for non-pre-planned

recording of accurate data. Data capture in any

terrorist incident is key to accurate prospective

analysis of injuries, triage and injury mechanism.

The explosions in the tavern in the Town public

house and in the Mulberry Bush public house in

Birmingham 21/11/1974 were studied with

respect to position of each person within the

two bars at the time of explosion and hence to

severity of the injuries sustained. The positional

analysis of the victims together with the severity

of the injuries sustained were crucial to under-

standing survivability [8].

The 7/7 forensic investigation enabled us to

accurately piece together the events of the

London bombings retrospectively. The posi-

tional analysis of victims and their ISS was the

key to determining triage, injury patterns and

mechanisms.

The biological response to a shock wave

resulting from an improvised high explosive is

dependent on peak over pressure and its duration.

Bowen et al. [9] carried out studies on the

predicted survival curves for a 70 kg man when

the long axis of the body is perpendicular to the

direction of propagation of the blast wave. Many

factors influence morbidity and mortality suf-

fered by victims. This includes the orientation

and the position of the victim relative to a

reflecting surface which will significantly affect

susceptibility to the incident pressure wave.

The overpressure we calculated in the

enclosed train carriages in the underground sys-

tem following an explosive was a complex pres-

sure wave due to the confinement of the blast

wave and its multiple reflections off the ceiling,

Percentage
Burns (%) Aldgate Edgware Kings Cross

Tavistock
Square

<20% 3 2 2 13

21–40% 2 1 2 0

41–60% 2 2 2 1

61–80% 0 0 2 0

>80% 0 2 18 1

Fig. 8.4 Percentage

of burn distribution

in fatalities
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other people, glazing, windows and doors. Its

intensity is dependent on the volume of the

underground space, the degree of venting

through doors and windows (different in a single

bore tunnel as compared to a double cut and

cover tunnel). Additionally, the degradation of

the overpressure is inversely related to the cube

of the time from detonation and thus the distance

from source - the proximity to the device -

determines the traumatic amputations and body

disruptions.

The majority of severe injuries such as trau-

matic amputations and severe burns occurred in

the enclosed environment as opposed to the semi

enclosed environment of the bus. In both the bus

and the carriages the incidence of penetrating

injuries was similar revealing that this was a

feature of an explosive event which was deter-

mined by proximity rather than environmental

design.

The crowd density on the train carriages also

had a significant implication on the types of

injuries sustained. The crowd density on the car-

riage at Aldgate and Edgware Road was similar

(2 people/sq. metre) and injuries occurred at a

greater distance as the blast was able to dissipate

further. The crowd density on the carriage King’s

Cross was 5 people/sq. metre and the bomber had

placed himself in midst of them. These crowds

absorbed the blast and this resulted in increased

mortality and greater numbers of traumatic

amputation in the vicinity of the floor-based

device. The crowd density and the position of

the bomber explains why four times as many

people died at this scene compared to Aldgate

and Edgware Road.

The staged methodology for positional and

injury analysis from these incidents may contrib-

ute to the development of a standard technique

where the captured data may convey information

about the nature and severity of injuries with the

hope that treatment and outcome can be

improved and maximised. The information shar-

ing with the various institutes made a significant

contribution to this process. The additional use of

computer modelling techniques validated the

positional methodology. The triage data and

allocation of injury severity scores was a retro-

spective analysis exercise for the 7/7 events but a

dynamic triage and injury severity exercise,

utilising the lessons from this study, needs to be

applied at the time to any such future events so as

not to overwhelm major trauma centres with the

walking wounded. Victims in the T1 & T2 cate-

gory require careful allocation to major trauma

centres unburdened by those less injured who can

be dispersed to other local facilities.

The main findings of this study in relation to

patterns of injuries include tympanic membrane

rupture, traumatic limb amputations and human

projectile injuries in the survivors. Limb

amputations and burn injuries were studied both

in the survivors and the fatalities. The patterns of

injuries have implications in relation to their

management in mass casualty events.

Tympanic membrane rupture (TMR) tradi-

tionally has been thought to be biomarker of

other blast injuries such as underlying pulmonary

or gastrointestinal primary blast injuries. Recent

research has shown that the prevalence of TMR

far outweighs the prevalence of other primary

blast injuries [10, 11]. The suggestion has been

that patients with isolated TMR can be briefly

monitored and safely discharged. Our study of

the survivors in the train carriages showed a high

prevalence of TMR evenly spread among

survivors across a range of distances from the

blast. This is contrasted to the cluster of survivors

with other primary blast injuries near the detona-

tion. The nature of blasts in an enclosed environ-

ment would have contributed to this distribution

with multiple reflections of blast pressure wave.

TMR is a useful biomarker of potential primary

blast injuries in the open field as it helps to

identify patients with these underlying injuries

requiring immediate management. In the

enclosed environment of a tube carriage it is

likely that some patients presenting with TMR

will have no other injuries as a result of the blast.

Concealed primary blast injury is extremely rare.

The traditional categorisation of blast injuries is

by their pathophysiology, but this does not help

to determine the potential severity of the injury,

the triage or the management strategy. All
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survivors of blast injury require thorough assess-

ment and monitoring to determine specific

injuries [12].

Suicide bomb blasts cause high velocity

human fragmentation projectiles as well as a

spray of blood products creating a risk of blood

borne pathogens such as HIV, Hepatitis B and

C. It is known that some suicide bombers delib-

erately infect themselves to increase the risk of

injuries [13]. We identified 11 cases of victims

exposed to penetrating injuries from foreign

human bony projectiles, and we now have a

protocol for the management of these

injuries [14].

Traumatic lower limb amputations as a result

of explosive blast has previously been synony-

mous with fatal injuries. The literature suggests

that in an open field only 1–2 % of those injured

would survive, however, our findings from the

enclosed environment are that 24.5 % of those

who suffered traumatic amputations survived. In

the unique enclosed environment of the under-

ground systems the channelling and reflections

of blast overpressure can cause none-fatal

amputations of the lower limbs. The pressures

required to cause upper limb amputation are the

same magnitude as those required to cause near

fatal lung injuries. The majority of the victims

with upper limb amputations died: there was only

one survivor [15].

Radiant burns were prevalent in the survivors

and occurred out with the fire ball and affected

those areas not covered with clothing such as the

face, hands, and lower legs. These burns healed

within days. Fire ball burns resulting in full thick-

ness burns occurred in fatalities and the most

severe cases were seen at Kings Cross where the

fatalities were closely packed around the bomber.

These victims also had other primary blast injuries

and the injuries were not survivable [16].

This study has also enabled the validation and

development of the Human Injury Predictor

model (Chap. 9, Sect. iii-1.2.1) to assist in the

target hardening of the structural design of

populated spaces susceptible to terrorist attack.

This, in turn, has developed the strategic and

tactical planning for any possible future events.

In conclusion, the study carried out in the

aftermath of 7/7/05 London bombings has

contributed towards understanding numerous

individual facets of blast injury mechanics.

The application of this new understanding can

equip emergency service responders and medi-

cal teams to more accurately assess survivability

of victims with multiple injuries and thus influ-

ence prioritisation of immediate treatment, evac-

uation and hospital care.
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Modelling the Blast Environment
and Relating this to Clinical Injury:
Experience from the 7/7 Inquest

9

Alan E. Hepper, Dan J. Pope, M. Bishop, Emrys Kirkman,
A. Sedman, Robert J. Russell, Peter F. Mahoney,
and Jon Clasper

9.1 Introduction

On 2nd August 2010, the United Kingdom Sur-

geon General was instructed by Her Majesty’s

Assistant Deputy Coroner for Inner West London

(Rt Hon Lady Justice Hallett DBE) to provide

Expert Witness Reports relating to the terrorist

events of 7 July 2005 on the London Public

Transport Network (see Chap. 8, Sect. ii).

These Reports were required to review the

evidence that had been gathered during the

investigations into the events surrounding the

bombings. Her Majesty’s Coroner asked a series

of specific questions relating to the survivability

and preventability (with respect to the medical

interventions and care) of the deaths of many of

the victims, and these had to be answered on an

individual basis with a review of all of the rele-

vant information. It was appreciated that the

most appropriate and current experience of deal-

ing with personnel injured in this type of event

came from the UK Ministry of Defence Surgeon

General’s Department who are experienced in

dealing with combat-related injuries; particularly

in the context of the current operations. This was

also assisted by the fact that the UK Military

Medical community already had a proven tech-

nique for the regular review of operational mor-

tality and medical response [1, 2].

There had also been concerns about the nature

of the events, criticism about the initial response,

and one review in particular was highly critical

of the communication systems of the emergency

services which led to delays in understanding

what was happening during the first few hours

of the events of 7 July 2005 [3]. Survivors had

also raised concern at the response of the emer-

gency services [4].
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9.2 Approach

In order to answer all of the questions posed by

Her Majesty’s Coroner, a multi-disciplinary team

was essential. This would take expertise from the

Royal Centre for Defence Medicine (RCDM)

and Defence Science and Technology Labora-

tory (Dstl).

Her Majesty’s Coroner was particularly

concerned with the victims who were not killed

immediately by the explosions, but died prior to

reaching hospital. Of interest was what happened

to them: what attention and/or treatment they

received, whether there were any failings in the

way that they were treated, the circumstances of

their eventual death, and whether any failings in

the emergency response contributed to or were

causative of their death.

The decision was made at an early stage that a

single report covering all personnel would be

inappropriate and unique reports for each of the

people in question would be written. There were

two reasons for this:

• The victims were all individuals and should

be regarded on an individual basis.

• The reports may be released to the families of

the deceased and the reports would need to be

redacted to ensure what was released was only

relevant to their relative. There was a risk that

such redactionwould leave the feeling that some

vital information had been removed, and this

would simply amplify any conspiracy theory or

any feeling that the Government (or in particu-

lar, the Ministry of Defence or Ministry of

Justice) wanted to hide something of relevance.

This increased the workload substantially,

resulting in multiple unique reports.

9.2.1 Work Strands

The broad ranging and complex nature of these

questions required a substantial investment of

time to address these questions. A three phase

approach was adopted as the only practical way

to answer the questions within the challenging

timescale (3 months start to delivery). These

three phases were conducted in series; however,

any hypotheses, assumptions or conclusions

from either of the analysis phases were not

allowed to affect or influence the other, in order

to keep all options open.

The first phase required an engineering expert

in blast effects on structures and injury modelling

to review photographs of the damaged carriages

and bus to give a view on the likely physical

effects on people close to the explosions. This

was coupled with a review of the forensic evi-

dence relating to the explosions. This provided

one strand of opinion on the nature of the injuries

(the blast effects and injury mechanism) that was

used in the final comparison.

The second phase was a clinical review of the

evidence by military clinicians to assess blast

injury in the casualties. This used techniques

developed both in the deployed environment and

at regular morbidity and mortality reviews over a

number of years [1, 2] to review mechanisms of

blast injury and likely cause of death. This method

has shown significant benefit in demonstrating the

survivability and preventability of the deaths of

personnel and to provide a robust evidence base to

guide the changes in medical care and response to

the critically injured patient. This was coupled

with a review of the nature of injuries from other

terrorist incidents to provide a baseline compari-

son of injury mechanisms, as well as a review in

the progression of pre-hospital care to advise the

Court of changes in treatment strategies that may

assist in survival rates.

In the third phase, the blast environment was

modelled by the structural dynamics experts [5]

to assess likely blast loading on victims. This

loading information was then assessed by physi-

ology experts with access to data from experi-

mental studies that provided a correlation of

precisely measured blast data with injury, focus-

ing principally on blast lung [6] since this is one

of the most difficult aspects to evaluate from

post-mortem reports. Simple modelling was

also undertaken in isolation of the complex struc-

tural dynamics modelling to provide simple
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predictions of the risk of blast lung and other

injury mechanisms.

The relationship of these phases is shown in

Fig. 9.1.

The outputs from these three phases were

combined into a joint report and a single opinion

on the nature of the injuries and the survivability

of personnel as described in the transcripts from

the Inquest [7–9]. Each report was formatted to

provide a main section written by the principal

author and summarising the work that was

undertaken.

9.2.2 Model Design and Risk
Reduction

Substantial risks were inherent in the mathemati-

cal models of the blast environment because of

the model complexity and the degree of uncer-

tainty (exact charge size, exact charge dynamics,

exact charge location, location and orientation of

victims, etc.). As a result, three different levels of

model were run for each of the events in the

trains:

• A coarse hydrocode model (see Chap. 17,

Sect. 4.2) was used to:

– Study the mechanisms of blast load devel-

opment and provide broad levels of peak

overpressure and specific impulse.

– Establish ‘zones of blast wave intensity’.

– Determine the extent to which the fireball

extendedwithin the carriage during the event.

• A fine hydrocode model to quantify the prob-

able pressure time history loading sustained

by occupants within each carriage. This model

also produced images and videos of the effects

of the blast that showed the blast propagation

(see Fig. 9.2). These images were useful for

the team, the Court and families to understand

the nature of the blast environment.

• A simple (uniform blast wavemodel) to give an

empirical relationship of blast pressure from

idealised explosives and compare the results

to simple estimates of lethality from blast lung.

Medical opinion

Engineering opinion

Event modelling F
in

al
 R

ep
o

rt
sConsideration of the blast dynamics and evidence from

investigation on the potential injury causing mechanisms.

Review of the medical evidence (post-mortem reports,
observations, etc.) and provision of the opinion on the
injuries.

Coarse hydrocode modelling

Fine hydrocode modelling

Simple (empirical) modelling

Physiological
opinion

Fig. 9.1 Relationship of

three phase work strands
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9.2.3 Resources

The team had access to a combination of scene

photographs, post mortem photographs, external

post mortem reports and witness statements

(see Chap. 8, Sect. ii) to form an opinion of the

internal and external injuries received by the

victims and for how long they showed signs of

life after the bombing (if at all).

The team looked particularly at witness

statements to understand if the victims were

noted to be breathing and have a pulse after the

bombing, whether or not they were conscious

and the likely time course over which they died

from their injuries.

Information provided by the court to support

this activity was stored on encrypted memory

drives, secured at Dstl Porton Down and at

Fig. 9.2 Sample blast propagation from fine hydrocode model
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RCDM Birmingham, where they could be exam-

ined in a secure environment.

The scene reports included seating plans for

the underground carriages and the bus indicating

positions of individuals pre- and post-explosion

(where this information was known) and during

recovery of the deceased.

As some deceased and live casualties had to

be moved at some of the bombing locations after

the attacks to allow access to other casualties, the

position of a victim post-explosion does not

always indicate where that person was prior to

the explosion or if that position was the location

where they died. This meant that the team needed

to use a number of methods to try and work out

how close a victim was to the seat of the explo-

sion and from this offer a view on likely internal

injuries, as well as providing a review of relevant

related information to inform a final opinion on

the probable nature of injuries.

9.2.4 Challenges: Quality
of Information

Usually when conducting such a review the

clinicians and scientists looking at the informa-

tion would have a complete list of the victim’s

injuries derived from a combination of a full

post-mortem examination plus X-ray imaging.

This in turn would be used to calculate mathe-

matical trauma and injury scores which help in

assessing whether or not a particular combination

of injuries would or would not be expected to be

survivable. On this occasion the information

from internal post-mortem examination was not

available and the X-ray imaging information was

limited to fluoroscopy. The fluoroscopic exami-

nation was used to identify some fractures and

foreign materials present in the victims’ bodies.

The team, therefore, relied upon a number

of sources of information and scientific methods

to come to a considered opinion for each of

the victims; however, in an ideal world, more

structured observations, measurements and

opinions would have been available for the

team to consider.

The amount of information missing from a

simple external post-mortem was a significant

challenge in this work. If anything can be

stressed from this work, the importance of a

detailed post-mortem examination must be one

element.

9.3 Conclusion

We believe that this detailed understanding of the

nature of injury from blast and fragmentation

threats, and the modelling and understanding of

the physical interaction of combat related threats

can only come from a multi-disciplinary group-

ing such as the group formed to address the

events of 7 July 2005 and the applicability of

this form of analysis should be considered in

the event of other terrorist events.
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The Mortality Review Panel: A Report
on the Deaths on Operations of UK
Service Personnel 2002–2013

10

Robert J. Russell, Nicholas C.A. Hunt, and Russell Delaney

10.1 Introduction

Healthcare Governance is a central function

within the Defence Medical Services (DMS)

[1–4]. Assuring optimal performance of the

DMS operational trauma system is an important

contribution to the moral effect for troops,

families and the public. In the assessment of the

performance of any trauma system, a review of

adverse outcomes is essential [4, 5].

The UK Joint Theatre Trauma Registry

(JTTR), maintained by the Academic Department

of Military Emergency Medicine (ADMEM) at

the Royal Centre for Defence (RCDM) and

Defence Statistics (Health) is a prospective

trauma database that collects information on all

casualties admitted to UK deployed military

hospitals as the result of a trauma call or who

are evacuated back to the “Role 4” base hospital

at Queen Elizabeth Hospital, Birmingham as a

result of trauma. As a result, JTTR holds data on

all UK military deaths as a result of operations

and exercises abroad. Details are collected from

clinical notes, post mortem reports and incident

reports and a member of ADMEM attends all

military post mortems to prevent the loss of

potentially important medical intelligence [6, 7]

and provide appropriate feedback to the theatre of

operations as soon as possible via the Defence

Professor. This clinical presence also ensures that

the military and medical contexts can be clarified

to the pathologists and other experts present to

monitor personal and vehicle protective equip-

ment effectiveness.

Box 10.1: Members of the Military Mortality

Review Panel
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In addition to the initial evaluation, the Mili-

tary Mortality Peer Review Panel meets 2–3

times a year to provide senior multidisciplinary

review of deaths in the intervening periods. The

panel first met in late 2006 and reported in 2008

on 12 months from 01 Apr 2006 [8] and is cur-

rently convened and chaired by the Defence Pro-

fessor Emergency Medicine. Members are

shown in Box 10.1. This chapter describes the

patterns of UK Service deaths and results from

the panel meetings.

10.2 Methods

A search was conducted of JTTR for all UK

military deaths held from Jan 2002 to Nov 2013

and the judgement made by the Mortality Peer

Review panel. The panel reviews each case using

a description of the mechanism of injury, evacu-

ation timelines, injuries sustained and procedures

undergone at each location. A summary includ-

ing trauma scoring results is given for each case

and the clinical notes, post-mortem reports and

incident details are also available.

Salvage-ability is determined first in each case

using the definitions in Box 10.2. If a case is rated

as non-survivable (S4) then further analysis is

not recorded. If there are lessons identified,

these are fed along the relevant channels. In all

other cases, discussion as to the factors affecting

survival takes place. These factors are grouped

into 3 categories—Tactical, Equipment and Clin-

ical, and a brief description of each factor and its

impact is recorded if appropriate. This latter pro-

cess replaced a further rating, which was given as

to preventability until 2010 as it allowed more

detail to be recorded and similar cases grouped

together if necessary.

Box 10.2: Definitions of Salvage-Ability

Salvage-ability: “If these injuries had

occurred 5 mins from a Major Trauma

Centre what is the likelihood that surgical

intervention would be attempted for given

injuries and the predicted influence on

survival”:

S1: Salvage-able: intervention would

likely have influenced survival (proba-

bility of survival >95 %)

S2: Potentially salvage-able: intervention

would have been attempted and may

have influenced survival (probability of

survival 5–95 %).

S3: Possibly salvage-able: intervention

would have been attempted but with a

high probability of mortality (probabil-

ity of death >95 %).

S4: Non-salvage-able: intervention would

not have led to survival.

For cases reported in this paper prior to the

start of the review panel process in 2006, an

initial sifting process of all deaths from 2002

was undertaken by the Defence Professor

EM. Cases that were clearly S4 (e.g., decapita-

tion, whole body disruption) were recorded on

JTTR as such, and only those in which salvage

was thought possible or where there was doubt as

to the grading were brought to the panel.

10.3 Results

JTTR holds records of 621 cases dating from

2002. The Army accounted for 500 (80.5 %),

Royal Marines 70 (11.3 %), Royal Air Force

43 (6.9 %), and Royal Navy 8 (1.3 %).

611 (98.4 %) were male Service personnel with

10 (1.6 %) female. The age range was 18–51 with

a mean of 26.7 years. The definitions and

distributions of casualty categories are shown in

Fig. 10.1 and Box 10.3. The ratio of Killed:Died

overall was 6.48:1, but if Hostile Action only is

included the ratio is 6.28:1.
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Box 10.3: Casualty Category Definitions

KIA: personnel killed instantly or dying

before reaching a UK or a coalition ally

medical treatment facility as a result of

hostile action.

DOW: personnel who die as a result of

injuries inflicted by hostile action after

reaching a UK or coalition ally medical

treatment facility.

KNEA: personnel killed instantly or

before reaching a UK or a coalition ally

medical treatment facility as a result of

non-hostile activity.

DNEA: personnel who die as a result of

injuries caused by non-hostile activity after

reaching a UK or coalition ally medical

treatment facility.

Cases are shown by year, theatre of operation

in Table 10.1 and by Operation and roulement in

Table 10.2. The mechanisms of injury for the

620 cases for which it been determined at the

Total Cases
621

Hostile Action
517

83.3%

Non-Hostile Action
104

16.7%

DNEA 12
1.9 % Total
11.5 % NHA

KNEA 92
14.8 % Total
88.5 % NHA

DOW 71
11.4 % Total
13.7 % HA

KIA 446
71.8 % Total
86.3 % HA

Fig. 10.1 Casualty

category distributions

Table 10.1 Cases by year, theatre, operation and roulement

Operation/Roulement Operation/Roulement

TELIC 1 32 HERRICK 3 3

TELIC 2 15 HERRICK 4 34

TELIC 3 7 HERRICK 5 13

TELIC 4 11 HERRICK 6 29

TELIC 5 17 HERRICK 7 11

TELIC 6 10 HERRICK 8 27

TELIC 7 12 HERRICK 9 32

TELIC 8 12 HERRICK 10 70

TELIC 9 28 HERRICK 11 60

TELIC 10 24 HERRICK 12 60

TELIC 11 3 HERRICK 13 21

TELIC 12 0 HERRICK 14 19

TELIC 13 3 HERRICK 15 26

HERRICK 16 23

Total 174 HERRICK 17 8

HERRICK 18 3

Other 6 HERRICK 19 to Nov 2

Total 441
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time of writing are demonstrated in Fig. 10.2.

Explosive mechanisms produced 345 (55.65 %)

and penetrating 178 (28.71 %).

10.3.1 Injury Scoring

The lowest Injury Severity Score (ISS) [9] was

4, the highest the maximum, 75. The median was

also 75 with an inter-quartile range of 57–75.

Twenty-one did not have a recorded score.

Three cases were below an ISS of 15, 164 were

in the range 16–59 and 454 had a score of 60–75,

which has been defined as “un-survivable

trauma”. The New Injury Severity Score (NISS)

[10] showed similar results but the inter-quartile

range was 75–75.

The Triage Revised Injury Severity Score

(TRISS) [11] and A Severity Characterisation

of Trauma (ASCOT) [12] values could be calcu-

lated for 559. Missing physiological data

accounted for the other 62 cases not having

recorded values. For TRISS, 8 had a Ps >50 %;

this being the cut off between “expected” and

“unexpected deaths”. ASCOT uses a calculated

<50 % percentage chance of death (Pd) as a

similar cut off and there were 16 in this category.

The total number of injuries recorded ranged

from 1 to 57 with an average of 10.56 per casu-

alty. The Abbreviated Injury Scale (AIS) [13]

body regions injured per casualty ranged between

1 and 9 (all) with the mean number of regions

injured being 3.34 and the median 3 (inter-

quartile range 2–5). The distribution is shown in

Fig. 10.3. Further data on the distribution of

injuries to body regions is shown in Table 10.2.

10.3.2 Salvage-Ability

Six hundred seventeen cases have a recorded

Salvage-ability judgement by the Peer Review

Panel. Two cases were outstanding and 2 cases

do not have enough information on injuries and

medical treatment to form a considered opinion.

Both these cases occurred outside the usual UK

DMS medical chain. Table 10.3 shows the

judgements by year.

One of the 3 “definitely salvage-able”

casualties died as tactical issues prevented

1%
Explosive IED 272 (43.8%)

Explosive RPG 22 (3.5%)

Explosive Mine 22 (3.5%)

Explosive Mortar/Rocket
20(3.2%)

Explosive other 10(1.6%)

GSW 160 (25.8%)

GSW (non-hostile)11
(1.8%)

GSW (negligent discharge)
7(1.1%)

620 Cases

1%

5%

8%1%

2%

26%

2%

3% 3% 4%

44%

Fig. 10.2 Mechanism of injury
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medical aid reaching him. In both the other cases,

treatment issues were thought to play a part (poor

application of tourniquets, failure to call a trauma

team, possible over-administration of opiates

and poor handling of massive transfusion and

hypothermia). The factors affecting the S2 cases

were tactical in 9, military equipment in 1 and

treatment in 4 (tourniquet application, incorrect

drain site and development of complications). In

1 S3 case, a single aspect of treatment (tourniquet

application) could have been improved but it

would be unlikely to have produced a different

outcome. Twenty-four cases were affected by

tactical considerations and in the remaining

X-axis: No body regions injured

Y-axis: No casualties

160

140

120

100

80

60

40

20

0
1 2 3 4 5 6 7 8 9

Fig. 10.3 Distribution of number of AIS body regions injured

Table 10.3 Results of mortality peer review panel

Year of

fatality

S1

definite

S2 potential (>5 %,

<95 %)

S3 possible

(<5 %)

S4 (not salvage-

able)

Outstanding/not

rated Total

2002 – – – 3 – 3

2003 1 – – 47 – 48

2004 – 1 – 22 – 23

2005 – – – 24 – 24

2006 – 1 1 66 1 69

2007 1 2 6 80 – 89

2008 – 3 3 49 – 55

2009 1 4 14 90 – 109

2010 – 2 6 96 – 104

2011 – – 2 43 1 46

2012 – – 3 39 – 42

2013

(to Nov)

– – – 7 2 9

Total 3 (0.5 %) 13 (2.1 %) 35 (5.6 %) 556 (91.1 %) 4 (0.6 %) 621
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10 it was considered that everything possible had

been done and that whilst survival was possible,

it would be extremely unlikely in even the best

circumstances (percentage chance of survival

<5 %).

10.4 Discussion

The Peer Review Panel is an important part of

providing assurance to the Chain of Command

that the DMS Trauma system is functioning opti-

mally and that Healthcare Governance of the

system is in place in that continuous adjustments

and improvements are made. As well as immedi-

ate feedback to theatre following a post mortem,

comments are passed to clinicians through the

Deployed Medical Director (DMD) and at the

weekly Joint Theatre Clinical Conference. Feed-

back can also be passed from the DMD to the

Medical Regiment and thus to the Combat Medi-

cal Technicians, who dealt with the casualty at

the point of wounding. This also allows everyone

involved in a casualty’s care the opportunity to

raise questions and receive answers about what

happened. Where there has been deviation from

standardised procedures, explanations are sought

that may result in identification of a training gap

and appropriate measures taken.

Further benefits derived from the in-depth

review of military operational mortality have

been the increased linkages between clinical per-

sonnel and those working for other Defence

agencies. The review has been used to determine

emerging injury and treatment patterns, to deter-

mine potential areas of clinical research and to

inform the on-going development of personal

and vehicular protective systems and equipment.

There is a potential overlap in the definitions

of KIA and DOW that is duplicated for KNEA

and DNEA. Depending on circumstances, a casu-

alty that arrives at hospital in cardiac arrest may

receive blood and undergo surgery before resus-

citation attempts are ceased and death pro-

nounced. The convention that has been applied

in these cases is that if there have been any signs

of life at any time after arrival at the hospital then

DOW is used, otherwise KIA is the designation.

There are 32 cases that received blood in ED

and/or theatre but as they did not regain a cardiac

output at any stage, are still classified as KIA. In

one case 9 units of packed red blood cells and

5 units of fresh frozen plasma were given. This

case and 28 others were S4 when reviewed. The

2 S2 and 5 S3 cases all had prolonged evacuation

periods as a result of tactical issues. The S4 cases

potentially represent failure to recognise futility.

In the resource-rich environment of Bastion Role

3 this may not have further ramifications if there

are no other casualties requiring immediate treat-

ment. However, as the Armed Forces move to

contingency operations, resources will be much

more limited. Whilst the final decision to stop

resuscitative efforts should always rest with the

clinicians at the trolley-side, a further study of

these cases will be undertaken to determine if

lessons can be drawn and if there is any potential

for “rules of thumb” to be developed.

Comparison with the experience of American

Forces described by Eastridge et al. [5] is inter-

esting but no firm conclusions can be drawn as

there has been no cross-review or communica-

tion on this subject between the reviewers and

parameters may have differed. The KIA:DOW

ratios of HA casualties between KIA and DOW

are very similar (UK 6.28 v.US 6.87) but the UK

review panel rated 93.5 % (416 cases) of HA

casualties non-salvage-able compared with the

US figure of 75.7 % rated non-survivable. There

are many potential explanations for this differ-

ence not least a different application of the

cut-off between KIA and DOW as described

above. The KIA:DOW ratio has in the past been

suggested as a measurement of trauma system

performance but “inevitable” deaths surviving

to reach hospital before dying make it a poorer

tool than identifying unexpected outcomes [8].

The results of this work point to the over-

whelming severity and nature of military trauma

described in other studies [14, 15] especially

given the proportion of injuries caused by IEDs.

Data from the Vietnam War and previous mod-

ern conflicts showed a preponderance of single

life-threatening injuries [16]. In the battlefield

environment, any AIS score 4 or greater is poten-

tially fatal [17]. In this study, 371 cases had AIS

10 The Mortality Review Panel: A Report on the Deaths on Operations of UK. . . 141



4+ injuries to more than one body region, the

highest being 6 regions, and 80 had AIS 6 injuries

to 2 or more regions (highest 4). Of those killed

by an AIS 4+ injury to a single body region, the

head (72 cases) and thorax (46) were most often

involved.

A further finding is the necessity to apply a

clinical dimension to the review process as well

as using the different trauma scoring methods,

especially when considering individual cases. As

was observed when analysing survivors over

18 months between 2006 and 2008 [4], there is

not necessarily agreement between the methods

themselves or between them and experienced

clinical opinion. 17 cases were identified by

ASCOT and/or TRISS as “expected survivors”

(1 TRISS only, 8 ASCOT and 8 by both). Of

these, clinical review graded 10 as S4, 3 S3,

1 S2 and 2 S1. 3 further cases had an ISS of

<15 thus not reaching the threshold for “major

trauma”. All 3 were expected deaths on TRISS

and ASCOT due to their physiological status on

arrival at hospital and peer review award 1 to S2,

S3 and S4. In all three, tactical aspects caused a

delayed evacuation.

The members of the review panel have not

been identical throughout the period of this

study due in particular to deployments. This is a

source of weakness but it is also a potential

strength as it has meant that all the military

members of the panel have had recent opera-

tional experience. Regardless, the membership

has been relatively stable with the personnel

listed in acknowledgements attending over two

thirds of meetings and three of whom have

attended all but one or two. Judgements have,

as a result, been consistent to the standard of the

best practice available at the time of that particu-

lar meeting. However, over time the parameters

within which those judgements have been made

have been shifting on a regular basis as advances

in trauma treatment in the DMS developed. An

injury pattern illustrating this is multiple

amputations following an IED strike. This has

been the signature injury pattern of OPERA-

TION HERRICK and, when first seen in the

meetings, survival was thought to be unlikely.

As the DMS experience has developed along

with training, equipment and techniques, good

outcomes have been achieved on a regular basis

and scrutiny of cases reaching the mortality

meeting is intense.

A further study of the DOW cases dying at the

UK Role 4 is in progress to determine if there are

any specific lessons to be learned from this

sub-group. A similar project is also ongoing

into “unexpected survivors” over a longer period

than described previously [4]. Whilst tactical

issues were the most common factor identified

in the cases graded S1-3 and each case has been

examined individually, a more in-depth study of

the group is required as a whole to identify if

there are any key learning points that may inform

clinical practice or force protection.

10.5 Conclusions

Mortality Peer Review has identified that 91.1 %

of UK military operational deaths since 2002

were the result of un-survivable trauma. For

casualties categorised as KIA, this figure is

93.5 %. Whilst trauma scoring systems are useful

tools, clinical peer review is an essential part of

the robust Healthcare Governance process that is

in place to identify potential lessons and give

feedback.
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Physical Models: Tissue Simulants 11
John Breeze and Debra J. Carr

11.1 Introduction

The most common manner of reproducing the

effects of energised fragments penetrating

human tissues is to use a physical model as a

tissue simulant. Such physical models encom-

pass simulants including animal based simulants

such as gelatine, animal physical models, and in

more limited circumstances, post mortem human

subjects (PMHS). No physical model can cur-

rently accurately reproduce all of the complex

projectile and tissue variables that occur within

live human tissues. Therefore, individual models

attempt to accurately reproduce a limited number

of variables, with data produced from different

types of model often being used synergistically

to generate the bigger picture. For example, a

freshly killed animal surrogate may closely

resemble the tissue properties of a live human

but may not be able to reproduce the complex

anatomy if that is required.

The main limitations to physical models are

the time and cost involved in their manufacture,

preparation, experimental testing requirements

and subsequent interpretation. A simple numeri-

cal injury model in comparison could be run

from a computer single handed, although the

objective information that they produce varies

in the time that it takes to be calculated. How-

ever, the information to populate these numerical

models in the first place necessitates testing of

physical models and therefore for the time being

there is likely to be a need for their use.

11.2 Projectile Effects

Energy loss along a wound track is not uniform.

Variations may be due either to behaviour of the

projectile, or changes in the structure of the

tissues as the projectile traverses the subject.

There are a number of projectile specific effects

that all physical simulants are able to reproduce

in the context of terminal ballistics:

(a) Shape and size: those projectiles with a

greater presenting surface area will result

in more energy deposition assuming mass

and velocity are equal sooner after impact.

(b) Yaw: a full metal- jacketed rifle bullet will

produce a cylindrical cavity until it begins

to yaw. At this time, the bullet’s cross-

sectional area will become larger, and the
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drag force will be increased. The result is an

increase in kinetic energy dissipation and

thus an increase in the diameter of the tem-

porary cavity. In addition to the increase in

size of the temporary cavity, there will also

be an increase in the amount of tissue dam-

aged as the bullet is presenting a larger

impacting surface area.

(c) Fragmentation: projectile fragmentation

can amplify the effects of the temporary

cavity increasing the severity of a wound.

(d) Deformation: in contrast to full metal-

jacketed military bullets, with hunting

ammunition, the bullet begins to expand

shortly after entering the body, with a resul-

tant rapid loss of kinetic energy. Thus, a

large temporary cavity is formed almost

immediately on entering the body. This is

augmented by shredding of the lead core

and jacket.

The main difference between physical models

is the ability to visualise these differences and

their reproducibility. For example, gelatine is

translucent and homogenous whereas animal tis-

sue is opaque and, even in isolated tissues such as

muscle, still has tissue planes. For this reason

projectile effects are most commonly compared

using an artificial simulant such as gelatine in

combination with high speed video.

11.3 Tissue Effects

Energised fragments can cause injury to living

tissues through three potential mechanisms. The

first mechanism is the crushing and cutting effect

of the presented surface of the projectile, which

is responsible for the production of a Permanent

Wound Cavity (PWC); this immediate impact

area is often referred to as the ‘neck’. In the

second mechanism the further passage of the

projectile leads to radial acceleration of the tis-

sue, which will expand, contract and oscillate

after the projectile has passed through. The max-

imum extent of this pulsating temporary cavity

produced in tissues occurs several milliseconds

after the projectile has passed through that sec-

tion of tissue and spreads out, potentially asym-

metrically due to weaknesses in the tissue planes

or projectile tumbling. The third mechanism is

the pressure wave, occasionally also named the

‘shock’ or ’sonic’ wave, which has been demon-

strated experimentally in distant parts of the

body. Strongly expressed opinion as to the poten-

tial wounding effects of the pressure wave

continues to occur, but a recent review of the

wound ballistics literature could not find objec-

tive evidence that this mechanism causes signifi-

cant injury that either currently warrants, or

enables, modelling [1].

For the purposes of modelling, the damage to

tissue that ideally requires quantification is the

Permanent Wound Tract (PWT). However as

will become evident in the following sections it

a

b

c

Fig. 11.1 High-speed video stills of a 20 % gelatine

block being penetrated by a 5 mm spherical fragment

simulating projectile (a), demonstrating temporary cavity

(b) and permanent cavity (c). Arrow marks the position

of temperature probe (Images courtesy of Dr Alexander

Mabbott)
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is currently not possible to objectively quantify

the size of the PWT. Therefore it is necessary to

ascertain its constituent components or causative

mechanisms, namely the permanent cavity and

temporary cavity, as indirect markers of the size

of the PWT (Fig. 11.1).

11.3.1 Permanent Wound Tract

This is the clinical result of the crushing and

cutting effect of a projectile in all tissues, in

conjunction with the rapid radial displacement

of the temporary cavity. It comprises a central

PWC, together with a zone of irreversible tissue

damage lateral to the PWC that heals by scarring

[2, 3] (Fig. 11.2). Macroscopic damage can be

reversible or irreversible, with the area immedi-

ately adjacent to the PWC generally having irre-

versible changes (referred to as the Contusion

Zone [4] or Zone of Massive Quakes [5]) and

the outer layer (Concussion Zone) having revers-

ible changes. Clinically however, such discrete

zones are rarely found and do not form in regular

circles around the projectile path. Damage is

usually patchy and not necessarily correlated to

distance from the path of the projectile, reflecting

that the clinical effect is dependent on both tissue

type and architecture. Macroscopic damage will

heal completely in some tissue types but this

effect is likely to be rare, especially in compli-

cated military wounds and in the presence of

infection and contamination. Although irrevers-

ible macroscopic tissue damage in muscle may

lead to scarring, in many cases there will be little

residual clinical effect should the area of scarring

be small or other muscles may compensate. As

only macroscopic tissue damage has been

demonstrated to be potentially irreversible, a

clearer term would be to call this zone of damage

lateral to the PWC the zone of Irreversible Mac-

roscopic Tissue Damage (IMTD).

11.3.2 Damage Produced Specifically
by the Temporary Cavity

The temporary cavity results in a transient, rapid

strain of tissues that may, depending on the

mechanical characteristics of the tissue, produce

injury. Dense homogenous tissues, particularly if

enclosed by a connective capsule or casing such

as the liver or brain, suffer the greatest injury

from the temporary cavity. Conversely elastic

tissues with a high strain to failure such as

lungs and large arteries resist its effects. This

stretching effect is responsible for a small portion

of the PWC as well as some macroscopic damage

lateral to that. Skin is damaged by both the direct

crushing effect of the projectile as well as the

rapid radial tissue displacement produced by the

temporary cavity, demonstrated by the stellate

exit wounds in tumbling projectiles that can be

greater than the largest dimensions of the projec-

tile. Indirect bone fractures can occur at a dis-

tance from the projectile path [6] due to

temporary cavity formation [6–10], although

clinically their occurrence is rare. Indirect verte-

bral fractures are particular important as they

may damage the adjacent spinal cord directly or

through the production of secondary

fragments [11].

Fig. 11.2 Diagrammatic

representation of the results

of these mechanisms of

potential tissue damage.

Clinically damage is patchy

and rarely forms in such

distinct layers

11 Physical Models: Tissue Simulants 147



Although the temporary cavity has been found

to result in microscopic tissue damage to isolated

arteries, muscles and large nerves lateral to the

PWT, the largest systematic review of its kind

to look into these effects could find no experi-

mental evidence to demonstrate that these

changes translated to permanent damage

[1]. For example, microscopic changes to all of

the layers in the arterial wall have been

demonstrated in blood vessels up to 50 mm

from the most lateral aspect of macroscopic tis-

sue damage [12]. Although it has been suggested

that this microscopic arterial damage has

warranted debridement of macroscopically nor-

mal sections of the artery lateral to the PWT, it

is generally agreed that there is no correlation

between microscopic arterial damage and

long-term morbidity [1, 13, 14]. Damage to

peripheral nerves and spinal cord damage from

missiles that do not touch them directly is poten-

tially due to microscopic damage to small blood

vessels supplying large nerves [6]. Although

temporarily impaired neuronal conduction due

to microscopic axonal damage has been experi-

mentally demonstrated up to 18 mm from the

PWC [15], or 3 mm from the most lateral

point of macroscopically damaged tissue [15],

there is no evidence that this causes long term

morbidity.

11.4 Tissue Simulants

These are materials that attempt to reproduce the

physical properties of animal or human tissues in

terms of both projectile and tissue effects. In

general, manufactured simulants such as gelatine

are able to reproduce projectile effects better

than tissue effects, and currently each individual

tissue type requires representation by one or

more of these simulants. In contrast, although

animal models may represent tissue effects

more closely to that of a human, the lack of

reproducibility in results necessitates testing of

isolated tissue types as well as manufactured

simulants such as gelatine (Table 11.1).

Table 11.1 Most common physical simulants used in current terminal ballistics experiments comparing their

individual advantages and disadvantages

Simulant Advantage Disadvantage

Ballistic

gelatine

Elasticity resembles muscle

Translucent enabling high speed photography

Cheap

One use

Temporary cavity collapses so difficult to

measure

Shorter storage time and requires

refrigeration

Ballistic

soap

Temporary cavity remains after firing so can be

measured

Long shelf life

Easy to handle

Can be recycled

Opaque

Requires factory production

Expensive

PermaGelTM Can be recycled

Easy to handle

Long shelf life

Transparent enabling high speed photography

Cheap

Equivalence to 10 % gelatin as marketed

questioned

Number of times it can be melted and

reformed without changing material

properties unproven

Animal Tissue properties likely to be close to human,

especially if tested immediately post mortem

Anatomical relationships of structures to one closer to

humans in some body areas than others e.g. thigh

(similar) versus neck (dissimilar)

Effect of time and storage post mortem on

tissue properties unknown

Ethical issues if live testing

Post mortem

human

subject

Anatomical relationships of structures to one another

correct

Material properties likely to be similar to live human

for certain anatomical structures e.g. bones and skin

Effect of time and storage post mortem on

tissue properties unknown

Ethical issues

Availability
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11.4.1 Ballistic Gelatine

Ballistic grade gelatine remains the most com-

monly utilised ballistic testing medium and has

the greatest evidence base behind it. It is

comprised of a complex mixture of proteins gen-

erally derived from collagen found in the bones

of pigs. A process of hydrolysis enables it to be

dissolved in hot water and it sets to a gel on

cooling. The mechanical properties of gelatine

are very susceptible both to the temperature that

it is stored at, as well as the temperature of the

water used in its production. Therefore, it is of

great importance to describe the exact method

used when writing up the results of any experi-

mentation. Attempts at standardisation in terms

of preparation have been made but the exact

method is often institution specific.

The strength of the gel used is quantified using

the bloom test, with commonly used values for

ballistic gelatine being around 250 bloom

[16]. There are various international standards

regarding gelatine preparation that pertain to the

ratio of water to gelatine and the temperature that

it is mixed at. Again it is therefore essential that

this is described in great detail in the methodol-

ogy. The most commonly used concentrations are

10 and 20 %, with forensic and US sources gen-

erally favouring the former, and many UK

authors the latter. To improve conformity

among the testing of individual blocks immedi-

ately prior to use, each block should be calibrated.

This usually involves firing a 4.5 mm steel sphere

at a specified velocity range and producing depth

of penetration within another range. Depth of

penetration is usually measured using a steel

rod, remembering to add the length (or diameter

if spherical) of the projectile as DoP is usually to

its presenting face (Fig. 11.3).

Ballistic gelatine closely simulates the density

and viscosity of human and animal muscle tissue.

Both 10 and 20 % concentrations of gelatine

have been stated as being comparable to goat

and pig muscle in terms of depth of penetration

for both bullets and fragments [17, 18]. It is also

generally agreed that the dimensions of the tem-

porary cavity produced by projectiles traversing

ballistic gelatine is representative of that pro-

duced in homogenous animal muscle [9]. How-

ever the same close relationship between the

permanent cavity produced in gelatine compared

to muscle is less clear, primarily due to their

differing elasticity [19, 20]. Fackler, probably

the most enduringly respected opinion on the

subject, specifically stated that the permanent cav-

ity volume in simulants should not be used to

estimate that in animals [21], although he did

agree with other authors [4] that their shapes are

representative of one another (Table 11.2).

11.5 Other Physical Simulants

Although gelatine continues to be the mainstay

of ballistic testing, in a small number of

institutions the use of hard solids such as clay,

soap and paraffin continues. The plasticity of

these testing materials means that the resultant

maximum temporary cavity produced does not

appreciably collapse and remains permanently

displayed in the medium [1, 22] (Fig. 11.4).

The most common of these materials is ballistic

soap, which is based on glycerine mixed with a

combination of fatty acids. It is complex to pro-

duce and due to variations in its constituents, it is

very difficult to standardise. Although soap can

be stored for a considerable period of time, some

Fig. 11.3 Measuring depth of penetration of 5 mm

spherical fragment simulating projectiles fired at a range

of velocities into a block of ballistic gelatine
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of its constituents do change, such that it has

been suggested that 6 months is the maximum

time at which measurements taken from it can be

reproduced [23]. The primary disadvantage of

soap is that it is opaque and measurements of

temporary cavity size need to be made by either

sectioning the block or for a large constant

cavity, it can be filled with water. There is also

some evidence to suggest these materials provide

a greater resistance to projectile penetration and

that soft materials such as gelatine and are more

likely to fragment.

The desire to produce a soft ballistic medium

analogous in properties has led to the develop-

ment of many synthetic substitutes. Currently the

most commonly used of these is PermaGelTM,

which is stated by the manufacturer to be analo-

gous to 10 % ballistic gelatine (Fig. 11.5).

PermaGelTM remains solid at room temperature,

does not need temperature conditioning, is reus-

able by melting it down and reshaping it (up to

approximately 10 times according to the manufac-

turer). It also has superior clarity, is not affected by

water and is not subject to bacteria growth. How-

ever results from ballistic testing using spherical

projectiles suggested that it behaves in a similar

manner to 10 % gelatine at velocities around

400 m/s but not at slower or faster velocities

[24]. When tested with high velocity rifle bullets,

PG is not a suitable replacement for gelatin; burn-

ing of the PermaGelTM occurs and no appreciable

permanent tract us formed.

11.6 Animal Physical Models

No animal can reproduce the complex anatomy

of a human being, and testing generally involves

measuring depth of penetration in small groups

of tissue types such as skin and muscle alone

Skin

1

2

3

SkinMuscle

Fig. 11.4 Stylised appearances of comparison of differ-

ent shapes of temporary cavitation produced in blocks of

ballistic soap: (1) stainless steel spherical FSP, (2) stain-

less steel cylindrical FSP tumbling within tissue, (3) cop-

per FSP deforming on impact

Table 11.2 The varying ability of different physical models to reproduce the projectile and tissue effects of

penetration

Variable

Simulant

Manufactured Animal PMHS

Projectile Yaw Y Y Y

Deformation Y Y Y

Fragmentation Y Y Y

Tissue Depth of penetration Y Y U

Anatomical relationships N N Y

Material properties N Y U

Permanent cavity N Y U

Temporary cavity Y Y U

Permanent wound tract N Y N

Y yes, N no, U unknown
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[17, 18]. Animal testing is also beset with signif-

icant difficulties, including expense, a lack of

reproducibility (so called ‘biological variation’)

and understandable ethical considerations. It

should be recognised that experimental testing

of the effects of the temporary cavity generally

used isolated tissues and that it is the method of

attachment of these structures to their surround-

ings that may result in damage from this mecha-

nism, such as tearing the attachment of an artery

at a fixed point (for example its entry into a bony

foramen). The temporary cavity clearly has vary-

ing injurious effects dependent on tissue type and

architecture and we would therefore encourage

the term temporary tissue cavity (TTC) instead of

temporary wound cavity to differentiate the

effect of this mechanism in tissues rather than

simulants, and that the cavity itself does not

necessarily wound.

In terms of material properties, animal tissue

is the closest surrogate to that of human, and

significant effort is being made in instructions

worldwide to derive material models at high

strain rates to inform finite element models.

However, limited evidence exists as to how

fresh that tissue must be to be truly representa-

tive. Animals would need to be slaughtered with

testing starting as soon after death as possible, to

ensure that the material properties of the tissues

through which the projectile passes are as close

to that of a live subject as possible. There is no

evidence describing the effect on projectile

penetration as tissues age after death; however

it is likely that the process of rigor mortis, which

increases the rigidity of muscle tissues in humans

3–5 hours post death, would in some manner

affect its material properties. The time to initia-

tion and effect of rigor mortis on muscle is also

believed to vary by breed and anatomical loca-

tion, as well as the presence of stress pre-mortem

and refrigeration post mortem. It will therefore

be of great importance to clearly document

variables such as breed, storage conditions and

times between death and firing commencing. The

elements within the model will be populated with

the material models that are identified to be spe-

cific for each tissue type, and the actual results

can be compared to that predicted by the model.

As stated previously, the PWT represents a

demarcation between a zone of irreversible and

reversible tissue damage. Demarcating between

that viable and non-viable tissue however remains

a subjective clinical decision [20, 25]. Clinical

criteria have been well validated in their accuracy

and include colour, consistency, contractility and

capillary bleeding [2, 26]. For this reason it has

been suggested that the mass of surgically

debrided tissue (mSDT) is a better metric of the

PWT [4, 26]. This concept of mSDT remains the

metric more closely aligned with the true defini-

tion of the PWT and enables distinctions between

tissues other than homogenous muscle to be

made. Also, utilising experienced trauma

surgeons to differentiate between non-viable and

viable tissue is analogous to the method that

would be undertaken on injured soldiers in an

operating theatre. However, the limited existing

experimental data for mSDT produced by bullets

fired into porcine tissue demonstrates poor corre-

lation to variables such as impact velocity or

energy absorption, demonstrating again the

difficulties in testing whole animal specimens.

Computed Tomography (CT) is an emerging

technology in the field of wound ballistics and

has been used to measure the dimensions of the

permanent cavity in both gelatin [27] and porcine

tissue [17] (Fig. 11.6). However currently, only

limited experiments have attempted to utilise this

method such that there is insufficient data to

Fig. 11.5 A block of PermaGelTM being used to simulate

the penetration of 5 mm spheres: note the physical simi-

larity to gelatin
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compare it to cavity sizes produced in simulants.

CT however is excellent at demonstrating bone

impact or projectile fragmentation, both of which

may result in false values for depth of penetration

or energy absorption. Dead animal tissue also

cannot determine the true demarcation between

vital and non-vital tissue, but histological analysis

of sections of the wound tract is a potential alter-

native and is currently being investigated.

11.7 Post Mortem Human Subjects

Post Mortem Human Subjects (PMHS) have been

used intermittently in the past for the purposes of

projectile penetration testing, but most of the

evidence pertains to skin or bones. These tissues

have always been utilised in isolation, with skin

being separated from muscle or bone set in a

manufactured simulant such as gelatin. The use

of whole fresh, frozen or refrigerated Post

Mortem Human Subjects (PMHS) has potentially

huge advantages over animal models in specific

cases, as the relationships between anatomical

structures will clearly be representative of live

humans in most cases. However, little objective

evidence exists as to the effect of decomposition,

refrigeration and freezing on tissue material

properties, especially to ballistic impacts, such

that currently this method cannot be used alone.

Significant research is currently being undertaken

to demonstrate how tissue changes post mortem

in both PMHS and animal models affect material

properties, as well as tissue effects to projectile

penetration.
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Physical Models: Organ Models
for Primary Blast 12
Hari Arora and Theofano Eftaxiopoulou

12.1 Introduction

With primary blast, when a shock wave strikes,

some of the energy is reflected and some absorbed

by the body. As tissue within the body possesses

both elastic and viscous properties (as well as

some organs being multi-phasic in nature), their

reactions to blast loading is complicated and dif-

ficult to predict. Different parts of the body, spe-

cifically organs, react differently to impulsive

loading. This is due to a combination of their

unique structure, which responds in a certain

way to a mechanical stimulus, as well as the

unique stress-strain state experienced in that part

of the body, due to a given blast wave profile and

the support conditions of that organ. This can lead

to local injury development within a given organ

resulting in consequences to the system as a whole

(e.g. inflammation) or with interwoven and super-

posed damage mechanisms. Multiple injury sites

generate increased burden on the system leading

to added complications in their treatment.

Although in-vivo blast models continue to domi-

nate the existing literature, these models tend to

analyse whole body responses and sometimes fail

to identify physical injury at the tissue level.

Isolated organ experiments, termed ex-vivo models,

maintain the architecture and functionality of the

tissue for a short period of time and constitute a

close representation of the in-vivo state [1]. This

section focusses on the work assessing primary

blast evaluation of the body at an organ level.

12.2 Blast Induced Neurotrauma

Traumatic brain injury (TBI) is a leading cause

of mortality and disability in injured service per-

sonnel. Blast induced TBI (also referred to as

blast induced neurotrauma, BINT) is a specific

area of research focusing on how the impulsive

nature of a primary blast changes both the physi-

cal status of the brain as well as any neural

functionality. Duckworth et al. [2] give an over-

view of the differences between the three com-

mon types of battlefield TBI from closed-head

(brain impacting against the skull wall – tertiary

blast effect), penetration injuries (secondary blast

effect) and finally explosive blast TBI (primary

blast effect).

Blast induced TBI has been hypothesised

to occur via a thoracic pressurisation as well

as trans-cranially [3]. An extensive summary

of TBI models in use has been collated by

Sundaramurthy et al. [4], who then extended the

studies to explore the effect of positioning of test

samples within and in front of a shock tube. The
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optimal position of the head for ensuring primary

blast induced neurotrauma was found to be

within the shock tube with the dominant mode

of stress wave transmission determined numeri-

cally to be through the cranium. Chavko et al. [5]

reinforced this via direct measurement of intra-

cranial pressures during blast loading. The inten-

sity of the pressure wave seemed relatively

undisturbed by the skull, with decay variations

arising in the pressurisation due to orientation.

Further numerical work by Panzer et al. [6] on a

brain and head model showed the dependence of

pressure arising within the brain on the peak

pressure of the blast wave, whilst the largest

brain tissue strains were shown to be controlled

by the shock wave duration, or impulse.

Advanced methods such as diffusion tensor

imaging (DTI) have revealed the extent of mild

blast-induced TBI with scans on extracted brains

in rats after they were subject to transverse cra-

nial loading in a shock tube [7] and pigs

subjected to blast from free-field explosives

[8]. This method has previously been exploited

in-vivo in other areas of TBI and brain degrada-

tion assessment [9, 10] as well as ex-vivo in

human brain. Therefore, there is the capacity to

use the current state-of-the-art imaging methods

such as DTI to map in detail the injury profile

(damage pathways) in blast TBI whether in-vivo

or ex-vivo. This is in addition to traditional imag-

ing modalities that would highlight only structural

disruption such as normal MRI.

In addition, high-speed photography based

methods can be used to capture experimentally

shock wave profiles and their interaction with the

body. Sarntinoranont et al. [11] used living tissue

slices from rat brain, attached them to a ballistic

gelatin substrate and subjected them to high

strain rate loads of 1584 � 63.3 psi, using a

polymer split Hopkinson pressure bar (PSHPB)

(see Chap. 4 Sect. 4.2.1). Simultaneously, they

used real time high speed imaging and noted

cavitation due to a trailing under-pressure wave.

Neuronal injury was quantified at 4 and 6 h. post

blast. Ouyang et al. [12] and Connell et al. [1]

exposed isolated sections of guinea pig spinal

cord white matter to a shock-wave produced

from a small scale explosive event (Fig. 12.1).

The latter study explored dose response with

regard to input shock pressures and functional

and anatomical deficits. Direct exposure to the

blast wave compressed nervous tissue at a rate of

60 m/s and led to significant functional deficits

[1]. Results also showed that an inverse relation-

ship exists between the magnitude of the shock-

wave overpressure and the degree of functional

deficits [1]. Damage to the spinal cord was

marked by increased axonal permeability

suggesting that compression from the shockwave

results in acute membrane disruption [1].

Work such as these complement the studies

ongoing in-vivo (see Chap. 13, Sect. iii), which

forms the majority of active research in the area,

to isolate injury mechanisms worth pursuing.

12.3 Lung

Shocks interact more intensely with larger sur-

face areas of the body, therefore regions such as

the thorax and abdomen can be more susceptible

to a larger reaction from primary blast. More-

over, these delicate internal membranes are not

equipped to sustain significant forces and can

lead to internal rupture and bleeding.

Respiratory mechanics has often involved

ex-vivo perfused lung samples varying in size

from rodents to humans. Extracted lungs are

often degassed and filled/washed with saline

before experimentation in order to effectively

eliminate surface tension effects. This helps to

maintain the lung in a condition similar to that in

which it would be expected to occur in-vivo –

although the mechanics are naturally disrupted

by extraction [13]. In terms of models for blast,

specifically, there are little or no models in the

High speed imaging

Shock tube

Shock wave

Spinal cord

Fig. 12.1 Schematic of ex-vivo spinal cord experimental

set-up [6]
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literature at the organ level, much like the other

organs of the body. Fung et al. [13] did explore the

effect of transpulmonary pressure on the wave

speed through different animal lungs. A water

jet was used to generate the characteristic

incident pressure-time profiles observed in blast.

Measurements were taken on the front and rear

surface of the lungs as shown in Fig. 12.2. Since

the square of the wave speed is proportional to

modulus and inversely proportional to density,

transpulmonary pressure had a significant effect

on wave speed (as it controls the stiffness of the

lung). The influence of having a perfused lungwas

also highlighted as this significantly affects the

density of tissue. Methods for blast lung injury

evaluation (beyond in-vivo models) currently con-

centrate on isolated tissues being exposed to shock

waves such as in Butler et al. and Curry et al.

[14, 15] to complement clinical observations and

in-vivo models currently in general use.

12.4 Abdominal Organs

With regard to primary blast interaction with soft

organs, lung and brain are usually the first

clinical priorities to be described. However,

gas-containing sections of the gastrointestinal

tract are also vulnerable to the primary blast

effect. Observed injury mechanisms include

immediate bowel perforation, haemorrhage,

mesenteric shear injuries, solid organ lacerations

and testicular rupture (see Chap. 6, Sect. 2.1).

The majority of studies into this area are clinical

observations and commonly reported in combi-

nation with other injuries. Some isolated studies

using isolated perfused kidneys, researching

treatment for kidney stones, have been extended

to look at the effects of shock waves on kidney

integrity in various animal kidneys such as pig

[16] as well as human [17]. Köhrmann et al. [18]

were able to evaluate vessel lesions by micro-

angiography to determine the size and number of

damage sites formed in the different areas of the

organ subjected to focused ultrasound waves.

The variation in the different patterns of lesions

observed helped to characterise the pathway of

the shock wave. Light microscopy revealed dose-

dependent necrosis of tubular cells up to macro-

scale parenchymal level defects [18]. This plat-

form can be scaled up to explore higher intensity

shocks in addition to the multiple doses of low

level shocks, relevant to ultrasonic treatments.

12.5 Ocular Trauma

Tissue damage from primary blast injury can be

an important cause of trauma to the ocular sys-

tem (see Chap. 29) which can result in severe

vision loss and injuries to the peri-orbital area

[19]. Ocular injury occurs in up to 28 % of blast

survivors. The most common injuries include

corneal abrasions and foreign bodies, eyelid

Light

Nozzle

Photo
sensor

Lung

Pressure
transducer

Data
acquisition

Fig. 12.2 Water jet

system for simulating

shock waves on lung tissue

12 Physical Models: Organ Models for Primary Blast 157



lacerations, open globe injuries and intraocular

foreign bodies [19].

Glickman et al. [20] subjected ex-vivo por-

cine eyes to blasts produced by a shock tube and

demonstrated that this approach could be used

to detect trauma-induced biomarkers. Similarly,

Sherwood et al. [21] also subjected porcine eyes

to a range of primary blast energy levels and

showed that, whilst the same damage was

observed in the control eyes, the incidence and

severity of it in the exposed eyes increased with

impulse and peak pressure [21]. Moreover, these

data also suggested that primary blast alone can

produce clinically relevant ocular damage in a

postmortem model. These models are relatively

new and require further validation, however,

they could become useful in determining direct

effects of primary blast on ocular trauma.

12.6 Summary

The bulk of current research on primary blast

effects lies at the two extremes of cellular models

and in-vivo models. Organ level research in-vitro

or ex-vivo is predominantly being covered as

preliminary experiments to in-vivo work

(or might simply be unreported). Neurotrauma

research is fairly advanced, including research

on whole explanted brains, brain sections and

spinal cord tissue. Soft organ research, such as

for lungs and the abdominal organs is less

advanced mainly due to the complexities

involved in extraction and perfusion, although

other, niche, areas such as ocular models are

now beginning to be developed with demonstra-

ble utility in blast research.

This whole area, with the modern advanced

techniques for preserving tissues and organs in a

viable manner, and our understanding from

organ transplant research, will certainly lead to

the possibility of more sophisticated models

being developed in the future for blast injury.

Several models from other areas of physiological

research have and can be extended towards blast

injury research. These need to address key

concerns, including, maintaining the extracted

tissues over appropriate long time periods [11]

and ensuring appropriate perfusion and physio-

logically relevant support conditions during a

given experiment, as raised by Fung et al. [13]

amongst others. Ex-vivo models however, can

assist researchers in gaining a better understand-

ing of the key components of blast injury by

mitigating any confounding factors associated

with in-vivomodels [1], including significant con-

trol of additional variables. Current work in con-

junction with the rise of computational methods

to help govern the nature of appropriate loading

as well as understanding stress wave transmission

can help to extend the understanding of blast

injury development.
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In-Vivo Models of Blast Injury 13
Theofano Eftaxiopoulou

13.1 Introduction

Over the years, several in-vivo injury models

have been developed to study the effects of blast

injuries to experimental animals, in order to iden-

tify the injury mechanisms involved in the patho-

biology of blast injury. This review provides an

overview of the most commonly used blast injury

models and the local and systemic changes

induced in a wide range of tissues following blast.

13.2 Injury Models of Blast

13.2.1 Shock Tube

The Shock tube is a device able to generate

pressure waves of varying intensity and duration.

Because of its ability to produce repeatable blast

waveforms that resemble the shock waves seen

in free field blasts (Friedlander curve) as

described in Chap. 1, it is by far the most com-

mon experimental design employed in studies

involving in-vivo models, in order to study the

effects of primary blast waves [1–6]. A shock

tube is usually comprised of two chambers

separated by one, two or multiple diaphragms.

Compressed gas (air or helium) is loaded into the

first chamber (often referred to as the overpressure

chamber or the driver section), causing the dia-

phragm to deform plastically and fail [1, 2, 7]. This

sudden rupture of the diaphragm releases the

pressure into the low-pressure section forming a

shock wave that travels along the tube [1]. Recently,

more complex shock tubes have been designed,

capable of reproducing complex shockwave

signatures [8]. By a careful change of the volume

and the pressure on the driver section, the output

pulse of the system can be changed to vary from the

ideal ‘Friedlander’ curve to a flat, long-duration

pressure pulse corresponding to that seen inside

vehicles subjected to an external blast (Fig. 13.1).

Animals in in-vivo studies are placed either

within the main section [2, 4, 6, 10] or across the

outlet of the shock tube [3, 5, 11]. In both set ups

animals can be in either a supine or prone posi-

tion [2] facing away, towards or on the side of the

pressure wave. However, in all cases the animals

are fixed in custom made holders or platforms,

that prevent any potential movement of their

bodies during blast, in order to minimise any

tertiary blast effects [12].

13.2.2 Blast Tubes

A blast tube is a device that produces shock waves

with a short duration of the primary peak [8]. Blast

tubes were originally designed to study how
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construction parts withstand shock waves of vary-

ing intensities [8]. However, during the 1950s

these were modified by Clemedson and Jonsson

to investigate vascular, respiratory and nervous

effects of blast waves in rabbits [8, 13, 14].

A blast tube commonly comprises three

chambers. The first chamber consists of a

heavy-walled driver chamber in which

explosives are placed [15]. The middle segment

is called the expansion section and is connected

to the third chamber called the test section where

the animal is placed. An increase in the charge

has been found to lead to a proportional increase

in the peak pressure, but to have a small effect in

the duration of the wave [8]. Similar to the shock

tube, animals need to be restrained inside the

blast tube to minimise any secondary or tertiary

blast effects. Even though, blast tubes can pro-

duce repeatable and controlled waves, the smoke

and gas emissions from the detonation of the

explosives can lead to the development of qua-

ternary blast effects, thus limiting their use in

in-vivo studies [8] (Fig. 13.2).

13.2.3 Open/Free Field Blasts

In open/free field blast tests, shock waves

are generated using explosives in an open field

or concrete pad [18]. Very few studies have

used chemical explosives to recreate battlefield

injuries in a controlled environment to study their

effects on animals. Most of these experiments

were carried out primarily to determine

thresholds for mortality and severity of injury

[8]. More recently, Cheng et al. used an electric

detonator with the equivalent of 400 mg TNT to

develop a rat model to simulate blast injuries that

occur in the battlefield [19] whilst, Rubovitch

et al. used 500 g TNT, elevated 1 m above

Driver sectionDriven section

Diaphragm 1
Diaphragm 2

C
om

pressed air or
helium

Control
panel

Fig. 13.1 Simplified schematic of a shock tube. Differ-

ent designs exist in the literature. The length of the driver

section can vary significantly, with values ranging from

0.76 m [3] to 1.22 m [1] reported in the literature. The two

sections can be separated from each other by either one

[2], two [1] or multiple diaphragms [9]. The driven

section has also been seen to vary in length from 2.45 m

[1] to 6.225 m [9]. In addition, a shock tube can have

either a circular cross section (varying from 5.9 cm [1] to

30.5 cm [3] in diameter) or a square cross section

(of 23 � 23 cm for instance [9])

Test section
Driver section

Expansion section Explosive charge

Fig. 13.2 Simplified schematic of a blast tube. Usually

1–2 g of pentaerythritol tetranitrate (PETN) explosive are

used [16]. Saljo et al. and Risling et al. used a 1.54 m long

blast tube with a 40 cm diameter [16, 17]. Bauman

et al. used a much larger blast tube. The dimensions of

the driven section were 2.44 m in length and 60.96 cm in

diameter. The expansion section was about 3.05 m in

length whilst the test section was 15.24 m long and

180.34 cm in diameter [15]
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ground, to replicate a low-level blast trauma

using a murine model [20]. Open field blasts

allow for more realistic experiments and for the

investigation of the poly-traumatic nature of

blast injuries, however, outdoor conditions in

combination with the large number of animals

needed are often too expensive. This, in addition

to some lack of control variables, renders their

use limited [8]. Similarly to the blast tubes,

smoke/gas emissions from the explosives can

cause quaternary blast effects (see Chap. 6,

Sect. 6.2.4) whilst, isolating the blast effects

into a particular organ/tissue is challenging.

13.2.4 Cranium Only Blast Injury
Apparatus (COBIA)

The Cranium Only Blast Injury Apparatus

(COBIA) was employed by Kuehn et al. in

order to isolate the effect of direct cranial blast

injury (dcBI) from the indirect blast injury to

the brain mediated by thoracic transmission

of the blast wave which can affect all the

previous in-vivo models [21]. The experimental

set up delivers blast overpressures generated by

detonating cartridges of smokeless powder

[21]. The peak pressure from the blast wave can

reach up to 1000 kPa and the pressure traces

show a large brief transient overpressure,

followed by smaller slower transient under and

overpressures, fully damped within 2 s [21]. This

model could potentially be useful in isolating

direct from indirect effects of blast. However, at

this stage further validation is required to ensure

that the pressure waves produced are related to

the ones seen by conventional blast waves.

13.2.5 Laser-Induced Stress
Waves (LISWs)

Laser-induced stress waves (LISWs) can be

generated through the irradiation of a laser target

with a laser source [22]. With respect to blast,

LISWs have been used to investigate traumatic

brain injury and pulmonary blast injury in rodent

models. In both models the experimental animal

is anaesthetised and fixed on a plate whilst, the

region of interest is positioned in the focal area of

a LISW and exposed to the stress waves which

are described in detail in Chap. 1. In order to

match the peak pressures seen in blast conditions,

Hatano et al. and Satoh et al. used a natural black

rubber disk covered and bonded with a transpar-

ent polyethylene terephthalate (PET) sheet as

their laser target to generate waves with peak

overpressures up to 604 MPa [23, 24] .

Laser-induced stress waveforms are dominated

by a positive stress component that lasts for

about 1 microsecond (μs) [22]. This duration is

significantly shorter than that of a blast wave

from a conventional weapon, which usually ranges

between 2 and 6 millisecond (ms) [25]. Even

though LISWs can reproduce some characteristics

of shock waves and isolate effectively blast effects

onto a particular tissue/organ, further investigation

is needed to compare injuries induced byLISWs to

the ones induced by conventional blast waves [23].

13.2.6 Secondary Blast Injury Models

Many explosive devices contain metallic and

other fragments that along with the disintegrated

munition casing can cause penetrating wounds

[26]. Penetrating injuries can result either from

fragments that are part of the device (primary

fragments) or from the explosion (secondary

fragments) [26] as previously discussed in

Chap. 6. Few studies have addressed high-speed

penetrating objects that produce shockwaves

such as missiles and cause injury in large animal

models for example in primates [27], sheep [28],

pigs [29], cats [30] and dogs [31]. More recently,

Plantman et al. (2009) recreated a penetrating

traumatic brain injury to a rat model in the labo-

ratory, using a modified air rifle that initially

accelerated lead pellets that then impact a small

probe that penetrated the surface of the brain

with a speed ranging between 1 and 100 m/s

[32]. Animals used in this work need to be
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anaesthetised and fixed in a frame so as to avoid

any acceleration injuries [16].

13.2.7 Tertiary Blast Injury Models

Proctor et al. used a rat model to investigate the

effect of blast-induced acceleration on the brains

of laboratory animals, in the absence of exposure

to blast waves and of secondary impacts. In this

model anaesthetised animals are secured to a

metal platform and wrapped in a thick cotton

“blanket” to minimise secondary movement.

This platform is then accelerated vertically at

either 20 or 50 G. What causes the acceleration

is the detonation of pentaerythritol tetranitrate

(PETN) placed in the water precisely under the

centre of the plate [33]. This is the only study

so far to have developed an underbody blast

induced hyper-acceleration trauma model on the

brains of laboratory animals [33]. However, to

this point only two maximal G forces have been

used, much lower than the survivable G forces

experienced by service personnel within

vehicles [33].

Another model developed to look at the effects

of acceleration – deceleration due to blast, has

been described by Risling et al. (2011). In this

model the skull of an anaesthetised rat is tightly

secured to a bar. An air rifle is used to accelerate a

striker that is then used to impact the bar causing

the head to rotate rearward [16]. By changing the

air pressure in the rifle acceleration ranging

between 0.3 and 2.1 Mrad/s2 can be achieved.

Following impact, the acceleration phase lasts

0.4 ms and then the head rotates at a constant

speed and finally decelerates.

13.2.8 Underwater Blast Models

When an explosive is detonated under water, it

produces a large volume of gaseous by-products

in the form of an underwater bubble. The denser

water spalls into the less dense air, causing frag-

mentation [34]. Underwater explosions are gen-

erally characterised by a much higher shock

speed and a greater range of various effects than

air blasts with primary blast injury and mortality

rate being greater when the blast is under water

[35]. However, Philips and Richmond submerged

dogs in water and exposed them to underwater

blast showing that the animals experienced inter-

nal injuries pathologically identical to that of air

blast [36]. In the majority of these models,

anaesthetised animals are submerged in water

and exposed to under water blast [17, 36, 37].

One different approach, is the blast-amputation

model developed by Tannous et al., whereby the

animals were not submerged in water but secured

on an aluminium platform with a hole, elevated

above the surface a water-filled steel tank. Under

water detonation of PETN led a column of water

to rise at a maximum speed of 534 m/s through

the hole in the platform [38].

13.3 In-Vivo Models

13.3.1 Traumatic Brain Injury

Blast waves generated by conventional and

improvised explosive devices (IEDs) cause

traumatic brain injury (TBI) in military personnel

and civilians. Blast TBI is generally characterised

by a primary injury that occurs at the time of

exposure due to the immediate mechanical disrup-

tion of brain tissue followed by a secondary injury

that develops hours to months after the initial

trauma. Traumatic brain injury specific to blast is

classified into three types:

• mild, whereby loss of consciousness for less

than 1 h and posttraumatic amnesia for less

than 24 h are noted,

• moderate, whereby loss of consciousness is

less than 24 h and posttraumatic amnesia

lasts anywhere up to 7 days, and

• severe, where patients exhibit loss of con-

sciousness for time periods longer than 24 h

and amnesia persistent for longer than 7 days

[39, 40].

In-vivo animal models have been used to sim-

ulate blast conditions in an attempt to identify the

mechanisms of TBI in a controlled environment
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and to develop injury thresholds and therapeutic

interventions. Primary blast-induced brain injury

in rodents classified as mild usually shows

no signs of structural damage at gross pathologi-

cal examination [2], however, several authors

have reported signs of limited neuronal/axonal

injury in the cortex, corpus callosum, and

periventricular areas [41–43]. Cernak et al.

found that a single, mild blast in exposed

mice induced glial activation, whilst Goldstein

et al. showed that their histopathology 2 weeks

after the blast event was similar to chronic

traumatic encephalopathy (CTE), exhibiting

signs of phosphorylated tauopathy, myelinated

axonopathy, microvasculopathy, chronic neuro-

inflammation, and neuro-degeneration [2, 4].

Behavioural and functional changes associated

with mild blast TBI (bTBI) often include weight

loss, motor deficits, memory decline and impaired

spatial learning [2, 15, 17, 41]. Cernak

et al. (2011) showed that even though most of

these symptoms were normalised 1 month after

the exposure, some behaviour characteristics

remained changed. Goldstein et al. showed that

immobilisation of the head during the blast

prevented associated learning and memory

deficits [4], suggesting that head acceleration and

subsequent deceleration may be critical factors

in the development of bTBI [4, 44].

Fewer studies have focused on the effects of

moderate and severe blasts on in-vivo models.

Cernak et al. (2011) showed that moderate

levels of blasts caused memory deficits and

increased stress/anxiety in mice, whilst Svetlov

et al. (2009) showed that head acceleration and

deformation after severe blast trauma to the head

of rats, was accompanied by typical focal and

massive intracranial hematomas and brain

swelling [5]. Changes on β-amyloid (Aβ) pep-
tide that have been reported to occur rapidly

after acute TBI in humans, as early as 2 h after

a severe TBI [45, 46], have been seen to

decrease acutely following injury in rodent

models [47]. In addition, some authors have

reported levels of the amyloid precursor protein

(APP) to be increased following blast exposure

[21, 47] whilst others [7, 42, 48], noted no APP

accumulation in axons of rats exposed to over

pressure waves ranging from 130 to 260 kPa.

In-vivo animal models of primary blast-induced

brain injury (bTBI) will be reviewed further in

Chap. 14, Sect. 14.4, focusing on the effects of

repetitive blast-induced TBI and acceleration –

deceleration injury on animal models.

A large number of models also exist that

describe the effect of penetrating traumatic

injury, although very few of them are clinically

relevant to blast conditions. Most notably,

Plantman et al. (2009) recreated a penetrating

traumatic brain injury to a rat model that caused

tissue destruction such as white matter degenera-

tion, haemorrhage, oedema, and gliosis

accompanied by impairment of reference mem-

ory function. Long et al. (2009) [3] compared

neuro-pathological changes evoked by blast to

those described following controlled cortical con-

tusion or fluid percussion injuries [49, 50] finding

significant differences between the models and

showing that exposure to airblast elicits fibre

degeneration without being associated with obvi-

ous cell loss or injury. Similarly, Singleton

et al. found that fluid percussion injury caused

traumatic axotomy which also did not result in

neuronal cell death [51, 52].

In summary, the existing literature on the

pathobiology of blast-induced TBI presented is

contradictory [12] and only partially imitates real

life conditions. These variations in the models

reported are often due to the broad range of

experimental animals and blast injury models

being used [12]. The shape and size of different

brain structures can also influence the response

under blast loading. Another severe limitation in

developing animal models of TBI is that the

classification of human blast TBI is based on

the behavioural symptoms of injury [39]. Animal

welfare regulations require that animals are

anaesthetised when subjected to procedures that

can potentially cause stress or pain thus, render-

ing diagnosis a challenging task [12]. Finally, the

position and orientation of the experimental ani-

mal within the injury model and the presence or

absence of noise stressors also play a crucial role

in the biomechanical loading on the animal, the
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type of injury that it sustains as well as the

severity [12].

13.3.2 Blast Lung

Exposure to blast overpressures has been found to

result in contusion or barotrauma-like injury mainly

to air-filled organs such as lungs [53]. Indeed, expo-

sure to blast pressure waves can result in cardio-

vascular and respiratory impairment because of

the disruption of the alveolar septa and pulmo-

nary capillaries, resulting in acute pulmonary

haemorrhage [6]. In-vivo studies of blast TBI

have identified that significant damage is

observed in the lungs regardless of the body

position of the experimental animal [2, 3, 54,

55]. In fact it has been suggested that there is

an indirect thoracic mechanism of mild traumatic

brain injury due to blast pressure waves [35, 54,

56, 57]. In addition, it has also been suggested

that blast injury to the lower extremities may lead

to systemic inflammatory changes affecting the

limbs in addition to distal sites such as the lungs

[58, 59].

Delius et al. implanted pressure probes into

dogs to determine the conditions leading to lung

damage. They found that shock wave pressures

over 10 MPa caused bleeding [60] and attributed

this to vessel rupture. Chavko et al. (2006) placed

anaesthetised rats into a shock tube and exposed

them to blast waves of a mean peak overpressure

of 140 kPa. Characteristic landmarks of lung

contusion such as intra-alveolar and subpleural

haemorrhage, massive infiltration of neutrophils,

and activation of macrophages in the lung

parenchyma were noted [6, 24, 61]. More inter-

estingly, administration of the antioxidant

NACA prior to blast was seen to facilitate

lung recovery from inflammatory damage

[6]. Skotak et al. defined a lower peak overpres-

sure of 100 kPa as the threshold for ‘blast

lung’ injury that is characterised by pulmonary

haemorrhage, vascular damage, direct alveolar

injury, and oedema [10, 62]. In addition, exten-

sive release of cytokines IL-1, IL-6, MCP-1,

and MIP-2 have been observed in the

Bronchoalveolar Lavage (BAL) fluid and blood

plasma [63].

Rafaels et al. and Bass et al. developed curves

for the assessment of the risk of fatality from

primary pulmonary injury for long-duration

(>10 ms positive overpressure phase) and

short-duration blast waves respectively. They

outlined the differences in the injury mechanisms

from the two types of blast stating that for long

durations the injury risk had little dependence on

the duration parameter [64, 65].

Chai et al. investigated lung injury induced

by a combined burn–blast trauma. They showed

that rats with burn-blast combined injury had

more severe lung injuries and abnormal coagula-

tion and fibrinolytic function than those induced

byeither ablast or aburnonly injury [66, 67]. Elsayed

et al. (1997) investigated the effects of multiple

low level shock waves (62 � 2 kPa) in the

lungs of rats and showed that repeating blasts

did not significantly add to the effect of the first

one [68].

13.3.3 Heterotopic Ossification

It has often been hypothesised that Heterotopic

Ossification (HO) is caused by a combination of

systemic and wound specific responses to trauma

[69]. Whilst, there are several in-vivomodels that

reproduce HO in a laboratory environment,

[70–72] the majority of these models use

injections of bone morphogenetic proteins

BMPs to induce HO, thus not replicating the

conditions under which HO is formed in blast

injuries. Nevertheless, through these studies a

significant correlation between injury to the

peripheral nervous system (PNS) and HO forma-

tion has been made attributed to the decreased

expression of substance P (SP) and calcitonin

gene-related peptide (CGRP) [69, 70]. Tannous

et al. used a blast-amputation model to produce

HO in rat residual limbs. Heterotopic bone was

then radiographically classified as periosteal

growth (Type A) or noncontiguous growth

(Type B) in the rats. Whilst this is a very

promising technique, relevant to blast scenarios,
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limitations such as the high mortality rates and

the variations in the blast overpressure delivered

to the animals still need to be addressed [38, 69].

More recently, Polfer et al. established a rat

HO model consisting of full body blast exposure,

controlled femur fracture, crush injury and trans-

femoral amputation through the zone of injury

[73]. In detail, they divided rats into three

groups: animals exposed to a full body blast

overpressure (120 � 7 kPa), animals that

sustained only a crush injury and femoral frac-

ture followed by amputation through the zone

of injury and animals exposed all insults. HO

developed in all the rats in the third group and

in about 65 % of the animals in the second group.

Exposure to blast waves was seen to increase the

prevalence of HO in this model [73] and the

genes that regulate this early chondrogenic and

osteogenic signalling and bone development

(COL1a1, RUNX-2, OCN, PHEX, and

POU5F1) were found to be induced early during

the tissue reparative/healing phase [74]. This model

simulates quite closely a combat-related extremity

injury and can be used to further investigate the

effects of different blast pressures and durations

and provide an insight into the cellular and molecu-

lar pathways that lead to HO development [73, 74].

13.3.4 Hearing Loss

Blast overpressure can produce injury to the ears

resulting in rupture of the tympanic membrane,

dislocation or fracture of the ossicular chain,

and damage to the sensory structures on the

basilar membrane [75]. Animal studies have

demonstrated that trauma to the auditory system

induces hyperactivity in the inferior colliculus

which may occur immediately after noise expo-

sure and last for up to 3 months following expo-

sure or cochlear ablation [76]. Mao et al. (2012)

exposed rats to a single 10 ms blast at 14 psi and

with a sound pressure level of 194 dB. Blast

exposure induced early onset of tinnitus and cen-

tral hearing impairment due to significant dam-

age to certain auditory brain regions, in particular

the inferior colliculus and medial geniculate

body [77]. Absence of microstructural changes

in the corpus callosum, led the authors to suggest

that primary blast mainly exerts effects through

the auditory pathways [77].

Kurioka et al. used LISW generated over-

pressures up to 400 MPa, applied to the cochlea

of rats through bone conduction that revealed

that the presence of an inner ear dysfunction is

proportional to the peak overpressure [78]. In

addition, severe oxidative damage accompanied

by a lower survival rate of hair cells and spiral

ganglion neurons were observed in the inner ear.

Newman et al. also reported extensive loss of

cochlear hair cells and a reduced cochlear outer

hair cell function of rats exposed to three low

level blast waves (of a 50.4 kPa peak pressure

and a sound pressure level of 188 dB) separated

by approximately 5 min using a blast tube [79].

Wu et al. used a D-86 spark pulse generator

that caused deafness to rats when exposed to a

172 dB sound pressure level for 30 times with 2 s

intervals and 0.5 ms pulse width [80]. The study

then showed that adenovirus-mediated human

β-nerve growth factor has a protective effect on

rat cochlear spiral ganglion cells after blast

exposure.

13.3.5 Skeletal Blast Trauma & Nerve
Injuries

Blast injuries as a result of conventional and

improvised explosive devices (IEDs) account

for 75 % of modern war injuries. Over 70 % of

these injuries involve the limb [81] (see

Chap. 21, Sect. 21.1). However, very few animal

models have been developed to look at the

effects of blast injuries to the skeletal

and peripheral nervous system. Christensen

et al. exposed cadaveric pigs to semi-controlled

free field blast events of varying explosive type

charge size, and distance, including some cases

with shrapnel. They found extensive skeletal

trauma and amputation of the limbs and cranium.

Usually, long bone shafts were the most severely

fracture, whilst transverse and oblique fractures

were commonly noted in the head, neck, and

13 In-Vivo Models of Blast Injury 167



shaft of numerous ribs. What is of interest is that

specimens exposed to blasts that included shrap-

nel displayed even greater fracture severity, with

extreme bone fragmentation of the long bones

[82]. This study showed that primary

and secondary blast mechanisms can produce

traumatic amputations and skeletal fractures,

although it is fairly limited in scope. One of its

limitations is the fact that only small blast

distances and open-air settings were studied.

Data from blasts occurring in a confined space

would add significant information to this work.

An interesting poly-traumatised model was

developed by Claes et al. to investigate the effect

of a thoracic trauma and an additional soft-tissue

trauma on fracture healing in a rat tibia model.

The tibial fracture was created using a 3-point

bending guillotine device and a drop tower was

used to create additional soft tissue-trauma.

Finally, the thoracic trauma was induced by a

single blast wave centered on the thorax with a

modified blast wave generator. Results con-

firmed that fracture healing was increasingly

impaired with increasing severity of trauma,

especially when a soft tissue trauma was applied

in addition to the thoracic trauma [83]. The

authors explained this effect reporting that in

the poly-traumatised animals there was reduced

callus formation in comparison to animals with

isolated fractures. Although only the thoracic

trauma was created using a primary blast set up,

such models could be further improved and

become very useful in understanding the nature

of human polytrauma from blast injuries.

Contrary to central nervous injury that has

been extensively studied in blast conditions,

peripheral nerve injury has not been addressed

despite the significant burden of peripheral

nerve damage seen following exposure to blast

[84]. Suneson and Seeman used a high-energy

missile that impacted to the left thigh of a large

animal creating a short lasting shockwave. This

shockwave caused immediate contralateral sci-

atic nerve dysfunction, as revealed by the

decreased number of microtubules and the

Schwann cells exhibiting signs of damage and

swelling, despite demonstrating no haemorrhage

or major tissue deformation [85]. In addition,

similar changes were noticed in the phrenic

nerves as well as in unmyelinated axons in both

sciatic and phrenic nerves.

13.4 Summary

Based on the work presented in this chapter it can

be seen that in-vivo models are widely used to

study several aspects of the blast injuries, espe-

cially blast traumatic brain injury and blast lung.

However, one fundamental question that arises is

how can we compare the existing models, the

findings from which are often contradictory?

When looking into the effects of primary blast

for instance, there is significant variability

among researchers in the peak overpressures

and the duration of the waves used. The majority

of the existing models are often vague about the

characteristics of the shockwaves produced, in

some cases reporting only the peak overpressure

and thus limiting comparability between studies

[2]. Furthermore, there is also significant

variability in the position and orientation of the

experimental animal during blast which has an

important role in the biomechanical loading on

the animal, the injury sustained and its severity

[4, 12].

Another significant limitation is associated

with the species of the experimental animals

used in these studies. Existing large animal

models require large scale settings and are often

too expensive, thus their use is limited. Large

animal models also can have difference ethical

considerations associated with their use. More

often rodent models, rats and mice in particular,

are used. However, even in these cases it has

been argued that different strains may exhibit

different inflammatory responses to blast [86].

In addition, researchers have also suggested that

the rodent’s lissencephalic cortex makes them

inappropriate for modelling changes in cognition

and behaviour after bTBI [12].

A second key question is how do we validate

these in-vivo models? Due to differences in

properties, size and mass between humans and

animals, scaling has been proposed and used in

several studies. Panzer et al. (2014) recently

reviewed a number of different approaches to

scaling the dose and response of animal models
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to humans. In the majority of the existing scaling

techniques the animal’s blast duration is scaled to

the equivalent human duration while the ampli-

tude of the overpressure remains unchanged

[87]. During IED explosion shockwaves with

peak pressures from 50 to 1000 kPa and 2–6 ms

duration have been measured, whereas most of

the experimental models involve blast waves

with durations between 4 and 8 ms [2, 4, 17]

and some with durations longer than 10 ms

[25]. Without considering scaling, the shock

wave characteristics of most of the animal

models developed are comparable to what has

been reported during actual blast conditions.

However, when scaling is considered, then

these scaled durations are much longer than

the ones reported during real blast events

[25]. Researchers still debate as to whether

scaling methods should be used and if so which

are appropriate. To this end more data from

real blast events are needed. Finally, the majority

of in-vivo models tend to replicate only

single factors involved in pathology of specific

tissue/organs, simplifying the clinical problem.

Despite these limitations, animal models have

contributed substantially in the interpretation of

some of the key injury mechanisms involved in

blast injuries. However, more complex models

are needed to gain a better understanding of the

highly heterogeneous nature of blast injuries.
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The consequences of blast traumatic brain injury

(blast-TBI) in humans are largely determined by

the characteristics of the trauma insult and,

within certain limits, the individual responses to

the lesions inflicted [1]. In blast-TBI the

mechanisms of brain vulnerability to the detona-

tion of an explosive device are not entirely

understood. They most likely result from a com-

bination of the different physical aspects of the

blast phenomenon, specifically extreme pressure

oscillations (blast-overpressure wave – primary

blast), projectile penetrating fragments (second-

ary blast) and acceleration-deceleration forces

(tertiary blast), creating a spectrum of brain

injury that ranges from mild to severe blast-TBI

[2]. The pathophysiology of penetrating and

inertially-driven blast-TBI has been extensively

investigated for many years. However, the brain

damage caused by blast-overpressure (primary

blast) is much less understood and is unique to

this type of TBI [3]. Indeed, there continues to be

debate about how the pressure wave is transmit-

ted and reflected through the brain and how it

causes cellular damage [4]. No single model can

mimic the clinical and mechanical complexity

resulting from a real life blast-TBI [3]. The differ-

ent models, non-biological (in-silico or surrogate

physical) and biological (ex-vivo, in-vitro or

in-vivo), tend to complement each other.

14.1 In-Silico Models

Computer simulation represents a valuable link

between laboratory experiments and the study of

human cases (see Chap. 17). These models may

provide a better understanding of the damaging

mechanisms resulting from the blast wave and

may reduce the number of trial-and-error tests

involving laboratory animals [4, 5]. A compre-

hensive computational model of blast TBI should

be multidisciplinary and should be validated by

data from animal tests [5, 6].

14.2 Ex-Vivo Models

Human cadaveric models (see Chap. 11) have

been used to determine the anatomical response

to blast-TBI [7]. However, the biomechanical

properties may be altered post mortem and the

models lack the post-injury physiological

response [7]. Through the understanding of the

biomechanics of the forces that act upon the

human head, these models provide valuable

information for the development of protective

equipment and helmets [8].
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14.3 In-Vitro Models

In-vitro models offer several advantages in the

study of blast-TBI, allowing for a carefully con-

trolled experimental environment, both in terms

of cellular characteristics and regarding physio-

logic conditions, such as temperature, pH and

nutrient concentrations, which reduce experi-

mental variation and result in greater reproduc-

ibility. The time scale for the completion of

in-vitro studies is usually shorter than for in-vivo

experimental protocols, making them less

expensive than more complex models. The

in-vitro models also permit a precise control

and characterisation of the injury biomechanics.

Arun and colleagues have described an in-vitro

model using human neuroblastoma cells

exposed to a pressure wave from a compressed

air-driven shock tube [9]. They showed a tran-

sient increase in the permeability of neuronal

nuclear and plasma membranes. The authors

suggest that the blast exposure disturbs the

integrity of the cell membrane and hypothesised

that this may underlie the development of acute

tissue damage seen in blast-TBI victims. Simple

cellular models lack the heterogeneity of cell

types and synaptic connectivity found in the

intact brain. The in-vitro organotypic brain-

slice culture technique represents an interme-

diate model between the single cell and the

whole organ. A thin slice of brain tissue can

be kept alive in-vitro for many days or even

months, preserves the different cell types

(e.g. neurons and glia) and maintains synaptic

connectivity mirroring that in the intact brain

[10]. Organotypic hippocampal slice culture

models have been used to investigate

mechanisms of injury in other types of brain

injury including blunt-traumatic brain injury

and ischemic brain injury [11, 12]. Effgen and

colleagues have recently demonstrated that a

shock wave from a compressed air shock tube

induces cell dysfunction and death in hippocam-

pal organotypic slice cultures [13, 14]. Neverthe-

less, in spite of the aforementioned advantages,

in-vitro models are relatively simple biologic

systems of cells or tissue that do not fully mirror

the in-vivo situation. Cultures are typically

obtained from young animals whose cells may

not be fully differentiated, and may exhibit a

different phenotype from the mature tissue.

Moreover, the artificial controlled environment

is not the same as the cells experience in-vivo

and this can affect their morphology and func-

tion. Therefore, novel in-vitro findings must be

validated and confirmed by in-vivo tests in

whole animals. Thus, while in-vitro models are

a powerful tool for mechanistic analysis and a

convenient, cost-effective method of screening,

they cannot completely replace animal studies.

14.4 In-Vivo Animal Models

Animal models (see Chap. 13) are the gold stan-

dard translational research method for blast-TBI,

allowing hypothesis testing in the controlled lab-

oratory environment [15, 16]. Despite the useful-

ness of human clinicopathological analysis in

providing evidence of correlative association, the

use of animal models is the most important tool in

investigating causal mechanisms of disease

[16]. An animal model’s value and relevance are

directly proportional to its adequacy in

recapitulating the histopathological features

and/or neurological deficits of the corresponding

human disorder [16]. Irrespective of the research

questions to be addressed, a clinically relevant

blast-TBI model should fulfil the following

criteria [17]:

1. the injurious mechanical component of the

blast should be clearly identified and

replicated in a controlled, reproducible, and

quantifiable manner;

2. the inflicted injury should be reproducible,

quantifiable, and mimic components of

human blast-TBI;

3. the injury outcome should be chosen based on

morphological or histological and/or

behavioural parameters; and
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4. the mechanical properties of the injurious

pressure wave should predict the outcome

severity.

A considerable number of animal models

have been used in blast-TBI research. In the

following paragraphs, critical aspects of blast-

TBI models will be described based on the avail-

able literature.

14.4.1 Animal Species

Blast-TBI models have used many different spe-

cies of animals, from mice, rats and rabbits to

ferrets and pigs [7]. Rodents, mainly rats, remain

the most commonly used animals for modelling

human blast-TBI [17]. The relatively small size

and lower cost of rodents permits repetitive

measurements of relevant experimental parameters

that require relatively large numbers of animals.

Rat models allow better monitoring and control of

physiological parameters (e.g. blood pressure,

blood gases). Mice offer the additional possibility

of conducting tests where genetic manipulation is

possible. Due to ethical, technical and/or financial

limitations, blast-TBI studies are less feasible in

phylogenetically higher species [17]. However,

rodents have a lissencephalic cortex, i.e. they lack

the gyri and sulci found in the human brain; it has

been suggested that this characteristic makes

rodents less than ideal for modelling complex

injury-induced changes in functional outcomes

and is a factor that most likely affects the brain’s

mechanical response to a pressure transient and an

acceleration impulse [18]. Pigs and non-human

primates have brains more similar to humans.

However the cost of larger animal models and, in

the case of non-human primates, ethical issues and

availability, limit their use [19]. The choice of a

species also affects scaling considerations, namely

the selection of the pressure wave parameters.

Skull size and geometry (including the anatomy

of the orbits and sinuses), skull biomechanical

properties and histologic characteristics of bone

affect how external forces act upon the brain [4].

14.4.2 Generation of Overpressure
Waves

14.4.2.1 Free-Field Explosives
In free-field blast testing, blast waves are generated

using high explosives in an open field (Fig. 14.1a).

Experiments with explosives in the open field have

been used to determine thresholds of mortality and

injuries in air-filled organs, such as the lungs. These

experiments provided fundamental data on blast

magnitude-response curves (the Bowen curves)

[6, 20, 21]. Free-field explosive tests allow realistic

experiments in large animals that are more similar

in size to humans, closely replicating real-world

blast conditions [6]. There are, nonetheless, some

significant drawbacks. Large adjacent structures

such as buildings or vehicles can reflect the pres-

sure wave, potentially exposing the specimen to a

complex blast waveform, often more damaging

than the initial waveform. The explosives produce

by-products (e.g. heat, noxious gases, fragments),

which summed to the overpressure damage may

cause complex blast injuries due to the possibility

of penetrating and burn injuries for example [7]. To

summarise, this setup offers less experimental con-

trol over the physical characteristics of the blast

(when compared to a shock tube, see below),

making it more difficult to quantify the overpres-

sure transient and represents an expensive and time

consuming protocol [7, 19].

14.4.2.2 Blast Tubes
During the 1950s blast tubes were often used to

study materials’ responses to high pressures. The

blast tube (see Chap. 13) was modified for studies

with rodents in the 1990s [6]. A small explosive

charge is detonated in a conical or parabolic driver

section, and the blast wave is allowed to propagate

down the driven section (Fig. 14.1b). By-products

of the explosion, such as smoke and gases, may

contribute to quaternary blast effects [6]. Also, the

handling and storage of explosives in the labora-

tory environment demands strict safety

considerations. For these reasons, shock tubes

are typically preferred over blast tubes for blast-

TBI testing in the laboratory setting [7].
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14.4.2.3 Shock Tubes
Most published blast studies have used shock

tubes to investigate the effect of blast-TBI using

animal models [4]. A shock tube (see Chap. 13)

is a long tube with constant cross-section

(Fig. 14.1c). The device is divided into two

chambers separated by a membrane or dia-

phragm: the driver section of high-pressure gas

and the driven or main section of low pressure

gas (atmospheric pressure). Compressed gas

(typically air, helium or nitrogen) is loaded into

the driver section. The diaphragm either ruptures

spontaneously, or rupture may be triggered elec-

tronically (in so called “double breach” configu-

ration), at a given pressure dependent on

diaphragm thickness and material. Upon rupture

of the diaphragm, the discontinuous pressure dif-

ferential between the driver section and the driven

section creates a shock wave that propagates along

the driven section towards the test specimen

[6, 7]. With an open-end configuration the animal

or specimen can be placed either inside or outside

the tube. Testing inside the tube ensures that the

shock wave is planar, but the diameter of the

Charge
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Double
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Animal

Pressure
control panel

Driver tube
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Fig. 14.1 Different methods of generating blast over-

pressure waves in in-vivo models of blast injury.

(a) Open field experiments using an explosive charge

outside of a laboratory. (b) In a laboratory setting a blast

tube can be used with an explosive charge. (c) In the

laboratory, a gas-driven shock-tube results in a more repro-

ducible and controlled shock wave
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shock tube must be large enough for the specimen.

Outside the tube, the specimen should be placed

as close to the tube as possible, to ensure the shock

wave is planar [7]. Shock tubes can be designed to

reproduce any characteristic of an ideal blast wave

in terms of magnitude of peak overpressure, dura-

tion of positive-phase, impulse and shape of the

pulse [6, 7].

The shock tube has several advantages over

the use of high explosives. Shock tubes allow

blast overpressure effects to be studied in isola-

tion. Shock tubes can produce a variety of repeat-

able pressure transients that closely resemble

free-field blast waves, in a controlled laboratory

environment (Fig. 14.2a). Furthermore, shock

tube testing is more economical and safe com-

pared to either free-field blast or blast tube test-

ing. However, shock tubes can only reproduce

certain aspects of real-life explosions; while they

replicate the ideal pressure wave, they cannot
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Fig. 14.2 (a) Schematic of a typical Friedlander wave-

form produced in a shock-tube experiment. (b) The mag-

nitude of the peak-overpressure for a given shock wave

depends on the orientation of the pressure sensor relative

to the shock wave, with face-on configuration giving a

higher value than a side-on configuration
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model the non-ideal complex blast wave and they

are unable to reproduce other real blast effects

such as thermal injury [7, 19].

14.4.3 Critical Aspects

14.4.3.1 Anaesthesia and Analgesia
Most authors anaesthetise their animals before

and during the pressure wave exposure

(an exception is Ahlers and colleagues [22]).

Different methods of anaesthesia have been

used, the majority allowing the animals to be

under spontaneous ventilation during the proce-

dure. Inhalation general anaesthetics, such as

isoflurane, are often used due to their advantages

of providing effective anaesthesia with rapid

onset and rapid recovery at the end of the proto-

col [23, 24]. These drugs may be supplemented

with an opioid-based analgesia (for example,

buprenorphine). Another common choice is

the administration of intraperitoneal drugs, as

the combination of ketamine and xylazine

[24, 25]. This method requires less equipment

than an inhalational anaesthesia technique, has

the advantage of providing concurrent analgesia

(ketamine) but it is less versatile in terms of

anaesthetic induction and recovery times.

Anaesthetics are usually potent respiratory and

cardiovascular depressants, so the researchers

using them need to be familiar with their side-

effects. Some particular anaesthetic side-effects

should also be considered carefully according to

the goal of the experimental protocol. For exam-

ple, some drugs, such as medetomidine, induce

profound hypothermia [26], while others, such as

ketamine, may modify neurological impairment

[27], which are aspects that should be taken into

account in blast-TBI studies of neuroprotection.

14.4.3.2 Pressure Wave Characteristics
The characteristics of the pressure wave are

determined by the device used and in the case

of a shock tube, by the thickness, material and

number of the diaphragm(s) used. Animals have

been exposed to blast waves as low as 36 kPa

[15] or as high as 500 kPa [28], but typically are

exposed to blast waves with peak overpressures

between 150 and 340 kPa [17]. The overpressure

wave is sustained for varying durations of time,

typically from 2 to 10 ms [28, 29]. The magni-

tude of the peak overpressure and wave duration

used should be based on the severity of the injury

being modelled (mild, moderate or severe blast-

TBI) and should take into account the hypothesis

being tested [15]. An important consideration is

that the reported characteristics of a given over-

pressure wave depend on the orientation of the

pressure sensor relative to the wave (Fig. 14.2b).

For example, the face-on peak-overpressure

reading of a shock wave will be higher than a

side-on reading for the same wave [7].

14.4.3.3 Animal Head Orientation
Relative to the Direction
of the Pressure Wave

The amplitude and duration of the pressure wave

to which the animal brain is exposed depends on

the orientation of the animal relative to the pres-

sure device [15]. Different orientations of exper-

imental animals relative to the direction of the

pressure wave have been reported. The most

common are the frontal or head-on orientation

in which the animal faces the source of the pres-

sure wave and the transverse or side-on orientation

in which the body of the animal is perpendicular to

the source of the pressure wave (Fig. 14.3). The

frontal orientation results in greater overpressure

exposure than does the side-on orientation

[25]. However, Ahlers and colleagues reported dif-

ferent functional outcomes based on orientation in

the shock tube, including greater impairment in

gross motor function for rats in the side-on

position [22].

14.4.3.4 Head Mobile Versus Head
Restrained

Several recent studies have highlighted the value of

investigating how the presence or absence of head

motion affects histopathologic injury patterns and

neurobehavioural deficits. Goldstein and colleagues

[30] reported learning and memory deficits in mice

with unrestrained heads exposed to a blast wave.

Notably, restrained head movement resulted in the
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disappearance of functional deficits, implicating

blast-induced acceleration–deceleration of the

head (“bobblehead effect”) as the main pathogenic

mechanism by which the blast exposure induces

brain injury [30]. Gullotti and colleagues [29]

have shown that minimising head acceleration led

to an increase in survival rate and an decrease in the

duration of loss of righting reflex following blast.

However, increase in duration of loss of righting

reflex was achieved by significantly increasing the

peak blast overpressure [29]. When planning the

experimental design of a blast-TBI study and

interpreting its results the head mobility is a very

important feature of the protocol that must be con-

sidered according to the intended goals of the study.

14.4.3.5 Head Only Blast Exposure
(Thorax Protection) Versus
Whole Body Blast Exposure
(No Thorax Protection)

Some investigators use chest protection on their

animals arguing that the use of appropriate

shielding isolates the effects of blast injury to

the brain from injury to the body, particularly

the lung. Different materials have been used,

such as Kevlar fabric [23], plastic tubes [28] or

metal cylinders [29, 31]. A considerable number

of blast-TBI investigators do not use chest pro-

tection [24, 32, 33]. Long and colleagues

reported that rats wearing protective vests when

exposed to 126 or 147 kPa overpressure were

more likely to survive 24 h after the procedure

compared with rats not wearing vests [23]. Some

investigators have examined the use of protective

shields on animals placed inside the shock tube

and found that their use does not significantly

reduce the effects of the pressure wave [15, 25].

14.4.3.6 Single Blast Versus Repeated
Blasts

Most of the experimental blast-TBI studies

published so far have used protocols consistent

with single blast exposure. However, multiple

blast exposures are common in the war zones

even in subjects not known to have suffered a

TBI [19]. Repetitive blast exposure in military

service personnel has been associated with

long term neuropathology and psychiatric

disturbances, including cognitive impairment

similar to what is seen in athletes with repetitive

concussive injury [34, 35]. These findings sug-

gest that repeated blast overpressure waves,

blast secondary or tertiary mechanisms excluded,

have a synergistic effect causing cumulative

brain damage, as shown by Calabrese and

colleagues [36].

14.4.3.7 Outcomes
Outcomes relevant in animal models include

physiological, pathological and behavioural

Animal orientation

Direction of
shock wave

Direction of
shock wave

ParallelPerpendicular

Fig. 14.3 The orientation of the animal relative to the shock-tube is a key variable in the experimental setup. Shown

are perpendicular (or side-on) (a) and parallel (or head-on) (b) configurations
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parameters [19]. Animal models of blast-TBI

will be more useful from a translational perspec-

tive if the experimental emphasis focuses on

reproduction of clinically relevant endpoints,

accelerating the development of new preventive,

diagnostics, treatment and rehabilitative

strategies for blast-TBI victims [16]. Blood-

brain barrier disruption, brain oedema and vaso-

spasm, neuronal degeneration, axonal injury,

glial cell activation, chronic neuroinflammation

and subsequent cognitive deficits, including

memory impairment and anxiety-related

behaviours have been shown both after human

and experimental blast-TBI [16, 17, 37, 38]. An

additional aspect that is usually overlooked by

many investigators studying TBI models is the

measurement of physiological variables before

and after blast-TBI, including arterial blood oxy-

gen and carbon dioxide partial pressures, pH,

heart rate, blood pressure, and core body temper-

ature. These variables are extremely important in

determining pathophysiological responses to

injury and therapy, both for acute outcomes and

long-term outcomes [39].

Although overlapping clinical features of

blast TBI models and related findings in humans

suggest common pathobiology, the underlying

pathophysiological mechanisms and interactions

are poorly understood. Furthermore, the tempo-

ral course of the acute and chronic stages follow-

ing blast-TBI injury is largely unknown [16].

One aspect of particular note is that blast-TBI

patients often present with cognitive and anxiety-

related symptoms similar to those resulting from

post-traumatic stress disorder (PTSD). In these

blast-TBI patients it can be difficult to disentan-

gle symptoms resulting from the physical blast

and those related to being in the stressful envi-

ronment of combat or civilian blast situation. In a

controlled laboratory environment where the ani-

mal is anaesthetised it should be possible to study

isolated blast-TBI with minimal confounding

PTSD pathophysiology. Together these aspects

emphasise the importance and clinical relevance

of developing reproducible validated animal

models that can be used to understand the

mechanisms of brain injury following exposure

to blast.

14.5 Conclusion

A broad range of experimental animals and

models are being used in blast-TBI research.

Early models focused mainly on biomechanical

aspects of brain injury, while more recent ones

are targeted towards improving the understand-

ing of the damaging injury processes initiated by

blast-TBI [17]. However, translational research

in this area has been fraught by a number of

methodological issues. The shock tube devices

(or alternative methods) and blast injury

conditions, as well as specimen or animal mount-

ing, degree of head restraint and location relative

to the driven section can vary significantly

between different laboratories. Blast waves are

characterised by several parameters including the

peak overpressure, duration and impulse. Differ-

ent shock tubes may produce pressure waves

with differing characteristics leading to different

biological effects. Many studies do not report the

full pressure wave data, or report only peak

overpressures, but not duration or impulses.

Some laboratories that do report pressures omit

key setup information, such as the pressure sen-

sor orientation. This makes interpretation and

comparison between studies extremely difficult.

Blast TBI is particularly challenging due to

scarce exposure data from actual operational/

clinical situations [18]. Reliable in-vivo blast-

TBI experimental studies, complemented by

in-silico and in-vitro models, led by multidisci-

plinary teams, are of great importance not only in

the identification of the complex mechanisms

leading to short and long-term functional deficits,

but also in guiding novel approaches to diagnosis

and treatment modalities.
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Military Wound Ballistics
Case Study: Development of a
Skull/Brain Model

15

Debra J. Carr and Stephen Champion

15.1 Introduction

Penetration of the cranium typically results in

secondary projectile formation (bone and primary

projectile fragments); the formation of a tempo-

rary cavity and resulting increase in internal pres-

sure which is enhanced by the confined space of

the cranium and the stiff bones of the skull

[1]. This enhanced internal pressure can result in

fractures of the base of the cranium, because it is

not as strong as other parts of the skull [1]. Radial

fractures are typical at the impact point, but con-

centric fractures can also occur connecting the

radial cracks due to flexing of the skull. This

through-thickness failure is commonly referred

to as cratering [2–4]. Bullet wipe is reported on

the scalp in forensic case studies e.g. [2–4]. The

fact that bullet wipe can be identified to specific

bullets is of interest forensically when in-

vestigating attempted murder or murder incidents

in civilian and military scenarios [5].

In combat, head wounds are recognised as

accounting for substantial mortality and morbid-

ity; the head accounts for 9 % of the human body,

20 % of penetrating combat injuries and its

wounding accounts for 50 % of combat deaths

[6]. The major cause of injury during warfare is

from fragments and therefore, military helmets are

designed to protect from fragments; when they are

perforated it is most commonly by high kinetic

energy projectiles e.g. high-velocity rifle bullets or

fragments due to blast (secondary blast) [7–10].

While a number of models for bullet/frag-

ment-head impact recreations have been pro-

posed, these are not anatomically correct

e.g. [3, 4, 11]. The models include a polyurethane

sphere filled with 10 % gelatine conditioned at

4 �C [3], a cylinder composed of a plastic/ wood/

polymer outer filled with gelatine [4] and

polymeric spheres containing 10 % gelatine

[11]. These models reportedly compared well to

actual gunshot injuries or secondary blast

injuries; however, it would not be possible to

mount a helmet on them.

Literature describing ballistic rate impacts on

human skulls with or without a simulated brain is

sparse [2, 12, 13]. In 1970, Miller reported on the

penetration of skulls by steel cubes and spheres,

This section draws heavily on a published paper and is

reproduced with permission by Springer: Carr DJ,

Lindstrom A, Jareborg A, Champion S, Waddell JN,

Miller D, Teagle M, Horsfall I, Kieser J. Development of

a skull/brain model for military wound ballistics studies. Int
J Leg Med. 2014. doi:10.1007/s00414-014-1073-2 (License
number: 3563580567511, 7 Feb 2015).

D.J. Carr, CEng, FIMMM, MCSFS (*)

Impact and Armour Group, Centre for Defence Engineering,

Cranfield University at the Defence Academy of the United

Kingdom, Shrivenham SN6 8LA, UK

e-mail: d.j.carr@cranfield.ac.uk

S. Champion

Vehicles and Weapons Group, Centre for Defence

Engineering, Cranfield University at the Defence

Academy of the United Kingdom, Shrivenham SN6 8LA,

UK

# Springer International Publishing Switzerland 2016

A.M.J. Bull et al. (eds.), Blast Injury Science and Engineering: A Guide for Clinicians and Researchers,
DOI 10.1007/978-3-319-21867-0_15

183

http://dx.doi.org/10.1007/s00414-014-1073-2
mailto:d.j.carr@cranfield.ac.uk


this government report is not accessible in the

open literature. However, some of Miller’s data

are mentioned in another report which describes

a model for projectiles impacting skulls [12]. The

fact that dried skulls and fresh skull caps

performed differently, and the need to consider

the additional contribution of hair and the scalp

in live human impacts with respect to these

projectiles were noted [12]. Some early work

that is easily accessible was published by

Watkins et al. [13]. Watkins used dried Asiatic1

skulls filled with 20 % gelatine and covered with

two layers of chamois covered in gelatine

(no details of the chamois were provided and

presumably the gelatine used was 20 % by

mass). Watkins’ work included a series of nine

impacts; the majority of this work involved ball

bearings at velocities up to ~1000 m/s, but

Watkins did note one head was tested with a

7.62 mm ball round (no further details given) at

750 m/s (Table 15.1).

Reports on penetrating ballistic head injuries

in the forensic literature are dominated by case

studies of suicides; the penetrating ammunition

usually being .22 rimfire or shotgun. There are

some exceptions that report outcomes of interest

to the current work [2, 14] (Table 15.2). Analysis

of skull fracture patterns resulting from self-

inflicted gunshot injury identified key patterns

of injury including the formation of linear

fractures and fragmentation with reference to

the anatomical structures of the skull [2]. A fur-

ther interesting study that includes a high-

velocity rifle impact considers the reconstruction

of the head after injury and does not discuss skull

fractures [15].

The aim of this work summarised here was to

develop an anatomically correct skull and brain

model for use in military wound ballistic studies

incorporating helmets.

Table 15.1 Summary of Watkins’ work [13]

Specimen Test details Outcome

1.045 g ball bearing

Impact location side of

head

n ¼ 3 ~370 m/s Penetrated skull (n ¼ 1 perforated skull, 72 J deposited)

n ¼ 3 ~750 m/s Perforated skull, 250 J deposited, “significant damage”

n ¼ 3 ~1000 m/s Perforated skull, 440 J deposited, “severe damage”

n ¼ 1 7.62 mm ball (no further

details)

Perforated skull, 351 J deposited, damage in between 750 and 1000 m/s

ball bearings

Table 15.2 Pertinent examples from the literature of penetrating injury to the head

Reference Scenario Outcome

Fenton

et al. [2]

Case 1 303 (no further details)

Contact shot mouth

Extensive fractures to the facial and frontal bones

Occipital remained whole but removed from the

remaining skull

Fractures to the base

36 relatively large bone pieces (observation from the

images provided)

Case 2 303 (no further details)

Contact shot mouth

Similar to case 1 except occipital fractured into multiple

pieces

Betz

et al. [14]

4 cases

243 Winchester and 7.62 mm

(no further details)

Contact shots temporal, mouth,

sub-mental region

Completely perforated and fractured skull

Ejected brain as a result of the vault exploding (Krönlein

shot)

1Watkins’ terminology.
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15.2 Materials and Methods

Anatomically correct polyurethane skulls were

manufactured from rapid prototype data obtained

by 3D mapping of both the internal and external

surfaces of a human skull (Fig. 15.1a). The poly-

urethane used to manufacture the skulls had a

hardness of 85 Shore D, a tensile strength of

70 MPa and an impact strength of 10 kJ/m2.

Tensile strength of bone from human skulls has

been reported to be 225 MPa. However, these

properties are reported for quasi-static rates; as

testing conducted on the polymeric skulls was at

ballistic strain rates, the difference in these

mechanical properties is not critical, although

further work should explore these differences at

the appropriate loading rates.

A two-part silicone mould made from a

human brain was used to cast 10 % (by mass)

gelatine brains (Fig. 15.1b); 10 % gelatine was

chosen as the density was similar to reported

values for human brain tissue [16]. A thin poly-

meric bag was inserted into the brain mould and

gelatine poured in, the gelatine was allowed to

set for 24 h and then conditioned at 4 �C for 24 h

[17, 18]. The polymeric bag was softened by the

warm gelatine and thus excellent definition of the

mould surface was achieved; additionally, the

polymeric bag acted as a representation of the

meninges (Fig. 15.1c).

Models were shot using 7.62 � 39 mm M43

ball (Chinese, mild steel core, Factory 71 made

in 1984) ammunition at a range of 10 m from a

No. 3 Enfield proof mount fitted with an AK-47

barrel (Table 15.3). Projectile velocity was

tracked using a Weibel Doppler, and impacts

filmed using a Phantom V12 high-speed video;

projectiles were soft-captured after model perfo-

ration using a PermaGelTM block.

Fractured skull pieces were collected and

weighed post ballistic testing. Skull pieces

showing signs of bullet wipe and bullets soft-

captured after skull perforation were subjected

to further analysis. The presence and distri-

bution of inorganic residues was confirmed

by using scanning electron microscopy cou-

pled with energy-dispersive x-ray spectroscopy

(SEM EDS).

15.3 Results and Discussion

Mean projectile impact velocity was 675 m/s

(s.d. ¼ 6 m/s). All skulls were perforated as

intended. Bullet impact wounds demonstrated

cratering damage with radial cracks. Inorganic

residues representative of bullet wipe were

found at impact sites. Results are presented in

Table 15.3 and a typical impact sequence is

presented in Fig. 15.2.

Without a ‘brain’ (skulls 1 and 2), minimal

damage to the skull occurred due to the lack of

development of a temporary cavity when a pro-

jectile passes through the brain and the

associated increase in pressure in the cranial

vault which leads to multiple fractures of the

skull [1]. Damage was confined to the impact

and exit sites and associated radial cracking.

Models comprising of a skull and brain (skulls

3–6) fragmented into multiple pieces of diverse

a b c

Fig. 15.1 Model elements. (a) Skull. (b) One half of brain mould. (c) Cast brain
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size and shape. These models were reconstructed

and compared to data in the forensic anthropol-

ogy literature. Probably, the most useful

comparisons can be found among the case stud-

ies reported by Fenton et al. [2] and Betz

et al. [14], although the types of ammunition

used were reportedly different to that in the cur-

rent paper. Of particular interest were the com-

plete perforation of the skull, the relatively large

pieces of fractured bone, the bilateral fractures

Table 15.3 Test details and results

Specimen Details of test Results

1 Skull with no brain, skull not glued, mass ¼ 551 g
Shot 1: impact velocity ¼ 665 m/s, anterior to posterior

along the sagital plane, impact location frontal bone

Shot 2: impact velocity ¼ 674 m/s, left to right along

the coronal plane, impact location parietal bone

Skull remained whole

Skull remained whole

2 Skull with no brain, skull not glued, mass 551 g
Shot 1: impact velocity ¼ 682 m/s, anterior to

posterior along the sagital plane, impact location frontal

bone

Shot 2: impact velocity ¼ 677 m/s, left to right along

the coronal plane, impact location parietal bone

Skull remained whole

Skull remained whole

3 Skull completely filled with gelatine, skull glued (bag
inserted through the foramen magnum, filled with
gelatine), mass ¼ 1277 g
Shot 1: impact velocity ¼ 682 m/s, anterior to posterior

along the sagital plane, impact location frontal bone

Fragmented into 22 pieces

Facial bones and the majority of the inferior

(excluding the occipital)

Remaining 21 fragments varied in mass

from 0.13 to 84.76 g (mean ¼ 9.46 g,

s.d. ¼ 18.54 g)

4 Skull completely filled with gelatine, skull glued (bag
inserted through the foramen magnum, filled with
gelatine), mass 1753 g
Shot 1: impact velocity ¼ 666 m/s, left to right along

the coronal plane, impact location parietal bone

Fragmented into 20 pieces

Facial bones, inferior including the occipital

Parietal/occipital (108.99 g)

18 smaller fragments varied in mass from

0.13 to 27.72 g (mean ¼ 7.00 g,

s.d. ¼ 6.83 g)

5 Skull plus moulded brain, skull not glued,
mass ¼ 1132 g
Shot 1: impact velocity ¼ 675 m/s, anterior to posterior

along the sagital plane, impact location frontal bone

Fragmented into 7 pieces

Facial bones and the majority of the inferior

including the occipital

Frontal/temporal/parietal (90.14 g)

Temporal/parietal (60.72 g)

4 small fragments varying in mass from 0.38

to 15.35 g (mean ¼ 7.12 g, s.d. ¼ 6.25 g)

6 Skull plus moulded brain, skull glued, turned upside
down filled with water, mass ¼ 1684 g
Shot 1: impact velocity ¼ 675 m/s, anterior to posterior

along the sagital plane, impact location frontal bone

Fragmented into 30 pieces

The facial bones, inferior excluding most of

the occipital

Occipital (56.71 g)

Temporal/parietal (45.84 g)

27 smaller fragments varying in mass from

0.14 to 27.06 g (mean ¼ 4.49 g,

s.d. ¼ 7.29 g)

+121.88µs +438.75µs +2340µs

Fig. 15.2 Typical impact sequence (skull 3)
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occurring adjacent to buttresses, the fractures to

the inferior and posterior of the skull and the

ejected brains. All of these features were

observed in the skull and brain models developed

in the current paper. Thus, the presence of a

‘brain’ resulted in different fracture patterns

(compared to shooting a skull only) that related

well to previously proposed models and to data

reported in the literature of actual incidents. As

the skulls used in the current work were

anatomically correct, the various thicknesses of

the polymer varied at different points in the skull

mimicking a human skull. Post-testing analysis

identified that fractures occurred at weaker areas

dictated by actual anatomical features. In partic-

ular, fractures were influenced by the various

buttresses within the skull, as reported in case

studies of actual events, e.g. [2]. The amount of

gelatine used in the skull to represent the brain

affected the severity of the fracture patterns. Use

of an anatomically correct brain (skull 5) resulted

in the least severe result; although the skull was

extensively fractured, the cranial base remained

intact. Completely filling the cranial cavity with

either gelatine or a gelatine brain and water com-

bination resulted to similar fracture patterns

(skulls 3, 4, 6), which were both more severe

than with the gelatine brain alone. In particular,

it was noticeable that a fully filled cranial cavity

resulted in fractures to the inferior and a more

catastrophic result.

15.4 Conclusions

An anatomically correct model for studying

military wound ballistic and secondary blast

events to the human skull and brain has

been developed. The advantage of using an

anatomically correct skull model in combination

with a gelatine brain has been demonstrated by

the fracture patterns obtained which compare

favourably to the limited reports of actual high

velocity rifle wounds to the head. Comparisons

with complex secondary blast fragments has not

been conducted. Impact and exit wounds were as

expected; evidence of cratering and radial

cracking was observed. Bullet-wipe was

observed at the impact sites. Completely filling

the cranial cavity with either gelatine or a gela-

tine brain and water combination resulted in sim-

ilar fracture patterns.
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Surrogates of Human Injury 16
Diagarajen Carpanen, Spyros Masouros,
and Nicolas Newell

16.1 Introduction

In this chapter we will explore surrogates that

are being used to help in our understanding of

the pathophysiology of human injury and of

predicting injury risk when exposed to a set load-

ing environment. We will mainly focus on anthro-

pomorphic test devices (ATDs), usually known as

dummies. Dummies are physical human surro-

gates that have been designed to evaluate occu-

pant protection in response to collision. Even

though ATDs are classified according to size,

age, sex and impact direction, injury assessment

in automotive and blast applications is mostly

conducted using the adult midsize dummy.

ATDs are designed to be biofidelic meaning

that they aim to represent the geometry, mass,

mass distribution, kinematics, and kinetics of the

human body for a given application. This does

not, typically, mean that they are fidelic in terms

of failure, or biological response. They are

instrumented with transducers to measure the

accelerations, deformations and loads of various

body parts. These measurements are then used to

determine the risk of injury. The goal of a vehicle

or mitigation system design is for the ATD’s

response for all test conditions at regions of

interest to be below a certain value that

corresponds to a certain risk of injury [1].

Standardised ATDs and equivalent injury

thresholds for blast-related loading only exist for

assessing the protective efficacy of light armoured

vehicles. There is a limited amount of surrogates

for investigating the effects of primary blast; these

include the Facial and Ocular Countermeasure

Safety (FOCUS) head. The external geometry of

the FOCUS head-form is designed to replicate a

50th percentile male soldier across the three

branches of the US military (Army, Navy, and

Air Force). The FOCUS head-form is capable of

measuring forces imposed onto facial structures

using internal load cells. Other surrogates for

assessing primary blast effects exist within the

boundaries of national authorities, but none of

these has been standardised. For the remaining

chapter only ATDs that feature in international

standards will be presented.

16.2 Surrogates of Human Injury

The surrogates that are commonly used to under-

stand human injury are human cadavers, human

volunteers, animals, animal cadavers, anthropo-

metric test devices (ATDs), and computational

models [2].
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Human cadavers, or post-mortem human

subjects (PMHS), have been instrumental in the

development of injury countermeasures in the

areas of occupational safety, transportation, and

the military. Indeed, injury risk curves (discussed

in Sect. 16.5) aremostly based on data fromhuman

cadaveric experiments. An advantage of cadavers

relative to animal and physical surrogates is the

exact representation of anatomical structures.

However, the ability to produce comparable

response and injury is dependent on the geometry

and tissue properties of the surrogate. In addition,

the availability of specimens that meet selection

criteria appropriate for biomechanical studies is

diminished significantly when the cadavers are

screened for pre-existing pathologies, age, gender

and anthropometric requirements.

Human volunteers are an obvious experimen-

tal model for studying the response of living

humans. Although investigations of human

response can be performed either through epide-

miological studies of people involved in actual

crashes or through laboratory studies of human

volunteers, both of these approaches have severe

practical limitations. Human volunteer experi-

ments in the laboratory have the obvious short-

coming that testing must be performed at sub

injurious levels of exposure.

Given the sub injury threshold limitations on

human volunteer testing, animals provide the

only viable surrogate to study the pathophysio-

logical response to impact or blast injury. In

addition, testing of living and dead animals can

provide insight into controlling for differences

between living humans and cadavers when used

to develop response and injury targets. Although

injury tolerance of virtually every body region

has been studied using an animal model,

differences in anatomy and physiology compli-

cate the interpretation of animal data.

ATDs must exhibit both internal biofidelity

(i.e., comparable deformations, accelerations,

and articulations of the body regions) and exter-

nal biofidelity (i.e., similar response when

interacting with the surrounding environment)

to replicate human behaviour for similar loading

conditions. The main design objective is to be

robust and repeatable. ATDs do not assess failure

directly. Instead, they require the use of injury

criteria to interpret the injury risk using recorded

kinematic and kinetic parameters. These injury

criteria are generally expressed as probability

curves instead of absolute thresholds, since the

likelihood of being injured varies by individual

and is dependent on factors such as age, gender

and physiological condition. The injury criteria

have been derived traditionally from experiments

with cadaveric human or animal tissue, although

computational models may be used in the future

(Sect. 16.5). The requirement for this link

between probability curves and injury is, of

necessity, an extrapolation from the source data

that produced the original injury curves, as the

injury curves will have been obtained from a

single set of experiments and will not replicate

exactly the test being conducted using ATDs.

This extrapolation could be ameliorated by hav-

ing frangible ATDs. However, this is costly and

entails other complications.

Computational models allow the analysis of

intrinsic and extrinsic factors experienced by

humans under load that are too complex or

impossible to test and measure in a laboratory

context. In addition, with ever increasing com-

puting power it is possible to create ever more

sophisticated models of the human body and

simulate a wide spectrum of conditions. One

disadvantage of computational models is that

they are deterministic, although modern tech-

niques allow a probabalistic approach to also be

taken using these. Probabilistic analyses present

several challenges, including significant compu-

tational time due to the many trials required,

but they may have the potential to represent

the anatomical variability of humans and the

variability in loading and boundary conditions.

Engineers are striving to characterise the res-

ponse and injury using a combination of these

surrogates to develop effective countermeasures.

Although the use of each surrogate has strengths

and weaknesses, the combined knowledge gained

from experimenting with these surrogates has led

to a dramatic improvement of protective systems

and hence reduction in lives lost due to road

vehicle accidents. Similar approaches are being

applied to mitigate injury due to explosions
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(IED/mine detonation). The next sections of this

chapter will concentrate on ATDs that are mainly

used to assess occupants’ protection in tertiary

blast.

16.3 A Brief History of ATDs

There are various types of ATD, each designed to

be biofidelic under a specific type of impact

mainly for automotive crash research. For exam-

ple, the Hybrid III 50th percentile male dummy is

commonly used to evaluate automotive restraint

systems in frontal crash testing. It was designed to

mimic human responses for forehead impacts,

neck bending, distributed sternal impacts, and

knee impacts. The Hybrid III midsize male

dummy has been improved since 1976 to enhance

biofidelity at the hip and ankle joints. The THOR

(Test device for Human Occupancy Restraint) is

another dummy used for frontal crash testing.

Compared to the Hybrid III, the distinguished

features of THOR are its two-segment thoracic

spine, a human-like rib cage, and more human-

like neck and ankle structures.

The SID (Side Impact Dummy), developed in

1979, is based on the predecessor of the Hybrid

III (the Hybrid II) without arms and shoulder

structures. It was designed mainly to measure

injury risk to the head, chest, and pelvis when

the body is impacted from the side. The SID-HIII

is the SID dummy with its Hybrid II head and

neck having been replaced with the Hybrid III

head and neck. This improved the biofidelity of

its head and neck response. The EUROSID1 is

the European side impact dummy developed

in 1986 and finalised in 1989. The BioSID

(Biofidelic Side Impact Test Dummy) was de-

signed to the International Organization for

Standardization (ISO) impact response biofidelity

guidelines for the head, neck, shoulder, thorax,

abdomen, and pelvis in 1989.

16.4 ATDs in Blast

In comparison to the automotive crash research

area, there is no specific ATD designed to assess

injury associatedwithmine/IED detonation. North

Atlantic Treaty Organisation (NATO) task groups

(HFM-090/TG25 and HFM148/RTG) have

suggested the use of the most relevant existing

surrogates with appropriate injury criteria when

assessing blast injury. These were consulted

to inform the NATO standard that encompasses

vehicle assessment under blast loading;

STANAG-4569 [3].

As current ATDs have been designed to be

biofidelic in automotive impact conditions, their

validity in predicting injury risk under blast

conditions is uncertain (see Chap. 22, Sect.

22.3.2). In addition, these ATDs are direction

specific. Selection of the appropriate ATDs by

the NATO groups was based on the location of

the IED with respect to the vehicle occupant,

independently from the seating orientation in

the vehicle. The standard Hybrid III dummy

was chosen for scenarios where the IED is

located underneath, in front or at the rear of

the ATD. The EuroSID-2re dummy (ES-2re)

was chosen for the scenario where the IED is

located laterally with respect to the ATD. This

point highlights how an ATD has to be ‘tuned’

for a specific threat or insult and its response

cannot be easily extrapolated to a wide range of

threats.

Specifically for injury assessment of the leg,

the Military Lower Extremity (MIL-Lx) dummy

was designed in 2009 with the objective of being

biofidelic under a set loading condition that might

occur in an explosion under a military vehicle. It

now features in the STANAG 4569 standard as an

additional option to the original Hybrid III leg,

albeit with a different injury criterion.

The next sections of this chapter elaborate on

the ATDs used in the vehicle IED/mine qualifi-

cation tests.

16.4.1 The Hybrid III ATD

The Hybrid III (H3) 50th percentile male ATD

was developed for automotive frontal crash tests.

It represents the average male of the USA popu-

lation between 1970 and 1980 and has the fol-

lowing characteristics:
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• Stature (standing position): 1.72 m;

• Weight: 78 kg;

• Erect sitting height: 884 mm.

These figures may not represent accurately the

current USA population any longer or, indeed,

the global population. For example, the northern

European population is significantly taller than

the H3 50th percentile male ATD [4, 5]; the size

difference between the used 50th percentile H3

and the real user population is especially impor-

tant for the head clearance and thus the risk

of head/neck injury due to head contact. The

use of the existing 95th percentile H3 does not

solve this problem as the difference of this ver-

sion of the dummy with the user population

is large. Therefore, the HFM-148 task group

recommended that attention should be paid to

the head clearance and to quantify the space

required for free vertical head motion without

contact. This information can be used to advise

the desired head clearance for the required tallest

population for the tested vehicle.

The H3 ATD can be instrumented with trans-

ducers to measure accelerations, forces, moments,

and displacements in several body parts. It can

withstand a range of loading conditions and is

re-useable.

The total body mass of the 50th percentile H3

ATD is still close to the mass of the current

population when looking at a mixture of male/

female 50th percentile population. The use of per-

sonal protective equipment (PPE) can increase the

human body weight significantly and thus might

have an influence on the response observed. There

is, however, no standardised method yet to take

the body mass issue into account.

The standard H3 50th percentile ATD comes

with a non-instrumented tibia. This means that

there are no sensors on the tibial component. For

IED/mine vehicle qualification tests both legs

(including tibia, ankle and foot) have to be

replaced by instrumented ones. In addition, it

has a curved spine in its standard version in

order to represent the seating posture of a driver

in a car. The spine can be replaced by a Hybrid

II straight spine to simulate standing and

lying postures. The HFM-148 task group has

suggested the use of the standard version of the

Hybrid III (curved spine) for the most realistic

seating posture in the majority of the current

seats in military vehicles. It is known that the

spine configuration has an influence to the load

transfer into the upper body. However, this is

deemed to have little influence on the pelvis

acceleration, which is used as input for the

lumbar-spine injury risk assessment. More

investigations need to be carried out to analyse

the response of the two available spines (straight/

curved) for future development of the spine

injury criterion. For standing or lying positions

the same measurement method could be used to

assess injury risk, but it is not known whether the

injury criteria and risk curves are still valid for

these conditions.

16.4.2 The EuroSID-2RE ATD (ES-2re)

The EuroSID-2RE (ES-2re) ATD is a side impact

dummy developed in the European automotive

community to expand the capabilities for the

crash safety protection measures. The ES-2re

50th percentile male ATD represents the aver-

age adult male, but without lower arms. It has

the following anthropomorphic characteristics:

• Weight: 72 kg;

• Erect sitting height: 909 mm;

• Shoulder width: 470 mm;

• Pelvis lap width: 366 mm

Like for the 50th percentile H3 ATD, there are

differences in the anthropomorphic data com-

pared to the current population. The same

comments as the H3 with regards to the size of

the ATD hold for the ES-2re. The most salient

point, however, is the difference in shoulder

width, because this determines the free space to

the side wall. The narrower the free space is, the

harder the impact to the shoulder will be in some

loading situations. This means that when the

shoulder force in the 50th percentile ES-2re

shows low risk of shoulder injuries (<10 %),

the risk for a real occupant with wider shoulders

might be higher. Accurate measurements of side
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wall intrusion during side blast could help to

formulate ATD requirements.

The head of the ES-2re is the same as the H3

head, albeit the neck has a different design in

order to mimic the kinematic behaviour of the

human under lateral loads. There is an upper

neck load cell with which loads through the

neck can be measured. Compressive force can

be measured on both shoulders.

The thorax of the ES-2re incorporates a rear

rib extension bracket on the impact side of each

rib that, together with a rear rib extension guide,

provides more realistic interaction with vehicle

seatbacks. The deflection caused by lateral

impact is measured in each rib. In the abdomen

the lateral force at three positions is measured

and summed to get the total force for the injury

risk assessment. In the pelvis the lateral force is

measured at the pubic symphysis.

The standard ES-2re ATD comes with

non-instrumented tibiae. For IED/mine vehicle

qualification tests, both of its legs (including

tibia, ankle and foot) have to be replaced by

instrumented ones.

16.4.3 MIL-Lx

The Military Lower Extremity (MIL-Lx) was

designed with the objective to be biofidelic

under a set loading condition that might occur

in an explosion under a military vehicle

(Fig. 16.1). The design of the leg is based on

both the original H3 leg as well as the THOR-

Knee clevis

Ankle assembly

Ankle bumper

(1) Heel accelerometer (Az)
(optional)

Tibia compliant
element

Model 4929J
Lower tibia load cell
(Fx, Fy, Fz, Mx, My)

(optional)

Model 4509J
Upper tibia load cell
(Fx, Fy, Fz, Mx, My)
(optional)

(3) Accelerometers
(Ax, Ay, Az)
(optional)

(3) Foot  accelerometers
(Ax, Ay, Az)
(optional)

Fig. 16.1 The military

lower extremity (MIL-Lx)

(Source: Humanetic

Innovative Solutions)
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Lx leg and optimised for measurements of the

vertical force through the tibia.

The said biofidelity of the MIL-Lx was

achieved using an intensive lower limb injury

assessment study at Wayne State University

(WSU). The loading regime for under-vehicle

explosions was used as input for PMHS testing.

The same set-up was used to develop and tune

the MIL-Lx by aiming for a good correlation in

the load-time (impulse) response at approxi-

mately 50 % injury risk.

The biofidelic tuning of the MIL-Lx was

achieved primarily by the use of a rubbery, com-

pliant element in the tibial shaft. The axial load

measured at the upper tibia load cell (located

above the compliant element) is the one that

correlates to the load measured on the PMHS

study at Wayne State University and therefore

is the one to be used for the prediction of risk of

leg injuries. This is in contrast to the H3 leg

where the measurement used for injury assess-

ment is the axial load measured at the lower tibia

load cell.

The Hybrid III, EuroSID-2re and MIL-Lx are

commonly referred to as multi-use surrogates.

They are designed to be used for multiple

impacts at loading conditions beyond those nor-

mally intended for testing evaluations. As

discussed above in Sect. 16.2, ATDs lack frangi-

bility by intention of design and therefore do not

assess failure directly.

16.4.4 Frangible Single-Use Surrogates

Frangible single-use surrogate lower limbs have

been designed specifically to assess the effects of

solid blast. Frangible surrogates may consist of

anatomically correct synthetic bones and soft

tissues to mimic closely the human anatomy.

Examples of these include the Complex Lower

Leg (CLL) and the Frangible Surrogate Leg

(FSL) [7–9]. Developed in Canada, the CLL

was claimed to show realistic injury patterns

and biofidelic response under footplate velocities

of 3.4–8.5 m/s [7]. More recently experiments

conducted at Wayne State University have

shown that the CLL failed at lower loads in

comparison to cadavers [5]. The FSL has been

compared with human cadaveric data in a

landmine experimental setup; the findings

showed good correlation with respect to gross

bony damage, but low biofidelity in soft tissue

and cancellous bone response [8]. The FSL has

not been validated for under-vehicle blast

research. More research needs to be carried out

before single-use surrogates can be implemented

in test standards.

16.5 Injury Risk Assessment

Physical injury occurs when loading to the

human body causes damage to anatomical

structures and/or alteration in normal function.

The mechanism involved to cause such damage/

alteration is then called an injury mechanism.

An injury criterion is defined as a physical

parameter or a function of several physical

parameters which correlates well with the injury

severity of the body area under consideration for

a specific loading condition. Parameters that can

be measured when testing may include the linear

acceleration experienced by a body part, the

global forces or moments acting on the body or

the deflection of a structure.

Injury risk curves are used to define the prob-

ability of exceeding the severity of a set injury.

Examples of risk curves are shown in Fig. 16.2.

The vertical axis shows the injury risk as a func-

tion of an injury criterion (horizontal axis). These

are usually produced from series of PMHS, ani-

mal, or human volunteer experiments under

appropriate loading/boundary conditions, noting

that these conditions are never perfectly

replicated in an ATD test, because ATDs test

new mitigation strategies, vehicles, etc. Some-

times, anthropomorphic factors such as age and
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Fig. 16.2 Examples of injury risk curves suggested for (a) different body parts and (b) different injury severities

(Adapted from NATO HFM-148/RTG [5])
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gender are included in the risk curves. The data

set on which the risk curves have been devel-

oped, however, is usually unable to account for

such factors. Depending on the shape of the risk

curve, a small difference for tolerance level

could result in large differences in injury risk.

Tolerance level or injury criterion level is defined

as the threshold of the injury criterion cor-

responding to a specific risk to sustain a specific

injury severity (range).

The injury severity can be defined using an

injury scale which is defined as the numerical

classification of severity of an injury and can be

related to injury type and body part affected. The

Abbreviated Injury Scale (AIS) (see Chap. 20,

Sect. 20.3) was developed in the 1970s to score

the severity of injuries in victims of road traffic

accidents on a scale of 1–6, based on the likeli-

hood of the event to cause a fatal injury

(Table 16.1); higher AIS levels indicate an

increased threat to life. The numerical values do

not indicate relative magnitudes, in other words

an AIS 2 level is not twice as severe as an AIS

1 level injury. The AIS has since undergone sev-

eral iterations in order to improve the clinical

relevance of scores for certain injury mechanisms,

including injuries caused by penetration of frag-

ments and military injury patterns [6]. The NATO

HFM-090 task group suggests the use of the 10 %

probability of an AIS 2 or greater (AIS 2+) injury

to establish the acceptable injury threshold for the

different body regions of interest; this is included

in the standard STANAG 4569 for light armoured

vehicle assessment. Accepting a 10 % risk of AIS

2+ implies a lower risk (less than 10 %) of higher

severity (AIS 3+) injuries and a higher risk (more

than 10 %) of AIS 1+ injuries. Higher injury

severity levels or other injury severity scales

with refined discriminating capacities are used if

the available AIS2+ information is lacking or if

AIS 2 injuries are considered not to be acceptable.

Table 16.2 gives an overview of the injury criteria

and corresponding ATD that should be used for

the different body parts recommended by the

NATO HFM-148 task group.

Table 16.1 The abbreviate injury scale [5, 6]

AIS

code

Injury

description Examples of blast related injuries

1 Minor Eardrum rupture, Great toe fracture, Cerebral concussion without loss of consciousness

2 Moderate Fractures of foot and lower leg (e.g. tibia, calcaneus, talus fracture, fibula, patella)

Cerebral concussion with loss of consciousness <1 h

Skull fracture

3 Serious Open or closed femur fracture

Cerebral concussion with loss of consciousness 1–6 h

4 Severe Traumatic amputation of upper leg (at/above knee at/below hip)

Cerebral concussion with loss of consciousness >6–24 h (traumatic coma)

5 Critical Fracture at/below 4th cervical vertebra with paralysis of torso and legs, or arms and legs

Cerebral concussion with loss of consciousness >24 h (traumatic coma)

6 Untreatable Fracture at/above third cervical vertebra with paralysis of torso and limbs

Crush injury cerebrum

9 Unknown Died of head injury without further substantiation of injuries or no autopsy confirmation

of specific injuries
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16.6 Summary

Human surrogates have been utilised through-

out the years to aid in the understanding and

prediction of injury under impact in order to

improve protective systems and inform mitiga-

tion strategies. Commercial ATDs used in

standardised test procedures in blast have been

designed for the automotive industry, and there-

fore their response in blast is not optimally

representing the human body. Cadaveric tests

are used to derive injury risk curves in blast-

related loadings; these are ever more utilised

currently to improve our understanding of current

ATDs and to develop new ATDs or parts thereof

that are biofidelic in blast-related loadings for

use in evaluation of military vehicle design and

mitigation strategies.
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Computational Methods in Continuum
Mechanics 17
Dan J. Pope and Spyros Masouros

17.1 Introduction

A continuum is a mathematical representation of

a real material such as a solid, liquid or gas. By

examining such media we disregard the molecu-

lar structure of matter and assume the material is

continuous. Continuum mechanics is concerned

with the behaviour of such materials and is based

on fundamental physical laws.

The mathematical description of a continuum

mechanics problem is often not amenable to a

closed-form analytical solution and a numerical

procedure is often required to obtain a solution.

With the advent of computational techniques,

computational continuum mechanics has become

an increasingly powerful tool to obtain solutions

to continuum mechanics problems. A wide range

of numerical procedures have been developed,

including the Finite Element (FE), Finite Volume

(FV), Boundary Integral and Finite Difference

methods. The FE method has been the most

widely used for the analysis of solid mechanics

problems, while the FV method is the most pop-

ular method for the analysis of fluid mechanics

problems. Algorithms that combine the two

methods have also been developed recently in

order to address problems where deformable

solids interact with fluids.

The numerical methods used to solve the

problem involve the transformation of the math-

ematical model into a system of algebraic

equations. In order to achieve this, the equations

have to be discretised in time and space. In doing

this, a number of approximations are made; the

continuum is replaced by a ‘finite’ set of compu-

tational points (or nodes), areas or volumes

(or elements) (Fig. 17.1); the notions of nodes

and elements are discussed in more detail later in

the text. The constitutive laws, which describe

the material behaviour, are simplified and

continuous functions representing the exact solu-

tion to the mathematical model are generally

approximated by polynomials of a finite order.

The resulting set of algebraic equations is then

solved either by direct or approximate, iterative

methods. Finally, post-processing facilities are

required in order to interpret the resulting numer-

ical solutions and present them in a graphical

way, for example, stress contours.

The FE method is a computer based, approxi-

mate method to solve engineering problems.

The robust mathematical framework means

that the method is now being employed to solve

problems for static and dynamic stress analysis

in solid mechanics (including biomechanics),

thermal and thermal/structural coupled analysis,
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electromagnetic analysis, and other multi-physics

problems including some fluid mechanics

problems. It is one area of Computer Aided Engi-

neering (CAE); others are Computational Fluid

Dynamics (CFD), Multi-Body Modelling (MBD)

and Optimisation.

In this chapter we will explore the mathemat-

ical implementation of finite element analysis for

structural static and dynamic problems in solid

mechanics.

17.2 Material, Spatial and Other
Descriptions

The essence of the FE method revolves around

the spatial discretisation of the region of interest.

This representation may be defined in different

ways, depending on the problem at hand. As an

example, consider a typical pre- and post- impact

scenario as shown in Fig. 17.1a.

17.2.1 Lagrangian Representation

When quantities are phrased in terms of their

initial position, x, the description is known as

Lagrangian and the position itself is tracked

with time (Fig. 17.1b). When the motion or

deformation is described using the current con-

figuration this is known as the updated Lagrang-

ian description (Fig. 3.9). The Lagrangian

and updated Lagrangian descriptions are also

referred to jointly as a material description as a

material particle is followed in time.

17.2.2 Eulerian Representation

An alternative formulation is the Eulerian

method. It is commonly used in fluid mechanics

or when solid material deformations would be

large enough to cause unfavourable element

distortions or mesh entanglement within a

Lagrangian framework. (The approach has

some similarities with the updated Lagrangian

approach and in some solid mechanics textbooks

updated Lagrangian is referred to as Eulerian.)

The Eulerian formulation describes the motion at

a given spatial point of different particles which

occupy that point at different times. Thus we

examine a fixed region of space that does not

change throughout the simulation (the ‘control

volume’), as opposed to following a changing

configuration, and particles pass through this

fixed region (Fig. 17.1c). The position vector

x is then used to denote the point in space

b e f

a c d

Fig. 17.1 Various meshing techniques. Each finite ele-

ment is represented diagrammatically by a rectangle. (a)
Schematic showing impact of a bar on a bi-material

structure. (b) Lagrangian. (c) Eulerian (generic mesh

from which (d) and (e) stem). (d) Adaptive Eulerian. (e)
Arbitrary Lagrange-Euler (ALE). (f) Smooth Particle

Hydrodynamics (SPH)
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which can be occupied by different particles at

different instants of time.

Using an Eulerian mesh typically requires the

definition of more elements than when using a

Lagrangian approach to model substantively the

same problem. Additional nodes are required to

track the constituent materials as they move

away from their initial position and, for this

reason, a rough idea of the expected response is

also useful to the analyst. Perhaps one of the

main disadvantages when using an Eulerian

framework is the inherent difficulty in keeping

track of the ‘local axis’ associated with materials

that exhibit general anisotropy or fracture in a

‘directional’ manner.

17.2.3 Other Forms of Spatial
Integration

Additional schemes have been developed that

attempt to hybridise the virtues of the Lagrangian

and Eulerian approaches such as the Arbitrary

Lagrange Euler (ALE) method (Fig. 17.1d).

Within this framework material can flow

between elements whilst the mesh also con-

currently deforms. The manner in which this

occurs can be dictated by imposing particular

arbitrarily-defined constraints on the global and

local elemental behaviour within the mesh. The

method can, for example, be exploited when

attempting to temporarily achieve finer resolu-

tion in a particular part of a mesh which contains

highly transient or localised behaviour, such as

the development and subsequent expansion of a

blast wave. The mesh may contract appropri-

ately (Fig. 17.1e) providing potentially greater

accuracy, when resolving the thin high pressure

zone that constitutes the front of the wave.

Once the wave has passed through this part of

the model, and less transient behaviour ensues,

the mesh automatically coarsens again. Adap-

tive Mesh Refinement (AMR) schemes have

also been developed that are based on a similar

principle of providing finer resolution where

required; an Euler-based example of this is

shown in Fig. 17.1e. In this case, although all

elements within the mesh maintain a rectilinear

shape, during the simulation, temporary local

subdivision occurs where greater resolution is

desired.

Within aggressive, dynamic loading regimes,

failure, fracturing and subsequent fragment pro-

duction is a common occurrence but, in addition to

providing adequate material models, representing

these phenomena spatially can also be a significant

challenge. Whilst a Lagrangian scheme can be

tailored to deal with relatively complex, direc-

tional material behaviour, problems with element

distortion or mesh entanglement can limit its use

when simulating structures undergoing large

deformation. In other situations a particular stress

or strain state should lead to material facture and

hence a way to allow portions of material to

‘detach’ within the solution framework has to be

found. One expedient way of dealing this within a

Lagrangian system is to allow unstable or highly

distorted elements to be so deleted or ‘eroded’

from the simulation. The criterion for erosion can

be based, for example, on a particular stress or

strain state within the element, or a combination

of both. Erosion can also be enforced if element

distortions lead to a very small controlling time

step. Although effective in many situations, the

use of different erosion criteria can lead to very

different model outputs and it must be

remembered that the process largely violates phys-

ical laws, for example, mass from eroded elements

is either ignored or somehow distributed amongst

their surrounding elements.

Alternative schemes, such as particle-based

approaches, have been developed to cope partly

with the issues discussed above. One example is

the Smooth Particle Hydrodynamics (SPH)

method (Fig. 17.1f). Here, the solution space is

populated with particles, rather than elements. A

‘kernel’ is defined that effectively determines the

radius of influence that each particle has on its

neighbouring particles. As with the classic

Lagrangian method, this provides the interdepen-

dence within the model to allow quantities such

as stress to be transferred from one zone to

another. In contrast to the Lagrangian approach,

however, if the distance between particles

exceeds the radius of influence at any point,

they can simply detach from one another.
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17.3 Implicit Finite Element
Analysis

The FE method was developed for stress analysis

of large objects with complex geometry. Practi-

cally, it stems from the structural analysis of

large frames with the advent of computers

(1930–50) by implementing the direct stiffness

method that employs matrix algebra; it was

pioneered by the aeronautics industry in the 50s

by taking the idea of the ‘discretised’ frame

consisting of individual trusses and applying it

to any solid by splitting it into finite regions.

Mathematically, the method was documented in

the late 60s and is based on the Galerkin numeri-

cal methods.

Epigrammatically in order to run a finite ele-

ment analysis of a part or an assembly using

commercial FE software one needs to carry out

the following steps;

• acquire the geometry of the part(s) (usually

from CAD);

• mesh it (split it into small regions, the finite

elements);

• assign material properties;

• define initial and boundary conditions (includ-

ing loading);

• run the simulation (solve/stress recovery); and

• interpret the results.

The objective of the finite element code is to

calculate the field in question (the displacement

field in the structural case) using functions

defined over the whole structure and, secondly,

satisfy the boundary conditions. The objective in

a structural FE analysis is to calculate the dis-

placement field u(x) over the structure and from

that the strain, and therefore – through the con-

stitutive laws – stress. Hence, the FE method

converts the problem of identifying a field over

the whole body – of an infinite number of degrees

of freedom (DOFs) – to a surrogate problem of

identifying the field over a finite number

of DOFs.

We will develop the formulation here for a

static FE analysis of a linearly elastic material

and small strains, and generalise later in the text.

17.3.1 Meshing

The essence of the finite element method is the

division of the body in discrete regions, the finite

elements. The finite elements are of ordinary

shapes (depending on the dimension of the simu-

lation) such as lines, triangles, rectangles, cubes,

tetrahedra, etc., and are connected with one

another at the corners of each edge with nodes.
A set number of DOFs is associated with every

node. Elements and nodes are collectively

termed the finite element mesh.

17.3.2 Shape Functions

The shape (or basis) functions are interpolation

functions - unique to each element type - that

relate the displacement across the element u(x) to

that at its nodes, U, where U is a vector of

dimension equal to the DOFs of the element, and

u xð Þ ¼
u x; y; zð Þ
v x; y; zð Þ
w x; y; zð Þ

8<:
9=;

The interpolation functions are polynomials, usu-

ally linear or quadratic. The number of finite

elements in which the body is divided and the

degree of the polynomial of the interpolation

functions are directly related to the accuracy of

the solution.

Let’s consider a one-dimensional truss ele-

ment (Fig. 17.2). A truss is a structural member

that can only resist tension and compression,

i.e. axial loading; it cannot take bending

moments. Using the general form of a polyno-

mial to represent the interpolation function the

displacement at a point x along the length of the

element is;
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u xð Þ ¼ a1 þ a2xþ a3x
2 þ . . .þ am�1x

m þ . . .

u xð Þ ¼ 1 x x2 � � � xm � � �� � a1
a2
⋮
am
⋮

8>>>><>>>>:

9>>>>=>>>>;
u xð Þ ¼ M xð Þa

The terms ai are constants, depend on the ele-

ment type, and are associated with the

displacements (but could also be associated

with their derivatives, for example in bending; a

type of loading that results in curving the struc-

ture). Their total number is equal to the total

number of nodes, NNODES. At node Ni, i ¼ 1,

2, . . ., NNODES of the element the displacement

will be

uNi
xið Þ ¼ Ui ¼ M xið Þ

where xi are the coordinates of node i. Applying

this to all the nodes we get

U ¼ Aa

Combining we get

u xð Þ ¼ M xð Þa ¼ M xð ÞA�1U
u xð Þ ¼ N xð ÞU

We call the matrix N the shape function of the

element.

For example, let’s consider the simplest pos-

sible interpolation

u xð Þ ¼ a1 þ a2x ¼ 1 x½ � a1
a2

� �
u xð Þ ¼ M xð Þa

Apply this to the displacements at the two nodes

U1

U2

( )
¼ 1 0

1 L

" #
a1

a2

( )
U ¼ Aa

Solve and substitute

u xð Þ ¼ 1� x

L

� �
U1 þ x

L
U2

u xð Þ ¼ 1� x

L

x

L

h i
U1

U2

� �
¼ N1 xð Þ N2 xð Þ½ � U1

U2

� �
u xð Þ ¼ N xð ÞU

There is a computationally more elegant way

to represent shape functions, which is what com-

mercial FE codes actually utilise; that is the ‘par-

ent’ element on the dimensionless s-space. No
matter what the shape of the element is, the FE

code would always calculate at the simple, unit,

parent element and map the result to the actual

element (Fig. 17.3).The parent line element lies

between s ¼ �1 (node 1) and s ¼ 1 (node 2).

17.3.3 Strains and Stresses;
Constitutive Laws (See Chap. 3
for More Details)

Strain in each finite element is related to the

displacement field:

1 2

L

AE

x

u(x)

N1(x)

1

N2(x)

1

1 2

1 2

Fig. 17.2 A line element with 2 nodes of length L, cross
sectional area A, and Young’s modulus E
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εx
εy
εz
γxy
γ yz
γzx

8>>>>><>>>>>:

9>>>>>=>>>>>;
¼

∂
∂x

0 0

0
∂
∂y

0

0 0
∂
∂z

∂
∂y

∂
∂x

0

0
∂
∂z

∂
∂y

∂
∂z

0
∂
∂x

266666666666664

377777777777775

u x; y; zð Þ
v x; y; zð Þ
w x; y; zð Þ

8<:
9=;

ε ¼ Lu

ε¼ L NUð Þ ¼ L Nð ÞU ¼ BU

where L is a differential operator.

Stress is related to strain through the

constitutive law.

σ ¼ Dε ¼ DBU

17.3.4 Formulation

Consider a finite element of volume Ve with

boundary Se as part of the mesh. The following

forces will be contributing to the overall external

loading of that element:

• traction forces (normal stresses),

p ¼ σbn ¼ px; py; pz
� 	

due to neighbouring

elements;

• global, body forces, b ¼ bx; by; bz
� 	

; and

• concentrated nodal forces, P ¼ Px;Py;Pz

� 	
.

Then the work done by external forces (force

times displacement) on the element, Ψ e, is

Ψ e ¼
Z
Ve

uef gTbedVe þ
Z
Se

uef gTpedSe

þ uef gTPe

Ψ e ¼ Uef gTF e
b þ Uef gTF e

p þ Uef gTF e
P

Ψ e ¼ Uef gTFe

where

Fe the element force vector Fe ¼ F e
b þ F e

p þ F e
P

F e
b the body force vector F e

b ¼
Z
Ve

Nef gTbedVe

F e
p the surface traction vector F

e
p ¼

Z
Ve

Nef gTpedVe

F e
P the nodal force vector F e

P ¼ Pe

Fe the element force vector Fe ¼ F e
b þ F e

p þ F e
P

-1 +1

+1

+1

-1

-1

s - space x - space

1 2

s

u(s)

s = -1

a

b

s = +1s = 0

Fig. 17.3 (a) Schematic showing mapping from the s-space to the x-space for a line and a square parent element.

(b) The parent line element in the dimensionless s-space
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Using the stress and strain relationships with the

dispalcement as derived above we can evaluate

the strain energy (internal/stored) of the element,We

We ¼
Z
Ve

εef gTσedVe

σe ¼ Deεe
εe ¼ BeUe

9>>>=>>>;) We

¼ Uef gT
Z
Ve

Bef gTDeBedVe

0@ 1A
Ue ¼ Uef gTkeUe

where ke ¼
Z
Ve

Bef gTDeBedVe is the stiffness

matrix of the element.

The principle of virtual work may be applied

in the FE context. Virtual work is the ‘weak’

formulation of the balance of linear momentum

and states that if a system of forces acts on a body

that is in static equilibrium and the body is given

any virtual displacement then the net work done by

the forces is zero and so the virtual work is equal to

zero. Virtual work is the work done by real loads

on a solid body when virtual displacements are

applied. Virtual displacement is an imaginary,

small, arbitrary displacement that must be geomet-

rically possible. An important note is that stresses

do not change due to the virtual change in displace-

ment, but forces do work due to the virtual change

in displacement. In essence, the principle of virtual

work suggests that in order for a deformable body

to be in equilibrium then thework done by external

forces when a virtual displacement is applied is

equal to the virtual strain energy; that is the energy

stored within the material due to it deforming

under load (Fig. 17.4).

In the context of FE, virtual displacement and

virtual strain may be associated with virtual

nodal displacements using the shape functions

and the matrix B.

δUe ¼ Nδue

δεe ¼ BδUe

When we apply a virtual displacement δu to the

element we were considering above, then the

virtual external and internal energies, δΨ e and

δWe, respectively, would be

δΨ e ¼ δUef gTFe

δWe ¼ δUef gTkeUe

and by applying the principle of virtual work the

total work done should be equal to zero.

δΨ e � δWe ¼ 0

δUef gT Fe � keUeð Þ ¼ 0

Fe � keUe ¼ 0

17.3.4.1 Assemble
In order to account for all elements in the mesh,

NEL,

XNEL
e¼1

Fe � keUeð Þ ¼ 0

KU ¼ F

where K is the global stiffness matrix

F the global force matrix, and

U the global displacement vector.

Some remarks about the stiffness matrix.

• The matrix is symmetric (Kij ¼ Kji)

Stiffness of bar, k = EA/L
Apply virtual displacement, du

External virtual work done,  dWe = Fdu

Internal virtual work done,  dWi = kudu 

Total virtual work done,  dW = dWe – dWi 

Principle of virtual work states that  dW = 0 

Therefore  dWe – dWi = 0 

and so  F = ku 

F
E, A

du

L

Fig. 17.4 A simple example of the principle of virtual

work using a bar in tension. Try calculating the internal

virtual work done by calculating the internal strain energy

(integral of stress times virtual strain (σδε) over the vol-

ume) instead of just using the ‘spring’ reaction force ku
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• The coefficients of the matrix Kij are the force

Fi required to achieve a unit displacement Uj

and zero other displacements.

• The sum of the coefficients in each column is

zero as each column represents global forces/

loads that are in equilibrium.

• The matrix is singular (i.e. detK ¼ 0); since

the sum of the coefficients in each column is

zero, the lines are linearly dependent. This

means that one cannot inverse the matrix

(and so cannot solve for nodal displacements,

U) unless one includes appropriate boundary

conditions.

17.3.4.2 Solve
In order to solve for the unknown nodal

displacements an appropriate numerical method

needs to be implemented that can calculate the

inverse of the stiffness matrix.

U ¼ K�1F

Several numerical techniques may be used to

solve this problem (Gauss elimination, Cholesky

decomposition, etc). The size of the system stiff-

ness matrix will depend on the number of degrees

of freedom present in the system.

17.3.5 Evaluation of the Stiffness
Matrix; Numerical Quadrature

The stiffness matrix for each element is an inte-

gral over the element’s volume. In order to carry

out the integration numerically FE codes use

Gaussian quadrature. Consider the one dimen-

sional integral

I ¼
Z1
�1

f sð Þds

This integral can be approximated by a sum

I ¼
Z1
�1

f sð Þds �
XNQ
n¼1

wn f ξnð Þ

where ξn the position of the Gauss points;

wn the ‘weight’ assigned to each Gauss point;

NQ the order of the quadrature; for a linear

quadrate NQ ¼ 1; for a quadratic quadrature

NQ ¼ 2 and so on.

If we have NQ quadrature points then we can

integrate exactly a polynomial of order 2NQ-1;

e.g. with 1 Gauss point we can integrate a linear

function exactly (polynomial of order 1 has two

parameters: p(x) ¼ a0 + a1x). Coordinates and

weights of Gauss points that correspond to a

particular order of integration can be evaluated

easily by integrating simple expressions with

known results (see Table 17.1).

If we consider a double integral, then it will be

approximated by a double sum

I ¼
Z1
�1

Z1
�1

f s1; s2ð Þds1ds2

¼
XNQ
m¼1

XNQ
n¼1

wmwn f ξm; ξnð Þ

and if we consider a triple integral, then it will be

approximated by a triple sum.

One can apply Gaussian quadrature in order to

integrate the element matrix over the element’s

volume. For example, if we assume 2D space,

that the material properties do not depend on

position, and that parent element and actual ele-

ment coincide, then

k ¼
Z
V

BTDBdV

¼
XNQ
m¼1

XNQ
n¼1

wmwnB
T ξm; ξnð ÞDB ξm; ξnð Þ

Table 17.1 Gaussian quadrature

Order of

quadrature,

NQ

Position of

Gauss points,

ξ
Weight assigned to

each Gauss point, w

1 0 2

2 - 1ffiffi
3

p 1ffiffi
3

p 1 1

3 - 6ffiffiffiffi
10

p 0 6ffiffiffiffi
10

p -5
9

8
9

5
9

Coordinates of Gauss points and weight assigned to each

of them for up to third order quadrature
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which means use of four Gauss points, marked

with � in Fig. 17.5.

17.3.5.1 Mapping of Elements from the
s- to the x-Space: The Jacobian

It is convenient numerically to calculate matrix

B always at the parent element. Therefore, in the

calculation of the stiffness matrix the parent ele-

ment needs to be mapped to the actual element

(Fig. 17.6). If we consider integration of a func-

tion f(x) in one dimension, thenZ
x

f xð Þdx ¼
Z
x

f xð Þ dx
ds

ds ¼
Z
x

f xð ÞJ sð Þds

where dx
ds is known as the Jacobian, J of the

mapping.

Mapping insofar as elements are concerned

happens through the shape functions (Fig. 17.6).

xi sð Þ ¼
XNEL
n¼1

Ne sð ÞX e
i

where xi the coordinates of a point on the mapped

element

and Xi the coordinates of the nodes of the mapped

element.

Elements that use the same shape functions

to map the nodal coordinates and the nodal

displacements are known as isoparametric

elements. The vast majority of elements do so.

In 2D, the Jacobian of the mapping, J is the

determinant of the Jacobian matrix

J ¼ det
∂xi
∂sj

� �
¼ det

∂
∂sj

XNEL
n¼1

Ne sð ÞX e
i

 ! !

In 2D

∂xi
∂sj

¼
∂x1
∂s1

∂x1
∂s2

∂x2
∂s1

∂x2
∂s2

2664
3775:

This can be easily generalised to 3D.

Then the element stiffness matrix of the actual

element, for example a quadrilateral element

(Fig. 17.6), can be evaluated as

k¼
Z
V

BTDBdV

¼
XNQ
m¼1

XNQ
n¼1

wmwnB
T ξm;ξnð ÞDB ξm;ξnð ÞJ ξm;ξnð Þ

(S1, S2 )

(S1, S2)

(X1, X2)+1

-1

-1

s - space x - space

3 3

(S1, S2 )2 2

(X1, X2 )3 3

(X1, X2 )2 2

Fig. 17.6 A 2D

quadrilateral parent

element (s-space) is being
mapped onto the actual

element in the x-space

+1

+1

-1

-1

Fig. 17.5 A 2D quadrilateral parent element with four

Gauss points that are required for full integration of the

stiffness matrix over the element volume; the coordinates

in x and y of the points are from the second row

(NQ ¼ 2) in Table 17.1
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17.3.6 Recover Strain and Stress

As the B matrix is evaluated at the Gauss points,

it is straightforward to evaluate strain and then

stress – using the constitutive law – also at the

Gauss points. Then strain and stress output may

be extrapolated to the nodes or averaged over the

element to give a single value for each element.

The single value of stress/strain per element is a

source of numerical error. Therefore one needs to

carry out a mesh sensitivity study (discussed in

detail in the last section of this chapter) and refine

the mesh appropriately in order to eliminate

unacceptably large variations of stress and strain

between adjacent elements.

17.3.7 Overview of the Linear Static FE
Method

Epigrammatically, these are the steps taken to run

a linear static FE analysis. Steps 4–8 are carried out

by the FE code whereas 1–3 and 9 by the analyst.

1. Set up finite element mesh and define element

type;

u ¼ NU

2. Assign material properties;

3. Apply boundary (including loading)

conditions;

4. Set up element matrices and assemble global

stiffness matrix;

ke ¼
Z
Ve

Bef gTDeBedVe and

K ¼
XNEL
e¼1

ke;

5. Set up force matrix

F ¼
XNEL
e¼1

Fe

6. Apply displacement boundary conditions and

therefore eliminate known DoFs from the sys-

tem of equations;

7. Invert stiffness matrix and solve for

displacements;

U ¼ K�1F

8. Recover strain and stress;

ε ¼ ΒU and σ ¼ Dε

9. Carry out post-processing.

17.3.8 Nonlinear Finite Element
Formulation

As discussed earlier, the above formulation is

valid for linear analysis, linear geometry (small

displacements and rotations) and linear material

response. The formulation that accounts for non-

linear responses is similar, but the stiffness

matrix and the external force will be a function

of the displacement and therefore an iterative

numerical schema (such as the

Newton–Raphson) needs to be implemented.

K Uð ÞU ¼ F Uð Þ
As most nonlinear problems - and definitely

those with nonlinear material models - are

associated with large deformations, finite strain

theory is implemented (see Chap. 3, Sect. 3.4.1).

This means that the stress and strain values that

are evaluated at recovery are either the second

Piola-Kirchhoff stress with Green-Lagrange

strain (when using a total Lagrange schema) or

Cauchy stress with logarithmic strain (when

using an updated Lagrange schema).

17.3.8.1 Dynamic FEA: Modal
and Transient Analysis

If we consider dynamic effects, the equation to

be solved in FE will be of the form

M€Uþ C _U þKU ¼ F

where M is the FE mass matrix, C the damping

matrix, €U the nodal accelerations and _U the

nodal velocities (see also Sect. 3.5.1).
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M ¼
Z
V

NTρNdV

To carry out a modal analysis of a structure,

one needs to solve the undamped free vibration

problem (see also Sect. 3.5.1)

M€UþKU ¼ 0

from which natural frequencies and the

corresponding (modal) shapes of the structural

system can be evaluated.

17.4 Explicit FEA for Dynamic
Systems

17.4.1 The Single Degree of Freedom
System (SDOF)

Perhaps the simplest form of numerical analysis of

a dynamic systemwould be the solution of a single

degree of freedom (SDOF) system via an explicit,

time-stepping analysis. Consider a spring-mass

system, as discussed in Sect. 3.5.1 (Fig. 17.7a).

The equation of the (undamped) motion is

m€yþ ky ¼ F x, t, . . .ð Þ
This equation can be used to represent a simple

structural element, such as a beam, that is loaded

by a force per unit length, p. For each of the terms

of the equation, at every point during transient

response, the energies associated with the SDOF

must be equal to those in the real system. A real

system has spatially-varying properties (in this

case in the x direction) whilst the properties within

a SDOF act at a single point. As a consequence,

simple integration techniques must be used to

‘transform’ the ‘distributed’ mass and loading

into ‘effective’ quantities as follows:

me ¼ m

L

ZL
0

ϕ xð Þ2dx

L

p

ϕ(x)

y

x

me

Fe

t

Fe

Fe0

y

t

Fig. 17.7 (a) Simply supported beam under a distributed load and its SDOF equivalent representation. (b) Exponen-

tially decaying blast loading. (c) Harmonic solution to the resulting ordinary differential equation (ODE)
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Fe ¼ p

ZL
0

ϕ xð Þdx

φ is a dimensionless ‘shape function’ and in this

case describes the spatial deflection of the beam

as a function of x. The deformed shape will

depend on the support conditions of the beam

as well as the loading distribution upon it and

its material characteristics. For example, the

simply-supported, elastic beam exposed to a

uniform spatial loading, as shown in Fig. 17.7a

would produce the following shape function:

ϕ xð Þ ¼ 16

5L4
L3x� 2Lx3 þ x4
 �

17.4.1.1 Closed Form Solution
For scenarios in which strong approximations or

idealisations are acceptable, the functions

representing the individual terms in the ordinary

differential equation above can be contrived to

allow solution in a closed-form manner. For such

cases it must also be assumed that the shape func-

tion remains constant throughout the entire motion

of the structure. For example, the equation of

motion of a purely elastically deforming, simply-

supported beam (of effective stiffness, k) exposed
to an idealised blast wave, exponentially-decaying

as a function of T (Fig. 17.7b), is

me€yþ key ¼ Fe0e
� t=Tð Þ

This ordinary differential equation (ODE) can

be solved in a closed-form manner to yield a

harmonic displacement response (Fig. 17.7c)

y tð Þ ¼ ystatA
sin ωtð Þ
ωT

� cos ωtð Þ þ Be�
ωt
ωTð Þ

� �
where ystat is the deflection that the structure

would attain if the load were applied statically

and A is given by

A ¼ ωTð Þ2
1þ ωTð Þ2

withω ¼
ffiffiffiffi
ke
me

q
being the Natural frequency of the

system.

Whilst solution in this case is extremely quick

its scope of usage is highly limited. Where a struc-

ture possesses a complex geometry, is exposed to a

highly variable temporal loading, exhibits

non-linear material behaviour or experiences a

change in mode during its transient deformation,

a purely mathematical solution is not possible and

a numerical approach must be implemented.

17.4.1.2 Numerical Solution with Explicit
Time-Stepping: The Linear
Acceleration Method

The linear acceleration method represents one of

the most simple and effective ways of attaining

a solution for an equation of motion that cannot

be solved analytically. Its application within a

SDOF framework is shown in the flow diagram

in Fig. 17.8a. Instead of providing a continuous

solution, here the response of the system, similar

to that shown in Fig. 17.7b for example, is

predicted over a series of discrete time-steps

with linear changes in acceleration being

assumed between them (Fig. 17.8b). By utilising

the Simpson’s rule, the velocity at a given instant,

ti can be estimated as

_yi ¼ _yi�1 þ
Δt
2

€yi þ €yi�1ð Þ

whilst displacement at the next time step can be

estimated as

yiþ1 ¼ yi þ _yiΔtþ
Δtð Þ2
6

2€yi þ €yiþ1

 �
For an equation of motion of the type

described above the acceleration at any given

instant of time and as such at, ti+1, can be

expressed by

€yiþ1 ¼
Fe tiþ1ð Þ � keyiþ1

me

and this expression can be substituted into the

one above and rearranged to yield

yiþ1 ¼
yi þ _yiΔtþ Δtð Þ2

3
€yi þ Δtð Þ2

6

Fe tiþ1ð Þ
me

1þ Δtð Þ2
6

ke
me
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In order to instigate the calculation process

initial conditions must be assumed such as veloc-

ity ( _y0) and displacement (y0). In this case the

force term in the equation of motion can be

exclusively equated to the inertial term to yield

an initial acceleration as follows

€y0 ¼
Fe t0ð Þ
me

This can then be substituted into the equation

directly above it to determine the displacement

for the next time step and the output, in turn,

substituted into the velocity equation to establish

the velocity for the next time step.

As equilibrium must only be satisfied at an

instant in time, non-linear functions can be read-

ily accommodated for all terms of the equation of

motion but the time-step must be small enough to

avoid instability and inaccuracy.

17.4.2 Explicit FE and Hydrocode
Techniques

In cases where levels of spatial variation

(in terms of geometry, loading distribution and

material characteristics) are too great to be

represented via the coarse, ‘lumping’ approach

as described above, explicit FE and Hydrocode

(HC) techniques can be applied. These are often

used to tackle dynamic problems where, at times,

the strength of the loaded material is

substantially lower than the pressures exerted

during the simulation. There is a requirement,

therefore, for information on material behaviour

at extreme regimes; this is provided by equations

of state (EoS) (see Sect. 3.4.4). The EoS and the

constitutive relationship of a material usually are

termed collectively as a material model.

Despite the relative spatial complexity, the

transient deformations within the model can be

predicted using a similar explicit, time-stepping

scheme to that described above for a SDOF. In

terms of the spatial treatment, when operating

within a Lagrangian numerical framework, the

application of the external load (during the initial

time-step) causes deformation of the nodes

which bound the elements in immediate proxim-

ity to the loading. Deformation, displacements

and rotations in this scheme are calculated in a

similar manner to what was discussed in the

previous section, whereby the stiffness matrix is

evaluated at every time step. In contrast to an

implicit (Newton–Raphson-type) iterative,

dynamic scheme, an explicit method does not

require equilibrium between the internal struc-

tural forces and the externally applied loads to be

satisfied at each time step.

For the stability to be maintained during the

calculation, a ‘disturbance’ originating in one

particular element must not travel beyond its

immediate neighbours. The time step can be

determined based on the Courant criterion for

the element.

Initial conditions

a b

yi=0

yi+1

0, yi=0= = =
.

yi+1
.

yi+1
i = i + 1

Double
integrate

0, yi=0

Fe(t0)

me

t

y

yi+1

ti+1ti–1 ti

yi–1

yi

¨

¨

¨

¨ ¨

¨

Fig. 17.8 Linear

acceleration method when

applied within a SDOF

framework. (a) Calculation
framework. (b) Temporal

integration technique
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Δt ¼ lmin
2c

where lmin is the minimum element length dimension

and c the factored wave speed (a factor of two is

applied here).

When loading rates produce velocities that

exceed the material wave speeds then it is these

which may dictate the time step. The mesh

(or series of interacting meshes) that constitute a

numerical model may contain elements of differ-

ent type and size; for numerical calculations using

an explicit temporal solution scheme it is the min-

imum element dimension within the whole model

that often dictates the absolute calculation time-

step size. Generally speaking, smaller elements

(higher mesh resolution) produce results of greater

accuracy but care must be taken when developing

a model that appropriate element sizes are used to

avoid prohibitively long calculation times.

When considering the general stress state

affecting a material under load, it is convenient

in numerical analysis to separate the stresses that

cause deviatoric response, (change in deforma-

tion shape or ‘shearing behaviour’ but no volume

change) from those that result in hydrostatic

response (volume change but no change in

shape) (see Sect. 3.4.1). When generating a solu-

tion it is worth considering that the strength-

related behaviour (including aspects of failure

and damage) are usually controlled by the

deviatoric response whilst volumetric changes,

pressure dependency and temperature (internal

energy) changes are dictated by the hydrostatic

response.

The time-step dependence of explicit methods

can lead to long run times compared to equiva-

lent implicit approaches but the lack of depen-

dency on convergence often allows the

representation of more complex material

interactions (such as those associated with com-

ponent contact). In scenarios involving highly

transient phenomena, explicit methods can

also better facilitate the coupling of two different

numerical schemes. For example, Fluid Struc-

tural Interaction (FSI) can be readily

implemented to couple a Lagrangian structural

mesh to an Eulerian mesh which contains a

fluid. The approach is often used when

modelling the effect of a blast loading on a

structural entity. As discussed in Sect. 17.2,

the Eulerian scheme is better suited to tracking

the rapidly expanding blast wave whilst the

Lagrangian scheme is often better suited to

tracking complex material responses when

excessive deformations are not involved. An

example of explicit FSI is described in

Sect. 17.6.3 for analysis of human response to

fragment penetration. In relation to the discus-

sion on stability earlier in this section, the con-

sideration of interactions between different

materials or different schemes can result in yet

further time-step factoring.

17.5 Verification, Validation
and Sensitivity Studies in FEA

A computational model is an approximation of a

physical phenomenon, as such it is inherently

inaccurate to some extent. It is important, there-

fore, to ascertain the utility, credibility, predictive

ability, and interpretation of each computational

model.

17.5.1 Verification

Verification of a computational model according

to the American Society of Mechanical

Engineers (ASME) is “the process of determin-

ing that a computational model accurately

represents the underlying mathematical model

and its solution.”

Verification is associated with the writing of

the mathematical code itself. A verified code will

have been tested against benchmark problems for

which analytical solutions exist; this means that

the underlying physics, numerical discretisation,

solution algorithms and convergence criteria of

the code are correctly implemented. This process
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has been conducted for all commercially avail-

able FEA software.

What an FE code cannot guarantee is the so

called ‘calculation verification’ since it is

associated with the user. Calculation verification

in FEA is usually conducted by assessing the

adequacy of the discretisation in space and

time. Usually FE model predictions are ‘stiffer’

compared to analytical solutions and so a mesh

refinement will make the model more ‘compli-

ant’. At the same time, if the problem is dynamic,

the time step has to be decreased to account for

the smaller element sizes as per the discussion in

Sect. 17.4.2 above. Refinement is a process of

diminished returns, as there exists a level of

discretisation beyond which the change in the

resulting values of variable(s) the modeller is

interested in (such as stress and strain) is ade-

quately small. Refinement comes with computa-

tional cost, therefore the modeller needs to

decide how much discretisation is ‘enough’ and

communicate it appropriately. Terms such as

mesh convergence or mesh validation are used

to refer to verification of the spatial discretisation

in FEA. Verification of a model does not guaran-

tee adequate predictive ability of a physical phe-

nomenon, but only consistency in prediction. If

the model is used with substantially different

loading or boundary conditions to those that the

verification process was carried out initially, then

a consequent mesh verification study might be

necessary. Experience and good engineering

judgement are critical in this process.

17.5.2 Validation

A model can be considered validated when its

predictions fall within an acceptable range of

the corresponding experimental results. The

range over which an FE model has been

validated depends on the case and should be

communicated appropriately. It is not uncom-

mon and usually good practice to design vali-

dation experiments that are well controlled and

test specific predictive abilities of the FE

model; the intention is not to carry out the

complex experiment that the FE model is trying

to simulate (else what do you need to model

for?), but to build confidence in the predictions

of the FE model at specific key locations for

specific variables (e.g. strain). After all, an FE

model is usually developed in order to explore

parameters and behaviours that are impossible

or very expensive to quantify experimentally. It

may be that model predictions are not similar to

the corresponding experimental data in which

case the model cannot be deemed fit for its

intended use; a reassessment of FE model

parameters and assumptions is therefore then

essential.

17.5.3 Sensitivity

Sensitivity studies involve altering key FE

model input parameters over a sensible/

expected/physiological range in order to assess

the dependency of key outputs (e.g. strain) to

them. It is common for a number of input

parameters to be associated with uncertainty. It

is important to assess the dependency of the

prediction on especially uncertain input data;

this in essence forms part of the validation pro-

cess as it will dictate the range (of input/loading

parameters) over which the model is valid. Sen-

sitivity studies may be conducted using statisti-

cal (e.g. Monte Carlo or Taguchi methods) or

one-at-a-time approaches depending on the

application.

17.6 Examples of Numerical
Modelling in Blast Injury

17.6.1 Axelsson Model for Blast
Loading of the Chest Wall

Axelsson and Yelverton [1] used a single degree

of freedom system to represent the response of

the human chest wall exposed to blast loading

(Fig. 17.9). The thorax is represented as a

dynamic system with an effective stiffness,

K and damping, C that aggregate the response

to the insult of skeletal tissue, soft tissue, liquid

(e.g. blood), and gas in the lung. The applied
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force is derived from the difference between the

transient blast pressure and the lung pressure.

m€xþ c _x þ kx ¼ A p tð Þ � plung tð Þ
� �

where plung is the pressure within the lung, A is

the effective lung area.

Solving this differential equation numerically

using the numerical calculation cycle described

above (Fig. 17.8) allows one to examine the

response caused by relatively complex blast

signals (e.g. multi-reflection loading resulting

from internal explosions).

17.6.2 Projectile Flight and Penetration

Penetrating fragmentation resulting from the

detonation of cased, military munitions or an

improvised explosive device can be a signifi-

cant source of human injury (secondary blast

injury). Once the driving forces from the explo-

sion have ceased to act upon it, a fragment may

travel for a period within the surrounding air

environment before penetrating a human at a

given proximity from the explosive source. In

order to assess the likelihood and severity of

injury the trajectory and velocity profiles of the

fragments need to be calculated (Fig. 17.10).

For a fragment of mass m the inertial force

acting on it in the horizontal direction is bal-

anced by retardation forces such as drag (which

is a function of velocity squared), friction

(which is a function of velocity), and stiffness

and strength of the propagation medium. Bal-

ance in the vertical direction is similar with the

addition of gravity.

�m
du

dt
¼ A u2

 �þ B uð Þ þ C

Fig. 17.11 shows a practical, numerical

implementation of the method within the

Human Injury Prediction (HIP) software; a

fast running tool developed by the Centre for

the Protection of National Infrastructure (CPNI)

to predict blast and fragmentation injury risk

due to explosive events in crowded public

spaces. Here, the trajectories of multiple

fragments, produced by Person Borne

Improvised Explosive Device (PBIED), are

being tracked within an environment containing

a crowd of people, each represented by a cylin-

der with broadly human-like material

properties. The approach allows the depth of

penetration within the humans to be predicted,

or indeed determines whether the fragments are

sufficiently penetrative to pass through the

human with a residual velocity and then affect

others standing further away within the crowd.

When undertaking such analysis, the use of a

temporal integration scheme with a fixed time

step, such as within the standard linear acceler-

ation method explained above, may be ineffi-

cient as velocity changes in the fragment

trajectory during transit in the air are much

more gradual than those when the fragment is

penetrating the humans. The HIP software

makes use of a more advanced, Runge–Kutta

schema – an iterative method developed for

solving numerically a system of ordinary differ-

ential equations - with a variable time step size

dictated by the characteristics of the penetration

medium.

17.6.3 Fragment Penetration
to the Neck

Upon detonation blast weapons often produce

high velocity fragmentation from their casing or

from other material in close proximity to the

k

cm

x

p(t)

plung

A

Fig. 17.9 SDOF representation of a thorax exposed to

blast loading (representing the human lungs)
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charge. Penetration of such fragments into the

human body can result in serious or fatal injury

(secondary blast injury). The model shown in

Fig. 17.12 simulates the penetration of a cylin-

drical fragment through a human neck. Within

this Euler-based framework the components of

the neck (i.e. bones, veins, nerves and arteries as

well as skin and muscle) are spatially generated

by ‘filling’ the pertinent elements of the mesh

with the appropriate material. In this case either

elastic, viscoelastic or inviscid fluid material

models have been used in accordance with the

behaviour of the component being simulated.

The fragment is modelled as a rigid Lagrangian

ν

νχ

x

x

x

g

(i) Fragment trajectory (plan)

a

b

(ii) Fragment trajectory
(elevation)

z Full penetration of the abdomen

Partial penetration of
the neck

y

(iii) Fragment velocity profile

AO B C D

Fig. 17.10 Use of ordinary differential equations to represent projectile flight and the process of penetration into the

human body. Trajectory and velocity profiles of the fragment (Adapted from [2])

a b

Fig. 17.11 Use of numerical fragment flight algorithms within the HIP code to represent the effect of protective

barriers within (a) a tiered, stadium-type environment and (b) a crowded space during an explosive attack
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entity and fluid–structure interaction has been

assigned to couple the projectile at it penetrates

the neck.

17.6.4 The Lower Extremity in Tertiary
Blast

Leg injury within military vehicles due to floor-

plate ingress during a mine-loading event has

been common in recent conflicts. In the example

shown in Fig. 17.13 a Lagrangian model of the

human leg has been developed using a variety of

element types. The bone components of the leg

have been represented using a combination of

shell and solid elements whilst solid elements

have been used to represent the surrounding

soft tissue. Contact logic is assigned between

the bone and its surrounding soft tissue that

could potentially interact during the deformation

process. Ligaments and tendons are modelled as

a collection of one-dimensional, discrete

elements that join the bone components together

at the appropriate anatomical locations. To

secure the leg in space a ‘joint-type’ boundary

condition is enforced at the hip; This effectively

allows the leg to translate upward and rotate

about a prescribed axis (crudely representing

the hip joint). As further boundary conditions,

point masses have been applied to nodes around

the joint to account for the weight of the rest of

the human. All material models in this

preliminary simulation are linearly elastic. The

simulation is of a laboratory experiment using a

traumatic injury simulator [3] (see Chap. 22,

Sect. 22.3.2). The foot is located against a steel

plate, formed of shell elements, which represents

the floor of the military vehicle and contact

Bone

Flesh

Nerves

Arteries
Veins

a b

Fig. 17.12 Simulation of fragment penetration in the human neck

Fig. 17.13 Lower limb FE model that simulates injury

due to floor-plate ingress during a mine-loading event
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interaction is defined between the sole of the foot

and the plate. The leg is relaxed under gravity

until equilibrium is established. Then the dynamic

phase of the simulation is initiated by assigning a

velocity time history to the plate which is repre-

sentative of that produced by mine loading.
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Energised Fragments, Bullets
and Fragment Simulating Projectiles 18
John Breeze and Debra J. Carr

18.1 Introduction

The pattern of injuries sustained by soldiers is

determined by the types of wounding agent, the

tissues they penetrate and any methods of

preventing that initial injury. In current conflicts

the burden of injuries directly sustained from

conflict far outweighs that sustained outside of

battle or secondary to disease, in direct contrast

to almost every conflict ever experienced in his-

tory prior to the twenty-first century. Throughout

the history of warfare, penetrating injury has

been the most common cause of death on the

battlefield, with only a small proportion (4 %)

of battle injuries from blunt trauma. Blunt trauma

is commonly caused from the force of the explo-

sive blast wave throwing the soldier against an

object (the tertiary blast effect) [1]. Blunt injury

due to interpersonal assault or road traffic

accidents is responsible for most non battle

injuries, with patterns reflective of that seen in

civilian wounds. The term ‘ballistic wounds’ is

loosely used in both popular culture as well as

medicine to describe any injury due to firearm. In

terms of potential wounding mechanisms pro-

duced in a military environment, ballistic injuries

can be broadly divided into those from bullets

and those from energised fragment producing

munitions and devices [2–11] (Table 18.1).

These injuries can be termed “secondary blast

injuries”, following on the definitions in Chap. 6.

18.2 Bullets

In the military context, a bullet is a projectile

propelled by a firearm that in itself does not nor-

mally contain explosives but damages the

intended target through penetration. Most military

bullet wounds are from high velocity rifles, usu-

ally resulting in significant energy transfer and

tissue cavitation. Low velocity bullet wounds are

rare on the current battlefield but this has the

potential to change, particularly in urban conflicts

and counter insurgency operations. A modern bul-

let cartridge can be thought of comprising the

following five components:

1. the bullet, as the projectile;

2. the cartridge case, which holds all parts

together;

3. the propellant, for example gunpowder or

cordite;
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4. the rim, which provides the extractor on the

firearm a place to grip the casing to remove it

from the chamber once fired; and

5. the primer, which ignites the propellant

(Fig. 18.1).

The lethality of bullets has varied with time

reflecting developments in technology [2–11]

(Table 18.2). There was an initial increase due to

the ability of the manufacturers to increase muzzle

velocity and therefore both the effective range and

the kinetic energy transmitted to the target.

Although the introduction of the machine gun

was to transform the overall ability of firearms to

kill on a new level due to its rate of fire, it actually

resulted in the lethality of an individual bullet

reducing. Declaration 3 of the Hague Convention

of 1899 prohibited the use in international warfare

of bullets that easily expand or flatten in the body.

Conforming countries changed their bullets to ones

with a full metal jacket, consisting of a soft core

(usually made of lead; excluding armour piercing

(AP) bullets which contain a hardened core)

encased in a jacket of harder metal such as gilding

metal, usually just around the front and sides with

the rear lead part left exposed. The jacket allows

for higher muzzle velocities than bare lead and

reduces expansion of the lead core on impact

with the target (the bullet will mushroom if it

impacts a harder structure), thereby causing less

energy deposition and a decrease in lethality.

18.3 Energised Fragments

World War I was the first major conflict to utilise

less discriminate methods of ballistic injury, pri-

marily those that employed fragmentation. These

ranged from smaller devices, such as the hand

grenade, to weapons that could cause widespread

fragmentation such as the aerial bombardment

produced by shells. Since then, fragmentation

wounds have outnumbered those caused by

bullets, with the exception of particular smaller

Table 18.1 Incidence of battle injury (%) by wounding

type in twentieth and twenty-first century conflicts; other

causes include interpersonal assault and blunt trauma

[2–11]

Conflict Bullets Fragmentation Other

World War

1 (early 20th C)

39–65 35–61 –

World War

2 (middle 20th C)

10–27 73–85 5

Korea (middle

20th C)

7–31 69–92 1

Vietnam (middle

20th C)

35–52 44–65 4

Borneo (middle

20th C)

90 9 1

Northern Ireland

(late 20th C)

55 22 20

Falklands (late

20th C)

32 56 12

Iraq (early 21st C) 19 81 –

Afghanistan

(early 21st C)

20 74 6

Fig. 18.1 The most common types of bullets utilised on

the battlefield (from left to right); 7.62 NATO BALL and

5.56 � 45 mm rifle bullets compared to 9 � 19 mm

handgun bullet

Table 18.2 Probability of lethality from different types

of weaponry [2–11]

Weapon

Boer war

(UK)

Late 19th C

WW1

(UK)

Early

20th C

WW2

(US)

Middle

20th C

Vietnam

(US)

Late

20th C

Bullet 0.64 0.38 0.32 0.39

Mortar 0.12 0.13

Grenade 0.08 0.05 0.13

Artillery

shell

0.28 0.11 0.25
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scale conflicts such as the Falklands war or those

involving jungle warfare or urban counter insur-

gency operations (Table 18.1).

A large variety of munitions and devices are

designed to produce fragments. Historically the

most common types of fragment producing

munitions have been grenades, mines, mortars

and shells. Such munitions generally either utilise

preformed fragments or the explosive force pro-

duced within the munition acts to break up the

metallic casing. Anti-personnel mines are a form

of land mine and can be classified into blast mines

or fragmentation mines. While blast mines are

designed to cause severe injury to one person,

fragmentation mines are designed to project

small fragments across a wider area, and thereby

causing a greater number of injuries.

Fragmentation grenades can be hand thrown,

underslung from a rifle or rocket propelled. The

body may be made of hard plastic or steel.

Fragments are most commonly produced by

notched wire breaking up the plastic or steel

outer casing (Fig. 18.2) or by depressions within

the actual casing which create fragments by the

expanding explosive force (Figs. 18.3 and 18.4).

The UK currently uses the L109A1 high explosive

grenade as its primary device, with a lethal range

of 20 m unprotected, and 5 m wearing body

armour and helmet. When the body bursts the

manufacturer states that it will produce approxi-

mately 1800 fragments weighing about 0.01 g

each. The M67 is the primary fragmentation hand

grenade utilised by both US forces and Canadian

forces and produces fragments that have a lethal

radius of 5 m and can produce casualties up to

15 m, dispersing fragments as far away as 230 m.

In addition to fragmenting munitions, the wars

in Iraq and Afghanistan have become known for

the enemy’s reliance on improvised explosive

devices (IEDs). An improvised explosive device

(IED) is manufactured using easily available

materials in order to have a destructive and disrup-

tive effect [12, 13]. IEDs represent the most com-

mon threat to soldiers worldwide involved in

counter-insurgency operations, and are the leading

cause of injury and death for soldiers in modern

conflicts [14]. IEDs can be manufactured using

conventional weapons, or may be completely

homemade; IEDs typically have a fragmentation

and blast effect [15]. An IED consists of a casing,

an explosive and a fusingmechanismwith or with-

out added material to create a fragmentation effect

[12]. The casing of a homemade IED can be made

out of diverse commonly available objects includ-

ing metal cans, glass or polymer bottles and pipes

[12]. Fragments impacting personnel may be of

random or regular shape, originating from a

preformed source (e.g. notched casing, ball

Fig. 18.2 Cross section of

a fragmentation grenade in

which detonation of the

explosive core (not present

in this demonstration

model) causes the scored

steel rings within the case

to fragment
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bearings), added material (often referred to as

shipyard confetti e.g. nails, ball bearings, screws,

washers, bolts etc) or the environment. In addition

human body parts can be incorporated in wounds

in suicide bombings [16]; (Chap. 6).

Excluding the effects of blast, the lethality of

fragmentation weapons is generally far less than

bullets, with the exception of artillery shells which

produce large fragments at high exit velocities

[17]. Hand grenades in particular are designed to

produce a high number of small fragments and

often incorporate spheres which are more aerody-

namic and thereby increase effective range. The

result is to produce many survivors with multiple

injuries that cause a greater burden on healthcare

resources and the logistical chain.

18.4 Classification of Energised
Fragments

With such a broad range of weaponry generating

energised fragments, the authors favour amethod of

classification by which not only the method of frag-

ment production, but also fragment characteristics

are included (Table 18.3). Fragments can be either

random in nature (so called ‘natural’ fragments) or

preformed. Typically the fragments obtained during

trials are in the size range of <1–5 mm and have a

mass of 0.1 to >20 g with non-uniform shapes

[18]. However, spherical fragments (ball bearings)

Fig. 18.3 An early style of fragmentation grenade in

which the explosive core causes the outer casing to frag-

ment. Originally the casing was grooved to make it easier

to grip and not as an aid to fragmentation, and in practice

it has been demonstrated that it does not shatter along the

segmented lines (natural fragmentation)

Fig. 18.4 Cross sections

of a fragmentation grenade

in which the core (yellow)
contains an explosive

which is ignited by the fuse

and propels fragments each

formed by dimples in the

inner surface of the steel

casing
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are commonly found in traditional munitions and in

some IEDs including person-borne IEDs (PBIEDs;

‘suicide vests’; ‘suicide belts’). Such fragments

pack efficiently, are cheap and easy to purchase.

Natural fragments are generally produced by larger

artillery shells and tend to produce heterogenous

range in terms of size and shape. Initial velocities

may be very high (>1500 m/s) but because of their

irregular shape velocities decline rapidly.

Pre-formed fragments are either incorporated into

the explosive device itself, or are produced by

notching of the metal or plastic casing which

break off into predefined shapes (Fig. 18.5). Such

pre-formed fragments tend to be relatively light

(often 0.1–0.4 g) but numerous [18], increasing the

probability of a hit in lightly armoured soldiers but

with reduced lethality (Table 18.1).

18.5 Fragment Simulating
Projectiles

In experimental studies, fragment simulating

projectiles (FSPs) are utilised to be representative

of different the different types of energised

fragments described previously (Fig. 18.6). Some

munitions or devices may produce multiple char-

acteristic fragment types, and therefore a different

FSP is required to be representative for each. Those

steel FSPs described in the NATO standardising

agreement (STANAG) 2920 should ideally be used

[19] as this enables greater comparisons between

experiments. Standardised FSP shapes described

within this document include the cylinder, sphere,

cube and flechette, although the latter two shapes

Table 18.3 Classification of fragments in terms of deriving appropriate fragment simulating projectile

Type

Method of

production Material Shape Mass

Grenade Preformed Metallic Generally spherical or regular Low (in range of

0.1–0.4 g)

Land mine Preformed Metallic Generally spherical or regular Low (in range of

0.5–5 g)

Shell Preformed Metallic Random Medium (in range

of 1–10 g)

Shell or

grenade casing

Natural Metallic and non

metallic

Random Low (in range of

0.2–2 g)

Improvised Improvised Metallic and non

metallic

Random, although often

incorporate munitions above

Variable

Fig. 18.5 Range of sizes

of energised fragments

produced by a typical

mortar
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are rarely used in current practice. The 1.1 g chisel

nosed cylinder has been the mainstay of body

armour ballistic protective material testing since it

was first introduced in the 1943 [20]. However,

when using such a shape when testing biological

tissues it can cause greater variability in testing

results by increasing yaw in flight and tumbling.

For this reason a sphere is often used in addition, as

it reduces the number of experimental shots

required,which is particularly important when test-

ing animal tissue with its inherent biological

variability due to its varying tissue types.

Currently those FSPs described in the

STANAG 2920 are comprised of hardened steel,

although there is a desire to agree upon representa-

tive shapes and masses of non metallic projectiles

[21]. These constituents are thought to be of great

importance in accurately representing the heterog-

enous constituents of IEDs as well as representing

plastic casings from some grenades as well as soil

ejecta. It should be recognised that such nonmetal-

lic fragments have in general a far lower mass than

their equivalent steel FSP counterparts, such that

many don’t even breach skin at lower velocities.

18.6 Choice of Fragment Simulating
Projectile for Testing

Selecting the most representative FSP for experi-

mental testing continues, is often difficult and

clearly relies on an accurate knowledge of the

potential threat. Utilising a descriptive classifica-

tion of fragment characteristics as demonstrated in

Table 18.3 will aid in selection. Once the threat has

been identified, fragment characteristics can be

derived in greater detail from the following sources:

(a) munitions manufacturers’ descriptions of

preformed fragments;

(b) arena trials to analyse what fragments are

produced in controlled explosions of vary-

ing munitions and devices;

(c) analysis of fragments retained in armour; and

(d) analysis of fragments retained in the tissues

of injured persons.

Manufacturers, as well as the military

organisations that use them, are historically reluc-

tant to describe in great detail the shapes and sizes

of natural and preformed fragments utilised in their

devices. In general, hand held devices utilise

preformed fragments with masses less than a

NATO standardised 0.51 g sphere or 0.49 cylinder,

but shells may be designed to produce fragments

greater than 4.0 g. The 1.10 g chisel nosed cylinder

remains the most widely used FSP for testing of

ballistic protective materials, despite little objec-

tive evidence to justify its use (Fig. 18.4). Recent

evidence suggests that this FSP was originally

identified as the most representative fragment

shape and size of a 155 mm artillery shell

detonated in early arena trials.

Although the characteristics of fragments

removed from injured persons have been described

intermittently since World War 1, it has not been

until the twenty-first century that a dedicated

programme to analyse them was instigated, and

now includes those retained in damaged personal

protective equipment [22]. Concerns about how

representative such samples are have been raised

recently, recognising that fragments of low mass

and velocity may simply bounce off armour and to

a lesser degree skin. Analysing fragments retained

in the eyemay bemore representative as the veloc-

ity required to perforate the cornea is far lower than

skin. There will also be a number of fragments that

fully perforate the body or armour material, or

despite careful dissection during post mortem or

surgery just cannot be found. Computed Tomogra-

phy (CT) scans capture all these smaller retained

Fig. 18.6 A 1.10 g chisel nosed fragment simulating

projectile that can be held within a plastic sabot capable

of being fired from a 7.62 barrel
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fragments that cannot be excised and such scans

are now routinely performed on all soldiers killed

in action or whose wounds generate a trauma call

in a deployed field hospital. An analysis of CT

scans from injured UK soldiers has recently

suggested that the 1.10 g FSP is too large for

representing such fragments and that the NATO

standardised 0.51 g sphere or 0.49 g cylinder may

be more appropriate [22]. The final choice of FSP

should ideally take into account all of the afore-

mentioned factors, recognising that an exactly rep-

resentative FSP will never be found and a

compromise will always be sought. For example

choosing an FSP of a greater mass than expected

will provide greater security in ones injury

predictions, but may potentially result in overpro-

tection and thereby increase weight or heat burden.

18.7 Velocity Ranges Utilised
for Testing

The requirement for the minimal protective capa-

bility of certain pieces of protective equipment

will come with a particular type and mass of FSP,

in conjunction with an impact velocity. In addi-

tion, knowledge of the range of likely impact

velocities is essential for accurate experimental

ballistic testing and injury model prediction. For

example a velocity of 97 m/s was required for a

1.10 g cylindrical FSP to perforate 3 mm of goat

skin but when the skin was removed the velocity

required for perforation of muscle alone was

approximately 60 m/s [23]. Increasing the veloc-

ity to 150 m/s results in penetration of 80 mm of

muscle, demonstrating the importance of includ-

ing a skin component in any injury model

predicting the penetration of energised

fragments. Although the presence of skin is of

lesser importance in bullets due to their higher

impact velocities and shape effects, wound cav-

ity and tract size are directly correlated to energy

deposition, which in turn is highly dependent

upon impact velocity amongst other variables.

Recent work has indicated that the presence of

clothing layers potentially increases wounding

severity but making the projectile more unstable

[24, 25] and thus possibly also reducing severity

in some cases., Whether increased wounding

occurs with projectiles that perforate body

armour remains unclear [26, 27].

Probable impact velocities for bullets can

often be anticipated but such predictions for

energised fragments have traditionally been

more problematic. Even the most aerodynamic

fragments such as spheres lose velocity rapidly,

meaning that the impact velocity is highly depen-

dent upon the proximity of the subject to the

explosive device at the time of detonation. Exit

velocity has been stated as being virtually inde-

pendent of the fragment mass [28]. In general,

the initial velocity of fragments is between 1500

and 2000 m/s and declines rapidly with increas-

ing distance from their origin [29–33]. Typically

the fragments obtained during trials are in the

size range of <1–5 mm and have a mass of 0.1

to >20 g with non-uniform shapes [8, 29]. How-

ever, experimental evidence to determine

fragments produced by smaller devices is rare.

Recent experimental evidence recreating the

explosions produced by improvised explosive

devices such as pipe bombs produced fragment

velocities of 332–567 m/s, although some

smaller devices produced velocities as low as

51–191 m/s [34, 35]. The availability of CT

scans taken from soldiers wounded by energised

fragments has provided clinicians with the ability

to measure the depth of penetration of any

retained fragments. By estimating the retained

fragment mass in conjunction with algorithms

based on firing of FSPs into animal tissues

and ballistic gelatine, it is possible to provide

a probable range of impact velocities [22],

suggesting that a range of velocities between

300 and 400 m/s would be representative for

metallic fragments.
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Part IV

Applications of Blast Injury Research:
Solving Clinical Problems



Coagulopathy and Inflammation:
An Overview of Blast Effects 19
Nicholas T. Tarmey and Emrys Kirkman

19.1 Introduction

Blast injury results in a complex pattern of

tissue injury, inflammation and coagulopathy,

presenting great challenges in clinical manage-

ment. The pathophysiology of blast-associated

inflammation and coagulopathy is only partially

understood and there remains a great deal of

uncertainty over management strategies.

Although inflammation may be helpful as part

of the normal physiological response to injury,

the extensive tissue damage of major blast

trauma may trigger a profound inflammatory

response that is itself life threatening. It may be

conceptually appealing to attempt to modify this

inflammatory response directly, but there is little

evidence to support the use of corticosteroids or

other anti-inflammatory drugs.

Haemorrhage is a leading cause of death from

blast trauma, and is exacerbated by trauma-

associated coagulopathy. Over the past decade

important progress has been made in understand-

ing the coagulopathy of trauma, including

interactions between tissue injury, inflammation

and impaired coagulation. This understanding

has been applied to new approaches to treatment,

resulting in improved rates of survival following

major haemorrhage.

Future developments in the understanding

and treatment of blast-associated inflammation

and coagulopathy promise to revolutionise

clinical management. Improved understanding

of biological pathways may open new avenues

of treatment, and novel alternatives to refri-

gerated blood products may drastically alter the

balance of risks in managing trauma-induced

coagulopathy.

19.2 Pathophysiology of
Inflammation and
Coagulopathy in Blast

Blast causes injury by a number of different

physical mechanisms. Each mechanism generates

its own pathophysiological response, which can

often interact, leading to clinical consequences

that include inflammation and alterations in clot-

ting. Some of these mechanisms may be unique

to blast (explosions/primary blast), but others are

also seen in other forms of trauma (e.g. blunt

tissue injury can also occur in tertiary blast and

haemorrhagic shock in major trauma).

To disentangle this complex situation, it is

helpful to examine the components of the

explosion that cause different types of injury.

It is important at the outset to acknowledge that
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we are only beginning to understand the com-

plex inter-relationships between the different

parts of the overall injury. The relative contri-

bution of the different forms of blast injuries

depend on a number of factors which include

the nature of the explosive device, distance of

the casualty from the device, the environment

in which the explosion occurred (open space or

enclosed) and any protective equipment worn

(e.g. ballistic armour) by the casualty. The

various categories of blast injury are based

upon the component of the explosion that

caused them (see Chap. 6, Sect. 6.2).

19.3 Primary Blast Injury
and the Inflammatory
Response Associated
with Blast Lung

Lung injury, discussed in Chap. 12, is one of the

most notable forms of blast injury. In the context

of this chapter it is the pathophysiological

consequences of the widespread haemorrhage

into the small airways and lung parenchyma

that are of importance and have been investigated

in detail by Gorbunov et al. [1–4].

Blast lung is characterised by the influx of

blood and extravasation of oedema fluid into

lung tissue [3, 5]. This gives rise to haemorrhagic

foci, which can be substantial depending on the

level of blast loading. The intrapulmonary

haemorrhage and oedema contribute to the

initial respiratory compromise in blast lung

[2]. The problem is exacerbated because free

haemoglobin (Hb) and extravasated blood have

been shown to induce free radical reactions

that cause oxidative damage [2] and initiates/

augments a pro-inflammatory response [3]. Free

Hb also causes an accumulation of inflammatory

mediators and chemotactic attractants [6] thereby

amplifying the problem.

Within 3 hours, leucocytes can be demonstrated

within the haemorrhagic areas and levels increase

for 24 hours or more after exposure [2]. This accu-

mulation of leucocytes is associated with increas-

ing levels of myeloperoxidase (MPO) activity,

which in turn is indicative of oxidative events

and developing inflammation in the affected

areas [2]. Histological and electron microscopic

examination reveal prominent perivascular

oedema and extensive alveolar haemorrhages

without widespread visible damage to endothelial

cells during the first 12 hours after exposure

[2]. Thereafter, (12–24 hours after exposure)

Type 1 epithelial cells show evidence of develop-

ing damage, followed later (24–56 hours after

exposure) by secondary damage to endothelial

cells that become detached from their basement

membrane into the capillary lumen [2].

Other groups have shown that exposure of the

periphery to blast generates sufficient inflamma-

tory response to impinge on the lungs and cause

pulmonary damage [7]. However, this latter

finding is perhaps unsurprising since there is

substantial literature showing that inflammation

originating from peripheral tissue damage can

cause secondary inflammatory responses that

injure other organs, and can become widespread

enough to cause conditions such as Systemic

Inflammatory Response Syndrome (SIRS) in ani-

mal models and in patients [8].

19.4 Secondary and Tertiary Blast
Injuries and Ischaemia/
Reperfusion Injuries:
Implications for Inflammatory
Responses

Blast-injured casualties will often sustain

haemorrhage as a consequence of their secondary

(penetrating) blast injuries, and substantial tissue

damage as a consequence of tertiary (blunt) blast

injuries [9]. The casualties will therefore suffer

profound haemorrhagic shock and will require

resuscitation to sustain life while they are

evacuated to hospital. The resultant ischaemia

and reperfusion are well established triggers of

inflammation [10].

In the multiple injury casualty, the inflamma-

tory response initiated specifically by primary blast

injury needs to be placed into the clinical context of

the inflammation caused by haemorrhagic shock

and blunt tissue injury. An experimental study

conducted in the UK may provide some insight.
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This study was designed to investigate potential

new resuscitation strategies for extended evacua-

tion of blast and non-blast injured casualties with

complex trauma and haemorrhagic shock. It is of

note in this study that although the resuscitation

strategy had a significant effect on the inflamma-

tory state (seen as levels of Interleukin-6 [11] and

HMGB-1 [12]), the difference between blast and

non-blast injury strands was not significant

(Fig. 19.1). This finding implies that the effects of

blast on inflammation may be “lost” on a back-

ground of other insults commonly seen in severely

injured patients.

19.5 Cerebral Inflammation After
Blast Exposure

Blast-induced brain injury is one area where the

effects of blast alone have been studied exten-

sively. This is, in part, because evidence exists

showing that an episode of cerebral inflammation

can lead to long-lasting and significant clinical

conditions that range from Post Traumatic Stress

Disorder to neurodegenerative disorders [13].

The picture is very complex though. There

are several probable pathways of initiating the

injury, superimposed on many pathways of bio-

chemical injury within the brain. A number of

studies have shown that exposure of the head to a

blast wave can initiate an inflammatory response

in brain tissue that includes activation of a host of

inflammatory genes, release of mediators such as

cytokines and chemokines, and activation of

inflammatory cells such as leukocytes and

microglia [14] leading to blood brain barrier dys-

function and cerebral oedema [15]. These effects

can be persistent [16] and are amplified by mul-

tiple exposure [17].

A detailed investigation of the mechanism of

injury reveals several interesting possibilities.

Firstly, direct exposure of the head to blast can

result in cerebral inflammation as discussed

above. This may be because of endothelial dam-

age, which can be initiated by blast exposure in a

dose-dependent manner, since the endothelium

orchestrates inflammatory responses. Secondly,

in casualties where the whole body has been

exposed to blast, a peripheral inflammatory

response may also impinge on the brain. Cernak

[18] showed that whole body exposure to blast

resulted in inflammatory responses in the thorax,

abdomen and brain. Protecting the head had little

effect on the cerebral inflammation, while torso

protection attenuated the cerebral inflammation

suggesting a “spill over” of inflammation into

the brain from the systemic insult [18]. Other

groups have postulated a hydrodynamic pressure

wave from the periphery, causing cerebral

inflammation [19].
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Fig. 19.1 Peak arterial interleukin 6 (IL-6) and pro-

thrombin time (PT) in the four groups of terminally

anaesthetised animals subjected to haemorrhagic shock

and injury following blast exposure (Blast) or no blast

exposure (Sham) and subsequently resuscitated to a hypo-
tensive blood pressure target (Hypot) for the reminder of

the study or to a hybrid target of 1 h hypotensive resusci-

tation followed by normotensive resuscitation (NH) to

improve organ perfusion for the reminder of the study.

Maximum duration of resuscitation was 8 h in this study

[11] (With permission from Wolters Kluwer Health, Inc.)
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Because of the far-reaching consequences of

cerebral inflammation [13] there is intense inter-

est in identifying potential therapeutic strategies.

Recent studies have shown that hyperbaric oxy-

gen can attenuate the changes in the blood brain

barrier and neuronal apoptosis after blast expo-

sure [20]. Others have focused on pharmacologi-

cal agents including inhibitors of complement

[21] cannabinoid receptor inverse agonists [22]

and cholinesterase inhibitors [23] amongst a host

of others that might form part of useful therapeu-

tic strategies. In most cases, it is likely to take

some time before these pre-clinical studies give

rise to a clinical therapy, but clearly this is an

important area that is receiving substantial

attention.

19.6 Effects of Blast on Clotting

Trauma induced coagulopathy (TIC) is now

recognised as a serious secondary consequence

of injury and the patient’s (patho)physiological

response to trauma [24–26]. TIC has an evolving

pathology in the patient, often starting with

the consequences of tissue hypoperfusion and

developing through phases that can include the

consequences of shock-driven acidosis, hypother-

mia, iatrogenic (and autogenic) haemodilution

and factor consumption [25, 26].

The immediate effect of blast injury is to

cause an enhancement of clotting [27, 28].

When blast injury is quickly followed by

hemorrhagic shock there is a reversal of

hypercoagulation as a phase of hypocoagulation,

characteristic of TIC, develops [11]. Interest-

ingly, Prat et al. [28] have demonstrated for the

first time that the hypercoagulation initiated by

blast persists for at least 60 minutes after injury

when it is not complicated by subsequent hemor-

rhagic shock, even in the face of mild blast-

induced shock. This suggests that tissue injury

per se causes a relatively persistent enhancement

of clotting. However, to put the enhanced clot-

ting into the clinical context of a multiple injury

casualty, the effects of tissue perfusion seem to

have a greater influence on clotting than the

effects of blast.

As was the case with inflammatory responses,

resuscitation strategy seemed to have a significant

effect on clotting, while the presence of blast

injury did not after a period of hypovolaemic

shock [11] (Fig. 19.1). However, as new therapies

targeting TIC are being developed (see next sec-

tion) we should be cognizant of the fact that after

blast injury there may be a large surface area of

damaged endothelium within the pulmonary cir-

culation, with implications for systemic as well as

local clotting and thrombus formation.

19.7 Modification of the
Inflammatory Response
to Blast Trauma

Although inflammation is an important part of

the normal response to tissue injury, the

exaggerated response seen in blast injury and

other forms of critical illness may itself prove

life threatening. This concept has led to attempts

to modify inflammation with the aim of breaking

the cycle of inflammation and organ dysfunction.

Most evidence for this approach is in the man-

agement of sepsis and acute respiratory distress

syndrome where inflammation-modifying

corticosteroids remain a controversial therapy.

Evidence for steroids in the treatment of blast-

associated inflammation is even more limited.

Acute respiratory distress syndrome (ARDS)

is defined as a combination of acute hypoxaemia

and bilateral pulmonary infiltrates on chest radio-

graph with no evidence of left atrial hypertension

[29]. In practice, this encompasses a wide range

of underlying diagnoses from pneumonia to blast

lung and transfusion-associated acute lung injury

(TRALI). Beyond the primary insult, all causes

of ARDS result in sustained systemic and pulmo-

nary inflammation, leading to neutrophil activa-

tion, increased pulmonary capillary leak,

pulmonary oedema and further lung injury.

Some small randomised trials have demonstrated

evidence of increased survival with moderate

doses of steroids given early in the course of

ARDS [30]. However, there are concerns over

methodological quality and these findings have

not been confirmed in a large, multicentre trial.
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Furthermore, there is conflicting evidence over

risks of neuropathy, myopathy and infection, and

the routine use of steroids in ARDS is not widely

accepted [30].

Elsewhere in critical illness, steroids are used

in refractory septic shock, where they have been

shown to hasten shock reversal, but without an

overall improvement in mortality [31]. Here,

steroids are thought to play a facilitative role in

the action of vasopressors on vascular tone,

rather than a direct modification of the underly-

ing inflammatory response [32]. In fact, the

immunomodulatory effect of steroids in sepsis

may be counterproductive, demonstrated by an

increased rate of nosocomial infections in

patients receiving steroids [31].

Compared with sepsis and ARDS, blast injury

is a rare syndrome and there are few clinical

studies examining the role of immunomodulation

in trauma. Some preliminary work in animal

models has shown a possible role for antioxidants

in blast lung, but only to the extent that levels of

certain inflammatory markers may be reduced

[33]. For now, there is no evidence to support

deliberate modification of the inflammatory

response to blast injury in clinical practice.

Instead, treatment remains focussed on

addressing anatomical injuries while correcting

coagulopathy and supporting failing organ

systems.

19.8 Damage Control Resuscitation
and Surgery

Much of the past decade’s progress in the man-

agement of major trauma has centred around the

concept of Damage Control Resuscitation and

Surgery (DCRS). This approach sacrifices the

completeness of initial anatomical correction

during surgery in favour of maintaining tissue

oxygenation and correcting physiology. In the

UK military, DCRS begins at the point of

wounding and continues through to the postoper-

ative phase. At every stage, the priorities are to

control bleeding, to correct coagulopathy, and to

maintain tissue oxygenation [34].

In the pre-hospital phase, key principles are

to minimise further blood loss and expedite

transfer to emergency surgery. Compression

dressings, splinting, limb tourniquets and topical

haemostatic agents help to reduce pre-hospital

bleeding. Prioritising evacuation over non-

essential interventions in the field reduces time

to surgery. Where available, a helicopter-based

physician can resolve the conflict between a

“stay and play” and a “scoop and run” approach,

by delivering essential interventions en route to

hospital. In Afghanistan, the UK military’s

Medical Emergency Response Team (MERT),

evolved to provide in-flight intubation, ventila-

tion and blood product transfusion using a CH-47

helicopter platform and a 4-person physician-led

medical team [35]. This approach has been

associated with reduced time to surgery and

improved rates of survival following severe mil-

itary trauma [36].

On arrival in hospital, DCRS should continue

seamlessly using a team-based approach with

effective leadership and a collective understand-

ing of the key principles [37]. If not begun

already, empirical transfusion of blood and

clotting factors may be started, along with

tranexamic acid and appropriate airway manage-

ment prior to surgery. In the operating room, the

first priority is to gain rapid control of major

haemorrhage, while resuscitation is continued

by the anaesthetic team. Once bleeding is con-

trolled, all efforts are then directed towards

prompt completion of initial surgery, correction

of physiology, and seamless transfer to ICU [38].

In blast injury, DCRSmay be complicated by an

altered physiological response to hypovolaemia

and a reduced tolerance for prolonged hypotension.

The concept of “hypotensive resuscitation,” where

pre-hospital fluids are titrated to a sub-normal blood

pressure to preserve early clots and limit blood loss,

is now widely accepted in major trauma [39]. Evi-

dence for this approach is mainly from a 1994 US

study of civilian penetrating trauma (rather than

blast injury), where the mean time from injury to

surgery was only 75 minutes [40]. The increased

survival seen in those randomised to receive no

pre-hospital fluids was thought to be due to reduced

haemodilution and reduced early clot disruption,
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which outweighed the negative effects of

hypovolaemia and hypoperfusion.

Recent animal studies of hypotensive resusci-

tation suggest that this balance may be different

following blast injury. In a porcine model of

controlled haemorrhage after blast exposure,

animals resuscitated with saline to a hypotensive

target had lower rates of survival and a more

profound metabolic acidosis than those

resuscitated to normotension [41]. Additionally,

when compared with controls, animals exposed

to blast showed a more profound hypotensive

response to haemorrhage. These findings suggest

that the normal physiological response to

hypovolaemia may be altered by blast injury.

A subsequent animal study aimed to assess the

utility of a hybrid fluid strategy in uncontrolled

bleeding after blast injury [12]. Anaesthetised

pigs were exposed to blast before a period of

controlled bleeding (30 % blood volume via cen-

tral line) and then uncontrolled bleeding (from a

standardised, uncompressed liver injury). By

including a continued source of bleeding in the

model, the authors aimed to assess the risk of

increased clot disruption with more aggressive

fluid therapy. The main finding was that a hybrid

fluid strategy, where 1 hour of hypotensive resus-

citation was followed by fluids titrated to

normotension, with the aim of improving tissue

perfusion and hence oxygen delivery, resulted in

increased survival compared with prolonged

hypotensive resuscitation. This effect was partic-

ularly apparent in animals exposed to blast, as

was the severity of their coagulopathy, acidosis

and systemic inflammation, confirming the

impression that prolonged hypotension is partic-

ularly harmful after blast injury [11].

Animal studies therefore suggest that, whilst

an initial period of hypotensive resuscitation may

be beneficial to aid early clot stabilisation, after

1 hour the need to restore tissue perfusion can

outweigh any benefit from continued hypoten-

sion. This is particularly relevant in blast injury,

where prolonged hypotension is poorly tolerated,

and where evacuation timelines may be

prolonged by military constraints or by an

overloaded disaster response system. There is,

however, a need to confirm these findings in a

human study, where real-life injury patterns and

access to early blood and clotting products may

alter the balance of risks. For now, clinicians

must make a balanced decision on early resusci-

tation, considering the presence of blast injury,

the extent of uncontrolled haemorrhage, access

to blood products, and expected time until defin-

itive surgery.

Notwithstanding any controversy over the

optimal target blood pressure, it is now widely

accepted that fluid resuscitation for major trau-

matic bleeding should be with blood and blood

products, rather than with synthetic crystalloids

or colloids. Contrary to previous practice, where

resuscitation was initiated with crystalloid and

supplemented with red cell concentrate (RCC)

and thawed plasma (FFP) according to lab results

[42], evidence from major military and civilian

trauma now supports RCC and FFP transfusion in

a ratio approximating whole blood [43, 44]. The

optimal ratio, however, has not yet been deter-

mined in a prospective study and there remains

some controversy over whether this may be 1:1 or

closer to 1:2 (FFP: RCC) [45]. Patients and their

injuries are, of course, heterogenous in nature and

there may not be any single “ideal” ratio for all

patients. While the optimal empirical ratio may

theoretically differ for blast injuries, there is not

yet any direct evidence to justify deviation from

standard guidelines.

Transfusion may be life-saving but it can also

cause significant harm. In addition to the risks of

over-transfusion, viral infection, and incompati-

bility errors, transfusion carries the risk of

immune-mediated illnesses such as transfusion-

related acute lung injury (TRALI) [46]. Although

FFP is a relatively high-risk product for causing

TRALI (defined as the presence of hypoxia and

pulmonary oedema within 6 h of transfusion in

the absence of cardiac failure or volume over-

load), there is no clear evidence of increased

TRALI with higher ratios of FFP: RCC in trauma

[47, 48].

In blast injury, the true incidence of

TRALI is particularly difficult to assess where

confounding causes include ARDS from major
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trauma and blast lung, both of which may mimic

the features of TRALI. In practice, the pragmatic

approach to transfusion in blast injury remains

the same as for other major trauma: treat uncon-

trolled haemorrhage initially with a high ratio of

FFP: RCC, then individualise according to blood

results when bleeding is controlled. Whole blood

tests of coagulation (e.g. ROTEM thromboe-

lastometry) at the point of care may prove partic-

ularly helpful by guiding platelet transfusion in

addition to FFP and cryoprecipitate [49].

There are no specific drug therapies for blast-

related haemorrhagic shock, other than those

routinely used in major trauma. Following the

civilian CRASH-2 and military MATTERS stud-

ies, Tranexamic Acid is now given universally in

major traumatic bleeding where it has been

shown to reduce overall mortality [50, 51]. The

role of recombinant human factor VIIa now

appears limited after a large randomised trial

failed to show benefit [52]. Vasopressors should

be avoided where possible and must not be used as

a substitute for proper volume resuscitation [53].

Opioid analgesics are commonly used to treat

severe pain from the pre-hospital phase onwards.

Although conventional wisdom states they may

exacerbate hypotension in hypovolaemia, their

effect may be more complex than this following

blast injury. Animal models differ between spe-

cies and the results of a human volunteer trial are

awaited [54]. In the meantime, opioids remain

the standard treatment for severe pain following

traumatic injury, especially after initial control of

haemorrhage has been achieved.

19.9 Future Directions

There is currently intense interest in both the

mechanisms and potential treatment strategies

for inflammation after blast, with perhaps the

greatest volume of work focusing on cerebral

inflammation. Because of the far-reaching

implications of cerebral inflammation, a wide

range of therapeutic strategies and pharmacolog-

ical targets are being evaluated. Trauma

coagulopathy is another area of intense activity,

although much of the effort here is applied to

trauma in general, rather than blast in particular.

In both fields of inflammation and coagulation

we are likely to see significant advances in the

relatively near future.

19.10 Summary

• Blast injury causes a complex pattern of tissue

injury, inflammation and coagulopathy.

• Blast lung is a classic example of primary

blast injury and may lead to early hypoxaemia

and systemic inflammation.

• There is little evidence to support attempting

to modify the physiological response to blast

injury directly with anti-inflammatory drugs.

• Much of the treatment given in blast injury

involves addressing the consequences of the

inflammatory response, including correction

of coagulopathic bleeding with blood and

clotting factors.

• The inflammatory response to prolonged

shock and delayed resuscitation may be

greater than the effects of blast injury itself.
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Foot and Ankle Blast Injuries 20
Arul Ramasamy

20.1 Introduction

Since the early twentieth century, the develop-

ment of motorised transport provided armies

with a new-found mobility [1]. To counter this,

the anti-vehicle (AV) mine was devised. Since its

inception in the Great War (1914–1918), the

AV mine has become the main threat to vehicles

and their occupants in modern conflicts

[2]. It remains a significant cause of injury to

combatants and civilians in Iraq and Afghanistan

[3–6].

When an explosive detonates beneath a vehi-

cle, the blast wave from the explosion causes the

release of a cone of super-heated gas (see Chap.

1, Sect. 1.1.1) and soil which impacts the under-

surface of the travelling vehicle. This leads to

rapid deflection of the vehicle floor, transmitting

a very short duration (less than 10 ms), high

amplitude load into anything that is in contact

with it. Most frequently it is the lower leg and, in

particular, the foot and ankle complex that is

injured [7].

Injuries to the foot and ankle complex are of

particular interest as it has been demonstrated

that patients sustaining foot and ankle injuries

have significantly greater disability scores than

those without foot and ankle injuries [8, 9]. These

effects may be even more pronounced in a young

military population, who are likely to place sig-

nificant functional demands on the foot and ankle

complex.

20.2 The Issue

There exist a number of challenges to

investigating the mechanism of injury from

under vehicle explosions. Despite significant

media attention on fatalities from under-vehicle

explosions, there remains very little information

on the injury profile of the resulting casualties.

This has been due to a number of reasons includ-

ing difficulties in gaining accurate incident

data from the battlefield (thus hindering the abil-

ity to link particular injury patterns to injury

mechanisms), as well as issues of security.

Until recent conflict in the Middle East, clini-

cal information related to under-vehicle mine

incidents was limited to a single case series of

injuries over a 5-year period in Croatia [10]. Of

the 31 survivors described in this study, only

limited data was available on the pattern of

lower limb injury and there was no data on clini-

cal outcome following injury.

Due to the lack of clinical data on lower limb

injuries sustained during under-vehicle explosions,

mitigation engineers have extrapolated data from

automotive injuries in an attempt to understand the
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injuries they are trying to prevent. In order to

address this deficit, there exists an urgent require-

ment to characterise the injury profile and medium

term outcomes of casualties suffering lower limb

injuries from under-vehicle explosions. The analy-

sis of contemporary clinical data can give rise to

appropriate research questions and hypotheses that

drive engineers to develop a greater understanding

of areas where the effectiveness of the current

protection offered to vehicle occupants may be

improved (see Chap. 2, Sect. 2.3).

20.3 Clinical Data Analysis

Using a prospective military trauma registry [11],

UK Service Personnel who sustained lower leg

injuries following an under-vehicle explosion

between Jan 2006 and Dec 2008 were identified

and followed up for a mean 33.0 months

[12]. This analysis demonstrated that casualties

who suffered lower limb injuries from under-

vehicle explosives were frequently associated

with multi-segmental foot and ankle injuries

and resulted in an amputation rate of 30 %. In

addition, 75 % of injured limbs were noted to

have a poor clinical outcome 3 years following

injury. A poor outcome was defined as one of

(i) persistent chronic infection either osteomyeli-

tis or persistent wound infection 12 months

post injury, (ii) delayed fracture healing greater

than 12 months post injury, (iii) symptomatic

post-traumatic osteoarthritis or (iv) need for

amputation.

Statistical modelling of the injuries

demonstrated that open fractures, vascular

injuries and hind-foot injuries were associated

with an increased risk of amputation [12]. Further

sub-group analysis of casualties with hind-foot

injuries confirmed that they were associated with

significantly higher amputation rates and only

5 % were able to return to pre-injury levels of

activity at 3 years post injury [13]. This data

showed that attempts to protect the hind-foot

from injury may reduce the risk of amputation

within this cohort of casualties.

In an attempt to quantify injury and set

injury criteria, military researchers have used

the Abbreviated Injury Score (AIS) to evaluate

lower limb injury. Developed for use in the auto-

motive industry, AIS is based on the likelihood

of a particular injury being fatal [14]. As such, its

use as a tool to evaluate non-lethal injuries, and

in particular, to discern injuries that may result in

long-term disability is less certain [15]. Using the

clinical data collected, a probit analysis statisti-

cal model was created, which compared AIS with

the Foot and Ankle Severity Score (FASS) [16]

in its ability to predict either amputation or poor

clinical outcome. From the results of the statisti-

cal modelling, it was demonstrated that FASS

was superior in predicting poor clinical outcome

compared to AIS [17]. FASS has the advantage

of showing greater resolution in differentiating

between different foot and ankle injuries, and so

it offers a better metric than AIS for setting

criteria to evaluate injury and mitigation from

under-vehicle explosions. In addition, being an

anatomical injury scoring system, it is advanta-

geous over the AIS in evaluating cadaveric

specimens or other anatomic lower limb

surrogates.

20.4 Future Research Foci

By the nature of military operations, most clini-

cal studies detailing combat injuries are retro-

spective in nature, and are therefore faced with

inherent weaknesses that are present in this type

of research. To further understand the association

between vehicle design and injury mitigation

requires the development of comprehensive

trauma registries that combine accurate incident

data (the vehicle “casualty”) with injured

casualties. These provide compelling reasons to

ensure that research facilities are embedded into

modern combat operations from the outset, to

ensure that the lessons from combat casualty

care are learned and mistakes are not repeated.

Furthermore, it is necessary to understand the

long-term outcomes of such disabling lower limb

blast injuries. Although limb salvage could be

considered to be advantageous over amputation,

early functional outcomes in combat below

knee amputees appear to be better than those
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undergoing limb salvage [18]. It remains unclear

whether those effects will endure longer-term fol-

low up and as combat operations in the Middle

East have recently concluded, there remains a

requirement to set-up long term longitudinal stud-

ies to evaluate the lasting effects of combat injury.

The basis in mitigating the injury burden suf-

fered by the combat casualty lies in a collabora-

tive approach between clinicians and engineers,

utilising numerical and physical modelling

techniques that are underpinned by accurate con-

temporary clinical data analysis. These models

are discussed in more detail in Chap. 17.
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Traumatic Amputation 21
James A.G. Singleton

21.1 The Issue

Blast-mediated extremity traumatic amputations

(TAs) (as shown in Fig. 21.1) became a defining

injury pattern in casualties from the combat

operations in Iraq and Afghanistan in the late

twentieth and early twenty-first century, with

the majority due to Improvised Explosive

Devices (IEDs) [1]). The driver for improving

understanding of the injury biomechanics involved

was both powerful and simple:

Traumatic amputations are potentially lethal.

IEDs caused over 50% of all UK combat fatalities

in Iraq and Afghanistan. Most of those killed

sustained at least one traumatic amputation.

A better understanding of the precise injury

mechanism of blast-mediated TA would contri-

bute to informing prevention, mitigation and

clinical strategies and research, enabling further

improvements in combat casualty care. This

could help facilitate improved outcomes following

blast-mediated TAs by decreasing injury severity

or could even decrease the incidence of such

injuries.

21.2 Limitations of Current Injury
Mechanism Theory

Military personnel have risked traumatic amputa-

tion from explosive blast since the advent of bat-

tlefield explosive munitions in the fourteenth

Century. The injurious components of an explosive

blast event, such as an IED strike, are categorised

as primary to quaternary (Chap. 6, Sect. 6.2) [2, 3].

Initial theories for TA causation centred on

simple limb avulsion by the blast wind i.e. pure

tertiary blast injury [4]. This was revised by a

British Army orthopaedic surgeon, Major (now

Lieutenant Colonel, retired) Jonathan Hull,

through research published in 1996. He proposed

a sequence of initial primary blast injury – the

blast wave coupling into the long bones of an

extremity and causing diaphyseal fracture

through resultant axial stress concentration –

followed by tertiary blast injury – limb flail

from the blast wind, completing the TA at the

level of the fracture [5]. Underpinning this theory

were (i) a perceived association between fatal

primary blast lung injury (PBLI) and TA in

blast casualties, and (ii) a paucity of through-

joint TAs identified following blast injury.

Hull’s injury mechanism theory of blast-

mediated TA, was a summation of literature

review, analysis of clinical data – medical reports

and photographs of injured extremities from blast

casualties, the majority stemming from the

troubles in Northern Ireland from the 1970s to
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early 1990s – , live blast tests and computational

finite element (FE) modelling [5–7] (see Chap. 17).

TA from pure tertiary blast injury was called

into question due to inconsistencies between two

datasets previously thought to share a common

injury mechanism; blast victims and ejecting fast

jet aircrew. Casualty data from Hull et al. showed

a diaphyseal skeletal amputation level in the

majority of explosive blast victims sustaining

TAs and a paucity of through joint TAs (<2 %).

This contrasted with the anatomical level of

extremity injury (fractures/dislocations, not
amputations) in ejecting fast jet pilots [8], subject

to windblast (i.e. pure tertiary blast injury) at

speeds up to 1100 km/h, ,thought to approximate

to blast wind velocities close to the seat of an

explosion. These aircrew injuries, due to limb

flail, tended to be through or near to joints.

The potential causative role of primary blast

(the shockwave) was inferred by an association,

again from Northern Ireland casualty data,

between fatal primary blast lung injury (PBLI)

and TA. Live blast tests conducted by Hull

generated long bone fractures in goat hind-limbs.

These samples were shielded from secondary and

tertiary blast effects, leaving primary blast injury –

shockwaves – as the only likely mechanism of

fracture causation. Computermodelling confirmed

the diaphysis as the area of greatest stress concen-

tration following exposure to primary blast.

Thus the new injury mechanism for TA was

put forward and remained unchallenged prior to

this work. However, the methodology did not

include any radiological imaging analysis and

clinical data was, at times, extremely limited.

Analysis of military casualty data from Iraq and

Afghanistan called into question some of the

supporting elements of the currently accepted TA

mechanism theory. Firstly, analysis of 121 combat

casualties by Singleton et al. showed no statistical

association between PBLI and TA, in either

mounted (i.e. in-vehicle) or dismounted (i.e. on

foot) blast fatalities [9]. Secondly, the decade of

recent conflict in Iraq and Afghanistan generated a

large cohort of survivors with TA injuries – some

with multiple TAs – who, by definition, had not

sustained fatal PBLI [10, 11]. Thirdly, military

surgeons with experience of managing IED

casualties in Afghanistan reported seeing a number

of through joint TAs. This inferred that through joint

TAs may not be as rare as previously thought. The

final reason for such a review was the adoption in

November 2007 of postmortemCT (PM-CT) imag-

ing for UKmilitary combat fatalities. The availabil-

ity of detailed cross-sectional imaging performed to

a standard protocol and, in the vast majority of

cases, within a few hours of the fatal injuries and

with no confounding surgical intervention, provided

a new tool to examine blast injury pathoanatomy at

levels of detail never previously available [12].

Cumulatively, these factors highlighted both a

need to review understanding of blast-mediated TA

mechanism of injury and an opportunity to further

our knowledge in this field through new data.

21.3 The Investigation

This work formed the basis of a Bioengineering

MD(Res) within the Centre for Blast Injury Studies

at Imperial College London. A crucial component
of the research was collaboration with both

clinicians and academics – including blast

Fig. 21.1 An IED casualty with a left leg traumatic

amputation at the level of the knee joint. The tibia is

still attached but completely stripped of soft tissue
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physicists, biologists and bioengineers – who
provided invaluable support, expertise and insight

particular to their speciality. Working with such a

varied group enabled a far more holistic approach
than would have been possible otherwise, which

was hugely beneficial in maximising both data

exploitation and utility of resultant findings.
The basis of the new research was clinical

analysis at a level of detail never previously

possible. A national prospectively gathered trauma

registry (UK JTTR) and a post mortem CT

(PM-CT) database were used to identify casualties

(survivors and fatalities) sustaining a blast-

mediated major extremity TA (through or proximal

to the wrist or ankle joint) between August 2008

and August 2010. Level of TA and associated

significant limb, thoracic and other injuries were

recorded.

Survivors routinely underwent emergency

surgery. The majority were not comprehensively

CT scanned pre-operatively, reflecting clinical

priorities of lifesaving treatment. The detailed

pathoanatomical analysis was possible due to

PM-CT imaging; by definition only available for

fatality cases. However, as shown in Fig. 21.1,

survivor and fatality TA anatomical distributions

were not statistically different. Crucially then,

fatality TA pathoanatomy data could be consid-

ered to be representative for survivor TAs also.

Tens of thousands of images were assessed to

characterise the bony and soft tissue anatomy of

blast-mediated TA injuries.

146 Cases (75 survivors and 71 fatalities) sus-

taining 271 TAs (130 in survivors and 141 in

fatalities) were identified. The lower limb was

most commonly affected (117/130 in survivors,

123/141 in fatalities). The overall through-joint

TA rate was 47/271 (17.3 %). 34/47 through-

joint injuries (72.3 %) were through knee.

More detailed anatomical analysis facilitated

by PM-CT imaging of the fatality group (see

Fig. 21.2) revealed only 9/34 through joint TAs

had a contiguous fracture (i.e. intra-articular

involving the joint through which TA occurred)

in the proximal remaining long bone/limb girdle.

18/34 had no fracture, and 7/34 had a

non-contiguous (i.e. remote from the level of

traumatic amputation) fracture. Further analysis

revealed that in many cases the amputated limb

was grossly intact and had not been fragmented

as may have been believed previously

(Fig. 21.3).

Fig. 21.2 Level of blast-

mediated TAs: Survivors

vs. Fatalities (Numbers

in/by bars represent

number of TAs, MWU
Mann Whitney U test)
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21.4 The Outcomes

This new data informed a re-evaluation of our

understanding of the injury mechanism of blast-

mediated TA.

Analysis of the soft tissue injury profiles of

through joint and transosseous TAs showed no

significant difference. This suggested that there

may not be two radically different processes

occurring to generate these injuries and thus an

injury mechanism theory to explain both types of

TA could be valid.

The high rate of through joint TAs (almost

1 in 4 in the fatality group), and the fact that of

these, almost 3 in 4 had either no associated

fracture or a fracture remote from the level of

amputation, strongly inferred a flailing mechanism

of injury. This contrasted with accepted theory of

shockwave-mediated midshaft fractures of long

bones followed by flail. A through joint injury

was inconsistent with expected fracture patterns

following either primary blast (oblique diaphyseal)

or close contact primary and secondary blast injury

(brisance – shattering – type fractures) [13].

Furthermore, the relative significance of the

shockwave/primary blast is called into question

by the lack of any relationship between TA and

PBLI, demonstrated in this analysis of modern

blast casualties. In contrast to previously held

beliefs that proximity to an explosion sufficient to

cause TA was lethal due to PBLI, we have shown

no such correlation, and the large cohort of

survivors with TAs are a clear demonstration that

such a link does not hold true with many current

blast casualties. Environment of the casualty was

minimised as a potential confounder by subgroup

analysis of mounted and dismounted cases.

Fig. 21.3 TA incidence by level and TA subtype in fatalities
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Combining all the new data analysis, the fol-

lowing blast-mediated TA injury mechanism is

proposed:

Dependent on the position of the extrem-

ity and the displacement produced by the

explosive blast wind, in some cases the

relative stability of the joint and a predom-

inant axial load generate diaphyseal stress

concentrations leading to fracture, flail

at this point and transosseous TA (see

Fig. 21.4). However, in other scenarios

with oblique loads caused by less axial,

more coronal/sagittal type extremity dis-

placement from the blast wind, the maxi-

mal stress concentration is peri- or intra-

articular, leading to primary peri-articular

soft tissue failure, flail through the joint

and a subsequent through joint TA (see

Fig. 21.5).

Although modern blast injury data did not

support a link between significant primary

blast injury and TA, there is insufficient evi-

dence to discount Hull’s theory (shockwave-

induced diaphyseal fracture followed by flail

and TA through the fracture) as a valid injury

mechanism. It is possible that there may be

multiple blast-mediated TA injury mechanisms,

including Hull’s theory and isolated flail/ter-

tiary blast injury. Guillotine-type TAs from

explosive fragments of sufficient size and

energy have also been documented – a type of

secondary blast injury. All of these need to be

considered in any mitigation/prevention strat-

egy. However, this new work has generated an

injury mechanism theory through which tertiary

blast injury can account for both transosseous

and through joint TAs. Most importantly, this

highlights a target to act against to try to prevent

these injuries and save both limbs and lives.

Fig. 21.4 Proposed transosseous TA mechanism from

tertiary blast: (1) detonation underneath lower limb,

(2) predominantly axial force transmitted, corresponding

hindfoot and long bone fractures, (3) flail occurs through
long bone fracture site, (4) completion of transosseous TA
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Testing and Development of Mitigation
Systems for Tertiary Blast 22
Nicolas Newell and Spyros Masouros

22.1 Introduction

Improvised explosive devices that detonate under

a vehicle cause dynamic deformation of the floor

and therefore transmission of substantial forces

axially upwards into the lower extremities of the

occupants. These accelerations have the potential

to cause the devastating foot and ankle injuries that

have been described in more detail in Chap. 20.

Large improvements in the protection offered

to occupants during under-vehicle explosions can

be made through alterations in vehicle design.

Design features such as false floors, V-shaped

hulls, increased standoff, increased vehicle mass

and seat design have been shown to offer protec-

tion to occupants during under-vehicle explosions

[1–3]. Many of these features have been

incorporated into more recent vehicle designs,

however, retrofitting is often not cost effective.

Therefore, improvements that can be made

through mitigation systems that can be easily

retrofitted to existing vehicles are attractive.

22.2 The Issue

Due to the proximity of the foot and ankle to the

vehicle floor pan, adjustments to combat boot

designs and the introduction of blast mats have

the potential to reduce the severity of injury.

However, there is currently no clearly defined

method or protocol to assess accurately the capa-

bility of a mitigation system to reduce the risk of

injury to a vehicle occupant. This chapter

reviews a number of approaches to assess miti-

gation systems which have been categorised into:

scaled blast experiments, drop rig experiments,

traumatic injury simulations, and finally compu-

tational models.

22.3 Methods to Assess Mitigation
Systems

In order to assess a mitigation system, an experi-

mental method able to reliably replicate the

loading seen during an under-vehicle explosion

is required. The loading exerted to the lower

limb of a vehicle occupant is dependent upon a

large number of factors (vehicle design, soil

properties, type of explosive and, position of

occupant) and therefore it is unlikely that there

are clear, consistent floor pan acceleration

profiles that experimental devices can aim to

replicate. Due to this large range of possible

acceleration profiles, a number of different
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experimental approaches may be used to assess a

mitigation technology. Generally, an experimental

technique must accelerate a mass beyond 12 m/s

such that it transmits an axial force to the

mitigation system over a short duration (<10 ms)

[2, 4].

22.3.1 Drop Rig Experiments

A drop rig is an experimental device that allows a

mass to be dropped onto a specimen or sample

from various heights such that its dynamic

response can be assessed. Typically, a transducer

is incorporated into the falling mass to capture the

force-displacement behaviour. For blast impact

research, drop rigs provide a repeatable and reli-

able means of assessing the dynamic behaviour of

mitigation systems. Newell et al. [5] used a drop

rig to compare the response of two combat boot

designs commonly used by UK troops (Fig. 22.1).

The soles of the two designs were impacted with

a 7.45 kg mass at ever increasing energies until

fracture of the combat boot was seen. The maxi-

mum velocity that the combat boot was impacted

at was 12 m/s, the same as the estimate of vehicle

floor velocity during an under-vehicle explosion

made by Wang et al. [2]. The force-displacement

response was recorded by a transducer

incorporated into the falling mass and the

responses of the two combat boots were com-

pared. One of the designs consistently experi-

enced lower peak forces at the lower impact

energies and longer time-to-peak forces at higher

impact energies in comparison to the other. This

method provides a repeatable, reliable way to

initially assess the behaviour of a mitigation sys-

tem. However, the loading environment provided

here does not accurately replicate that seen dur-

ing an under-vehicle explosion since the combat

boot is not restrained against a rigid surface in a

vehicle; an experimental method that more accu-

rately replicates the behaviour of the floor may

provide a more realistic assessment of a mitiga-

tion system.

22.3.2 Traumatic Injury Simulators

Traumatic injury simulators aim to replicate

the loading applied to occupants’ lower limbs

during under-vehicle explosions in a controlled

laboratory environment. Generally, their design

incorporates a large mass (6.8-42 kg) that

is rapidly accelerated to a target velocity

(2.2–12 m/s) before rapidly decelerating to rest.

Their target velocities are often based upon data

from live blast experiments. However, their mass

cannot be as easily justified since the equivalent

mass of an accelerating plate is not easily calcu-

lated from live blast data. What remains critical

however is that the mass is large enough so that

upon impact with the mitigation system/lower

limb, the behaviour of the accelerating plate is

not affected by the mass of the lower limb, and

that they do not respond in a coupled manner.

Traumatic injury simulators are often used in

conjunction with anthropometric test devices

(ATDs) which are designed to approximate

human response to high-rate loading. The two

most commonly used ATDs are the Hybrid-III

and MIL-Lx (see Chap. 16). The biofidelity of

these two ATD designs have been discussed in

Springs

7.45 kg mass

Load cell

50mm tup diameter

Guiding bars

Footwear

Solid steel plated

Fig. 22.1 Schematic of the drop rig setup used by

Newell et al. [5] to assess the response of two combat

boots
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detail elsewhere [6–9]. Both the Hybrid-III and

MIL-Lx measure load in the tibia which can be

used in conjunction with risk curves, developed

using data obtained from cadaveric tests, to

estimate the probability of injury. Using the trau-

matic injury simulator to mimic the response of

the floor of a vehicle during an under-vehicle

explosion and the ATD to mimic the response

of a human, a mitigation system can be posi-

tioned between the simulator and ATD to predict

the probability of injury.

Quenneville and Dunning [9] impacted both

the Hybrid-III and MIL-Lx ATDs with and

without hiking boots using a traumatic injury

simulator. At a range of velocities (2.2–7.0 m/

s), a 6.8 kg cylindrical projectile (radius 3.3 cm)

was accelerated down a tube and impacted the

back of a pate upon which the sole of the boot

was resting. In these experiments, the addition

of the hiking boot reduced the peak forces by

approximately 65 % at the highest impact

velocities (7 m/s). As well as hiking boots,

Quenneville and Dunning [10] have also used

their impact rig to compare five commercially

available floor mats using a Hybrid-III ATD.

Five impact tests were performed on each of

the five designs against a control (no floor

mat). All of the floor mat designs reduced the

force measured in the tibia of the Hybrid-III

ATD. This reduction ranged from 35 to 77 %.

Interestingly, some of the blast mat designs

performed well in response to high velocity

impacts but not as well at low velocity impacts,

demonstrating the importance of considering

the response of the mitigation technologies at a

range of impact severities.

A traumatic injury simulator, capable of hori-

zontally accelerating a 36.7 kg plate at velocities

up to 12 m/s has been developed at Wayne State

University. McKay [11] used this simulator to

assess the mitigation capacity of five kinetic

energy absorbing materials. These were a col-

lapsible steel plate, aluminium commercial

grade (ACG) at three different crush strengths,

and an aluminium foam. Floor mat samples were

mounted to the impactor footplate which

impacted a MIL-Lx. The change in peak force

ranged from a 31 % reduction to an 8 % increase.

Interestingly, it was a mid strength ACG that

performed better than any other design. Since

there were two mats with higher crush strengths

and one with a lower crush strength, this suggests

that there may be an optimal strength under the

impact conditions tested; if the mat has a high

crush strength it may not compress completely,

therefore less force would be absorbed in com-

parison to if it had compressed completely. Con-

versely, if it is not stiff enough it may crush very

quickly and bottom out, resulting in a large trans-

mitted force.

The Anti-vehicle Under Belly Injury Simulator

(AnUBIS) developed at Imperial College London

has been developed such that ATDs can rest on a

42 kg mass which is pneumatically accelerated

upwards. The acceleration profile of the mass is

controlled through careful selection of thematerial

and geometry of a pin which is designed to hold

the plate down until a specific pressure is reached,

at which point it shears [12]. Tests were performed

on three blast mat designs under both the MIL-Lx

and Hybrid-III ATDs at a range of severities [6].

The test setup is shown diagrammatically in

Fig. 22.2. There was little difference in how the

Surrogate
hip 40 kg

ATD

Combat boot

Blast mat

Accelerating plate

Fig. 22.2 Configuration and mounting for the MiL-Lx

ATD on AnUBIS, the traumatic injury simulator used at

Imperial College London
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two ATDs ranked the mitigation systems but the

differences were exaggerated when the Hybrid-III

was used rather than the MIL-Lx.

22.3.3 Scaled Blast Experiments

One of the most accurate, but not always repeat-

able, means of replicating an under-vehicle

explosion is simply by detonating an explosive

beneath a floor surrogate. The Test Rig for Occu-

pant Safety System (TROSS™) is a vehicle floor

simulant, which utilises scaled detonations to

provide the same blast parameters to a vehicle

occupant as those occurring in an underbelly

vehicle blast of 2–10 kg of TNT [13]. Manseau

and Keown [14] used this as a test-bed to evalu-

ate the effect of the military boot on the tibia

loading response and injury severity using a

Hybrid-III ATD. They compared the response

of the Hybrid-III to scaled blasts with and with-

out a combat boot. While the impulse transferred

to the Hybrid-III was similar, the military boot

reduced the peak tibia axial force by approxi-

mately 30 % and reduced the loading rate by

43 % in comparison to no military boot.

22.3.4 Computational Models

Finite element models enable engineers to gain

an insight into dynamic events which would

not be possible experimentally. They also enable

sensitivity and optimisation studies to be

performed on designs to gain a greater under-

standing of the parameters that have the greatest

effect on certain variables. While they do require

a lot of time to acquire accurate geometry and

material properties, as well as extensive valida-

tion, once developed they provide an invaluable

tool to assess mitigation systems since the effect

of design changes can be evaluated quickly. One

computational model of note is that of Dong

et al. [15] who developed an FE model of a

lower extremity to predict the minimum axial

force required to cause fracture. Their model

was used to determine the critical maximum

velocity of the floor plate to cause tibia fracture

at a range of knee flexion angles finding that, as

the angle increased, the critical velocity

increased. Aside from the long run time, one

limitation of Dong et al.’s model is that it is

subject specific. Researchers at Imperial College

London have developed a computational model

of the MIL-Lx ATD [16], which may allow more

powerful predictions of injury since it can be

used in conjunction with injury curves that have

been developed through analysis of a large num-

ber of cadaveric tests.

22.4 The Outcomes

A number of techniques to test and develop miti-

gation systems have been reviewed in this chap-

ter. All of the approaches are useful for different

stages of the development of a mitigation system.

Computational models provide a powerful tool

for investigating new mitigation system concepts

since they allow many alterations of designs to

be tested quickly. An experimental assessment is

also recommended for complete validation of the

mitigation system. Drop rig tests may be consid-

ered to be useful for initial assessments of miti-

gation systems but traumatic injury simulators

provide a more realistic test bed to accurately

and repeatably simulate an under-vehicle explo-

sion and are therefore more likely to provide

results that can be translated to theatre. Further-

more, scaled blast tests may provide the most

realistic method of replicating an under-vehicle

explosion and should also be considered when

evaluating a mitigation system. Both traumatic

injury simulators and scaled blast tests are used in

conjunction with ATDs. While there is still room

to improve the biofidelity of current ATD designs,

they provide a useful tool to predict injury risk and

therefore assess mitigation design. Ultimately, the

collection of clinical data from theatre once a

system has been introduced may be the most pow-

erful way of assessing a mitigation design.
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Pelvic Blast Injury 23
Claire Webster and Jon Clasper

23.1 Introduction

Although the majority of wartime trauma concerns

the limbs, it is injuries to the head, torso and junc-

tional haemorrhage from the neck, axilla or groin

that are the most life threatening. As haemorrhage

is the most common cause of preventable death on

the battlefield, it is of considerable research interest

(see Chap. 19, Sect. 19.1)

In the most recent conflicts, the Improvised

Explosive Device (IED) changed the nature of

injuries from penetrating wounds from gunshots

or fragments, to the extensive tissue loss and

heavily contaminated injuries associated with

close range explosions. As the majority of the

devices are victim operated, lower extremity

trauma is almost universal, and those with

high injuries and an associated pelvic fracture

have the worst clinical outcomes. In addition

to junctional haemorrhage, this is often due to

non-compressible pelvic bleeding and currently

there are few opportunities for control of this in

the pre-hospital environment.

The pelvis, consisting of paired iliac, ischial and

pubic bones in a ring like structure, forms the

inferior margins of the abdomen, and contains

small and large bowel, ureters and urethra, and

reproductive organs. It also has a rich network of

vasculature; paired external iliac and femoral

arteries and veins, and multiple branches of the

internal iliac leading to the pelvic organs. The

pelvic bones are strongly reinforced by a network

of ligaments and surrounding musculature re-

quiring a considerable amount of force to cause a

fracture. Therefore, when a fracture does occur,

there is a high incidence of associated injuries

both locally and also to additional body regions

such as the head and thoracic structures [1]. It is

possible that if fracture could be prevented, or local

bleeding controlled, then the mortality from IED

and similar pelvic injuries could be reduced. One of

the key initial steps is to understand the mechanism

of fracture following pelvic blast injury.

23.2 Civilian Pelvic Trauma

It is important to ascertain exactly how the blast

loading leads to fracture of the pelvis. This could

be a direct effect on the pelvic structures, or

indirect, such as axial loading of the pelvis. In

addition, flailing of the lower limbs resulting in
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rotational force being applied to the hemi pelvis

may result in injuries such as the ‘open book’

pattern of injury seen in civilian trauma. This

particular fracture pattern is highly likely to

cause significant vessel damage and life threat-

ening haemorrhage.

Civilian pelvic classification systems aim to

direct patient treatment pathways based on sever-

ity. Common systems include the Young and

Burgess classification [2], a later modification

of the Pennal and Tile classification [3], which

describes the fractures based on the direction of

the force upon them. They are grouped into ante-

rior posterior compression fractures (APC), lat-

eral compression (LC) and vertical shear (VS) in

which one hemi pelvis is displaced superiorly,

commonly from a fall from height and landing on

the feet. APC and LC injuries are further graded

1–3 depending on severity. In addition, one of the

original classifications [4] considers stability of

pelvic fracture, dividing fractures into grades

A–C depending on the extent of rotational and

vertical stability. Type A fractures are considered

stable, type B rotationally unstable but vertically

stable, and type C unstable both rotationally and

vertically.

Although classification systems guide treat-

ment following civilian trauma, military pelvic

fractures may not fit into these divisions clearly.

As such, the classification is not fit for purpose in

this patient group. There is therefore a need to

analyse military pelvic fracture patterns to deter-

mine if a specific military classification is

required. As with civilian fractures this is likely

to be based on the mechanism of failure and/or

mechanical stability.

23.3 Bleeding Following Pelvic
Trauma

Bleeding may result from arterial injury, or from

the lower pressure venous system. Venous bleed-

ing has been demonstrated in civilian studies to

be responsible for around 90 % of pelvic fracture

haemorrhage, commonly to the ileolumbar

vein or presacral plexus [5]. However, arterial

bleeding, when present, is more likely to lead

to haemodynamic instability, and presumably

more likely to result in death in the military

environment.

There are few civilian studies detailing the

exact source of arterial hemorrhage in pelvic

fracture. One study of 63 patients demonstrated

that superior gluteal, followed by internal puden-

dal, obturator and lateral sacral arteries respec-

tively were responsible for bleeding [6]. A

second study details the frequency of embolisa-

tion of arteries, one of the options for treating

significant bleeding. The study demonstrated the

internal iliac was the most commonly embolised

artery, followed by the superior gluteal, internal

pudendal, lateral sacral, and obturator and

iliacolumbar arteries. However, this study was

based on only 87 patients [7].

It is important to know the type and site of

bleeding, as venous bleeding can cease by clot

formation and tamponade within the retroperito-

neal space as the pressure increases [8]. This is

less likely to occur following arterial bleeding,

and more direct control may be required [9]. In

addition, the mechanically unstable pelvic

injuries, particularly the APC, or open book

fractures result in an increase in pelvic volume,

and as a result, retroperitoneal tamponade may

not occur and bleeding can continue. Reducing

the pelvic volume and stabilisation of the pelvis,

by binder or fixation, is paramount in the man-

agement of these life-threatening injuries. Previ-

ous research at Imperial College London has

demonstrated the importance of closure of the

pelvic ring, and how improper placement of pel-

vic binders leads to inadequate closure of open

pelvic fractures. This can lead to delays in

haemostasis, and ultimately, an increase in mor-

tality from pelvic trauma [10]. This noninvasive

technique is taught on all Advanced Trauma Life

Support (ATLS) and Military Operational Surgi-

cal Training (MOST) courses as a quick and

reliable method for pelvic fixation in suspected

pelvic fracture in the pre-hospital setting.

Further work is required to investigate the

source of bleeding and its relation to the pelvic

fracture present. In addition, the published stud-

ies are of a civilian cohort, and due to the high

energy mechanism of blast, military patients may
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sustain a different pattern of vessel injury. It is

important to pinpoint the location of injury in

order to direct treatment strategies.

23.4 Injury Mitigation

Together with head injury, the IED pelvic injury

was responsible for the majority of deaths of UK

service personnel injured in Iraq and Afghanistan

who initially survive their injuries. Death can

occur soon after injury, usually from uncontrol-

lable bleeding as discussed above, or from later

multiple organ failure, which is likely to be

related to both the initial blood loss as well as

significant contamination at the time of injury.

The un-paralleled survival rates seen in recent

conflicts suggest that mitigation, rather than any

additional improvement in treatment, is more

likely to improve future outcomes. Currently

mitigation is limited to soft tissue protection

from the direct effects of the explosion, rather

than preventing indirect injury, or an attempt to

prevent fracture.

Personnel protective equipment (PPE) to the

lower extremity was introduced in response to

the frequency of urogenital injuries, with a his-

torical incidence of approximately 5 % [11]. This

exists in three tiers, a silk under layer, KevlarTM

shorts, and a further Kevlar genital protection

piece [12]. Although it was only possible to com-

pare to a historical control group, this protection

has been associated with a significant decrease in

injury risk [13].

However, as the protection was aimed at

reducing genital injury and not at reducing the

incidence of pelvic fracture, further work should

be targeted on preventing both the pelvic fracture

and significant bleeding following injury.

Prior to determining the research priorities in

military pelvic trauma, there is a need to define

the extent of the problem.

23.5 UK Military Experience

A search of the Joint Theatre Trauma Registry

(JTTR) was performed, and significant pelvic

trauma from the conflicts in Iraq and Afghanistan

between 2003 and 2014 was identified. From this

database pelvic fractures secondary to motor

vehicle collisions, gunshot wounds, falls from

height and crush injury were subsequently

excluded from analysis.

Between 2003 and 2014 there were 364 pelvic

fractures associated with a blast mechanism. Of

these there were 180 survivors and 184 deaths,

giving a mortality rate of 50.5 %. This is signifi-

cantly higher than that quoted in the civilian

literature where published mortality rates are

between 8 and 14% [14–16].

As noted above, civilian pelvic fractures are

associated with significant trauma to other body

regions, which may be the cause of death rather

than the pelvic fracture itself. This was consistent

with the UK military blast population; in this

cohort no casualty sustained a pelvic fracture in

isolation. Of the 184 fatalities, 68 (36 %) patients

died as a result of the lower extremity injury with

pelvic fracture, with the majority (116, 64 %)

dying from other injuries, mainly head injury

(58), abdominal injury (23) torso (12) spine (7),

neck (3) and 13 considered to be ‘whole body’

injuries such as burns, or multi-region trauma.

The majority of those other injuries were consid-

ered non-survivable and as such, pelvic trauma

mitigation would have little to offer. Further

work needs to be directed on the fatalities due

solely to blast pelvic trauma, and a comparison

made with the survivors in order to identify

indicators of mortality to further focus the

research effort.

23.6 Research Direction
of the Centre for Blast Injuries

The initial requirement is a detailed analysis of

the blast pelvic fractures to establish any specific

patterns. Computerised tomography (CT) images

of the fractures are available, and 3-dimensional

CT reconstructions of the pelvic bones can be

reviewed and the survivors compared with the

deaths, specifically those who died of the pelvic

injury. Detailed clinical analysis will allow the

specific cause of death to be identified, focusing
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on any injured vascular structures associated

with the fracture. Mechanistically it may then

be possible to determine how the vessel was

damaged. Although designed for soft tissue pro-

tection, the wearing of PPE may make a differ-

ence to the pelvic fracture pattern and this would

need to be considered.

Military fracture patterns can be compared

with civilian fracture data. This may then deter-

mine whether the civilian fracture classifications

used in the UK are applicable to these military

patients. If not recognised, civilian management

pathways may be inappropriate in these instances.

The effect of blast is likely to be different

depending on the posture of the patient on

impact, in particular, if standing or seated,

which will cause different responses, and this

needs to be taken into account. Information

regarding the incident for example, whether

the casualty was mounted or dismounted,

surrounding environment, and explosive

characteristics should therefore be analysed in

order to gain a most complete picture of the

forces and direction of force applied. It will

also be necessary to determine which aspect of

the blast, i.e. primary, secondary or tertiary is

responsible (see Chap. 6). Based on this analysis,

it may be possible to hypothesise whether the

fractures are secondary to lower limb flail or

from direct impact, which will be important in

terms of mitigation strategies. If a specific blast

pelvic fracture pattern can be recognised, the aim

would be to recreate the injury in the laboratory

using cadaveric specimens, and a previously

validated blast rig [17].

Computational modelling of pelvic fracture

may be a useful adjunct to the understanding of

pelvic fracture. Shape modelling may help define

the variability of the blast pelvis, as it has in

normal joints [16], and define a point in which

the fracture pattern results in an un-survivable

injury. Finite element analysis could also be

used to create reproducible experiments.

23.7 Conclusion

Blast injury to the pelvis has been a significant

cause of death to UK personnel in Iraq and

Afghanistan. It is hoped that with a knowledge

of the biomechanics of blast injury to the pelvis,

mitigation strategies could be developed with the

potential to lessen the blast load and maintain the

structural integrity of the pelvis, or at least, limit

instability or any increase in pelvic volume, to

limit vessel injury and/or blood loss.

The ultimate aim is to prevent, mitigate or

improve the treatment of severe blast injury, in

order to improve survival and morbidity from

these injuries.
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Applications of Blast Injury
Research: Solving Clinical Problems
and Providing Mitigation

24

Debra J. Carr

24.1 Introduction

Body armour typically comprises a ‘soft’ fabric

waistcoat or tabard style garment covering the

torso; in military armour this provides protec-

tion from fragments, in police armour it

provides protection from sharp-weapons and

low velocity handgun bullets. The fabrics used

are typically manufactured using para-aramid

fibres (e.g. Kevlar®, Twaron®), but may con-

tain ultra-high molecular weight polyethylene

fibres (UHMWPE; e.g. Dyneema®, Spectra®).

The armour may also contain ‘hard’ plates

which are ceramic faced and composite backed

(common combinations include alumina/para-

aramid and silicon carbide/UHMWPE), or are

100 % composite (usually UHMWPE). These

plates provide protection from high velocity

rifle bullets. The level of protection the soft-

and hard-armour provides varies according to

the threat level that has been conducted [1, 2]

as discussed in Chap. 28. Behind armour blunt

trauma (BABT) has been defined as “. . .the

non-penetrating injury resulting from the rapid

deformation of armours covering the body”

[3]. More recently, a definition for injuries

occurring when body armour is impacted but

not perforated has been suggested. This separates

injuries that include skin laceration from those

that are restricted to skin contusion and rib dam-

age “Backface injuries are lacerations that occur

due to blunt trauma” [4]. There has been an

increasing awareness of BABT as an injury

mechanism in both the military and civilian

worlds [3, 5–9]. Typical injuries include skin

contusion, laceration and penetration; rib frac-

ture; and contusions to lungs, kidneys, spleen

and (rarely) the heart e.g. [3, 5–13]. BABT also

includes pencilling “. . . a deformation character-

istic of body armour, which is only associated

with the evolution of lightweight and flexible

armours.” [14] and “. . .comparable to an entry

wound from a ballistic injury.” [15]. A narrow,

tapered, deep deformation of the soft body

armour into the torso occurs, but the armour is

not perforated.

24.2 Injury Mechanisms

BABT is considered to be a type of blunt trauma

injury. Other injury mechanisms included in the

same broad grouping are road traffic accidents

and crush injuries [3, 16–18]. However, BABT

occurs over a shorter period of time due to an

impact event by a faster projectile. During the

impact event, the body armour accelerates and

deformation occurs on the rear of the armour,

resulting in direct transmission of an applied
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force through the armour and underlying clothing

and onto the body. Stress waves are generated;

they may be transmitted and/or reflected by the

armour (and components) and/or underlying

tissues (including those not in direct contact

with the armour) depending on the speed of

sound in the material [18–21]. Applied shear

stresses may result in tearing of tissue [3, 6, 9,

22]. It is generally accepted that (i) the gross

deformation of the chest and (ii) the duration

and rate at which this deformation occurs affects

the injuries observed [3, 9, 21].

24.3 Injury Data

Detailed injury data reported in the open literature

is rare, excepting more recent injuries suffered by

personal that have been reported in newspapers

and via the internet [10–13]. The majority of case

studies reported refer to police officers wearing

soft armour and impacted with low velocity hand-

gun ammunition (often their own weapon that had

been taken off them). These incidents typically

resulted in contusions (up to ~50 � 60 mm) and

lacerations (up to 30 mm deep) e.g. [4, 8, 23]. A

small study comparing female and male US police

officer’s BABT injuries (n ¼ 4 female; n ¼ 10

male) suggested that female officers suffered a

higher risk of injury [24, 25].

Reports of BABT injuries to military person-

nel impacted with high velocity rifle bullets

include incidents in Somalia and Russia

[26, 27]. Injuries included a severe flank hema-

toma that extended to the groin (n ¼ 1), a minor

soft-tissue injury to the chest (n ¼ 1), contusion

(n ¼ 1), lung rupture (n ¼ 1) and lung abscess

(n ¼ 1); the more serious injuries resulted in up

to 3 months hospitalisation. All impact sites were

on the thorax, some on the back. Such injuries

resulting from high-velocity bullet impacts

appear similar to those reported in the media for

military personnel injured in Iraq and

Afghanistan [10–13].

Reports in the open literature of personnel

killed due to BABT are limited [5, 28]. In both

reports, the body armour being worn was not

designed to provide protection from the

ammunition that struck it. In a case reported

from Vietnam, an M-16 round struck in the area

of the third inter-costal space on the left side of

the body; the bullet perforated the soldier’s body

armour, but not the pleural cavity [5]. The soldier

died and the post-mortem revealed he had suf-

fered extensive pulmonary contusions to the

upper and lower lobes. Details of the body

armour worn were not provided, but it is likely

to have been a M69 flak jacket containing multi-

ple layers of woven nylon 6,6 fabric (6–12 layers

depending on specific location in the garment),

which was not designed to provide protection

from high-velocity rounds such as those fired

from an M-16 [28]. A second fatal BABT case

study was reported in the literature in 1982

[29]. A police officer was shot using a .45–70

rifle. The bullet did not perforate the body

armour, but the officer died. Injuries included

lacerated skin (4.1 � 3.9 cm), fractured rib, con-

tusion to the lung and fractured blood vessels

adjacent to the heart. A schematic drawing

and photograph of the armour suggests it was a

case of pencilling. The body armour worn by the

officer was designed to protect from 44 Rem

mag ammunition and contained 18 layers of

Kevlar®, thus was not designed to protect from

the ammunition that killed the officer.

24.4 Body Armour Testing

When body armour is impacted by a projectile,

deformation occurs on the rear face. This defor-

mation can be described using physical size

(depth, ‘diameter’, volume) and/or dynamic

properties such as velocity and acceleration. A

commonly used measure in body armour test

methods is to record the depth of the permanent

indentation formed in a block of clay-like mate-

rial (Roma Plastilina no. 1 is typically used)

when a non-perforating bullet strikes body

armour mounted in front of it. This measurement

is known as the back-face signature (BFS). How-

ever, the BFS does not correlate to specific BABT
injuries in humans e.g. “Neither the clay back-

ing material nor the backface signature depth

measurement reflects characteristics of the
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human torso or its response to ballistic impact”

[30]. Some organisations and test methods, par-

ticularly those concerned with non-perforating

impacts onto plates, use representations of

the human thorax to mount the armour

on. Acceptable BFS measurements vary from

18 to 44 mm, depending on the test method

considered. The origin of this test method lies

in work completed in the US in the 1970s when

research at Aberdeen Proving Ground (Maryland,

USA) used goats to assess the performance of a

specific soft body amour with respect to BABT

[16, 22, 31]. Previous work had established the

goat as a human surrogate with reference to

penetrating ballistic injuries [32, 33]. Subsequent

work correlated the results of the animal tests,

firstly with gelatine blocks, and then Plastilina

[23, 34]. However, the validation was only carried

out for a specific threat and body armour. Further

details are provided in the literature and test

methods [2, 35, 36].

24.5 Conclusions

Wilson, writing in 1921 about wound ballistics,

stated “Comparatively speaking, it is not the

push of the elephant’s shoulder with which we

are concerned, but rather the kick of the mule”

[37]. This quote can equally be applied to BABT.

Observations regarding the importance of rate of

deformation as well as deformation physical

size have been recognised from the earliest

‘modern’ research into BABT [22, 23, 31,

34]. Difficulties in measuring rate of deformation

in the early-1970s resulted in the use of a

measured BFS to be adopted. It is important to

recognise that the requirement was developed for

a specified soft body armour and a specified type

of ammunition. The literature overwhelmingly

agrees that a depth measurement in Plastilina

(or other clay-like material) does not represent

human injury and should not be referred to as a

‘trauma measurement’. What is clear is that body

armour tested against standards using the 44 mm

BFS (or less) requirement saves lives. There is no

evidence in the academic literature for fatalities

due to BABT when personnel (military or police)

are attacked by a threat for which the body

armour they were wearing was designed.

Body armour design continues to be

optimised resulting in thinner, lighter and more

compliant armours; all of which the user desires.

However, an enhanced risk due to BABT might

emerge as this process continues if armour is

only designed to provide protection from a

specified ballistic threat. In this respect, the

inclusion of a BFS measurement provides a fur-

ther measure of quality assurance to the procurer

and user.
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Blast Injury to the Spine 25
Edward J. Spurrier

25.1 Introduction

Although spinal injuries in warfare were first

reported in the Egyptian era [14, 29], the

devastating consequences, with long term pain

and sensorimotor disability, have been reported

in relatively few papers since then. Publications

prior to the Gulf conflict of 2003 made little

reference to spinal injuries, but more recently

there has been greater interest, possibly related

to different wounding mechanisms. It is clear

from the recent literature that blast injury causes

the bulk of spinal injuries in recent conflicts

(Fig. 25.1) and that the patients affected are

young (Table 25.1).

Understanding the patterns of injury in blast

related spinal fracture is an essential first step in

understanding the mechanism of injury. Once the

mechanism is understood, mitigation is possible

and steps can be taken to change vehicle and

equipment design to reduce the risk of injury

for future generations. Identifying the most sig-

nificant injuries might also support targeted treat-

ment to improve overall clinical outcomes for

these victims.

25.2 Distribution of Injury
and Fracture Patterns

Unfortunately, early papers lack details of injury

levels and fracture patterns. Barr et al. [1] described

the solid blast injury mechanism in 1944, in which

victims are injured when an explosion strikes their

vehicle, accelerating it upwards and indirectly

striking the victim. This is a form of tertiary blast

(see Chap. 6, Sect. 6.2.3). In this study, blast

victims on ships experienced a significant inci-

dence of spinal fractures. Interest in spinal injury

in military patients developed again with progres-

sion of the campaign in Afghanistan. Several stud-

ies report the general distribution of injuries in

these patients, with some detail on spinal injuries.

Studies describing the patterns of injury

encountered in warfare do not always detail the

mechanism of injury or whether the victim was

mounted (in a vehicle) or dismounted. This is

critical, as the effect of blast on an exposed

victim (primary blast) involves a very different

mechanism to the effect of a blast that imparts its

force through a vehicle (tertiary blast). Studies

that specifically deal with mounted blast victims

will be considered separately (see below).

25.3 Military Spinal Injuries

Most of the existing spinal injury literature is

based on the JTTR and it’s US equivalent.

E.J. Spurrier, BM, FRCS(Tr+Orth)

Department of Bioengineering, Royal British Legion

Centre for Blast Injury Studies, Imperial College London,

London, UK

e-mail: edward@edspurrier.co.uk

# Springer International Publishing Switzerland 2016

A.M.J. Bull et al. (eds.), Blast Injury Science and Engineering: A Guide for Clinicians and Researchers,
DOI 10.1007/978-3-319-21867-0_25

265

http://dx.doi.org/10.1007/978-3-319-21867-0_6
http://dx.doi.org/10.1007/978-3-319-21867-0_6
mailto:edward@edspurrier.co.uk


Table 25.2 summarises the most detailed studies

describing military spinal injury patterns.

It can be seen frombothTable 25.2 andFig. 25.2

that the majority of military spinal fractures are in

the lumbar region. Figure 25.3 shows the number of

fractures in the reviewed literature at each vertebral

level in blast related spinal injuries; it is clear that

the majority of fractures occur in the junctional

regions of the spine.

25.4 Mounted Blast

Ragel et al. [26] focussed on survivors of

improvised explosive device (IED) strikes on

armoured vehicles, therefore describing a solid

blast injury (see Chap. 6, Sect. 6.2.3) pattern in

12 patients with 17 thoracolumbar fractures. It

was noted that these patients had a high inci-

dence of lumbar flexion-distraction injuries com-

pared to other published series; this injury pattern

suggests that the line of force is anterior to the

spine and that the spine is flexed at the moment

of fracture. Ragel suggested several different

mechanisms for these injuries when soldiers are

exposed to underbody blast. These include flex-

ion of the spine as a result of the legs being

forced upwards by the deforming vehicle floor

with the torso held rigid by a seat harness. An

alternative mechanism suggested is flexion of

the spine around the rigid base of the body

armour and seat harness [21]. The frequency of

lumbar burst fractures suggests that the lumbar

spine is experiencing a significant axial load.

These injury patterns and their mechanistic

66%

All blast

GSW

MVC

Air crash

Fall from height

Other and unknown

Fig. 25.1 Causes of combat spinal injury in recent liter-

ature [2, 3, 6–8, 24, 30–32]

Table 25.1 Demographics and cause of military spinal injury in recent literature

Mean

age

Male

%

Female

%

All

blast

%

Gunshot

%

Vehicle

collision

%

Air

crash

%

Fall

from

height

%

Other and

unknown

%

Bell et al. [2] 27 98 2 56 14 7 3 7

Belmont

et al. [3]

25.8 98.5 1.5 75 20 3 3

Blair et al. [7] 26.4 98 2 56 27 6 11

Blair et al. [6] 26.5 98 2 56 15 25 5

Comstock

et al. [8]

29.3 99.5 0.5 72 7 9 5 7

Possley

et al. [24]

26.5 98.4 1.6 53

Schoenfeld

et al. [30]

27.8 92 8 83 3 3 9

Schoenfield

et al. [32]

26.6 98 2 67 15 11 7

Schoenfield

et al. [31]

26.6 99 1 75 14.8 7.8

Mean from all

papers,

unweighted

27 98 2 66 13 12 7 6 7
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implications have an obvious impact on future

seat and harness design (Table 25.3).

25.5 Patterns in Fatal Blast Injury

Most studies do not separate fatal from non-fatal

injuries, or do so with insufficient detail to iden-

tify any mechanisms which might be associated

with fatality. The most detailed studies are

summarised in Table 25.4. In this table, it

appears that cervical spine fractures may be

more common in fatalities than survivors. It is

not clear from the published literature whether

these fatalities have associated fatal injuries,

such as head and skull trauma, or whether the

spinal fracture is the cause of death.

25.6 Outcomes and Surgical
Management in Wartime
Spinal Injury

The Edwin Smith Papyrus [14] records the futility

in early medical history of treating spinal injuries

associated with paralysis, advising physicians not

to attempt to treat such injuries. Little is then

published with regard to the outcomes of spinal

injury until the recent conflict in Afghanistan

except for one series in World War 2.

Fifty-six American soldiers with penetrating

spinal wounds were reported at the end of World

War 2 [28]. This series followed from explosive

fragment or gunshot (secondary blast injuries).

Treatment was with laminectomy when there was

progressive neurological abnormality or evidence

ofmetallic or bony fragments in the spinal canal on

plain radiographs.. At the end of follow up (up to

40months), 4 of the 19 patients who were paraple-

gic at the time of injury had made some recovery

and 22 % of patients with neurological deficit

overall made a complete recovery. However,

Table 25.2 Overview of military spinal fracture distribution from all causes

Study Cervical Thoracic Lumbar

Bevevino et al. [4] Spinal injuries in combat amputees 5 (6 %) 15 (18 %) 62 (76 %)

Bilgic et al. [5] Case report of lumbar burst fracture due to

anti-personnel mine

1 (100 %)

Blair et al. [6] US Casualties 2000–2009 319 (18 %) 591 (33 %) 857 (49 %)

Comstock et al. [8] Canadian casualties 6 (13 %) 15 (33 %) 25 (54 %)

Davis et al. [9] Injuries on the USS Cole 2 (17 %) 8 (73 %) 1 (8 %)

Eardley et al. [11] Review of British military spinal trauma 2 (5 %) 14 (32 %) 28 (64 %)

Lehman et al. [21] Review of the “Low lumbar burst fracture” 39 (100 %)

Possley et al. [24] Review of spinal injuries in IED strike 279 (17 %) 543 (34 %) 787 (49 %)

Schoenfeld et al. [32] Review of fatal injuries in US troops 704 35 % 731 36 % 579 29 %

Schoenfeld et al. [30] Review of injuries in a single US unit 4 (40 %) 2 (20 %) 4 (40 %)

Schoenfeld et al. [31] Review of US casualties 2005–9 231 (22 %) 300 (28 %) 522 (50 %)

Turegano-Fuentes et al. [33] Review of injuries in the Madrid

train bombings

6 (29 %) 15 (71 %)

Totals 1558 (23 %) 2234 (33 %) 2905 (43 %)

23 %

33 %

44 % Cervical

Thoracic

Lumbar

Fig. 25.2 Spinal fracture distribution in all patients
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36 % of patients with a neurological deficit imme-

diately following injury made no recovery.

Specific case reports of individual patient

outcomes are rare. Kang et al. [16–19] reported

several specific cases. One patient is described

with an L5 burst fracture following exposure to

blast from an IED associated with bilateral trans-

femoral amputations and normal neurological

function in the residual limbs, but 50 % occlusion

of the spinal canal. He was treated with L4 to S1

0 5 10 15 20 25 30
C0

C2

C4

C6

T1

T3

T5

T7

T9

T11

L1

L3

L5

Fig. 25.3 Spinal injury distribution by vertebra, blast injuries, survivors and fatalities using data from the literature

[4, 5, 11, 26, 30, 33]

Table 25.3 Published spinal fracture patterns in blast patients according to anatomical location and McAfee mecha-

nistic classification of injury

Odontoid

peg

Facet

fracture

dislocation Lamina

Transverse

process Compression Burst

Flexion-

distraction

and Chance

All

sacral

Bevevino

et al. [4]

1 45 18 8

Comstock

et al. [8]

1 14 7

Eardley

et al. [11]

6 19 4

Helgeson

et al. [15]

24

Ragel

et al. [26]

7 3 5

Schoenfeld

et al. [30]

1 5 3 1

Total 1 1 1 64 41 31 9 24

% 1 % 1 % 1 % 37 % 24 % 18 % 5 % 14 %

Table 25.4 Spinal injury distribution in fatal casualties – all military mechanisms

Cervical Thoracic Lumbar

Davis et al. [9] 2 (17 %) 8 (73 %) 1 (8 %)

Schoenfeld et al. [30] 2 (100 %)

Schoenfeld et al. [32] 1095 (41 %) 924 (35 %) 638 (24 %)

Total 1099 (41 %) 932 (35 %) 639 (24 %)
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fusion and achieved a pain-free outcome despite

needing steroid injection for radicular pain. In

this case, surgery was advocated despite the

lack of neurological compromise in order to

facilitate rehabilitation.

Complications following treatment of military

spinal injuries have been reported in a US series

[25]. The overall complication rate following

spinal trauma was 9 % with a high rate of multi-

ple complications. Wound infections, venous

thrombosis and cerebrospinal fluid leak were

the most common complications and patients

injured in dismounted mechanisms were at

higher risk.

Although the clinical outcome of spinal

fractures in blast victims is not known, it is rea-

sonable to assume that fracture patterns which

show a poor outcome in civilian injury are likely

to also lead to poor outcomes in blast patients.

Generally, burst fractures imply a greater risk of

neurological complications and pain than com-

pression fractures and flexion-distraction injuries

[10, 12, 20]. Given that each of these fracture

patterns implies a specific mechanism of injury,

if the features of a vehicle, harness or seat design

that lead to each mechanism and injury can be

elucidated, it might be possible to control the

patterns of injury seen in subsequent blast

incidents. It might, perhaps, be possible to change

devastating burst fractures into minor injuries by

altering the seating design and posture.

25.7 Injury Patterns in UK Blast
Victims

Injury patterns in UK blast victims have been

reviewed by researchers at the Royal British

Legion Centre for Blast Injury Studies. The JTTR

was interrogated to identify victims of blast with

spinal injury between 2008 and 2013 (Fig. 25.4).

134 victims were identified. The mean age was

26 (range 18–55).

Fatalities had a mean of 4.75 fractures each,

compared with 2.21 fractures for each survivor

(p ¼ 0.000). The distribution of fractures in all

victims is shown in Table 25.5.

Of note, there was a significantly higher risk

of mortality in the presence of a cervical spine

fracture. Similar to the literature presented

above, it is unclear at present whether this is

because the spinal fractures are lethal, or whether

these victims also suffered a fatal head injury.

As noted above, several authors have pro-

posed mechanisms for the patterns of fracture in

victims of underbody blast. It has been suggested

that there is a combination of axial loading, lead-

ing to compression and burst pattern fractures,

and flexion of the spine about the harness and

body armour leading to wedge and flexion-

distraction pattern injuries [13, 26]. The rigidity

of the thoracic cage may also protect the thoracic

vertebrae, leading to a higher risk of fractures

at C7 where the mobile cervical spine meets

the rigid thoracic spine, and at the origin of

the mobile lumbar spine at L1. This has been

observed in sports and motor vehicle crash

injuries in the civilian literature [22].

In the series presented here, there is not a

statistically significant difference between the

risk of fracture at a given level between mounted

and dismounted victims except at C1 and L1.

134 victims

78 
mounted

53 survivors

25 fatalities

56
dismounted

18 survivors

38 fatalities

Fig. 25.4 Blast victims in UK data

Table 25.5 UK blast injury victims with spinal fractures

in each zone

Cervical Thoracic Lumbar

Survivors

(n ¼ 71)

13 33 46

Fatalities

(n ¼ 68)

26 30 46

Total

Significance p ¼ 0.004 p ¼ 0.516 p ¼ 0.263

Significance by Fisher’s Exact test

25 Blast Injury to the Spine 269



However, Fig. 25.5 shows that there is a trend

towards more injuries at the thoracic apex and at

the junctions between mobile and supported

spine, as suggested in the literature.

The patterns of injury at each level are shown

in Table 25.6. The pattern of fracture at each

level is of interest as it allows a mechanistic

hypothesis to be derived to explain the behaviour

of the spine at each level as it failed.

In the cervical spine, most fractures appear to

be of a compression pattern, although bilateral

arch fractures of C2 and the cervical distraction-

extension fractures and compression-extension

fractures suggest that the neck was extended at

the time of injury. Possible explanations for this

include the head of a prone victim being blown

upwards, or the head of a mounted victim

striking the inside of a vehicle.

In the thoracic and lumbar spine, wedge pattern

fractures suggest that the load is anterior to the

vertebra and that the spine is flexed at the time of

fracture. Burst fractures suggest a significant axial

load along the line of the vertebral body, with a

higher load leading to unstable burst rather than

C1

C3

C5

C7

T2

T4

T6

T8

T10

T12

L2

L4

Fig. 25.5 Spinal injury distribution by vertebra in UK military blast victims (Iraq and Afghanistan 2008–2012)

Table 25.6 Most common spinal fracture patterns due to blast at each level

Pattern Mounted Dismounted Significance

C1 Lateral mass 1 3 0.173

C1 Anterior 1 0 0.397

C1 Burst 2 6 0.05

C2 Asymmetric 4 0 0.087

C2 Bilateral arch 2 2 0.736

Cervical compression-flexion 3 4 0.406

Cervical vertical compression 3 3 0.778

Cervical distraction-flexion 3 0 0.139

Cervical compression-extension 4 4 0.682

Cervical distraction-extension 0 3 0.039

Cervical lateral flexion 3 0 0.397

Thoracic/lumbar wedge compression 35 7 0.001

Thoracic/lumbar stable burst 16 4 0.047

Thoracic/lumbar unstable burst 32 11 0.018

Thoracic/lumbar flexion-distraction 9 3 0.417

Thoracic/lumbar translation 7 3 0.585

Significance of difference by Mann Whitney U test
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stable burst patterns. Flexion-distraction fractures

occurwhen a flexion load anterior to the vertebra is

combined with a tension load at the posterior side,

suggesting a significant load in a flexed spine.

In these victims, themost common thoracic and

lumbar pattern changes with location (Fig. 25.6).

The preponderance of wedge fractures and the

large number of burst fractures at L1 support

the published data, which propose flexion about

the harness and thoracolumbar junction [13, 26].

Lumbar burst fracture in the civilian literature

tend to be high – around L1. In this series there

are a significant number of burst fractures in

the lower lumbar spine. This has been reported

elsewhere in blast and could suggest that the

body armour may be supporting the rib cage’s

role in reducing the flexibility of the thoracic

spine [21].

These patterns suggest that the lumbar and

thoracolumbar spine are flexed at the time of

0 1 2 3 4 5 6 7 8

T1

T2

T3

T4

T5

T6

T7

T8

T9

T10

T11

T12

L1

L2

L3

L4

L5

Number of victims

Wedge compression

0 1 2 3 4 5 6 7 8 9 10

T1

T2

T3

T4

T5

T6

T7

T8

T9

T10

T11

T12

L1

L2

L3

L4

L5

Number of victims

Burst

Fig. 25.6 Most common

fracture patterns in the

thoracic and lumbar spine

in mounted UK blast

victims
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injury. There is a known high incidence of lower

limb fractures in mounted blast victims (see

Chap. 20, Sect. 20.1) [27]. It seems likely that

as the limbs are pushed up by the deforming

floor, shattering the feet, the lumbar spine flexes

to cause the fracture patterns seen.

It might be possible to use these data to support

vehicle design strategies in the future. At present,

a standardised injury prediction model for the

spine is used to modify vehicle designs, the

Dynamic Response Index [23]. This system is

extremely simple and might be improved with a

new model based on a good mechanistic under-

standing of the behaviour of the spine under blast

loads; which demands knowledge of the injury

patterns seen in blast incidents. Similarly, it

might be possible to use an understanding of the

effect of posture and equipment design to modify

the expected patterns of fracture when a vehicle is

attacked, potentially turning a devastating burst

injury into a less significant pattern of fracture.

25.8 Summary

There is evidence that the incidence of spinal

injury in warfare has increased in recent

conflicts. While spinal injuries remain less com-

mon than limb injuries, they have the potential to

cause significant disability and therefore are wor-

thy of attention. There are few publications relat-

ing to spinal war injury however until the recent

interventions in Iraq and Afghanistan.

The solid blast injury mechanism, in which an

explosive attack on a vehicle transmits significant

indirect force to the occupants, has received atten-

tion in recent literature with regard to lower limb

injury. However, case series suggest that there is a

significant rate of spinal injury in these patients

and the mechanisms and patterns of wounding

have not been explored in detail. Published data

often do not separate spinal fractures from other

spinal column injury and do not always report

neurological injury or outcomes. They often do

not separate the mechanisms of injury in sufficient

detail to enable analysis in depth.

The available data suggest that most spinal

injuries in victims of blast are in the thoracolumbar

and lower lumbar spine. There appears to be a

significant incidence of unstable burst fractures.

There may be a different pattern of wounding in

dismounted and mounted incidents, but this is not

clear. These patterns both appear to be different to

that seen in the civilian populationwithmore unsta-

ble and low lumbar burst fractures. Several possible

mechanisms for this have been proposed but none

has been proven. It seems likely that as the seat and

legs are accelerated upwards, the pelvis and lumbar

spine flex, then the spinal column compresses

sequentially with some degree of flexion as it

does so, leading to flexion-compression injuries.

Cervical spine fractures appear to be more

common in blast fatality. However, many papers

do not separate fatalities from survivors, and

those that focus on fatalities do not necessarily

separate blast from other mechanisms of

wounding. It is unclear whether this trend is

significant, given the paucity of detail in the

published literature. If it is indeed true, then

identifying the specific injury patterns might

allow changes in vehicle and equipment design

to reduce the incidence of such fatal injuries.

In UK victims of blast related spinal fracture,

the patterns of injury broadly support the sugges-

tions made in the recent literature. In mounted

victims particularly, the apex of the thoracic

spine and the thoracolumbar junction appear to

be vulnerable, with the patterns of fracture

suggesting a combination of axial load and

flexion that fits with the proposed mechanism of

injury including lumbar spine flexion as a result of

the legs being pushed up by the deforming vehicle

floor. This hypothesis allows mitigation strategies

to be developed for future vehicle design.
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Primary Blast Lung Injury 26
Robert A.H. Scott

26.1 Introduction

To facilitate effective gas exchange and act as a

blood-gas interface, the adult human lung consists

of some 500 million air sacs (alveoli), each only

1/3 mm in diameter but generating a combined

surface area of approximately 100 m2. The alveo-

lar wall measures 0.2–0.3 μm across and is

encased in a mesh of very fine and fragile blood

vessels, the diameter of which is just sufficient to

allow the passage of red blood cells [1]. Whilst

elegantly adapted to facilitate rapid diffusion of

gas across tissue, the very nature of the lungs’

role in gas exchange renders them particularly

susceptible to injury following blast exposure.

Such injury, due only to exposure to blast wave

(primary blast) and not to other consequences

of proximity to an explosion (for example

penetrating – secondary blast – or burn injuries –

quaternary blast) is known as primary blast lung

injury (PBLI). As a diagnosis of exclusion, it

occurs within 12 hours of blast exposure in the

absence of secondary or tertiary lung injury and in

the presence of radiological or arterial blood gas

evidence of acute lung injury [2].

26.2 Epidemiology

Primary blast lung injury (PBLI) is encountered

globally resulting from military conflict, acts of

terrorism and industrial accidents. During the

most recent Afghan conflict, PBLI was identified

in 6–11 % military casualties surviving to reach a

field hospital [3, 4]. This figure can rise to almost

80 % in non-survivors [5] in whom it is the only

autopsy finding in 17 % [6]. The incidence and

severity of PBLI increases significantly with

increasing proximity to the explosion and when

injuries are sustained within an enclosed space

such as a bus or train. In such circumstances in

excess of 80 % of survivors may suffer PBLI [7]

(see Chap. 7).

26.3 Pathophysiology

The blast wave dissipates its kinetic energy within

the lung through the generation of shear and stress

waves [8]. Transverse, low velocity shear waves

result from deformation of the thoracic wall. They

are responsible for the surface haemorrhage seen

on lung tissue facing the explosion (Fig. 26.1) and

causes random movement of tissues of differing

densities around fixed points, resulting in tearing

of parenchymal tissue. Supersonic longitudinal

stress waves generate more diffuse damage. The

speed of transmission through the lung does not

allow energised gas to pass along airways and thus
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“foaming” occurs. As the lung adopts the physical

properties of foam, with its much poorer transmis-

sion of sound energy, greater kinetic energy is

absorbed [9]. Rapid compression and expansion

of alveoli leads to alveolar rupture and hence

to the hallmark of the disease which is the forma-

tion of abnormal air-filled spaces such as

pnuematoceles, pneumothoraces and venous air

embolism. The stress waves reflect back upon

itself as it reaches the denser mediastinum. This

causes a “stress concentration” effect in lung tis-

sue around the mediastinum leading to character-

istic findings on imaging, discussed later.

Microscopically, severe alveolar over-distension

is ubiquitous. Concomitantly, alveolar capillaries

rupture and, with the formation of alveolovenous

fistula, result in localised haemorrhage. This can

be significant and cause immediate respiratory

compromise. This extravasated blood precipitates

a free radical mediated inflammatory process

involving leucocyte accumulation and oxidative

damage resulting in perivascular oedema. This

inflammatory process continues to evolve over

the subsequent 24–56 hours. Pulmonary fat

embolism contributes significantly to respiratory

compromise and to an early risk of death, as does

bone marrow embolism in casualties suffering

long bone and/or pelvic injury [10]. The extent

of this inflammatory process will in part

depend on the over-all burden of whole body

tissue injury driving a systemic inflammatory

response.

Physiologically, the vagal nerve mediates a

reflex apnoea, bradycardia and hypotensive epi-

sode [11] mediated by stretch of peri-alveolar

C-fibres. This lasts up to 15 seconds and is

followed by a period of rapid shallow breathing

[12]. This mechanism may play a significant role

in non-survivors [13].

26.4 Diagnosis

Casualties will most likely be symptomatic by

the time they reach a medical facility. They will

present with shortness of breath, respiratory dis-

tress and haemoptysis. Tachycardia, tachypnoea

and cyanosis will reflect the severity of the insult.

Severe cases will develop acute respiratory dis-

tress syndrome (ARDS) described below.

The classic chest radiograph (CXR) appear-

ance is of bilateral perihilar (“batswing”)

infiltrates generated as the pressure wave reflects

back from the mediastinum (Fig. 26.2). The inci-

dence of this varies considerably between series

and may reflect a casualty’s proximity to an explo-

sion. Cross sectional imaging also demonstrates

increased opacification around the mediastinum,

will reveal parenchymal haemorrhage and is

more likely to reveal the pneumatoceles and

pneumothoraces that are characteristic of the dis-

ease (Figs. 26.2 and 26.3).

Alternative diagnosis at this stage include,

pulmonary contusion (rib fractures and periph-

eral lung injury), tension pneumothorax, ARDS

due to other causes (inhalation of toxic

substances, gastric aspiration) and use of chemi-

cal weapons.

Fig. 26.1 Mammalian lung exposed to a sub-lethal blast

overpressure. Extensive parenchymal haemorrhage can

be seen on the left hand surface which was facing the

explosion (Courtesy of Dr Emrys Kirkman, Defence Sci-

ence and Technology Laboratories, UK)
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26.5 Acute Respiratory Distress
Syndrome (ARDS)

First described in 1967 and re-defined in 2012

[14], ARDS is the development of non-

cardiogenic pulmonary oedema within 7 days

of a precipitating insult and demonstrating

bilateral opacities on chest imaging. Fluid over-

load (i.e. renal failure) and heart failure may have

to be excluded. This life-threatening syndrome

characterised by hypoxia of rapid onset, can

result from either direct or indirect injury to the

lung (Table 26.1). It is classified as either, mild,

moderate or severe depending on the inspired

concentration of oxygen to arterial blood oxygen

tension ratio (Table 26.2). Affected lungs dem-

onstrate markedly reduced compliance (“stiff

lungs”) resulting from alveolar flooding with

neutrophil rich proteinaceous material and depo-

sition of a hyaline membrane. Histologically, the

evolution of the condition is classically described

as occurring in three phases, the exudative,

proliferative and fibrotic phases. The first exuda-

tive and inflammatory phase consists of wide-

spread neutrophil infiltration and alveolar

flooding with haemorrhagic oedema. This

cumulates in the deposition of a fibrous hyaline

Fig. 26.3 Computed tomography image of a soldier

exposed to a significant explosion. The patient required

immediate intubation and ventilation requiring a frac-

tional inspired concentration of oxygen of 90 %. Shortly

after intubation the patient was referred for ECMO though

this was not subsequently required. The patient made a

good recovery. Significant consolidation around the medi-

astinum and a left sided pneumothorax is seen (Courtesy

of Lt Col Andy Johnson RAMC, Birmingham, UK)

Table 26.1 Causes of ARDS

Direct causes Indirect causes

Pneumonia Sepsis

Aspiration Pancreatitis

Fat emboli Poly-trauma

Toxic inhalation Massive blood transfusion

Pulmonary contusion Cardiopulmonary bypass

Fig. 26.2 Presenting CXR of an adolescent male

exposed to an explosion in an enclosed space. The char-

acteristic “Batswing” distribution of lung injury is seen.

The patient made a complete recovery (Courtesy of Lt

Col Iain Gibb RAMC, Portsmouth, UK)

Table 26.2 Classification of the severity of ARDS

Oxygenation PaO2/FIO2
a (mmHg)

Mild 200–300

Moderate 100–200

Severe <100

PaO2, partial pressure of arterial oxygen, FIO2, fraction

of inspired concentration of oxygen
aIn the presence of a positive end expiratory pressure

(PEEP) of 5 cmH2O or greater
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membrane. During the proliferative phase, fibri-

nous exudates become organised with the forma-

tion of collagen fibrils as a result of increased

fibroblastic activity with concomitant necrosis of

the lung’s epithelial lining. The final fibrotic

phase is characterised by further collagen depo-

sition and intimal thickening of blood vessels.

26.6 Management

Casualties with PBLI require supportive care in a

high dependency or intensive care environment.

Some 80 % will require mechanical ventilation.

Any pneumothoraces should ideally be drained

prior to transfer to a CT scanner, though the

increasing speed and improving access to cross

sectional imaging makes this less vital in patients

with relative respiratory stability but who may

have other life threatening injuries. It must be

borne in mind that large pneumothoraces can be

missed on supine CXR’s. Ventilatory strategy

should adhere to the low-volume “open lung”

approach advocated for patients suffering from

acute respiratory distress syndrome (Table 26.3)

[15]. The fundamental component of this strat-

egy is the recognition that mechanical ventilation

can significantly augment pre-existing lung

injury due to a combination of barotrauma and

volutrauma due to the repeated opening,

stretching and collapse of aveoli during the

mechanical ventilatory cycle. This is achieved

through use of a pressure limited mode of venti-

lation and “splinting” the lungs open with higher

than normal levels of positive end-expiratory

pressure (PEEP). The lungs are ventilated at the

lower than normal 6–8 ml/kg lean body weight

and the inspiratory component of the respiratory

cycle is extended as far as an inspiratory to expi-

ratory ratio of 1:1 or greater. This is a compro-

mise ventilator strategy with the clinician

accepting relative but not life threatening hyp-

oxia and hypercarbia whilst awaiting resolution

of the pulmonary insult.

Alternative forms of ventilation such as High

frequency oscillatory ventilation (HFOV) and

airway pressure release ventilation (APRV)

have been used with success but is dependent

on local expertise and availability [16]. All of

these ventilator strategies require tolerating

hypercapnia within the limits of an acceptable

arterial pH. In pyrexial patients, physical cooling

or the use of anti-pyretics may ameliorate

hypercarbia whilst a bicarbonate infusion can

attenuate cardiovascular instability.

Prone positioning of ventilated patients with

ARDS can improve oxygenation by reducing

ventilation perfusion mismatch. In the prone

position, the ventral and normally better-

ventilated area of lung now also receives greater

proportion of pulmonary perfusion as gravity

dictates that dependant tissue is better perfused.

When considered, prone positioning should be

instigated early and for at least 16 hours a day

[17]. Early neuromuscular blockade with

Cisatricurium should also be considered [18].

A euvolaemic to hypovolaemic approach to

fluid management can attenuate pulmonary

Table 26.3 Recommended ventilatory strategy for severe blast lung/ARDS

Ventilatory settings Tidal volume of 6–8 ml/kg lean body weighta

Pplat limited to 30 cmH2O

PEEP guided by FIO2 ranging from 5 to 24 cmH2O

Arterial blood gases Apply lowest FIO2 to achieve oxygen saturations of 88–94 %

Tolerate hypercapnia within limits of cardiovascular stabilityb. As pH drops treat pyrexia

and/or consider bicarbonate infusion

Prone positioning When possible consider early proning

Ventilatory escalation Consider APRV or HFOV

Treatment failure Refer to specialist centre for extracorporeal gas exchange

Pplat peak plateau pressure, APRV airway pressure release ventilation, HFOV high frequency oscillatory ventilation
aPredicted body weight for males 50 + 0.91 (height in cm – 152.4) and for females 45.5 + 0.91 (height in cm – 152.4)
bNot in head injury
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oedema in appropriate patients and reduce

mortality [19].

Patients deteriorating despite appropriate ven-

tilator support and management should be

referred to a specialist respiratory centre to facil-

itate extracorporeal membrane oxygenation

(ECMO) or extracorporeal carbon dioxide

removal. ECMO has proven benefits in ARDS

[20] whilst carbon dioxide removal can facilitate

ventilation with much lower tidal volumes and

thus limit further pulmonary injury due to

mechanical ventilation.

Patients who are breathing spontaneously at

2 hours post injury are unlikely to deteriorate

further and develop a need for mechanical venti-

lation due to PBLI alone [21]. Patients who are

asymptomatic at 6 hours post exposure can be

discharged from close medical observation.

Tympanic membrane rupture is poorly correlated

with PBLI with a sensitivity of 29 % [22].

In the longer term, patients suffering isolated

blast lung injury can expect to make an excellent

recovery demonstrated by lack of symptoms,

normal exercise tolerance and normal lung func-

tion tests [23].

26.7 Future Therapy

Future therapy is likely to involve either pharma-

cological or genetic manipulation of the inflam-

matory or immune response to blast injury. The

antioxidant N-acetylcysteine has shown early

promise by modulating neutrophil mediated

pulmonary inflammation in rodent models of

blast injury [24]. Systemic administration of

multipotent mesenchymal stem cells (MSC)

results in significant immunomodulatory activ-

ity, which again has shown significant success

in reversing lung injury in animal models [25].
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Regional Effects of Explosive Devices:
The Neck 27
John Breeze

27.1 The Issue

Neck injury due to secondary blast (explosively

propelled fragments) experienced by UK service

personnel deployed on current operations has

been responsible for significant mortality and

long-term morbidity [1, 2]. These injuries ref-

lected that the neck has little inherent anatomical

protection to penetrating energised fragments

(Fig. 27.1), compounded by the fact that ballistic

neck collars to protect against such injuries were

rarely worn. The development of a more accept-

able neck collar necessitated the manufacture of

multiple designs of prototypes, each of which

required ergonomics assessments to determine

its acceptability for performing representative

military tasks. However such trials are costly

both financially and in terms of time. The ability

to rule out a particular design of personal protec-

tive equipment on medical grounds prior to ergo-

nomics assessment would reduce the number of

prototypes that have to be tested, with resultant

time and financial savings [1]. An ideal model for

simulating all aspects of penetrating neck injury

should be able to simulate a complex range

of interacting variables (Table 27.1). However,

such a model does not yet exist and answers are

therefore based upon combining answers pro-

vided by a variety of individual models.

27.2 Armour and Projectile Design

The ability to compare multiple designs of

armour and projectiles without the expense and

time constraints of making prototypes for physi-

cal all testing is desired [3]. Numerical solutions

enable prototypes to be laser scanned into CAD

files, which can subsequently be manipulated to

reflect different design features (Fig. 27.2).

27.3 Vulnerable Anatomical
Structures Representation

Analysis of the injuries sustained in survivors

and those who died can provide an accurate

knowledge of which anatomical structures

require coverage. In the future this may become

role specific to provide measures of predicted

incapacitation. Numerical injury models utilised

by the UK prior to 2012 represented the neck as a

homogenous unit with the head and face, despite

their fundamental anatomical differences [1, 4].
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27.4 Projectile Armour Interaction

A method based on the perforation of body

armour material alone potentially represents the

most simplistic injury model. For example the

testing of ceramic body armour plates is still

based upon the concept that if a 1.10 g Fragment

Simulating Projectile (FSP) perforates the plate

at a certain velocity, the test is a fail irrespective

of the interaction between the projectile and any

tissue beneath it. It has recently been suggested

that the test could be modified to include a block

of gelatine beneath it and the distance from skin

surface to the closest anatomical structure caus-

ing death or morbidity included (Fig. 27.3).

Analysis of CT scans of UK soldiers has

demonstrated that the minimum mean distance

from skin to carotid artery as it travels up the

neck is 21 mm (�3.5 mm).

27.5 Physical Models for Neck Injury

Ballistic gelatine, in either a 10 or 20 % concen-

tration, enables the incorporation of projectile

factors and is known to be highly representative

of homogenous animal muscle (see Chap. 11,

Sect. 11.6) [6, 7]. It can accurately represent

depth of penetration as well as the magnitude of

the temporary cavity. However, it cannot repre-

sent the complexities of human anatomical

relationships, and its inherent material properties

cause a permanent cavity smaller than that seen

in animal models [5].

Fig. 27.1 An axial Computed Tomography scan of the

neck with energised fragment lodged in neck demon-

strating structures with little inherent anatomical protec-

tion: a jugular vein, b carotid artery, c trachea, d spinal

cord

Table 27.1 Interacting variables necessary to generate an injury prediction to enable accurate comparisons between

neck protection prototypes

Variable Description Potential solutions

Amour and

projectile design

Shape, design features, size and thickness Materials testing � tissue simulant

Finite element model

Projectile armour

interaction

Armour and projectile material properties including

mass and projectile shape

Materials testing � tissue simulant

Finite element model

Vulnerable

anatomical

structures

representation

Three dimensional representation of structures in

correct anatomical relationships to one another

Post mortem human subjects

Numerical models based upon

geometric anatomical meshes

Projectile tissue

interaction

Interaction of the predicted permanent wound tract

with individual anatomical structures and additional

damage from the temporary cavity

Tissue simulants to derive values for

algorithms to underpin a finite

element model

Objective injury

calculation

Simple scoring system able to predict death,

incapacitation and long term morbidity

Outcome based surface wound

mapping

Analytical boundary models

Finite element models
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27.6 Animal Models for Neck Injury

No animal can reproduce the complex cervical

anatomy of a human being, and testing generally

involves measuring depth of penetration in small

groups of tissue types such as skin and muscle

alone [6, 7]. Animal testing is also beset with

significant difficulties, including expense, a lack

of reproducibility (so called ‘biological vari-

ation’) and understandable ethical considerations

(see Chap. 8, Sect. 8.3) (Fig. 27.4).

27.7 Use of Post Mortem Human
Subjects in Neck Injury

The use of fresh, frozen and refrigerated Post

Mortem Human Subjects (PMHS) for ballistic

research [8] is currently being undertaken to

potentially validate conclusions made from any

future neck model, as their anatomy is clearly

representative, unlike that of animals (Fig. 27.5).

However, little objective evidence exists as to the

effect of decomposition, refrigeration and freez-

ing on tissue material properties [9], especially to

ballistic impacts, such that this method cannot be

used alone.

Fig. 27.2 Meshed images

of a chisel-nosed

cylindrical fragment

simulating projectile and

the Mark IVa OSPREY

half neck collar (http://

www.army.mod.uk/

documents/general/

20120215-Osprey_Mk4_

Instruction_Booklet-R.pdf)

Fig. 27.3 Critical distance to damage (label a) for frag-
ment simulating projectile (FSP) perforating the ballistic

protective material demonstrated on an axial Computed

Tomography slice

27 Regional Effects of Explosive Devices: The Neck 283

http://dx.doi.org/10.1007/978-3-319-21867-0_8
http://dx.doi.org/10.1007/978-3-319-21867-0_8
http://www.army.mod.uk/documents/general/20120215-Osprey_Mk4_Instruction_Booklet-R.pdf
http://www.army.mod.uk/documents/general/20120215-Osprey_Mk4_Instruction_Booklet-R.pdf
http://www.army.mod.uk/documents/general/20120215-Osprey_Mk4_Instruction_Booklet-R.pdf
http://www.army.mod.uk/documents/general/20120215-Osprey_Mk4_Instruction_Booklet-R.pdf
http://www.army.mod.uk/documents/general/20120215-Osprey_Mk4_Instruction_Booklet-R.pdf


27.8 Numerical Models for
Neck Injury

The current approach to numerical modelling of

penetrating neck injury used in the UK can be

thought of as consisting of a number of compli-

mentary models reflecting a spectrum of complex-

ity. The most simplistic is an Analytical Boundary

Model (currently the Coverage of Armour Tool,

COAT) (see Chap. 28, Sect. 28.7) to the most

complex in a Finite Element (FE) model (cur-

rently the High Fidelity Neck Model). Each

model utilises the same underlying platform, a

commercially procured three-dimensional mesh

of the surfaces of cervical anatomical structures,

accurate to a fidelity of 0.25 mm (Fig. 27.6). This

platform is also utilised in computerised surface

wound mapping, which although not strictly an

injury model, can produce limited comparisons

Fig. 27.4 Computed Tomography scans taken after testing of cylindrical FSPs into a goat neck demonstrates anatomy

unrepresentative of a human

Fig. 27.5 Computed Tomography scans taken after early

testing of cylindrical FSPs (solid arrows) into the neck of

a post mortem human subject demonstrating normal

human anatomical relationships. However note inclusion

of air (dashed arrows) due to post mortem changes that

could mistakenly be assumed to be due to the passage of

the projectile
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of the medical consequences of wearing different

types of armour.

Armour elements can be incorporated by laser

scanning of physical specimens or importing

manufacturers computer aided design (CAD)

files. Although the complex models can produce

the most accurate predictions, they require

detailed experimental data to underpin their

algorithms that is often not available and just a

single simulation may take many hours to run and

necessitate huge computing power requirements.

In contrast the simpler models may still be able

to provide objective comparisons between the

medical effectiveness of different armour systems

and yet be quick, cheap and the information

required to provide answers is already available.

27.9 Model Scaling

Models generated from Computed Tomography

(CT) and Magnetic Resonance (MR) scans are

likely to represent the future of most future

numerical models, whether they be commer-

cially procured or derived ‘in house’ from the

source data. It is essential that when they are used

for comparing armour coverage, both the armour

components and human anatomy are scaled

appropriately. The UK programme currently

utilises a model that has been scaled to a 50th

percentile Caucasian male using external anthro-

pometric measurements derived from a popu-

lation basis. This required additional scaling of

the dimensions of internal anatomical structures

and distances from skin surface by analysing CT

scans of injured soldiers [10].

27.10 Computerised Surface Wound
Mapping

Surface wound mapping is the process by which

the entry wound locations demonstrated pictori-

ally [2]. When linked to injury outcome and the

protective equipment worn it has the potential to

enable limited comparisons in terms of their med-

ical effectiveness. Historically such an approach

using paper based systems has been extremely

limited but a novel tool using only the skin com-

ponent of the commercially acquired mesh has

been developed (Fig. 27.7). Armour designs are

incorporated and injury locations linked to out-

come through the use of Abbreviated Injury Scale

(AIS) scores, ascertained from injuries to UK

soldiers described in the Joint Theatre Trauma

Registry (JTTR). Its primary advantage is that

information is easy to obtain and such injuries

and the threat are relevant. However, any such

comparisons are likely to be only relevant for that

conflict alone and predictions are most accurate

for anatomical areas where no body armour is

worn and therefore most injuries occur.

27.11 Shot Line Models

Analytical Boundary Models utilising a shot line

approach have been the most commonly used

numerical models within the UK for injury pre-

diction in a military setting [1]. A shot line ana-

lysis is the concept by which projectiles within

the model travel through tissues along a straight

line, which is either infinitely thin or the width

of the penetrating projectile. Projectiles that

Fig. 27.6 A three dimensional mesh of cervical

neurovascular structures in which the spinal cord is

undergoing discretisation into elements that can each be

assigned a material model for the tissue type it represents
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intersect a structure or anatomical area are

assumed to be hit and those that do not are

discarded. In addition, any hits on structures

that intersect body armour are also discarded

(Fig. 27.8).

The COAT tool is the shot line model cur-

rently employed by the UK and has superseded

the legacy MAVKILL tool [1]. Only those

anatomical structures at risk and thereby requir-

ing protection are included, as identified by

extensive analysis of clinical records of surviv-

ors and post mortem records in those killed

(Fig. 27.9). The percentage coverage of these

structures by each armour design can be ascer-

tained from a variety of angles and a pictorial

representation of coverage comparisons pro-

duced using an azimuth plot (Fig. 27.10).

27.12 Finite Element Models

In a Finite Element (FE) approach, the geometries

of anatomical structures, protection mechanisms,

as well as any loading entities (in this case an

FSP), are represented by a mesh of discrete para-

llelopoid ‘elements’. The anatomical structures

requiring protection are identical to those utilised

in COAT and comprise the larger neuro-

vascular structures of the neck as well as skin.

The elements comprising each cervical ana-

tomical structure are assigned an appropriate

‘material model’ from which the stresses and

strains due to dynamic loading are determined.

A ‘material model’ can be thought of as a set of

algorithms that represent the specific biomecha-

nical responses of that individual tissue or mate-

rial under ballistic impact. Where required,

boundary conditions can be assigned to the

mesh to constrain the movement of structural

components. The numerical analysis can be

started via the assignment of an initial condition

to a particular entity within the model, such as

assigning an initial velocity to a projectile.

The primary challenge to an FE model of

energised fragments penetrating the neck is that

many of the values required to populate the

Fig. 27.7 The IMAP Surface Wound Mapping tool demonstrating entry wound locations on the neck of a represent-

ative UK male soldier wearing an OSPREY ballistic neck collar

Miss1

2

3

Hit

Defeated

Fig. 27.8 Concept of a shot line model by which

underpins the predictions made by the Coverage of

Armour Tool (COAT)
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material models are not yet known [11]. Defining

the values experimentally is still highly chal-

lenging as the high compressive strain rates

(100–2500 s�1) and large deformations charac-

teristic of typical impact scenarios require a fresh

sample of each tissue type utilising techniques

that have only been developed relatively recently

[13]. Another challenge is accurately repre-

senting the complexities of the Permanent

Wound Tract (see Chap. 28, Sect. 28.7), reflect-

ing the irreversible tissue damaged produced

by a combination of the cutting and crushing

effect of the projectile in conjunction with the

rapid radial tissue displacement produced by

the temporary cavity [5]. Simplistic methods

which utilise either an infinitely thin shot line

or irreversible damage the same width of the

projectile will inevitably underestimate damage

(Fig. 27.11). For the time being the HF neck

model utilises FSP penetration variables (perma-

nent and temporary cavities, depth of pene-

tration) upon a 20 % gelatine material model

Fig. 27.9 The Coverage of Armour Tool being used to ascertain the coverage of vulnerable cervical anatomical

structures by a prototype neck collar
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[12], as this simulant is believed to be represent-

ative of homogenous animal muscle in-vivo

(Fig. 27.10).

27.13 Summary

There is a requirement for a model for simulating

penetrating neck injury. Existing physical and

animal models do not reproduce the complex

cervical anatomy of a human being and many

of the values required to populate material

models are not yet known. Numerical models

produce limited comparisons of the medical

consequences of neck injury, or indeed the effec-

tiveness of wearing armour which requires

detailed experimental data to underpin the

algorithms. The use of models generated from

CT and MR scans represent the future of numer-

ical models and when linked to injury outcome

and the protective equipment worn, has the

potential to assess neck protection systems in

terms of their medical effectiveness.
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Fig. 27.10 An azimuth

plot can demonstrate

objectively the coverage

provided by different

ballistic collar designs from

energised fragments fired

from a range of angulations
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Fig. 27.11 A projectiles passing through tissue using an

infinitely thin shot line (1) would miss the artery (A) and

vein (V ). Damage occurs when the projectile width (2) or
permanent wound tract (3) is utilised
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Optimising the Anatomical
Coverage Provided by Military Body
Armour Systems

28

John Breeze, Eluned A. Lewis, and Robert Fryer

28.1 Introduction

Body armour is a type of protective equipment

worn by military personnel that aims to prevent

or reduce injury from ballistic projectiles (sec-

ondary blast effects) to structures within the tho-

rax and abdomen [1]. Such injuries remain the

leading cause of potentially survivable deaths on

the modern battlefield [2, 3]. Arresting bleeding

from projectiles penetrating the thoracic cavity is

difficult as it is not amenable to compression by

applying direct pressure [2]. Although modern

haemostatic dressings and the early use of

blood products can potentially delay time to

death or significant complications [4] the only

way of definitively stopping ongoing intra-

thoracic bleeding is surgery [5]. However; not

every soldier sustaining a chest wound dies

from it, demonstrating the variable vulnerability

of the structures within the thorax and abdomen.

In addition there is also an increasing recognition

that prevention of those injuries causing signifi-

cant long term morbidity is also required, as

demonstrated by the recent addition of pelvic

and eye protection [6, 7].

28.2 Body Armour Worn by UK
Military Personnel

Although body armour has been available in vari-

ous guises since WW1, the earliest design of body

armour comparable to that worn today was issued

to US forces in Korea [8]. The vest covered the

thorax and abdomen and consisted of a single type

of ballistic protective material (originally Nylon)

with the requirement to provide protection against

fragmentingmunitions. This ‘soft armour’ compo-

nent remains the primary component of body

armour and is made of a flexible fabric, most

commonly a para-aramid (Box 28.1). As threats

evolved, protection against high velocity rifle

bullets was desired, which was achieved through

the incorporation of ceramic plates (so called ‘hard

armour’) [9]. The outer material of the vest is

termed the carrier which is designed to resist wear.

Box 28.1: The Main Components of Most

Modern Types of Body Armour

Hard armour: a rigid ballistic protective

material designed to protect against high

(continued)

J. Breeze, PhD, MRCS, MFDS, MBBS, BDS (*)

Academic Department of Military Surgery and Trauma,

Royal Centre for Defence Medicine, Birmingham

Research Park, Birmingham B15 2SQ, UK

e-mail: johno.breeze@me.com

E.A. Lewis

Technical Directorate, Defence Equipment and Support,

Ministry of Defence Abbey Wood, Bristol BS34 8JH, UK

R. Fryer

Land Battlespace Systems Department, Defence Science

& Technology Laboratory, Portsdown West, Fareham,

Hampshire PO17 6 AD, UK

# Springer International Publishing Switzerland 2016

A.M.J. Bull et al. (eds.), Blast Injury Science and Engineering: A Guide for Clinicians and Researchers,
DOI 10.1007/978-3-319-21867-0_28

291

mailto:johno.breeze@me.com


Box 28.1 (continued)

velocity bullets. This is currently fulfilled

in most systems by one or more ceramic

plates.

Soft armour: a flexible ballistic pro-

tective material designed to protect against

energised fragments. This is currently ful-

filled in most systems by a vest comprised

of layers of para-aramid but could be made

of various types of materials. This is treated

by water repellent treatment (WRT) and is

encased in a water and UV resistant cover.

Carrier: a flexible waterproof material

capable of resisting wear and attaching

additional components such as Velcro or

straps.

The first examples of this ‘modern’ body

armour utilised by UK forces was the Improved

Northern Ireland Body Armour (INIBA) vest

and its successor the Enhanced Combat Body

Armour (ECBA) system (Fig. 28.1) [10]. Both

systems utilised removable front and rear plates

held within a front opening vest. The OSPREY

body armour system was introduced in 2006 as

an urgent operational requirement, and in re-

sponse to the developing threat in Iraq [9]. The

system included new front and rear plates,

(‘OSPREY plates’) with greater coverage and a

higher level of protection than ‘ECBA plates’.

Later versions of OSPREY utilised ECBA plates

as side plates to further enhance protection

(Fig. 28.2). This carrier has evolved over time

as well, from a front-opening waistcoat-style in

ECBA to a tabard style in OSPREY for easier

access to treat injuries [10]. Grab handles for

dragging casualties and straps for tightening

round the waist in ECBA have been changed to

the MOLLE loops attached to OSPREY for

integrated load carriage options.

28.3 Defining Anatomical Coverage

Anatomical coverage can be thought of as ‘the

identification of those vulnerable anatomical

structures requiring protection by a ballistic pro-

tective material’ [11]. ‘Essential coverage’ refers

to those anatomical structures that should be

protected to prevent prior to definitive surgical

intervention and long term complications or dis-

ability. These are medical judgments and should

be independent of the ballistic protective mate-

rial used. ‘Desired coverage’ refers to remaining

anatomical structures not included in essential

a b c

Fig. 28.1 Enhanced Combat Body Armour (ECBA) system contains a carrier (a) soft armour (b) worn in conjunction

with front and rear ECBA plates (c) held in external pockets
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coverage but that still require protection. This

recognises that damage to these anatomical

structures has a lower probability of causing sig-

nificant mortality and morbidity. Generally,

desired coverage is fulfilled by soft armour but

other examples include the silk used in pelvic

protection. Coverage can then be modified by

human factors considerations such as equipment

integration and interoperability. It is important

to define essential coverage of the anatomical

structures and not coverage of the hard and soft

armour components.

Box 28.2: Definitions for the Coverage

Requirements of Body Armour Subdivided

Into ‘Essential’ and ‘desired’ Coverage

Essential coverage
The identification of those anatomical

structures requiring protection from all

threats:

(a) those responsible for death prior

to definitive surgical intervention

e.g. bleeding from the thorax that can-

not be compressed and requires

surgery access the thorax and arrest it

ie a thoracotomy

(b) those responsible for morbidity

necessitating lifelong medical treat-

ment or that result in significant dis-

ability. This includes both physical

disability as well as psychological dis-

ability. E.g. damage to the lower parts

of the spinal cord (lumbar or sacral

parts) may result in significant loss

of function one or both limbs.

Desired coverage
The remaining anatomical structures

not included in minimum coverage but

that still require protection, e.g. damage

to a kidney is unlikely to result in death

but may cause long-term complications

such as high blood pressure and heart

disease.

Definition of the anatomical structures requir-

ing essential coverage has changed over time,

reflecting increased medical knowledge and dif-

ferent theatres of operation. Notwithstanding

a

c d

b
Fig. 28.2 The Mark

4 OSPREY body armour

system (a), utilises new
larger front and rear plates

(b), original plates now

used as side plates (c) but a
similar soft armour filler (d)
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improvements in body armour, reductions in mor-

tality can be attributed to improved tourniquets,

haemostatic dressings and early advanced resus-

citative capabilities (such as within helicopters).

Essential coverage should now be considered

within the context of time to medical care, par-

ticularly to the time for a definitive surgical pro-

cedure as explained previously. For example

ECBA was developed for UK soldiers serving

in Northern Ireland in the 1980s where an appro-

priate level of medical attention capable of

treating a high velocity bullet wound was appro-

ximately 20 minutes away. Essential coverage at

this time was defined as heart and great vessels

and was achieved by front and rear plates. The

larger plates used in OSPREY (Fig. 28.2) were

developed during the Iraq conflict when the

threat was redefined and essential coverage

expanded to encompass the spleen and liver as

well in addition to the existing heart and great

vessels.

The conflicts in Iraq and Afghanistan have

resulted in a further evolution of essential cover-

age and are based upon structures that, if dam-

aged, are highly likely to lead to either death

within 60 minutes or would cause significant

long term morbidity [1] (Table 28.1). A time

period of 60 minutes from time of injury to

arrival at a Role 2 surgical facility was chosen

as this is the target that both the UK Ministry of

Defence [4] and the US Department of Defence

strive to meet [12]. Significant information to

determine those essential structures was derived

from searches of the Joint Theatre Trauma Reg-

istry (JTTR). JTTR is based upon an anatomical

injury scoring system, meaning that damage to

individual structures can be accurately evaluated

in terms of outcome.

The requirement for military body armour

(both soft and hard components) is designed to

prevent missile injury in the form of fragmentation

(secondary blast) or high velocity bullets. There is

currently no requirement for it to protect against

either primary or tertiary blast. The evidence that

Behind Armour Blunt Trauma (BABT) is a real

medical threat is equivocal and a recent systematic

review [13] demonstrated no objective evidence

that the entity BABT leads to adverse medical

outcomes (see Chap. 24).

28.4 Computerised Representations
of Anatomical Coverage
Provided by Body Armour

The ability to compare the potential medical

effectiveness of different designs of armour

has significantly improved with the develop-

ment of computerised tools based upon three-

dimensional representations of the internal anat-

omy of the human body. Computed Tomography

and Magnetic Resonance scans can be used to

Table 28.1 Coverage of essential and desired anatomical structures within the thorax and abdomen by different plates

when viewed in the horizontal plane

Type of

coverage

Anatomical structures

requiring essential

coverage

Coverage provided by front and

rear ECBA plates from horizontal

plane

Coverage provided by front and rear

OSPREY plates from horizontal

plane

Essential Heart and vena cavae Complete Complete

Liver Partial Complete

Spleen Partial Complete

Spinal cord (thoracic) Complete Complete

Spinal cord (lumbar) Partial Partial

Aorta (thoracic) Complete Complete

Aorta (abdominal) None Partial

Desired Kidneys None Partial

Lungs None Partial

Trachea and main

bronchi

Partial Partial

Intestines Partial Partial

294 J. Breeze et al.

http://dx.doi.org/10.1007/978-3-319-21867-0_24


provide the three-dimensional coordinates

describing the outline and geometry of all

anatomical structures down to the fidelity of the

smallest named vessels and nerves [14]. Different

body armours can then be scanned and super-

imposed onto those anatomical structures identi-

fied as requiring protection. Further conceptual

designs can be placed on the body from computer

aided drawing files in order to assess different

possible designs.

As an example of this current utility, the front

and rear plates used in the former ECBA body

armour system were superimposed over a geom-

etry representative of a 50th percentile member of

the UK armed forces, with those structures within

the body identified as requiring essential cover-

age: heart, great vessels, liver, spleen and spinal

cord represented (Fig. 28.3). Good coverage of

the heart and great vessels from horizontal shot

lines is found, demonstrating how it met

the original requirement for Northern Ireland in

the 1980s.

28.5 Relating Plate Position
to External Anthropometric
Landmarks

Three external bone landmarks have been

identified to assist with relating the position of the

plate on the outer skin surface to those structures

currently designated as requiring essential cover-

age (Fig. 28.4). These landmarks have been pur-

posely chosen as they are easily palpable as well as

being recognisable to non- clinicians following

essential instruction. The upper boundary is the

suprasternal notch (landmark 1), which is believed

to equates to a point 2 cm above the aortic arch

[15, 16]. The lower boundary of minimum cover-

age (in blue) is the lower border of the rib cage in

the mid clavicular line (landmark 2) and will cover

the liver and spleen. The lower border of ideal

coverage (in red) is a horizontal line between the

uppermost points of the iliac crests (landmark 3);

this should cover the aorta down to its bifurcation

[17]. Therefore the height of the plate (minimum

coverage) should be the distance between points

1 and point A. The height of the vest (ideal cover-

age) should be the distance between 1 and point B

(Fig. 28.4). This conceit recognises that the

ceramic plate would not be able to protect against

of all of the abdominal aorta and lumbar spinal

cord, as ergonomic considerations such as the abil-

ity to bend forwards would not allow this. How-

ever, haemorrhage is potentially compressible at

this point for a limited periodwithout the need for a

sternotomy [2], and spinal cord damage from this

point downwardsmay not necessarily result in loss

of leg function.

28.6 Scaling of Armour Sizing

Currently OSPREY plates comes in a single size,

but there is an increasing recognition that multiple

sizes may be more appropriate for future body

armour systems, reflecting the increasing anthropo-

metric diversity of those individuals joining theUK

armed forces. Different sizes of vests are available

but these are fitted to the individual based upon

Fig. 28.3 The front plates of the legacy ECBA body

armour superimposed over those structures requiring

essential coverage: heart (purple), great vessels (red),
liver (green), spleen (brown) and spinal cord (yellow)
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their height and chest circumference. In the shorter

term this will mean relating the borders of the plate

to these surface bony landmarks, which have in

turn been related to the underlying structures

requiring essential coverage (Fig. 28.4). The use

of bone landmarks will also enable scaling of the

computerised representation of humans utilised

for body armour coverage assessments; it is how-

ever recognised that further investigations will still

need to be undertaken to ascertain how anatomical

structures within these anatomical representations

alter in size in relation to changes in external body

dimensions such as height and build.

Limited anthropometric information has been

gathered on UK soldiers in the supine position

(which is the positioned used in CT scans) and

what has been measured is now recognised as

insufficient for either scaling the computerised

representations or for relating the plate to bone

landmarks on the skin surface [18]. Scaling of

these external landmarks as well as dimensions

of internal anatomical structures is currently

being undertaken using CT scans to ascertain

how the sizes of the liver and spleen alter in pro-

portion to changes in overall stature. Future

anthropometric surveys using these external bony

landmarks are required to ascertain if a range of

plate sizes for different heights of individualwould

be more appropriate. In the longer term the use of

skin surface scanning technology using these

landmarks could enable the most ideal plate

shape for that individual to be chosen. This could

lead to the ability to produce individually

customised armour by three-dimensionally print-

ing plates if such a requirement is desired; the

technology required for this is potentially not far

off as printing of a simple cortical bone framework

(also a ceramic) has been recently achieved [19].

28.7 Future Modelling Capabilities

Superimposition of body armour designs over

those anatomical structures deemed to necessitate

protection is the premise of the Coverage of

Armour Tool (COAT) [20]. COAT enables objec-

tive comparisons between armour designs in terms

of percentage coverage from different angles

under the premise that every armour design stops

all projectiles (Fig. 28.5). Limitations to COAT

Fig. 28.4 External anthropomorphic landmarks relating

to desired coverage; 1 suprasternal notch, 2 costal margin

in mid- clavicular plane, 3 superior border of iliac crest,

A point halfway between points 2, B point halfway

between points 3
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include an inability to represent the penetrative

capability of projectiles with varying masses and

velocities. It also does not account for the protec-

tive capability of the body armour designs (all

armour stops all projectiles in COAT) or dense

structures such as bones that may stop a projectile

hitting vulnerable structures. However, its success

means that it has become the primary method

utilised the MoD to predict the relative medical

effectiveness of different armour designs in

providing essential coverage.

One of the most significant limitations of shot-

line tools such as COAT is that it cannot model the

area of tissue irreversibly damaged by the projec-

tile (the permanent wound tract), which is the

result of a highly complex interaction of projectile

and tissue factors. High velocity bullets generally

result in high-energy transfer, causing irreversible

tissue damage at some distance away from the

projectile path [21, 22]. Work is currently being

undertaken to address these parameters as well as

incorporating methods of predicting the resultant

injury. The Personal Vulnerability Simulation

(PVS) tool calculates the penetration and cavi-

tation caused by a projectile penetration. These

algorithms are currently based on gelatine pene-

tration for a variety of projectiles at differing

velocities (Fig. 28.6). There is scope to develop

and incorporate algorithms for more tissue types in

future developments. The importance of this PWT

approach can be demonstrated by the analogy of a

body armour plate with an upper border level with

the suprasternal notch, and thereby approximately

2 cm above the arch of the aorta. Theoretically,

Fig. 28.5 A screenshot of COAT being used to compare essential anatomical structure coverage by the ECBA and

OSPREY plates
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assuming a perpendicular approach, this would

enable a circular wound tract of up to a 2 cm radius

before the aortic arch was damaged. Clearly this is

a gross simplification, but does demonstrate the

importance of including such a cavity which

enables comparisons between projectiles of differ-

ing types, masses and velocities.

28.8 Conclusions

Significant recent advances have been made

in the process by which coverage of body armour

is determined. The definition of those anatomical

structures requiring coverage will enable objec-

tive comparisons of body armour designs to be

made in the future. The identification of external

bony landmarks that relate to the approximate

margins of essential coverage will enable future

anthropometric surveys to be undertaken to

ascertain if a range of plate sizes for different

heights of individual would be more appropriate.

COAT has already been used successfully to

compare the essential coverage provided by

body armour designs and is expected to underpin

determinations of medical effectiveness in future

body armour procurement. PVS has the potential

to improve the representation of the effects of

injury from high velocity projectiles and thereby

further optimise the coverage that should be

provided by future body armour designs.
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Blast Injuries of the Eye 29
Robert A.H. Scott

29.1 Introduction

The eyes occupy 0.1 % of the total, and 0.27 % of

the anterior body surface. As vision in the most

important sense, the significance of their injury is

far more substantial. Loss of vision is likely to

lead to loss of career, major lifestyle changes and

disfigurement. Eye injuries come at a high cost to

society and are largely avoidable. This chapter

identifies the range of ocular blast injuries in

relation to the anatomical features of the eye

(Fig. 29.1).

29.2 Primary Ocular Blast Injuries

The eye consists of several interfacing coats that

vary in their elasticity and density that can be

damaged by an explosive shock wave to cause a

primary blast injury (PBI). It has been postulated

that reflection of the shock wave by the bony

orbit amplifies this effect [28]. Improved eye

protection from secondary injury and improved

general survivability from explosive injuries

from protective clothing have made pure PBI

more common [9]. Factors that influence the

severity of a PBI include the size of the

explosion, the distance that the eye is from it

and the orientation of the eye to the blast wave.

Ocular PBI cases are found among the sub-

group of casualties with closed globe injuries and

intraocular lesions. The posterior segment of the

eye, particularly the retina, is particularly suscep-

tible to PBI and is affected in around 60 % of

cases, even though the blast wave traverses

the anterior segment to reach it [22]. Ocular

PBI cases have a characteristic presentation of a

profoundly hypotonic eye without evidence of

globe rupture, often with traumatic cataracts.

This spontaneously resolves over approximately

7–10 days.

In the anterior segment, conjunctival

lacerations and subconjunctival haemorrhages

are common after explosions. The iris and ciliary

body are damaged causing with hyphaema, iris

sphincter rupture, dialysis and spiral tears. This

can lead to secondary glaucoma. Ciliary muscle

atrophy causes reduced accommodation making

reading difficult with associated eyestrain. Trau-

matic cataracts are common after PBI, these

often spontaneously resolve. Occasionally, the

lens will swell and extraction is required [4].

In the posterior segment, induced posterior

vitreous detachment can lead to vitreous

haemorrhage, retinal tears and detachments, or

traumatic macular holes [24]. Macula commotio

retinae, when photoreceptors are damaged lead-

ing to a whitened appearance of the retina is

common after PBI. This differs from secondary
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blast injuries where the commotion retinae is

more frequently in a peripheral retinal area.

Typically, there is a profound drop in vision

that slowly recovers leaving a variable pattern

of residual retinal atrophy [6].

Optic neuropathy is a well recorded, if uncom-

mon, PBI associated with large blast forces. Optic

atrophy follows massive retinal atrophy, induced

vasoconstriction of the optic nerve blood supply,

or mechanical disruption of optic nerve axons as

they leave the eye through the lamina cribrosa

can. A retrobulbar hemorrhage from rupture of

the vortex veins as they leave the globe

compresses the optic nerve blood supply inducing

acute optic nerve ischaemia [25].

The prognosis from ocular blast injuries is

generally recorded as poor, with a final visual

acuity of 6/12 or better achieved in 16–32 % of

cases. Injuries to the optic nerve, choroid, and

retina carry a worse prognosis than those to the

anterior segment, adnexae, or intraocular

haemorrhage [10].

29.3 Secondary Blast Injuries

Secondary blast injuries (SBI) are due to the

impact of fragment from the explosive device

itself or from exogenous debris propelled by the

explosion. They are the most common form of

high explosive ocular injuries. The projectiles

cause penetrating and perforating injuries to the

globe and ocular adnexa. Until recently, it was

rare to find a case of PBI without any evidence of

contusion or any secondary injury to the eye or

adnexae [3].

29.4 Closed Globe Injuries

These are common to both primary and second-

ary blast injuries, but secondary blast injuries are

caused by the impact of an object. When a blunt

object strikes the eye, the lens-iris diaphragm is

displaced posteriorly centrally while the periph-

eral structures are expanding outwards. This

causes tearing of the ocular tissues, particularly

in the iridocorneal angle.

When the compressing object is larger than

the orbit, it pushes the globe posteriorly to sud-

denly increase the orbital pressure, relieved typi-

cally by an inferior blow-out fracture of the orbit

into the maxillary sinus. This phenomenon often

protects the globe from injury though there is up

to a 30 % incidence of ruptured globe reported in

conjunction with orbital fracture [29].
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Corneal and conjunctival abrasions and for-

eign bodies (FB) are very common after blast

injuries. The eyes are very painful, but recover

rapidly after FB removal, patching and topical

antibiotic ointment. After blast injuries, particu-

larly from improvised explosive device (IED)

and mine explosions, there are often multiple

deep stromal foreign bodies. After an initial

period of inflammation these characteristically

become quiescent and the FB lies inert within

the stroma, even years after the injury. Apart

from problems of glare from light reflecting off

the stromal FB, they are usually

symptomless [11].

Traumatic iritis is common with perilimbal

injection, anterior chamber cells and flare.

Hyphaema is caused by bleeding in the anterior

chamber and describes the layering of RBC in

the inferior anterior chamber. Cyclodialysis

clefts are from traumatic separation of the ciliary

body from the sclera, this allows aqueous to exit

directly to the subchoroidal space and causes

ocular hypotony. Iridocorneal angle recession

occurs when the ciliary body is torn and

displaced posteriorly. It is associated with raised

intraocular pressure and secondary glaucoma

in 7–9 % of cases [8]. Traumatic cataracts may

not appear for years after the injury; causing

glare and loss of vision. They can be complicated

due to lens zonular dehiscence, with a

higher chance of subluxation and surgical

complications [20].

Posterior segment contusion injuries are com-

mon. Commotio retinae is more likely to be in an

extramacular position than with PBI, giving a

better visual prognosis. Choroidal ruptures are

common; they are typically crescent-shaped and

sited at the posterior pole. Visual recovery is the

rule, but can be reduced if the rupture involves

the fovea, if there is choroidal subretinal

neovascularisation or a significant subretinal

haemorrhage.

Sclopetaria is a peripeheral traumatic

chorioretinal rupture from a high velocity con-

cussion injury. There are often dramatic retinal

tears with associated shallow retinal detachment.

These characteristically do not require active

treatment as scarring from the surrounding tissue

seals the retinal break [12].

Optic nerve avulsion occurs when an object

intrudes between the globe and orbital wall to

disinsert the optic nerve. There is sudden, irre-

versible. Traumatic optic neuropathy is a com-

mon secondary blast injury occurring directly

from disruption of the nerve axons, or indirectly

from vasoconstriction of the pial vessels that

supply the optic nerve causing ischaemic neurop-

athy. The ensuing neural deficit typically reduces

the visual acuity, brightness sense, and colour

vision, with partial recovery.

29.5 Traumatic Retinal Tears
and Detachments

Retinal dialyses are typical post-traumatic retinal

injuries where there is peripheral retinal

disinsertion between the edge of the retina and

the ora serrata from sudden expansion of the

ocular equator from blunt injury. The detachment

evolves slowly, often years after the trauma.

Eyes sustaining penetrating or open globe trauma

have a high risk of retinal detachment, occurring

in 10–45 % of cases.

Retinal detachments associated with

penetrating and perforating eye trauma are com-

mon and frequently associated with a profound

retinal scarring response, proliferative vitreore-

tinopathy (PVR), that causes recurrent detach-

ment and poor visual results. The mean

incidence of PVR is 27 % for all open globe

trauma [15].

Traumatic macular holes form as a result of

acute changes in vitreoretinal traction over the

macular area from ocular contusion, they are

typically 300–500 microns in diameter but if

there is an element of retinal necrosis they can

be much larger. There is a good visual prognosis

with around half closing spontaneously. Most

surgeons will operate to close those that do not

close by 3–4 months [27].

Other retinal breaks can form as a result of an

induced posterior vitreous detachment from the

injury. If there is an area of increased

vitreoretinal traction, typically over blood

vessels a retinal tear forms often with a vitreous

haemorrhage. The tears can cause a

rhegmatogenous retinal detachment. Retinal
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tears and detachments are managed surgically

with retinopexy for retinal tears and vitrectomy

and internal tamponade or cryopexy and buck-

ling procedures for retinal detachment.

Penetrating eye injuries are sharp eye injuries

that have a single entrance wound from the

injury. Perforating eye injuries have an entrance

and exit wound. Management is by urgent pri-

mary surgical repair, this can be followed by a

definitive secondary procedure at during the

same procedure or at a later date depending on

circumstances. Corneal lamellar lacerations,

where the eyewall is not breached can be directly

sutured, or if there is a ‘flap’, a contact lens can

be inserted to close the wound [7].

Globe rupture is a full-thickness wound of the

eyewall from a blunt injury. The eye is filled with

incompressible liquid and the impact causes suf-

ficient pressure to rupture the eye at its weakest

point, by an inside-out mechanism. Globe rup-

ture must be excluded by ultrasound scan in all

cases of hyphaema or post-traumatic media opac-

ity that prevents indirect ophthalmoscopy of the

fundus. Surgical exploration and primary repair

is performed if globe rupture is suspected. Sec-

ondary procedures for intraocular haemorrhage

are delayed for up to 14 days to allow the blood

clot to liquefy, when it can be surgically drained

as part of a vitrectomy procedure [5].

Intraocular foreign bodies (IOFB) cause

14–17 % of all ocular war injuries; they are a

very important subset of eye injuries as they have

a modifiable outcome using modern diagnostic,

therapeutic, and surgical techniques. In modern

warfare a large proportion of IOFBs are from grit

and stones thrown up by explosions, they are

frequently multiple [26]. Appropriate eye protec-

tion significantly reduces the incidence of IOFB

injuries. Surgical removal of posterior segment

IOFBs is by pars plana vitrectomy. Systemic

antibiotic coverage reduces the risk of

endophthalmitis until the IOFBs can be

removed [30].

Recovery from primary and secondary ocular

blast injuries can be divided into 3 main stages.

The first stage of active general treatment

and healing lasts for 3 weeks. Poor vision at

this time does not preclude a satisfactory

outcome. The second stage from 4 to 12 weeks

is when individual clinical patterns requiring

specific treatments appear, an accurate prediction

of the final outcome can be made at this stage,

largely depending on the state of the macula and

other chorioretinal damage. The intraocular pres-

sure recovers at this stage. The third stage, from

3 months to 3 years can see limited further

improvement, but the vision rarely

deteriorates [19].

29.6 Tertiary Blast Injuries

Tertiary ocular blast injuries are from the effects

of being thrown into fixed objects or structural

collapse and fragmentation of buildings and

vehicles by an explosion. As any body part may

be affected, the injury pattern is varied and eye

injuries will usually be part of a wider injury

pattern, which will often be combined with

other facial trauma [21].

Tertiary blast causes direct traumatic injury,

as well as indirect ocular injuries. Purtscher’s

retinopathy is a sudden onset multifocal, vaso-

occlusive event, associated with head and chest

trauma, causing sudden loss of vision that

usually recovers over weeks and months. The

appearance is of multiple patches of superficial

retinal whitening with retinal haemorrhages

surrounding a hyperaemic optic nerve head. Fat

embolism syndrome is a potentially fatal variant

that causes respiratory and central nervous sys-

tem failure after long bone fractures [2].

Valsalva retinopathy is a sudden loss of vision

from the preretinal hemorrhage that occurs after

a sudden increase in intrathoracic pressure and is

common after explosions. Spontaeneous recov-

ery is the rule [16].

Terson’s syndrome is a vitreous haemorrhage

that occurs after an intracranial haemorrhage,

thought to be related to an acute rise in intracra-

nial pressure that is transmitted to the retina

causing rupture of the papillary and retinal

capillaries. It is often diagnosed when a patient

recovers from the subarachnoid haemorrhage

and is found to be profoundly blind [13].
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Water-shed infarcts of the parieto-occipital

lobes of the cerebral cortex, are associated with

severe blood loss and profound hypotension. The

infarct occurs at the borders of cerebral circula-

tion that are sensitive to ischaemic insults. These

classically cause bilateral visual pathway dam-

age with cortical blindness [1]. Non-arteritic

ischaemic optic neuropathy where there is visual

loss in one or both eyes with associated optic

atrophy due to optic nerve ischaemia has a simi-

lar aetiology following explosive injuries [18].

29.7 Quaternary Blast Injury

Quarternary blast injuries of the eye are explo-

sion related injuries or illnesses not due to pri-

mary, secondary, or tertiary injuries. There may

be exacerbations of pre-existing conditions, such

as glaucoma or cataracts. Chemical and thermal

burns are common around the eye and adnexae in

association with ballistic injuries. In thermal

burns, tissue damage is usually limited to the

superficial epithelium, but thermal necrosis and

ocular penetration can occur. Chemical burns are

blinding emergencies. Alkaline agents such as

lye or cement penetrate cell membranes and

cause more damage than acidic agents, which

precipitate on reaction with ocular proteins [23].

29.8 Quinary Blast Injuries

These are a new entity that describe a

hyperinflammatory state, unrelated to the injury

complexity and severity of trauma, occurring

after an explosion, particularly associated with

hypercoaguability. It is postulated that they are

caused by unconventional toxic materials used in

the manufacture of the explosive [14]. Retinal

vascular occlusion occurs in approximately

10 % of ocular explosive blast injuries and has

occurred where there has not been any other

ocular involvement [17]. Some of these cases

may represent quinary ocular blast injuries.

29.9 Summary and Incidence

According to the study of ocular injuries in Brit-

ish Armed Forces in Iraq and Afghanistan

between July 2004 and May 2008 [5], a total of

630 British soldiers survived major traumatic

injuries. Of these, 63 (10 %) sustained ocular

injuries with some 86 % (54) were deemed to

be caused by explosive blast. Of these, the most

common injury report was open-globe with the

mean time to primary repair being 1.9 days with

an average of 1.57 operations per eye.
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Hearing Damage Through Blast 30
Tobias Reichenbach

30.1 Introduction

Hearing damage through blast is an escalating

problem in the military: it accounted for 25 %

of all injuries during Operation Iraqi Freedom in

2004 and was accordingly the most common

single injury [1]. Auditory dysfunction in general

is now the most prevalent individual service-

connected disability, with compensation esti-

mated to exceed $2.2 billion in 2014 in the

U.S.A [2]. A recent report on Royal Marines

returning from deployment in Afghanistan has

found that two-thirds sustained severe and per-

manent hearing damage [3, 4].

Hearing damage can occur at several key

stages of the auditory pathway (Fig. 30.1). The

latter consists broadly of the outer ear which

collects sound, the middle ear which acts as a

lever, the inner ear in which the mechanical

sound stimulation is converted into electrical

nerve impulses, and the central nervous system

that processes and analyzes the auditory signals.

Blast can damage all parts of this system [5]. In

the following we discuss their impact as well as

detection, prevention and treatment strategies.

30.2 Blast Damage to the Outer Ear

The outer, or external, ear consists of the pinna

and the ear canal. The outer ear collects sound

and funnels it through the ear canal to the middle

ear. It hence plays an important role in the detec-

tion of faint sound. The pinna also introduces

spectral changes in a sound that are specific for

the location of the sound [6, 7]. As the most

prominent of these changes, the pinna introduces

a spectral notch at an elevation-dependent fre-

quency. This information can then be used by the

brain to estimate the location of a sound [8].

Blast exposure can damage the outer ear,

namely through burns as well as through damage

by flying debris [9–11] As long as the middle and

inner ear are not damaged, such impairment of

the outer ear leaves the hearing sensitivity largely

unchanged. Sound localization, however, will be

compromised. Because the outer ear is visible

and constitutes a key attribute to a human face,

its damage can also have severe psychological

implication [12]. Furthermore, burn patients are

often treated with antibiotics that can be toxic to

the ear, the mechanism of which remains poorly

understood [2, 13, 14].

Detection of outer-ear damage is straightfor-

ward from visual inspection. Prevention neces-

sitates ear muffs that extend around the outer

ear and hence shield it, or helmets. Treatment

of outer-ear damage requires surgery, namely

amputation of the damaged parts of the outer
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ear. Reconstruction of the amputated parts can

then often be successfully achieved, for instance

with autologous costal cartilage [12, 15].

30.3 Middle-Ear Damage

The middle ear consists of the ear drum, or tym-

panic membrane, as well as the ossicles, the three

smallest bones in the body: malleus, incus, and

stapes. Through these constituents the middle ear

forwards the mechanical sound vibration from

the ear canal to the inner ear. It thereby acts as

a lever, and matches the impedance of the sound

wave in air to that of the emerging wave in the

inner ear (see below). This impedance-matching

by the middle ear is paramount for an effective

transmission of sound energy into the inner ear

[16, 17].

As for the outer ear, blast trauma is a primary

cause of damage to the middle ear [2]. Rupture of

the tympanic membrane can occur from peak

pressure levels of 130 dB or higher, which are

common in a blast wave ([18] – primary blast

injury mechanism). Such pressures can also dis-

rupt the ossicles. The resulting damage can cause

conductive hearing loss of up to 25 dB SPL [19].

Rupture of the middle ear in a blast wave

can have a protective effect on the inner ear.

This is because once the ossicle chain has been

disrupted, the excess pressure in a blast wave is

no longer efficiently forwarded to the inner ear,

and hence impairs it less.

Detection of middle-ear damage involves

visual inspection through the ear canal as well

as tympanometry in which the reaction of the

tympanic membrane to sound stimulation is

measured.

Passive protection of the middle ear involves

either earplugs or earmuffs. Such passive ear

protection is most efficient at the high fre-

quencies above 1 kHz where the wavelength of

sound is short and where sound can hence be

efficiently blocked [20–22]. It also affects speech

intelligibility since the latter partly employs

these higher frequencies. One problem with

wearing this protection is hence that it not only

blocks undesired noise but also desired speech

signals as well as other environmental sound

that is necessary to parse a potentially hostile

environment.

Recent development has hence focused on

active hearing protection. Such equipment

employs a microphone and a small speaker. The

microphone records the external sound signal

and plays a processed version into the ear. This

can achieve noise cancellation as well as protec-

tion from overstimulation. Such active hearing

protection is now employed in the U.K. armed

forces in the form of the Personal Integrated
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Fig. 30.1 The auditory system consists of the outer, middle, and inner ear. It also encompasses parts of the central
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Hearing Protection system and the Tactical

Hearing Protection System [23, 24].

Regarding treatment, about 80 % of ruptures

of the tympanic membrane heal spontaneously

[25]. In the remaining cases, as well as when

the ossicles have been impaired, reconstruction

of the middle ear gives often satisfactory

results [26].

30.4 Blast-Induced Impairment
of the Inner Ear

The inner ear transduces the mechanical sound

vibrations into electrical signal in auditory-nerve

fibres [27]. This mechanotransduction happens

in hair cells, specialized cells that have a hair

bundle at their apical end. Mechanosensitive ion

channels inside this bundle of parallel stereocilia

open and close when the bundle is displaced, and

the resulting electrical signal in the hair cell can

produce an action potential in the attached

auditory-nerve fibers. The displacement of the

hair bundles arises from the sound signal.

Due to an intricate hydrodynamics within the

inner ear, every hair cells responds particularly

well to a certain best frequency [28, 29]. Follow-

ing a tonotopic map, hair cells from the base of

the organ respond best to high frequencies

(around 10–20 kHz in humans) and cells further

apical respond strongest to progressively lower

frequencies (down to 100 Hz, with frequencies

down to 20 Hz detectable).

Blast can yield sensorineural hearing loss

which is one of the most prominent causes of

hearing problems. [30, 31] It refers to damage

of the hair cells, typically the hair bundles, which

can be disrupted or otherwise damaged by over-

stimulation. Because each hair cell has a best

response at a certain frequency, sensorineural

hearing loss is often frequency-dependent. For

instance, it may happen that the hair cells in a

particular cochlear region are compromised, but

remain intact elsewhere. This will then result in a

hearing loss in the frequency interval that

corresponds to the cochlear region with the

damaged hair cells. Because other hair cells

will still respond somewhat to frequencies from

that interval, the hearing loss there will typically

not be total.

The inner ear also contains the vestibular sys-

tem, in form of the semicircular canals, that is

responsible for our sense of balance. The semi-

circular canals house mechanosensitive hair cells

that are similar to those of the inner ear, but

detect motion instead of sound. Damage to

these hair cells can occur through noise as well.

Such damage is indeed often related to sensori-

neural hearing loss, and causes problems with

balance [32, 33].

Diagnosis of sensorineural hearing loss

employs pure-tone audiometry in which a sub-

ject has to respond to pure tones of different

frequencies and intensities. This is, however,

not objective as it involves a subject’s overt

response. An objective diagnostic method employs

otoacoustic emissions. These are tones produced

by a healthy ear, for example in response to short

clicks (transient-evoked otoacoustic emissions)

or to two close frequencies (distortion-product

otoacoustic emissions) [34, 35]. Lack of these

otoacoustic emissions in a certain frequency

region signals hearing loss there [36, 37].

Protection against sensorineural hearing loss

involves passive or active earplugs as well as ear

mugs as described in Sect. 30.4. Another highly

promising route for the protection of the inner

ear is through drugs that prevent sensorineural

hearing loss [38]. Noise exposure induces the

generation of reactive oxygen species (ROS)

within the inner ear that, over the course of days

after noise exposure, damage the mechanosen-

sitive hair cells [39, 40]. Recent research has

identified a number of drugs that potentially

control the generation of ROS and that can

hence serve as otoprotectants. These drugs in-

clude single or multiple antioxidants, such as

D-methionine [41, 42], ebselen [43, 44], res-

varatrol [45], neurotrophic factors [46] and lipoic

acid [47, 48], as well as anti-inflammatory drugs

such as salicylate [49], steroids [50–52] and

TNF-inhibitors [53]. Although some of these

drugs are being explored in animal models and
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others in clinical trials, none has yet been clini-

cally approved.

There is currently no direct treatment for sen-

sorineural hearing loss. As opposed to the hair

cells of birds, for instance, mammalian hair cells

do not regenerate and can currently not be

replaced [54, 55]. Damage to the hair cells hence

accumulates over life, which explains why senso-

rineural hearing loss is more prevalent in older

than in younger people. Current treatments of

this type of hearing impairment involve hearing

aids that amplify sound as well as, in severe

cases, cochlear implants [56, 57]. The latter are

devices that bypass the outer, middle, and inner

ear to stimulate the auditory-nerve fibers directly.

These devices have been developed to provide

hearing in deaf people and are a major success

of the emerging field of neurotechnology.

30.5 Damage to the Central
Nervous System

The central nervous system can be divided into

two main parts, the brainstem and the cortex.

The nerve signals emerging from the cochlea

within the auditory-nerve fibers are first processed

at different stages in the auditory brainstem. The

brainstem performs, for instance, sound localiza-

tion, detects onsets of sounds, and sharpens fre-

quency selectivity [27, 58]. While the neuronal

activity in the lowest levels of the brainstem, the

cochlear nuclei, is relatively well characterized,

the higher levels such as the superior olivary

complex and the inferior colliculus remain rather

poorly understood.

Importantly, the neural activity in the auditory

brainstem can be used to assess the functioning

of the ear as well as the brainstem [59, 60].

Indeed, the neural signals of the brainstem can

be measured non-invasively with only a few

electrodes on the scalp. In response to short

clicks, the electrodes detect a characteristic pat-

tern of electrical, neural activity that consists of

five peaks at different latencies. These peaks

signal activity in different parts of the brainstem,

beginning from the auditory nerve fibers to the

inferior colliculus. Their height and latencies

inform on the integrity of these organs. Current

research investigates how these recordings can

give more precise information about damage to

the ear and to the brainstem, and how more

complex responses, such as the frequency-

following response to pure tones or the response

to speech, arise [61–63].

The auditory cortex receives input from the

auditory brainstem and represents the highest

level of auditory processing in the brain. It is

hence believed to be the site where recognition

and processing of complex auditory objects such

as speech and music occur. How exactly such

processing is achieved remains, however, poorly

understood.

Recent research has shown how neural signals

from the auditory cortex can give information

about sound processing. For example, noninva-

sive electroencephalographic recordings (EEG)

from scalp electrodes have evidenced that the

neural activity in the cortex traces the envelope

of an attended speech signal as well as the beat of

music [64–66]. Measurements from functional

magnetic resonance imaging (fMRI), positron

emission tomography (PET) and magnetoen-

cephalography (MEG) give more detailed,

three-dimensional pictures of brain activity in

response to sound [67–69].

The central auditory system can be damaged

through traumatic brain injury. This is a particu-

lar concern in the military since traumatic brain

injury can occur through primary blast exposure

or head concussions (a tertiary effect). The

resulting injuries of the brain include death of

neurons as well as swelling and disconnection of

axons due to shearing and stretching, which may

particularly affect the central auditory system

[70]. Such damage results in auditory processing

disorder, the main consequence of which is a

deficits with the processing of speech, and in

particular with the challenging task of detect-

ing speech in noise [71]. A recent study shows

that the majority of war veterans that were

exposed to blast during deployment have audi-

tory processing disorder [5].
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How to best diagnose auditory processing dis-

order is still a field of active research. Current

diagnosis involves mostly a speech in noise

test, and a particularly successful online test has

been developed by the U. K. charity Action on

Hearing Loss [72–74]. Just as pure-tone audiom-

etry, however, such tests are based on a subject’s

behavioral response and hence require his or her

cooperation.

Recent research has shown how noninvasive

electroencephalographic recordings (EEG) of

brain activity can evidence how a healthy brain

processes speech and music [64–66]. This

suggests that these recordings can be employed

to assess hearing impairment, including central

auditory processing disorder. Further research is

needed to develop this technology into suitable

hearing assessments.

Tinnitus means the perception of a ‘phantom’

tone for an extended period of time (5 min or

longer) [75]. Such perception can presumably

arise in different ways in the auditory brainstem

and the central auditory system (somatic tinnitus)

[76]. Notably, it may also arise from the inner ear

itself (otic tinnitus). Tinnitus often accompanies

hearing loss, and hearing loss in a certain fre-

quency band typically produces phantom tones at

those frequencies. It can severely affect a

person’s life, and in particular lead to insomnia,

fear, withdrawal and depression.

Current assessment of tinnitus is based on a

behavioral response from the tested subject,

which makes testing slow and potentially inaccu-

rate. Recent research has explored ways of

automating such testing [77]. More research is

needed to further improve tinnitus testing. It will

also be important to investigate how tinnitus can

be diagnosed in an objective way. This may

involve recordings of neural activity which has

been shown to inform on—as well as potentially

modulate—tinnitus [78, 79].

Protection and treatment of damage to the cen-

tral auditory system remain intensely investigated

as well. Regarding protection, safety helmets can

be efficient in preventing brain injury [80, 81]. A

range of pharmacological agents that can poten-

tially protect the central nervous system and help

rehabilitating it after injury has been identified in

animal models, but confirmation of the effective-

ness of these drugs in clinical trials has not yet

been achieved [82].

30.6 Conclusion

Hearing loss from blast injury in the armed forces

is a highly important emerging medical problem.

Major questions remain regarding the preven-

tion, detection and treatment of such hearing

loss. Recent progress in a better understanding

of the causes of blast-induced hearing loss, in

the treatment of sensorineural hearing loss and

in a better understanding of the role of the

brain processes for hearing suggest that major

improvements in all three areas can be achieved.

Conquering these issues will have major

implications for the wellbeing of military

personnel.
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Peripheral Nerve Injuries 31
Jon Clasper and Paul R. Wood

Peripheral Nerve Injuries (PNI) have always

been a significant problem in war, particularly

affecting recovery and rehabilitation after limb

injuries; the most common site of wounding in

conflict. It can be argued that war has actually

been the stimulus, and provided much of the

material, for our current understanding of PNI.

The first systematic study of PNI was carried out

during the American Civil War [1], work

continued during the First World War [2], and

our current classification was first described in

the Second World War [3]. This classification

divides the nerve injuries into three types:

1. Neurotmesis is when a nerve that has been

completely divided. The injury produces a

complete lesion, with surgical repair of the

nerve the normal treatment.

2. Axonotmesis is characterised by a nerve that

remains in continuity as the nerve sheath and

other supporting structures remain intact,

however the damage to the nerve cells

(neurones) results in distal degeneration of

the axon – the long slender projection of the

neurone, which is responsible for signal trans-

mission. Distal regrowth, from the site of

injury is necessary, with prolonged recovery

the rule.

3. Neurapraxia results in short term dysfunction

and spontaneous, usually relatively rapid full

recovery, without the need for nerve

regrowth. Neurapraxic injury involves mini-

mal histological damage to axons, and classi-

cally results in short-term conduction block.

Historically it has been reported that most nerve

injuries inwar are as a result of penetrating fragment

injury [4], and following initial surgery. Later, man-

agement of these nerve injuries includes surgical

repair with resection of scar tissue around the

nerve to create a viable bed, excision of the dam-

aged nerve ends creating healthy stumps, and then

tension-free suture repair by adequate mobilisation,

or by nerve grafting if a gap is present [5].

Given that much of the understanding of PNI at

that time was from conflict related wounds, it was

appropriate for a further study to be carried out

during the recent conflicts in Iraq and Afghanistan.

As a result, between 2005 and 2010, all United

Kingdomservice personnelwith PNI fromballistic

trauma were examined in the War Nerve Injury

Clinic at the Defence Medical Rehabilitation

Centre, Headley Court, and data collected
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prospectively. Although not anticipated at the time

this also allowed a comparison of different

wounding mechanisms, as this period

corresponded to a change in weapons used against

UK troops.

The conflicts in Iraq and Afghanistan were

characterised by the use of Improvised Explosive

Devices (IED’s). In Iraq this was manifest by the

use of the Explosively Formed Projectile which

resulted in catastrophic injuries, possibly due to a

more focused stream of fragments than normally

associated with the more discrete fragment

wounds seen in previous conflicts [6]. Survivors

of a direct impact were few and those that did

survive suffered severe injuries. In contrast, the

IED’s used in Afghanistan were usually buried

blast weapons used against dismounted troops or

against vehicles [7]. These resulted in tertiary

blast injuries sustained within vehicles resulted

from significant axial loading from the floor

deformation, and causing severe hindfoot

injuries [8] (see Chap. 20).

In addition to these types of heel crush injuries,

the extensive use of IEDs has also resulted in the

most challenging severe limb injuries, commonly

traumatic amputations, with associated pelvic

trauma. Clearly there is a nerve injury when the

distal part of the limb has been removed, but in

addition many of these casualties suffered PNI in

what was often their only remaining limb.

The UK study identified 100 consecutive

patients with 261 PNI seen between April 2005

and April 2010, giving an incidence of 8.1 % of

all combat casualties at the time [9]. Explosions

caused 164 (63 %) of the nerve lesions, the

remainder being the result of gunshot or frag-

ment wounding; 213 nerve lesions (82 %) in

90 patients occurred in open wounds.

Although it could be presumed that the vast

majority of the injuries would be associated with

division of the nerve, this was not the case.

Among the 261 lesions, 116 nerves (in 49

patients) had neuropraxic injuries associated

with prolonged conduction block (PCB), and

recovery was more delayed than would be nor-

mally expected; the mean time to onset of recov-

ery was 4.17 months (0.6–10.2) [5]. Ninety of the

116 nerves (78 %) with PCB showed signs of

recovery within 6 months of injury. Penetrating

missile wounds accounted for 45 of these nerve

injuries, explosion in the other 71. The mean

time to recovery in the former was 3.8 months

(0.6–6) compared with 4.7 months (2.5–10.2) in

the latter (p ¼ 0.0001). Also of concern was that

36 patients of the 100 casualties presented with

persistent significant or severe neuropathic pain.

Nerve dysfunction despite an intact nerve was

noted in the initial studies during the American

Civil War [10]; this was believed to be related to

the cavitation effect on the missile as energy was

transferred to the tissue resulting in traction of

the nerve. However, Suneson demonstrated

nerve dysfunction experimentally in the contra-

lateral limb of a porcine model shot in the thigh

with a high-velocity missile [11]. The nerve

appeared macroscopically intact but under light

microscopy distortion of the myelin sheath

surrounding the axons was evident; the authors

felt that the pressure waves moving out radially

from the missile were responsible.

The myelin sheath is formed from Schwann

cells, and increases the speed of signal transmis-

sion along the axon, although not all nerves are

myelinated. In addition, Schwann cells help sup-

port the nerve cell by providing essential support

factors, and aid in nerve cell regeneration. It is

felt that disturbance of the Schwann cells and

their interaction with the nerve cells may be a

factor in the prolonged conduction defect seen

after blast injury.

It has been postulated that mechanical forces

may be implicated as, in one study, following

just 2 hours of shear stress, Schwann cells

demonstrated increased proliferation [12]. The

exact mechanism is not understood, however

Schwann cells can undergo a change from

myelinating to growth supportive following ini-

tial denervation [13]. Clearly the effect of blast on

Schwann cells is of particular research interest.

There may be other factors, particularly in

the military environment. Disturbance of the

blood supply may also be implicated [14], as

tourniquets are almost universally utilised to con-

trol the catastrophic haemorrhage that can occur

with these injuries; one of the most important

causes of death after combat injury. Direct
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pressure on the nerve, from dressings, or again

from tourniquets, have also been demonstrated to

affect nerve conduction [15].

Given the prevalence of PNI following com-

bat wounds, and the confounding factors in the

military environment, it can be argued that there

is a need to develop appropriate models to study

this area.

Another driver for further study is the

recognised difficulty in treating neuropathic

pain. Although there are different causes of neu-

ropathic pain there is increasing evidence that

once established the pathophysiology involves

disturbances of both the peripheral and central

nervous system. In this respect it can be argued

that the term PNI is misleading [16].

Experimental studies implicate possible

abnormalities extending from the afferent

peripheral nerve through to its synapse at the

dorsal root ganglion and consequent spinal cord

and cerebral cortical representation.

Following PNI pathological responses involve

both injured and unaffected nociceptors and

their associated nerves. The net result is abnor-

mal signals arising from ‘ectopic’ discharges

sensitising neurons in the spinal cord creating a

‘wind up’ of persistent pain, which does not

respond to modulating descending cortical – spi-

nal pathways [16].

Magnetic resonance imaging (MRI) has

revealed supraspinal changes associated with

neuropathic pain [16]. Classically a cortical

reorganisation is believed to follow in response

to abnormal afferent inputs post amputation

[17]. In some patients cortical changes may addi-

tionally be influenced by the effects of blast

induced traumatic brain injury [18]. At each

level the changes may be both structural and

biochemical involving various receptor types.

Additionally maladaptive peripheral and central

immune responses are also implicated [16].

Given these possiblemultiple aetiologies it is not

surprising that neuropathic pain can be extremely

resistant to treatment. Pharmacological approaches

are limited [19]. Current experience with British

military amputees has clearly demonstrated that

treatment requires a multi-disciplinary team

approach. The essential components of manage-

ment can be summarised as:

(i) Patient education – current understanding

of the mechanism of neuropathic pain and

approaches to treatment must be explained

and explored with the patient.

(ii) Drug treatment is muti –modal but relies

extensively on the use of membrane

stabilising drugs. The National Institute for

Health and Care Excellence (NICE) clinical

guideline 173 is used as a basis [20]. Opiates

are not principal agents in neuropathic pain

but Tramadol is used because of its addi-

tional adrenergic and serotonergic effects.

The N- methyl –D-aspartate (NMDA)

receptor antagonist Ketamine has also

been successful in resistant situations [21].

(iii) While surgical procedures can be curative

in selective cases they may also initially

exacerbate neuropathic symptoms whether

involving the operated limb(s) or anatomy

remote from the site of neuropathic injury.

When surgery involves a neuropathic limb

e.g., excision of a neuroma then UK experi-

ence has emphasised regional anaesthesia

(epidural or continuous peripheral nerve

block) to suppress both surgical pain and

neuropathic symptoms [21].

(iv) Free recourse is given to adjuncts where

available and appropriate. These include

transcutaneous electrical nerve stimulation

(TENS), acupuncture and distraction

therapy with muti media etc. The most

effective form of distraction is continued

mobilisation of the patient and here the

role of the physiotherapy team is critical

in both in the acute and rehabilitation

phases [22]

Despite all these interventions the manage-

ment of neuropathic pain in individual cases

often remains disappointing and the prospect of

better treatment remains dependent upon

advances in basic research.
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Glossary

Acoustic impedance A physical property of a

material that defines the ease with which

stress waves can travel through it.

Actin, f-actin, actin dynamics The most abun-

dant protein in most eukaryotic cells. It is a

globular protein that can exist in soluble or

polymerised forms. Filamentous, f-actin, is a

polymerised form that assembles as

microfilaments, which are present in the cyto-

skeleton. Soluble and polymerised forms play

many cellular roles including maintaining cell

shape and enabling cell motility. The pro-

cesses involving transitions between soluble

and polymerised forms can be referred to as

actin dynamics.

Adenosine triphosphate, ATP A small mole-

cule used by cells in many metabolic pro-

cesses. Hydrolysis or release of its phosphate

groups is the most common chemical reaction

associated with its cellular functions that

include phosphorylation and signalling.

Adiabatic A process for which there is no heat

transfer between a system and its surround-

ings. An adiabatic process that is reversible is

isentropic.

Alginate A polysaccharide that can form gelati-

nous structures suitable for the encapsulation

of cells.

Amorphous Lacking definite form.

Angiogenesis The process involved in the

growth of new blood vessels from

pre-existing ones.

Anisotropic A material whose microstructure is

such that its mechanical behaviour depends on

the direction of loading.

Apoptosis A cell-controlled mechanism for

causing cell death – sometimes referred to as

“programmed cell death”. A number of well-

known changes occur in cells during apopto-

sis. These changes can include membrane

blebbing (formation of bulges from the

plasma membrane), cell shrinkage, chromatin

condensation and DNA fragmentation. The

remaining cell debris may be engulfed by

other cells. A key difference between apopto-

tic cell death and necrotic cell death is the

absence of an inflammatory response.

Aseptic necrosis Cell death arising from a loss

of blood flow.

Astrocytes Also known as astroglia. Star-

shaped glial cells that interact with and sup-

port the function of neural cells.

Atom The smallest component of an element,

having the chemical properties of the element.

Bending A loading mode whereby the structure

deforms by changing in curvature.

Brisance The shattering behaviour exhibited by

a detonating explosive.

Brittle A material that undergoes negligible

plastic deformation prior to rupture / failure.

Buckling A failure mode due to instability in

the long axis of a slender structure.

Burning The propagation of combustion by a

surface process.

Carbide A compound formed of carbon and a

less electronegative element.

Cell viability The ability of live cells to survive.

Cerebral vasospasm An intense constriction of

arterial vessels in the brain, reducing blood

flow to surrounding tissues.
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Chemokines Cytokines that specifically attract

cells, usually to sites of inflammation and/or

infection.

Coagulopathy (clotting/bleeding disorder) A

condition in which the blood’s ability to coag-

ulate (clot) is impaired.

Conservation equations Mathematical

expressions that state that a property of a

physical system (mass, momentum, and

energy) are conserved (i.e., do not change)

as the system evolves over time. In shock

physics they are also known as the jump

conditions or the Rankine-Hugoniot relations.

Constitutive relation A relationship between

two physical properties (such as temperature,

pressure and volume) of a material that

describe its behaviour to external loads.

Constructive interference The interference of

two or more waves of equal frequency and

phase, resulting in their mutual reinforcement

thus producing a wave of amplitude equal to

the sum of the amplitudes of the individual

waves.

Cortical neurons Nerve cells located in the

outermost layer of the brain, which is known

as the cerebral cortex.

Cytokines A class of small proteins secreted by

several cells that interact with other cells and

alter cellular behaviour.

Cytoskeleton The complex set of filaments and

tubules within a cell that provides mechanical

support, maintaining shape and facilitating

motility.

Deformable solid A solid that can change shape

or volume when external loading is applied;

all solids are deformable.

Detonation An extremely fast explosive

decomposition in which an exothermic reac-

tion wave follows and also maintains a shock

front in the explosive.

Detonation pressure The dynamic pressure in

the shock front of a detonation wave.

Discretisation A procedure when setting up a

numerical simulation in which the domain is

subdivided into cells or elements of finite

dimensions.

Ductility The ability of a solid material to sus-

tain plastic deformation prior to rupture /

failure.

Eigenvalues A set of scalars associated with a

linear system that are invariant under a linear

transformation.

Electronegative The tendency of an atom to

attract electrons towards itself.

Erk1/2 signalling pathway A cellular pathway

triggered by extracellular substances that in

turn triggers other cellular pathways to affect

cellular functions such as differentiation, pro-

liferation and survival.

Extracellular matrix Amixture of proteins and

carbohydrate-containing molecules external

to cells that provide structural and biochemi-

cal support to surrounding cells.

Extracellular matrix metabolism The pro-

cesses involved in the production and degra-

dation of the constituents of the extracellular

matrix.

Explosion A violent expansion of gas.

Extravasation A passage or escape into the

tissues, usually of blood, serum or lymph.

Glycoproteins Proteins containing glycans

covalently attached to a polypeptide side

chain.

Growth factors Molecules able to interact with

cells and cause or “stimulate” them to grow

and possibly proliferate. Growth factors can

be small molecules such as vitamins or

hormones or even large molecules such as

proteins.

Haemorrhage (Pathology) bleeding from a

ruptured blood vessel.

High (order) explosive An explosive capable

of detonation under the normal conditions of

use.

Homeostasis The maintenance of cellular

parameters (e.g., concentrations of cellular

components) within the range for proper func-

tioning of the cell. For example, the cellular

processes that maintain the appropriate con-

centration of cations engage in cation

homeostasis.
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Hydrophilic Having a tendency to mix with,

dissolve in, or be wetted by water.

Hydrodynamic pressure The difference

between the pressure of a fluid and the hydro-

static pressure.

Hydrostatic pressure (Fluids) The pressure

exerted by a fluid at equilibrium at a given

point within the fluid due to gravity.

Hydrostatic stress (Solids) The mean normal

stress (¼ 1=3 of the sum of the three normal

stresses in a three dimensional stress system).

Inflammation; inflammatory responses or

pathways Complex biological responses to

cell injury that can result in a number of

physiological changes such as fever, swelling,

and removal of damaged cells and tissues.

Inflammation is a protective response and

integral part of the healing processes. Poor

or dis-regulated inflammation can lead to

negative physiological changes such as

unwanted tissue destruction or chronic

diseases such as arthritis or allergic reactions.

Pro-inflammatory responses refer to the

induction of biochemical processes that pro-

mote inflammation, while anti-inflammatory

responses refer to the induction of biochemi-

cal processes that reduce inflammation.

Inorganic Not consisting of, or derived from,

living matter.

Integrins A class of proteins that transverse cell

membranes and that facilitate interactions

between different cells or between a cell and

the extracellular matrix.

Ischemia A restriction in blood supply to

tissues.

Isotropic A material whose microstructure is

such that its mechanical behaviour does not

depend on the direction of loading.

Lattice A repetitive arrangement of atoms.

Lysis Disruption of a cellular membrane that

results in the release of cellular contents.

Machinability The ease with which a material

can be cut.

Malleable Capable of being extended or shaped

(by hammering or pressure).

Mesemchymal stem cells, MSCs Cells derived

from connective-tissue frameworks that have

the potential to differentiate into certain cell

types. As the source of these cells can vary

they are sometimes referred to as multipotent

stroma cells.

Microstructure The structure of a material as

revealed by a microscope above 25�
magnification.

Mitochondria A cellular organelle that primar-

ily functions to enable cellular respiration and

energy production.

Mitogen-activated protein kinases,

MAPKs see definition of Erks.
Necrosis Biochemical processes associated

with cell death arising from external factors

such as mechanical damage, toxic substances,

or infection. Unlike apoptosis, necrotic pro-

cesses are unregulated and include a loss of

membrane integrity and uncontrolled diges-

tion of cell components. Inflammation is

often associated with necrosis.

Neurotransmitter A chemical that acts as a

messenger for transmitting information

between nerve cells.

Oedema, Edema, Dropsy, Hydropsy A condi-

tion of abnormally large fluid volume in the

circulatory system or in the tissues between

cells.

Osteocytes Non-dividing cells, embedded in

bone, derived from osteoblasts. The majority

of bone cells are osteocytes. Osteocytes are

involved in tissue remodelling and biochemi-

cal processes such as phosphate metabolism

and calcium availability.

Oxidative stress The state a cell is in when

there is overabundance of reactive oxidative

species, which can cause cellular damage.

Parenchyma The functional parts of an organ

in the body. In contrast to the stroma, which

refers to the structural parts.

Particle velocity The velocity associated with a

point of infinitesimal dimensions attached to a

material as it flows through space.

Phospholipase C A class of enzymes that

cleave phosphate-containing groups from

phospholipid molecules. These enzymes are

often part of signal transduction pathways.
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Phosphorylation The biochemical addition of a

phosphate-containing group to a macromole-

cule such as a protein or a lipid. Phosphoryla-

tion is a key biochemical step in many signal

transduction pathways.

Polycrystalline Of many crystals of varying

size and orientation.

Protein nitration The biochemical modifica-

tion of proteins, usually at tyrosine residues,

involving the addition of a nitro-containing

group. Protein nitration is generally

associated with stress responses and can

involve loss or gain of function.

Proteoglycan Any of a group of

polysaccharide-protein conjugates present in

connective tissue; they form the ground sub-

stance in the extracellular matrix of connec-

tive tissue and also have lubricant and support

functions.

Quasi static Infinitely slow.

Rarefaction wave A wave that reduces the nor-

mal stress (or pressure) inside a material as it

propagates; the mechanism by which a mate-

rial returns to ambient pressure after being

shocked (the state behind the wave is at

lower stress than the state in front of it).

Also known as unloading, expansion, release,

relief, or decompression wave.

Reperfusion The act of restoring the flow of

blood to an organ or tissue.

Reperfusion Injury The tissue damage caused

when blood supply returns to the tissue after a

period of ischemia or lack of oxygen.

Shock impedance Defined as Z ¼ p

U. Describes the ability of material to gener-

ate pressure under given loading conditions.

Generally a function of pressure.

Shock velocity The velocity of the shock wave

as it passes through the material; the velocity

is pressure/stress dependent. In the limit of an

infinitesimally small shock wave it is equal to

the bulk sound speed of the material.

Shock wave A wave that travels at a velocity

higher than the elastic (uncompressed) sound

speed of the material.

Signal transduction The transmission of extra-

cellular signals to the interior of a cell. The

process can involve a wide range of small

molecules and macromolecules.

Spallation The process whereby fragments are

ejected from a body due to impact or stress.

Sequelae A pathological condition resulting

from disease or injury.

Stem cells Cells that have no specific function

other than having the potential to develop into

another cell type with a specialised function,

or multiple cell types with different functions.

In adults, stem cells can be found in bone

marrow, blood and fat.

Stem cell differentiation The process of a stem

cell changing into a cell type with a

specialised function.

Strain energy The energy stored by a system

undergoing deformation.

Tetrahedron A polyhedron composed of four

triangular faces.

Trabeculae Fine spicules (needle like) forming

a network in cancellous (porous) bone.

Trace evidence Fragments of physical evidence

such as hairs, fibres and glass, transferred

when two objects touch or when small

particles are disbursed by an action of

movement.

Tropocollagen The basic structural unit of all

forms of collagen; a helical structure of three

polypeptides wound around each other.

Velocity of detonation This is the speed at

which a detonation wave progresses through

an explosive. When, in a given system, it

attains such a value that it will continue with-

out change, it is called the stable velocity of

detonation for that system.

Viscoelasticity The property of materials that

exhibit both viscous and elastic characteristics

when undergoing deformation.

Viscosity A measure of a fluid’s resistance

to flow.

Vulcanise To treat with sulphur and heat

thereby imparting strength, greater elasticity

and durability.

322 Glossary



Index

A
Abbreviated Injury Scale (AIS) (injury risk assessment),

116, 139, 196, 240, 285

Abdominal organs (primary blast evaluation), 157, 158

Academic Department of Military Emergency Medicine

(ADMEM), 135

Acceleration (biomechanics), 19–20

Actin (mechanical behaviour), 38

Acute respiratory distress syndrome (ARDS), 232–234,

276–278

Adaptive Mesh Refinement (AMR) schemes, 200, 201

Air blast, 99, 164

Airblast elicits fibre degeneration (TBI), 165

Airway pressure release ventilation (APRV), 278

AIS. See Abbreviated Injury Scale (AIS)

Aldgate (London suicide bombings), 123

Ammonium Nitrate: Fuel Oil (ANFO), 4

Amyloid precursor protein (APP), 165

Anaesthesia (blast-TBI), 178

Analgesia (blast-TBI), 178

Analytical boundary models, 284

Anatomical coverage (military body armour systems),

292–294

Anatomy (eye), 301, 302

Angular acceleration (biomechanics), 19–20

Angular momentum (biomechanics), 24

Animal models (neck injury), 283, 284

Animal orientation (blast-TBI), 178, 179

Animal physical models, 150–152

Animals (human surrogates), 190

Animal species (blast-TBI), 175

Animal welfare regulations (TBI), 165

Anthropomorphic test devices (ATDs) (human

surrogates), 190–194, 250–251

Anti-personnel (AP) mines, 5, 92, 96–97, 221

Anti-vehicle mines (weapon systems), 97–98

Anti-vehicle Under Belly Injury Simulator

(AnUBIS), 251

AP mines. See Anti-personnel (AP) mines

Arbitrary Lagrange Euler (ALE) method, 200, 201

ARDS. See Acute respiratory distress syndrome (ARDS)

Armour and projectile design (explosive devices), 281, 283

Articular cartilage (biological tissue response), 75–78

Articular congruency (biomechanics), 25

ATDs. See Anthropomorphic test devices (ATDs)

Auditory system, 307, 308

AV. See Anti-vehicle mines (weapon systems)

Axelsson model (continuum mechanics), 213–214

Axonotmesis (PNI), 315

B
BABT. See Behind armour blunt trauma (BABT)

Back-face signature (BFS) (BABT), 262–263

Ballistic gelatin, 148–150, 225, 282

Battle injury, 219, 220

Behind armour blunt trauma (BABT), 91, 261–263, 294

BFS. See Back-face signature (BFS)
Biofidelic Side Impact Test Dummy (BioSID), 191

Biological solids (mechanical behaviour), 38–39

Biological tissue response, 71–81

Biomechanics, 20–31

Blast effects, 229–235

Blast environment, 131–133

Blast front reflection (explosive devices), 88, 89

Blast induced neurotrauma (BINT), 155–156

Blast loading conditions, 57–66, 71

Blast loading effects (biological tissue response), 71

Blast lung (in-vivo blast injury models), 166

Blast-mediated TA injury mechanism, 246–248

Blast mines (energised fragments), 221

Blast Overpressure (BOP), 99, 100

Blast traumatic brain injury (blast-TBI)

Blast tubes (blast-TBI), 175–176

Blast tubes (in-vivo blast injury models), 161–162

Blast waves, 13–15

Blast weapons, 92–95

Bleeding (pelvic blast injury), 256–257

Bobblehead effect, 179

Bomb Scene Manager (BSM), 108, 110–112

Bone, 71–73

Brainstem (CNS), 310

Brain tissue (biological tissue response), 78–79

Brain tissue (TBI), 164

Bullets, 183, 219–220, 225, 297

Buried explosives (environmental factors), 101

Burn injury (London suicide bombings), 124–125
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C
Carrier (military body armour systems), 291–292

Cast iron (mechanical behaviour), 35

Casualty category distributions (military mortality peer

review panel), 136, 137

Cauchy stress tensor (finite strain theory), 45

Cellular responses (blast loading conditions), 57–59

Central nervous system (CNS), 310–311

Centre of mass (CoM) (biomechanics), 18

Centre of pressure (CoP), 22

Ceramics (mechanical behaviour), 35–36

Cerebral (inflammation), 231–232

Civilian pelvic trauma, 255–256

Classification (energised fragments), 220, 222–223

Closed globe injuries (eye), 302–303

CNS. see Central nervous system (CNS)

Coagulopathy (blast effects), 229–235

COAT. See Coverage of Armour Tool (COAT)

Collagen (mechanical behaviour), 39

College of Policing (CoP) model, 107

Complex blast wave form (London suicide

bombings), 119

Composites materials (mechanical behaviour), 37–38

Compression systems (blast loading conditions), 59–61

Computational models (human surrogates), 190

Computerised surface wound mapping (explosive

devices), 285, 286

Computerised tomography images (pelvic blast injury),

257–258

Computerised Tomography in Post-Mortem (CTPM)

analysis, 92

Computer modelling (pelvic blast injury), 258

Contact forces, 21, 22

Copper alloys (mechanical behaviour), 35

Cortex (CNS), 310

Coverage of Armour Tool (COAT), 286–288, 296–297

Crack deflection (bone), 73

Cranium Only Blast Injury Apparatus (COBIA), 163

Creep (linear elasticity), 47

Crime Scene Investigators (CSIs), 107–112

Crime Scene Manager (CSM), 108

Cultured Axonal Injury (CAI) device, 65

Cyclodialysis clefts, 303

D
Damage Control Resuscitation and Surgery (DCRS),

233–235

Deck slap (environmental factors), 101

Defence Medical Services (DMS), 135, 139, 142

Defence Science and Technology Laboratory (DSTL),

116, 130

Deflagration (explosive devices), 87–88

Deformation gradient tensor (finite strain theory), 43–44

Deployed Medical Director (DMD), 141

Design objective (ATD), 190

Desired coverage, 292–294

Detonation (explosive devices), 87

Detonation process (explosives), 4

Diagnosis (PBLI), 276

Diffusion tensor imaging (DTI), 156
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