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Preface

The 6th Scandinavian Conference on Information Systems, SCIS 2015, hosted in Oulu,
Finland, was jointly organized by the OASIS and INTERACT groups of Faculty of
Information Technology and Electrical Engineering, University of Oulu, Finland.

SCIS 2015 highlighted the Scandinavian tradition of studying information systems,
namely, with emphasis on the user: Designing for the user, with the user, and by the
user.1 Such a theme has characterized information systems research for decades, and it is
still a vibrant topic, especially so within the Scandinavian tradition. The research themes
of the conference and hence this volume nicely capture both user- and history-related
aspects of the topic. The studies address design for, with, and by users, including design
for disadvantaged users, design for preservation and usability, and means for creative
design and development as well as studies addressing emerging information systems
history research.

A total of 44 paper manuscripts were submitted for the conference. The evaluation
was a careful doubleblind review process that included an average of 3.1 reviewers for
any given paper. Finally, 16 papers were accepted for presentation at the conference
and in these proceedings with the acceptance rate of 36 %. The event brought together
researchers not only from Scandinavia and elsewhere in Europe, but also from other
corners of the world, such as South Africa, Japan, Canada, and the USA.

SCIS 2015 had three outstanding keynote speakers: Yvonne Dittrich from IT
University Copenhagen (Denmark), Jaana Porra from the University of Houston
(USA), and Sampsa Hyysalo from Aalto University (Finland). These conference pro-
ceedings also contain contributions from the keynote speakers.

As in previous years, the SCIS conference was arranged in conjunction with the
Information Systems Research Conference in Scandinavia, known as the IRIS con-
ference, which began in 1978 and which with its 38th annual gathering is the oldest
consecutive information systems conference in the world. IRIS is today organized as a
working seminar between established researchers and doctoral students. The young
researchers and their interest in information systems boded well for shaping the future
of the field.

We would like to thank the supporters and sponsors of this conference. We are
grateful to all those people who contributed to this conference, whether as organizers,
Program Committee members, reviewers, scientific contributors, or otherwise. Finally,

1 We wish to thank for inspiration: Briefs, U., Ciborra, C. U., & Schneider, L. (Eds.). (1983). Systems
Design For, With, and by the Users: Proceedings of the IFIP WG 9.1 Working Conference on
Systems Design For, With, and by the Users, Riva Del Sole, Italy, 20–24 September 1982. North
Holland.



we would like to extend our warmest thanks to all those volunteers who contributed in
so many ways to making this conference a successful and memorable event.

May 2015 Harri Oinas-Kukkonen
Netta Iivari
Kari Kuutti
Anssi Öörni

Mikko Rajanen
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Software Product Eco-Systems:
Why Participatory Design Should Care

Yvonne Dittrich

IT University of Copenhagen, Rued Langgaards Vej 7,
2300 Copenhagen, Denmark, & Indian Institute of Technology Mandi,

Kamand- 175005 (H. P.), India
ydi@itu.dk

Abstract. Software is increasingly developed, adopted and deployed in the form
of customizable and configurable products. This has repercussions for the
design, development and implementation of a configured or customized piece of
software in the end-user organization. The design decisions done at the product
provider influence the local ICT infrastructure. On the one hand, methods for
local participatory design need to take the ripple effects in the local infrastructure
into account, as it might effect not only the local implementation but also future
possibilities for participatory design and end user development. On the other
hand, software providers need feedback and design input. Participation can be
expected to change character from preparing implementation here and now to a
sustained co-development of the common tool. The keynote is based on a series
of research projects with software product providers and around evolution of
organizational infrastructures and outlines a number of challenges for Partici-
patory Design.

Keywords: Software products � Software eco-systems � Infrastructuring �
Participatory design



Redrawing the Landscape of Designing
for, with and by Users

Sampsa Hyysalo

Aalto University, Department of Design
sampsa.hyysalo@aalto.fi

Human-centred design, UX, codesign, and open development have been proliferating
rapidly during the last two decades. However, the landscape of designing for, with and
by users remains rather confusing for many practitioners and researchers alike. This is
because the terrain is covered by a jungle of over 1000 methods, techniques and
approaches. If there ever was a method availability problem, it has certainly by now
given away to method selection problem: sorting out which approach might suit the
particular project and company in question. Using the wrong method is a waste of
money and resources. Our 15 year research program on how design for, with and by
users is done in real life settings indicates that practitioners use approaches they happen
to be acquainted with, and neglect obvious possibilities which those they are less
familiar to them. Whilst this makes sense in terms of the competences that companies
and public organizations have with respect to conducting design for, with and by users,
it is far from optimal.

We academics appear to have been at least as much part of the method selection
problem as we may have been part of the solution. This talk reviews some of the well
known taxonomies on designing for, with and by users. It illustrates how most of the
method selection literature operates in a rather narrow area such as with in HCD or
within UX and does not address the fundamentals of approach selection: when would
for instance HCD type engagement with users work best and when would collaborative
or user developer community do a better job? Some taxonomies do address this wider
landscape level, but typically with serious category problems, due to portraying the
alternatives from a singular disciplinary point of view, be this HCI, marketing, user
innovation or codesign and this typically results in inadequate portrayals of other areas
where designing for, with or by users has been investigated.

To alleviate, or at least to spark discussion, the methods jungle can organized
through three classifications that are less problematic. The first one is based on recourse
to what is involved in theory, methodology, method, technique and “operational work”
interrelations available both in information systems as well as in HCI. The second one
is based on historical origins of approaches for designing for with and by users, yet
because of much give and take between different disciplines over the years it is less
helpful than it may first appear. The third way of sense making is thus based on
prototypical mode of engagement with users in sets of design methods common today.
Here we propose that a sensible classification could be built regarding how much
responsibility, control and share in design activities users and designers hold. At one



extreme would reside ways of working where designers carry most responsibility and
control and users are mere inspiration for design. At the other extreme would reside
designs by users: independent user innovation communities, hybrid user innovation
communities and various platform based peer creation forms such as open APIs,
crowdsourcing and user innovation toolkits. In between these two extremes reside the
various approaches to human centred design and user experience (closer to designer
end) and the range of approaches to collaborative design and co-creative design (closer
to user end). The talk concludes by elaborating the key differences for designers in
these prototypical modes of engagement and connects the dots between the three ways
of classifying designing for, with and by users.

Redrawing the Landscape of Designing for, with and by Users XIII
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The Power of a Good Story or the Great Potential
of Information Systems History or Some

Lessons from a Heroic Journey

Jaana Porra(✉)

C.T. Bauer College of Business, Department of Decision and Information Sciences,
Management Information Systems, University of Houston, Houston, TX 77204, USA

jaana@uh.edu

Abstract. This paper is an essay about my journey as an information systems
(IS) historian. In the paper, I briefly outline the past and the current situation with
the environmental circumstances of history writing in the IS research field. I also
highlight some lessons I have learned studying and applying the historical method
over the past decade and a half. I do this in the context of a four-tiered research
framework. I conclude that there continues to be a great need for written IS history
and urge IS researchers to take upon themselves this important quest that will
benefit future generations.

Keywords: Information systems history · Information systems research field ·
Four-tiered research framework · The historical method

1 About the Journey

In some sense, we are all historians [1]. Life cannot be lived without the consciousness
of a personal past. We draw on our experience and the experience of those who went
before us. These affirm our identity and illuminate our potential. Our memories serve
as a huge information repository that helps us digest and make sense of new internal and
external experiences.

This is a history of sort. It is an essay about my journey that began with loving stories
as a child. I used to write stories that came to my mind. They were in some form or
fashion founded on my world and my experiences but I had no need to understand how.
I also had no awareness that there are methods to aid story writing. Growing up, my
story writing was intuitive. Today I still write about my world but my world is much
broader and deeper than a child’s world. My writing is still grounded on my experiences
but I am keenly aware that my experiences are founded on other people’s experiences
and that I experience their lives through my own being.

My stories are now constructed from evidence about the past events that has often
been written down by people who lived those times. These events are colored by the
being of the authors and mine. For example, in writing this paper I have relied on the

© Springer International Publishing Switzerland 2015
H. Oinas-Kukkonen et al. (Eds.): SCIS 2015, LNBIP 223, pp. 3–10, 2015.
DOI: 10.1007/978-3-319-21783-3_1



experiences and wisdom of a long list of people from the academia and outside. I have
also relied on my cultural wisdom and what my people have taught me about how to see
things. But at the end of the day, my stories are as unique as I am. Like every other
human being, I have traveled a solitary path through life. I see things through my two
eyes.

During my travels in this world through time, I have learned just how powerful stories
can be measured by their consequences. I have also learned that stories are constructed
methodically and that the authors of the stories make decision on whose story they tell,
to what aim and how the record is constructed. Over the years I have come to believe
that the historical method is the most powerful method available for researchers today.
I call it “the mother of all methods”. By this I mean that the historical method is a
metamethod - a method that contains all other methods. Therein lies the power of the
story and thus the power of history (herstory or theirstory).

I found history quite by accident as a doctoral student and fell in love with the process
and product. Over the past decade and a half, I have written information systems (IS)
history [2, 3]; about IS history [4]; about the historical method in IS research [5]; and
about pioneers of the IS research field [6–8]. One history project led to another and I
eagerly followed the path.

As much as I have always loved writing stories, becoming an IS historian was not
a realistic career option. Writing IS history was not a good idea if I wanted to be a
professor in the IS field. Over the past few years there have been two special issues
on IS history in top ranking IS journals. The first one was published by the Journal
of the Association for Information Systems in 2012 and the second one appeared in the
Journal of Information Technology as a double-issue in March and June of 2013.
While these events were celebrated as a small victory amongst the handful of IS
historians in the world, there are no IS journals that could boast of a proven record
of publishing IS history or an organized way of attracting historical papers. Nonexis‐
tent publishing outlets is one of the reasons why combining a successful academic
career and IS history writing is still founded on heroic acts of individuals who risk
their careers to follow their passion.

Those few who courageously embark on the mission impossible will face many more
obstacles on their journeys. Compared to any other type of research, learning the history
writing craft takes the longest time. The historical method is cross disciplinary. To be
able do history well today, one needs to train in a variety of different philosophies,
research approaches, methods and techniques. For reasons like these the method is also
the most demanding of the research methods to apply.

Like in heroics tales, however, heroes prevail. They overcome every obstacle and
complete their inhumanely challenging journeys to achieve their destinies to live happily
ever after. The reward of the persevering historians is that they will be forever changed
from within. The rest of the research and methods will never seem satisfactory again.
These heroes will be able to see the world through many lenses and vantage points and
comprehend the power of the story from within. Like a martial arts master, they will be
enlightened through continuous practicing of their craft. On their future travels they will
learn again and again that humanity’s destiny hinges on a good story.

4 J. Porra



2 About the Environment

Maria Montessori, the creator of the Montessori Method of educating children, under‐
stood the power of a well-designed environment in supporting the development of a
child to their full potential as members of humanity [9, 21].

“When we say the child’s freedom must be complete, that this independence and normal func‐
tioning must be guaranteed by society…Only through freedom and environmental experience is
it practically possible for human development to occur.” (p. 89–90).

Montessori discovered that children have an innate need to learn provided that they have
a safe and thoughtfully crafted, age appropriate environment where they can explore life
and apply themselves. Montessori challenged the conventional wisdom that there needs
to be an adult in control of the learning processes or what becomes of the child. Given
an opportunity to grow up in a Montessori environment, children thrive and become
successful adults seemingly on their own. They learn how to learn and how to solve
problems for results. They develop a strong and positive sense of who they are in relation
to the world.

According to Montessori principles, children should be in control of designing their
own environment and in charge of their own their destinies in it. Maria Montessori’s
environment was a classroom. In this context, environmental design meant providing a
variety of furniture, house hold items and toys for children to choose from. The purpose
of the environment is to help children grow up to be a mentally independent adult. As
they grow up the environment expands from a carefully designed classroom outwards
until the whole world is the classroom.

Maria Montessori revolutionized children’s education. Her method is used in
Montessori schools today in 27 countries [10]. Today these schools provide an envi‐
ronment for children from pre-kindergarten through high school. Maria Montessori’s
vision, however, was much farther reaching. She saw that her way or relating to learning
and knowledge would change the world.

“…the child absorbs his environment, takes everything from it, and incarnates it in himself. With
his unlimited possibilities, he can well be the transformer of humanity just as he is its creator.
The child brings us great hope and a new vision.” [9, p. 66].

We can see the academia as one of the world’s classrooms. If we would follow Maria
Montessori’s footsteps, academic disciplines would designed to support students,
professors and researchers to reach their full potential in advancing knowledge.
Academic environments would be designed from this goal in mind. Montessori princi‐
ples would direct our attitudes towards research careers, areas, topics, methods,
publishing outlets and our understanding for what constitutes knowledge.

In today’s academia, Maria Montessori’s ideas sound like utopia. The current
academic environments are a far cry from celebrating independent minds in pursuit of
knowledge from their own perspectives. Also the IS research field is set in its ways of
carefully controlling what constitutes IS knowledge in terms of research topics and
methods. The primary tools for environmental control are the top journals of the disci‐
pline. The result of this control is that large numbers of papers are published about very

The Power of a Good Story 5



few topics. As the paths of preferred contributions to knowledge solidify they channel
academics and their works into ever fewer areas of research and methods.

In the IS research field, an example of this phenomenon is Technology Acceptance
Model (TAM) and related research [11, 12]. This research area has expanded to reserve
a disproportionately large share of top academic journal pages. For example, between
1989 and 2007 there were over 345 papers published in IT adoption and diffusion in 19
peer reviewed journals [12, 19, 20]. Over the same time period, I could find a total of 5
papers of IS history published in all IS journals [2, 3, 13–15]. I don’t believe that gener‐
ating knowledge about TAM is 69 times more important than writing IS history and I
do believe that today, it probably is 69 times easier to publish a TAM paper than an IS
history.1 Because of the environmental politics, IS researchers congregate around few
topics that will get them tenured most effectively. As a result, humanity will know more
and more about less and less. By the same token, those academics who choose roads
less traveled, will face obstacles and marginalization.

In today’s academia, it takes the strength and determination of a hero to pursue IS
history. I never meant to be a hero but in retrospect I see my own experience as a heroic
story. There was no classroom for learning the craft. There was no supportive environ‐
ment for practicing IS history. To publish one IS history took risking my tenure as a
professor. The process of producing just one history is simply too long for tenure track,
which requires constant publishing in top journals for six consequent years. Moreover,
no publishing outlets existed for IS history that would count toward tenure in my college.
The annual post-tenure performance evaluations posed similar obstacles. I risked further
promotions and performance based raises because these are based on numbers of top
journal articles and writing IS history just simply cannot be a numbers game. Until this
environment changes, IS history will likely remain nonexistent.

If academia would follow Maria Montessori’s footsteps we would create an envi‐
ronment where all research areas, also IS history, are encouraged and supported. We
would design reward systems and publishing avenues that would match the diversity of
researchers, topics and methods. The common goal of the academia would be “to trans‐
form humanity” [9, p. 66]. Different ways of understanding what knowledge is and how
it can be acquired would be allowed to flourish distributively without a need to control
or reconcile. Heroism would stop being a necessary characteristic of an IS historian. For
me, Montessori’s kind of academia would mean returning to my childhood environment.
I thought then that all over the world academia is like a Montessori classroom.

3 About the Rewards

In mythical stories, heroes’ journeys are spiritual and their rewards are ample. Applied to
history writing, the prize of overcoming the obstacles is a new level of understanding of

1 I am using TAM as an example for no other reason that I happened to have easy access to the
numbers of published papers in that area that were useful for making a point. I could have just
as well chosen several other similarly popular IS research topics that are over represented in
academic journals.
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knowledge generation. The historical method is much broader and deeper than any other
method [5]. It calls for four distinct levels of understanding. These levels include philoso‐
phies, approaches, methods and techniques. At each level historians have many more
choices available to them than is common in either qualitative or quantitative research.
Another way of saying this is that writing a story is a more complex undertaking than
research in general. I found this out by accident as I contacted several proper historians to
find out a list of seminal works to study. I wanted to learn the historical method as I had
learned many other methods – by reading a few articles or books. The historians I contacted
scratched their heads – figuratively speaking. Two of them said to me that my question was
“silly” [5, p. 5]. Over the next decade I grew to understand why no such list existed.

The more I studied the roots and directions of the historical method, the more the
method seemed to expand to all directions. There was no consensus about the method
in the world. Historians of varied backgrounds had their own views about where the
history writing craft is coming from and where it should be going in the future. Historians
had an ongoing debate on various disciplines’ capabilities as producers of historical
“knowledge” rooted in a multitude of ideas about what constitutes the ways of the craft.

As I explored, I learned that the historical method had created a political environment
around itself that was very similar to what I had witnessed in IS research. An important
difference was that the historical method debate took place within the methodological
boundaries whereas the IS research methodological discourse occupied a place between
quantitative and qualitative research method camps. To my surprise, the historical
method discourse easily contained the entire methodological discourse of the IS research
field –quantitative and qualitative. This is where I truly comprehended just how powerful
stories can be.

Another revelation was that from the perspective of the four-tiered research network,
all research methods are like the historical method. All qualitative and quantitative
methods call for conscious decisions by researchers at all four levels of analysis [5]. At
the highest level, the researchers should be aware of their philosophical foundations and
be able to articulate them in their papers. Today in IS research, quantitative researchers
rarely state their philosophy because it is assumed to be commonly shared. Another
reason for the missing discussion of researcher’s philosophical assumptions in quanti‐
tative research is the general lack of philosophical training amongst IS researchers.
Qualitative IS researchers are much more open and capable of articulating their philo‐
sophical assumptions in their articles. One reason for this practice is that publishing
qualitative research still requires more justification. Perhaps this is also why many
quantitative IS researchers are philosophically savvy today.

Interestingly enough, proper historians are often more like quantitative researchers
in that they too are often silent about their philosophical premises [16]. Historians have
many reasons for their reticence to talk about philosophical foundations but one impor‐
tant reason is that traditional historians do not necessarily know philosophy. As quali‐
tative researchers in a variety of disciplines turn into historians, however, this is changing
to a situation similar to the one with qualitative IS researchers of the IS discipline.

From a Montessori perspective on academic research, the historical method and the
four-tiered research framework could act as great equalizers of all methods. From this
perspective, philosophies, approaches, methods or techniques are not ranked. There is
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no philosophical stance that is superior over any other for producing knowledge. No
approach, method or technique is “better” than another. At all four levels researchers
should make choices guided by what they are attempting to find out. If academia would
accept this simple truth, a bulk of research environmental politics would simply go away.
Researchers across disciplines would benefit from being aware of what their underlying
belief system is and how this impacts knowledge creation. Learning to articulate these
would open up the research assumptions for examination by others. This in turn would
open new avenues for advancing knowledge currently shut down by the design of the
various disciplines.

4 About Environmental Consequences

My journey has opened my eyes to see the consequences of the prevailing academic
environment not supportive of IS history writing. For example, I understand now why
my students and business people do not know what an “information system” is. Most
understand “Web pages”, “software” and “the Internet”. They know the features of their
latest pads, pods and phones. But the idea of an information system is foreign to them.
That there is an academic discipline that has studied IS since the 1960’s worldwide and
accumulated knowledge about information systems is news to most people. Similarly
the experiences of IS professionals that begun in the 1950’s in organizations large and
small are not written down anywhere and so the new generations cannot inherit their
wisdom. My fear is that IS students become professionals doomed to repeat the mistakes
of their predecessors. Without historical knowledge of their professional field, they will
likely continue to see all IS situations as new and unique.

Over sixty years ago, Bloch [17] made the observation that histories had been written
about most everything in this world. He listed histories of games, mail-order houses,
delusions, transportation and highways in addition to more common political, economic
and social histories. We can add to the list military histories, business histories, art
histories, histories of science, populations, families and diplomacy to name a few [18].
Compared to how much history there seems to be in written form most everything in
this world, it is astonishing how little the general public knows about IS history. More‐
over, the time we have left to write down IS history is getting shorter. The first gener‐
ations of IS professionals and researchers are aging and many of them have already
passed away taking their IS knowledge with them. Without written history, the past
disappears. The empty space is filled by histories written by others and from other
perspectives whether individuals, professions, or academic disciplines. The difficult
environmental conditions for academic IS history writing have created a vacuum Today,
nearly 70 years into IS, there is no IS history to speak of. There is no story to share or
perpetuate. There is not much to pass on to future generations of academics or profes‐
sionals. There is no wisdom to build on. There are no people to remember. There are
just a few scattered pieces produced as a labor of love by a handful of heroes where
abundant IS history should flourish by now.

Written history is comparable to accumulating wealth. Stories are a form of affluence.
They work like all investments in the infrastructure. They build and fortify identities.
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They foster belonging. They teach compassion and understanding. They convey
wisdom. They teach about those who came before paving the way. Because of our
histories we are more. By the same token, having no written history means having no
leg to stand on. It is comparable with being a poor drifter at the mercy of the surround‐
ings. Studying history helped me see why we must write IS history. I began to see clearly
the significant consequences of the missing IS story on humanity.

5 Some Concluding Remarks

The purpose of this paper has been to illuminate one story of an aspiring IS historian in
order to raise awareness of the long term consequences of not having an academic envi‐
ronment supportive of IS history writing on knowledge. All research in all academic
disciplines is political no matter what philosophies, approaches methods or techniques
are being used and to what aim. This is true when researchers acknowledge their prem‐
ises and when they don’t. It is true whether researchers are aware of their foundations
and when they can’t tell what their assumptions about the world are. It is an inherent
characteristic of human beings that when they engage in research, producing knowledge
becomes politically motivated. For the same reasons, academic environments are also
inherently political. Being political poses no problem as long as the politics of research
and research environments is brought out into the open for everyone to examine and as
long the aim of the politics is not to elevate or suppress any particular discipline, research
stream, topic or method.

The historical method has taught me to see all research philosophies, approaches,
methods and techniques as part of a broad quest of humanity to become wiser. This quest
should be supported distributively. Like any other discipline and profession, the IS field
is entitled to a written history. There have been some signs of change for a better envi‐
ronment for IS history writers since my adventures. The two history special issues in
top IS journals are a start. I am also happy to report that my heroic journey ended well.
I was tenured at my college and my work in IS history has been recognized as a signif‐
icant contribution to knowledge.

So times are changing perhaps but rather slowly and unpredictably. One important
point of my story is that we should not wait for times and environments to change. Looking
back at my travels so far, I regret that I was not even more courageous and daring in
choosing my academic path. In retrospect I wasted some considerable time doing things
that I know consider as academic “busy work” in my early career. To my defense I try
remember that during such times I felt a pressing need to save my career. If I wish
anything, it is that I would have been even more courageous in my choices, spent more time
writing IS history for future generations and less time fighting the environment.
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Abstract. The paper takes a close look at a participatory design (PD) process
with old users. We discuss how we organized and carried out the PD process so
that they could participate in the mutual learning and co-construction activities
on their own terms. We use the design of a radio to illustrate how the old users
participated in the co-construction. We discuss some important topics to consider
when organizing PD with old users: recruiting, timing, continuity, representa‐
tivity and immediacy.

Keywords: Participatory design · Old users · Mutual learning · Co-construction

1 Introduction

The origin of Participatory Design (PD) is the democratic ideal that those who will be
using an artifact should be given the right to decide on its design: its functioning as well
as its form, and through this gain more control over the use situation and achieve a larger
space for action [1–4]. The most important consequence of this view is that users are
seen as experts on their work [5–8]. Hence their expertise is needed in the design in
order to build such “participatory artifacts”. Design in PD becomes a collaborative
process where both use expertise and technical expertise are necessary ingredients. This
in turn affects how the design process is organized and carried out, making processes of
mutual learning and co-construction essential [9].

This paper discusses how PD can be tailored to users who have limited capacities
for participation as user representatives in organized participatory design activities due
to their physical or socio-cultural conditions like illness, age, cognitive skills, education
etc. We report from a PD project in which we succeeded in involving old people in active
design: both mutual learning and co-construction. We discuss how the participation was
organized and carried out in order to achieve a good result. Our story demonstrates how
mutual learning combines analysis and design, and how design ideas co-constructed in
PD collaboration include elements originating from both designers and users.

The paper is structured as follows: Sect. 2 presents the main characteristics of mutual
learning and co-construction in PD and in Sect. 3 we give an overview of related work.
Section 4 describes our empirical basis: a large PD project with old people, and Sect. 5
reports from one of the smaller PD sub-projects. In Sect. 6 we present our analysis of
how PD with old users unfolds in practice. Based on this Sect. 7 ends the paper with a

© Springer International Publishing Switzerland 2015
H. Oinas-Kukkonen et al. (Eds.): SCIS 2015, LNBIP 223, pp. 13–29, 2015.
DOI: 10.1007/978-3-319-21783-3_2



discussion about how we managed to have our user group participate in designing arti‐
facts that enhanced their space of action.

2 Mutual Learning

Seeing the design process as collaboration between two expert groups with little knowl‐
edge about each other’s expertise suggests that they need to learn from each other. The
first phase of PD is therefore “mutual learning” [9, 10]: designers need to learn about
the use context and the users’ activities, users need to learn about technology and tech‐
nical possibilities. They both should learn enough to recognize the logic of the other
expert group, so that they can recognize their professional reasoning about a design idea.
The use expertise is demonstrated in their use practices; hence observation and interview
of users in situ are necessary for understanding the use logic [10].

A successful mutual learning enables both groups to widen their imaginative capacity
and to build on each other’s ideas, hence designing really new artifacts. It is therefore
important that the two groups spend time together as their knowledge about the other
profession (as well as of their own) grows during the process [9, 10]. A description and
analysis of the use context and users’ activities can therefore not replace involving real
users over time: both their imagination about design possibilities and their needs and
wishes for artifact support will change [9, 10]. The users should have a voice as well as
a say in the design process [11].

Mutual learning includes both analysis and design [9], and mixes the two: under‐
standing more of a problem area gives a better basis for imagining possible solutions.
A prototyping workshop could be used as a method for inquiry, while a study tour to
see a similar artifact in use in its use setting could be used for evaluation. PD spends
time on establishing a common problem definition based on input from both use and
technology.

This view is based on Schön’s conceptual framework on design [12, 13]. More
specifically we see that users and designers collaborate on what Schön [13] calls
sequences of “see – move – see”: seeing the design possibilities, choosing one of them
to try out, and then seeing /evaluating the result – continuing forward if the move is
considered productive with respect to the design process goal, moving back and trying
another move if not [4, 12, 13]. In co-construction processes both users and designers
participate in creating choices or design ideas to choose from, they work together on
making the move by means of various design and prototyping techniques, and they
evaluate the result together. The co-construction process can be intertwined with mutual
learning activities: trying to concretize a design idea can spur a discussion not only about
the problem solution but also about its definition [4, 13, 14].

PD of new design ideas requires an open and trusting collaboration, acknowledging
differences but treating them with respect and interest rather than as problems [4, 9, 10, 14].
PD trusts the users to act as co-designers of their own activities – the concretizing of the
design (its form and function) should not be left to the designers alone. This also means that
the artifact is seen just as an element of the final design: its habitual use in everyday activi‐
ties is the objective and hence the unit of analysis and evaluation. Thus, PD is

14 S.G. Joshi and T. Bratteteig



organized with more time spent on mutual learning activities (learning both ways), more
activities that involve both users and designers so that they share experiences and knowl‐
edge over time, more negotiations and building on each other’s ideas, and including more
contextual evaluations in all phases. The organization of PD puts a lot of claims on both
designers and users, and in practice one has to make compromises as to how the collabora‐
tion can be facilitated.

A standard model of the PD process emphasizes that the development of a problem
definition and solution goes hand in hand, and evolves together over time. Defining the
problem typically involves fieldwork (interviews, observations on-site) and analysis of
needs and their rationale and priority, while solving the problem typically involves
various concretizing activities (design workshops, experiments, tests). Each move opens
up for new ways of looking at both problems and solutions, hence the iterations can be
very small [4, 9]. The full cycle typically involves a field study, needs identification,
requirements specification, concretizing, experimental testing, and evaluation-in-use –
sometimes collapsed into the same activity.

3 Related Work

Over last decade, the PD community has discussed ways to better organize PD processes
with vulnerable users, among them elderly people. The selection of user participants
when working with elderly people has been discussed [15–17]. The diversity of health
conditions, contextual factors and daily activities of elderly people complicates the
facilitation of PD. Grönvall and Kyng [18] explain how moving the PD process into a
home environment affects the organization, participation and recruitment, especially
when working with ill and fragile participants. Anderberg and Berglund [19] paint a
very realistic picture of the everyday lives of elderly persons in their description of
thoughts and perspectives of inhabitants receiving care in nurse homes. The contextual
factors they emphasize have also been addressed by others. Scandurra and Sjölinder [20]
argue for the importance of bringing contextual considerations when co-designing with
elderly. Similarly, Ballegaard et al. [21] discuss the design of the development process
and how contextual considerations such as daily activities must be integrated as a part
of the whole approach in order for the technology to sustain.

Ekdahl et al. [22] discuss elderly patients’ needs and preferences when making deci‐
sions about care and medical treatment, discussing the limitations involved when
engaging elderly participants. Aarhus et al. [15] point at a variety of challenges and roles
of participation in their study of old people suffering from vertigo, and argue for
involving users despite their limited capacity to participate: their users contributed
significantly to the end result. Uzor et al. [17] involved elderly users with limited oppor‐
tunity to participate in the early stages of PD to achieve better results. Hendriks et al.
[23] contribute to this discussion by demonstrating the value of bringing in trust-worthy
companions such as family members. They also stress the importance of being selective
since many participants only participate “as a favor” rather than the desire to contribute
to the design process. This is also seen in the case of [18] where half-day participation
tired the participant totally and affected her for days. Grönvall and Kyng discuss how
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providing the participants with a meaningful engagement would help in recruiting: they
argue that elderly people with chronic illness needs a purpose in order to spend their
few “good days” participating in a project. The danger of “overselling” the outcome of
PD activities to such participants is also stressed. Lindsay et al. [24] argue for the
importance of empathy when engaging elderly in order to provide meaningful engage‐
ments, and Yamauchi [25] share a similar view towards using empathic relations to
better understand the participants.

The research literature also includes discussions on how we involve various stake‐
holders such as proxy-users in order to strengthen the design process. Clemensen et al.
[26] use interdisciplinary teams as an approach to overcome practical challenges of
involving elderly people related to medical issues, and Huldtgren et al. [27] present a
concept for community-based co-creation where the goal is to facilitate long-term
collaboration with various stakeholders in a community-based environment. One of the
PD concepts they emphasize is mutual learning. Their discussion on commitment and
how to engage participants is relevant for some of the topics experienced in our empirical
context.

Finally, a part of the discussion about the organization of PD concerns the diversity
of senior citizens. The danger of seeing them as a homogeneous group can result in a
group with too diverse participants, which may not result in optimal group dynamics.
Aarhus et al. [15, 18] exemplify how similar-aged elderly have different attitudes and
perspectives towards technology, and Vines et al. [28] choose to use the term eighty-
something to describe the age group rather than old or oldest old. Huldtgren et al. [27]
discuss how age is not bound to our biological age, but rather to the individual percep‐
tion of age. Malmborg et al. [29] discuss difficulties finding characteristics for elderly
participants that are not grounded in age and at the same time avoid stigmatizing their
self-image. Their studies suggest different approaches, e.g., the concept of “situated
elderliness” as a way of addressing the elderly participants and simultaneously
acknowledging context-specific challenges [30].

4 Collaboration with Old People: The Case

As part of a long-term collaboration with Oslo Municipality, one of the studies in the
A3 project1 was carried out in a residence for elderly people named Kampen care+. The
building contains 92 apartments for elderly people – at the moment housing 104 persons
with the average age 84 years (ranging from 74 to 101). The building includes a reception
desk with 24/7 staffing (three people every day, one person during night), a café where
the residents can buy dinner, a gym, an activity centre open to public etc. The building
also has installed “welfare technology” mainly for increased safety: automatic energy
regulation (light, heating), electrical sockets with timers, stove guard, motion sensors in
all rooms (e.g., for night light), video calling and door lock (RFID). In addition, they
have a tablet with an Internet connection for communication and information exchange
(e.g., telephone, calendar and bulletin board). This public installation of welfare

1 A3: “Autonomy and Automation in an information society for all”, see: http://a3.ifi.uio.no.
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technology is the largest in Europe, hence enabling a good basis for studying use prac‐
tices on a larger scale. One apartment has been reserved for our project: it is equipped
with the standard welfare technology solution and is used for experimenting with alter‐
native designs and enhancing the existing solution.

The aim of the collaboration with Kampen care+ was to evaluate the practical appli‐
cation of the welfare technology solution, and suggest improvements and alternative
solutions [31, 32]. The collaboration has involved approx. 70 people from Kampen
care+: employees (4) and residents (52), as well as relatives, friends and volunteer
workers. In addition, three faculty and three PhD students as well as 10–15 graduate
students and 16 undergraduate student projects has spent time in Kampen care+ over
the last two years. The project therefore was organized as a collection of separate but
not independent smaller projects on top of a set of regular weekly activities (IT workshop
every Thursday evening, IT course every Monday at noon, regular visits involving
workshops or interviews and observations).

The Kampen care+ has a large common area beside the reception desk, which acts
as a meeting point for the residents. Coffee is served there every day at 5 PM, and also
during the day groups of residents sit there and talk and watch what happens (or the
employees sit down and talk for a while). The area enables an overview of the entrance,
the café, and the library meeting room where many of our workshops and interviews
were carried out. When returning to the common area people always talked about what
they had participated in. All the people from our department have been very well
received – even often invited in for a coffee. The attention from researchers and students
and from media (reporting on welfare technology) has over time “cultivated” a group
of positive and enthusiastic – almost professional – users as well as a need to be realistic
about what is hype and what is reality of welfare technology.

4.1 Ageing Bodies in PD

Ageing changes the body in many and non-linear ways, and vary enormously [33].
Normal characteristics of the ageing body, like declining sensing (eye sight, hearing,
taste), loss of strength and balance, and changes in skin texture, fine motor skills and
tremors make many computer appliances difficult to use. Also decline of memory and
the ability to understand abstractions (like maps) make many standard interaction mech‐
anisms and symbolic representations difficult or impossible to use. Designing for ageing
bodies therefore needs to pay attention to what the design presupposes that the user is
able to do and adjust these to the skills that are present [8]. However, we also claim that
one of the features of PD is that even if the loss of abilities tends to dominate the practical
design challenges, the actual design process is based on the existing abilities, focusing
on what the can do rather than what they cannot [33].

The PD process we carried out can be described as a combination of several iterations
of smaller projects, where the old users participated in some parts of some projects over
time, and that this long-term relationship enabled both us and them to develop a coherent
PD process from it (see Fig. 1). The figure pictures three cycles of iterations. Each of the
cycles includes several smaller activities [9]: interviews and observations (in their homes),
brainstorming sessions, group discussions, workshops, and prototype evaluations. We had

Assembling Fragments into Continuous Design: On Participatory Design 17



different people participating in different activities depending on their abilities and inter‐
ests. Below we use the participation lifecycle for five residents to illustrate how their
participation varied, and how focusing on shorter and more frequent activities allowed
participants to join even when they experienced to have limited capacity. Their health
conditions led to practical difficulties concerned with participation, and we organized the
process so that they still could participate.

Fig. 1. The participation activity for five of the participants throughout the project (Color figure
online).

Person 1 (green in Fig. 1) was a gentleman who depended on having “a good day”
in order to participate. His health conditions prevented him from scheduling activities
beforehand: he had to wait until the very same day to determine whether he was able to
participate or not. Participation required a great effort of him in preparing as he had to
get up early, wash himself, and motivate himself to interact not only with us, but also
with other residents. This introduced some unpredictability: his participation was a direct
reflection of his daily capacity. The most important for him was not which activities he
joined, but instead that he participated for as long as he could.

The second person (yellow) was very meticulous with which activities she would
join. She did not want to participate in any activities involving “tasks” on devices such
as demonstrative interviews or testing of prototypes; she was very self-aware and aware
of her limited experience with technology and she did not feel comfortable using devices
for the first time in front of others. She was only present for those activities that
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(she felt) allowed her to learn and contribute, but she participated consistently in the
activities she preferred. She was a very social person and seemed motivated by the social
aspect of the participation: “It is nice to hear how I am not the only one struggling with
this”.

The third person (purple) was a very motivated and energetic participant during the
first cycle and one of our main contributors. She was present in all activities and seemed
to be less affected by fatigue than the rest. However, she was hospitalized close to the
end of the first cycle and stayed in the hospital during the whole second cycle; she did
not return to Kampen Care + until the third cycle. Once she had fully recovered, she
jumped straight back into the process and continued as before. As her attendance was
very frequent when she was able to participate, she ended up having one of the highest
overall attendances.

The fourth person (blue) was one of our most unpredictable participants. His partic‐
ipation was very sporadic and seemed to be independent of health condition. He was
always invited, but only showed up once in a while. He explained his absence with “it
was not a good time due to other commitments”. He participated consistently throughout
the three cycles. His general health condition was good, but his endurance was limited.
He could never participate in more than one activity, even when it only lasted half an
hour.

The fifth person (orange) was very ambitious in the beginning and participated in all
activities. However, in the middle of the first cycle she suddenly became sick, and was
unable to participate for a long time. As she had little prior experience with such activ‐
ities, she later said she was caught by a surprise of how exhausting participation can be,
even in good company. She returned for the second cycle, but only participated in half
of the activities compared to previous cycle, and managed to participate without any
negative effects on her health. In the final round, she chose to participate in even shorter,
but multiple, periods, as this allowed her to participate more throughout the cycle than
if she were to do it all in one consecutive stretch.

These five life cycles demonstrate how we attempted to adapt the design process to
the limitations of the elderly participants. The process of organizing the activities was
very flexible from our side in order to recruit more participants and adapt the process to
their opportunities to contribute.

We also saw how the participants learned about their own capacity to participate
during the design process. The co-design experience was new to most of them, and
they did not know how it would affect their endurance. Some were very careful with
overcommitting, and had to complete several activities before they dared to partici‐
pate more. Others contributed so much that they became ill, and had to reduce their
commitment when they returned. All participants adapted their participation pattern
based on their experiences from the first cycle. We observed that our organization
of the design process gave participants more space: it allowed for flexibility in dura‐
tion and frequency of participation, and it gave several opportunities to rejoin even
after longer periods of absence. Some participants only wanted to participate
together, and high frequency of activities allowed them to coordinate their partici‐
pation in design with their other commitments.
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5 Tangible Design for Simple Interaction

In this section we describe one of the smaller PD projects in which the old users were
very active in both mutual learning and co-construction. The background for the project
is that the government in Norway has decided to shift from frequency modulation (FM)
to digital audio broadcasting (DAB) in 2017, hence the old radios will not work anymore.
A modern DAB radio is a computer, and many of them make use of new interaction
mechanisms, new metaphors and new interfaces, e.g., a small screen with frequency
numbers or radio station name. Aiming to meet the problems before they arise, a small
PD project was initiated and carried out aimed at designing a DAB radio that included
what was thought to be useful functions and was easy to operate based on the skills of
the participating users.

The PiRadio (see Fig. 2) was designed a usable radio based on a new DAB-radio
equipped with the newest technology but with interaction mechanism and interface
based on older interfaces with traditional interaction mechanisms [34]. The radio was
co-constructed with some of the Kampen Care + residents: in total 25 of the residents
participated in the mutual learning and co-construction of the radio.

Fig. 2. The PiRadio (left) and the prototypes for the knob (right).

The co-construction aimed at using rotary controls for operating the radio. In this
way the interaction could make use of familiar gestures building on their habitual bodily
skills [34, 35], the idea being that if they could not make sense of the interface intellec‐
tually, their body would remember how to turn on the radio by recognizing the button
as a device for rotary movement (the “maximum grip” [35]).

The co-construction process involved designing a series of knobs and testing them
to evaluate how easy they were to turn when used by old fingers. Ageing often implies
loss of strength in hands and fingers, and several of our participants struggled with
getting a proper grip on some of the prototypes. A smooth plastic surface was, for
example, difficult to operate, in particular for fine-tuning the radio. The knob went
through several iterations of redesign – co-design – where our old user-participants tried
out knobs of different shapes, sizes and materials in the search for the best grip. At the
end we arrived at a knob with a knurled and coarse surface that could compensate for
reduced strength of their grip as well as reduced dexterity (reduced mobility and flexi‐
bility due to rheumatism or involuntary movements due to tremors). The testing aimed
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at arriving at providing our old co-designers with a maximal grip (see Fig. 2). A second
feature was the feedback of the knob when turned, i.e., its resistance and snap. The
friction and snap into position was adjusted in cooperation with the participants in order
to ensure that the feedback from the radio was familiar and immediately understood.
The process made use of blindfolded testing to investigate how the touch between the
hand and the knob by itself, i.e., without visual stimuli, was able to trigger the habitual
understanding of the interaction based on their experiences: “I understood when I
touched it”. The result selected by all participants was confirmed by a one-tailed t-test
used to compare the efficiency and effectiveness, and results showed that tasks were
completed faster and with fewer errors when tested against two standard off-the-shelf
radio models (95 % CI) [34].

As the capacity to contribute in the design process weakened and they were forced
to only participate in a few activities, some activities suddenly became much more
popular. In particular, the blindfold testing and the material testing were very popular.
They were both tests where we discussed future technology through non-digital artifacts.
The blindfold testing was a social and entertaining activity in addition to being a way
of discussing the design. Due to this, it also became popular among those who talked
less during the workshops, and it seemed like they enjoyed the social setting more than
the actual outcome of the design process. Thus, the reduced capacity of our old partic‐
ipants resulted in selective participation: they chose to participate in certain activities
consistently over time, rather than participating more sporadically in whatever activity
was available. Selective participation was also the case for other residents who wanted
to only join certain activities. One participant for example wanted to only participate in
a few activities per cycle as he felt that was enough for him. Organizing short and
frequent activities allowed the residents to participate without disturbing other commit‐
ments.

6 Topics for Tailoring PD

Our analysis of the PD process and how we had to adjust the PD process to facilitate
participation by our old users in mutual learning and co-construction, resulted in five
topics: recruiting, timing, continuity, representativity and immediacy. Collaborating
with the oldest old has been – and is – a pleasure. Their view on technology and quality
of life differs from ours and represents a different logic that should be recognizable in
the design result.

6.1 Recruiting

Recruiting participants for a particular activity proved to be easier than recruiting for
long-term commitment. In our consent form we inform the participants that we will keep
the recorded data until 2016, and we have several examples that the participants refused
to sign – and to participate – because “I might not even be alive then. This is not for
me!”. Many of the residents also did not want to engage in activities that were planned
long time ahead. One reason is their determination to keep their promise and being
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uncertain about their health condition: they were reluctant to promise something that
depended on them having “a good day” but agreed to participate if they could give the
final answer in the morning on the day of the activity. If this was not an option, they
often did not want to commit to participating. Some also tried to avoid thinking too much
about the future as “I become sad when I think about how I will soon not be able to
walk”. The future is a sensitive subject, and many old people do not see themselves as
old and in need – they design to help others [19].

After some time we managed to establish a group of eight committed participants,
and we asked them to find other people who would be interested in participating during
a week or two. This snowballing recruiting strategy proved more efficient than our direct
one-to-one method. A particular side of working with old people is that they are vulner‐
able to illness and injuries, and two of our participants happened to get hospitalized
during one of the iterations. They returned to the process when returning from the
hospital. Two of our participants died – we think they appreciated the fact that they could
be active to their final moment.

Most residents at Kampen Care + are women, and we wanted to recruit some men
to our workshops. Therefore, we went after the weekly football game on TV, where the
men were gathered in the reception area and were in a good mood. We easily recruited
three men to a quick workshop in this situation. The strategy of making appointments
for future activities had earlier proved to be difficult. This demonstrates a much more
flexible strategy for recruiting people, spending more time with them and seizing the
opportunity for recruiting people when the situation made it possible.

6.2 Timing

Linked to the previous theme is the duration of the participation. First of all, working
with the users who inhabit the future use context means adjusting to that context.
Working with old people in their homes means adjusting to their rhythms: their sleeping
patterns (many sleep late) and regular appointments (e.g., with home care services), their
everyday practical-and-social routines, like the long meal together around lunch time,
and the regular coffee at 5 PM, in addition to occasional appointments with the doctor
or a physiotherapist. Also the Kampen Care + organizes several activities during the
week – all considered to be more important than our activities – and many of the old
people had really full schedules. We had to look for open windows and opportunities
for engagement in-between; hence we always needed to keep ourselves oriented about
activities and happenings at Kampen Care + .

This made us change our plans from doing a few long sessions to planning for several
shorter ones. This organization enabled more people to participate in more sessions as
our activities became easier to fit to their schedules. An additional reason for shortening
the sessions was the fact that old people get tired from long sessions. Some of our old
participants could only manage a half hour, while some got a headache from looking at
the screen for long.

More frequent and shorter sessions made our participants exposed to our themes
more often. Most of the residents find technology to be difficult and strange, and do not
meet IT much in their everyday life. Having frequent discussions with us exposed them
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for the topics more often, reminding them about our topics and contributed to main‐
taining the continuity in the project. This was particularly helpful for those whose short-
term memory is weak.

6.3 Continuity

A lesson from the two years spent at Kampen Care+ is the importance of creating
continuity even though consistent commitment over time is not possible for most partic‐
ipants. We used several strategies for supporting the experience of continuity.

After some time we moved our workshops and meetings to the library-meeting room
inside of the reception area, with windows facing the reception area. As mentioned
before, this is the meeting point for everyone at Kampen care+. When our workshop
participants left the room they were always encouraged to tell the curious spectators
what happened – what they did, what we discussed, what they got to try out. The visibility
of the project activities evoked curiosity and made recruitment easier. It also helped
establishing continuity between the activities. The visible activities were positive
reminders of our presence and of the project topics. One of our colleagues, Rune Rosse‐
land, has been arranging IT workshops every Thursday afternoon for those who want
to join. Seeing him every week was also a reminder and has contributed to creating a
feeling of continuity and confidence in our commitment. His regular presence gave him
a different basis for contact than the less frequent visitors from our project.

In line with other PD projects we left things after our activities to enhance the learning
and attention without our presence (similar to [25]). The active residents made use of
papers, photos, prototypes etc. that we left behind. This “after learning” also worked to
recruit new participants as the continuing discussion encouraged wider engagement.
Above all, the discussions became less strange and not threatening.

The elderly residents took their appointments very seriously, and not keeping
appointments threatened the trust we had built throughout the project. Sometimes the
home care nurses were too busy and did not show up to scheduled design activities with
the residents. This made us more determined to control the appointments ourselves –
trust is a fragile relation that can easily be destroyed by only a few examples of breaking
the contract [36].

6.4 Representativity

Old people are as different as everyone else – maybe even more. Ageing meets us in
very different ways; hence the diversity is not easily represented through a few partici‐
pants (see also [37]). Including employees and health care professionals in the project
provides information about the variety and frequency of abilities and problems, and all
the daytime employees have been part of workshops and interviews. This increases the
feeling of trust and makes the participants relax because of their good personal rela‐
tionships [36]. We take the participants to represent themselves rather than pre-defined
groups of people.

Our strategy of recruiting ad hoc the people present in the reception area also
resulted in recruiting people from the friends-of-Kampen care+ community. This has
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proved very useful as they are close to the residents; they know them and their prob‐
lems very well. They added to the discussion with experiences from living in their
own homes rather than at Kampen care+. We have also included relatives in our
workshops. They often participated as observers, but sometimes commented on
challenges that the residents forget to mention. They definitively contributed to a
richer picture of the problem area. We also find that not distinguishing between the
people in the reception area, including guests and visitors, made the project more
socially acceptable and interesting. The residents did not miss out of a social possi‐
bility, and including more people made the project activity a part of the social
community hence adding to the reasons for joining in.

6.5 Immediacy

Reducing the threshold and “seriousness” of participating in project activities made it
easier for everyone to participate. The division of activities into smaller units as well as
addressing smaller elements of the project contributed to making participation in the
project more accessible. A second strategy was to demonstrate that the project aimed at
addressing problems that they experienced in their everyday lives. We were interested
in hearing about their technology problems, and also offer help in solving (some of)
them [32]. Their problems were often not difficult to solve (e.g., in the weekly Thursday
evening workshop), and the concrete offers to help acted as a door opener for the project
as a whole. More people became curious about participating. The difficult part was to
have them understand the mutuality of the process where they learned something and
we did as well. The “aha moment” demonstrating that learning had happened, often
occurred when some concrete problem was solved: just talking about a technical feature
did normally not result in increased understanding [33]. Problems and solutions needed
to be concretized to contribute to the mutual learning.

As a way of increasing the old residents’ understanding of technology design we
arranged “testing of materials”. An example is the co-construction of the radio buttons:
we brought buttons with very different properties: form, size, material, color etc. and
had them look and feel their way to a decision about the best solution. The pedagogy
principle of “show, not tell” was also useful for understanding the interaction mecha‐
nisms as well as the possibilities for design options.

7 Fragments Making a Picture

PD is first and foremost characterized by its organization of work, distributing design
work to users and learning to the designers [4, 9]. Organization of PD, like all organi‐
zation of work, is concerned with the division of the work into tasks suitable for the
available work resources as well as the coordination of these tasks to a coherent whole.
PD with old people puts particular requirements to what kind of tasks can be carried out
by the participating old people, and how the task performance is organized.
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7.1 Time

When collaborating with old people time is crucial: the scope of the project, the planning
horizon, the stamina of the participants, the maintenance of dialogue over time, and the
everyday rhythms that structure the days at home. All the topics discussed in Sect. 6:
recruiting, timing, continuity, representativity and immediacy, refer to how old people
experience time differently – and as less time. The commonly experienced loss of short-
term memory makes the immediate concrete activity more important: abstractions and
representations beyond oneself in the here-and-now-communication is not engaging or
even understandable. The topics of representativity and immediacy both concern the
reluctance to deal with issues outside of the context or situation. Hence, the transfera‐
bility of the PD results needs to build on more general knowledge about old bodies and
old people’s habits, needs, and quality of life.

7.2 Assembling the Pieces

The design of small-enough work tasks for the participants’ competencies and abilities
resulted in a complex collection of small PD projects that each contributed with a PD
result. The larger PD project aimed at designing technical support for old people to live
independently longer at home emerges from these bits and pieces of that support.
However, participation in the larger PD project requires more resources than the average
resident-participant has got.

In order to see the bigger picture, we put together the puzzle of participants and
activities (see Fig. 3). In each of the three phases we have represented how our residents
participated, giving an overview of the types as well as the amount of activity. We see
that many residents only participated in one kind of activity (e.g., workshops) but for
several iterations and in several phases. We see that some participated in a full iteration,
and we see that some occur in all phases but in different ways.

Fig. 3. A description of the actual participation over time in the overall PD process (Color figure
online).

The bigger picture also shows that the continuity of the larger PD project is the use
context: the everyday living at Kampen Care+, and that there is a community of resident-
participants. The community as a whole has more resources and capacities than any
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individual participant. By utilizing the larger (use) context we can involve the
community to participate in the larger PD project.

8 Tailoring PD to Old People

Our aim in this paper has been to discuss how PD can be tailored to users such as the
old residents at Kampen Care + . We have argued that we needed to divide the PD work
in smaller pieces that fitted the capacities of our resident-participants. Furthermore, by
utilizing the use context as a frame for the larger PD project we made it possible for
them to also influence the bigger picture emerging from the puzzle of the pieces. Coop‐
eration in PD is based on mutual respect and trust, which in turn is based on knowledge
about each other’s perspectives and competencies. The careful timing of PD activities
as well as the utilization of the use context to support the continuity in and between
activities contributed to establishing the necessary common ground. Mutual learning is
a fundamental characteristic of PD, and is not so easy to achieve in practice. Our resident-
participants learned from small activity chunks, supported by reminders happening in
regular patterns of activities (like the Thursday IT workshops) as well as from the activ‐
ities that supported the continuity between activities. Our own learning happened as we
discovered the practical and rather mundane problems that the old residents experienced,
some very easily solved and some easily solvable with a better design [38].

PD often focuses on technology questions and hence looks for problems that can be
solved by technology. This is alien to most of our old resident-participants, but charac‐
terizes most of the smaller projects organized around a problem or a solution (like most
of the student projects). The most difficult part of the project was therefore to facilitate
the resident-participants in getting enough time for reflection and for developing their
own questions and wishes; resisting the urge to drive the process too fast and influence
too much a technology focus. Coming closer to a process where their worldview decides
the moves have led to different designs and priorities in design. Old peoples’ lives are
both more fragmented and have more continuity than the average (younger) designer’s
life. Assembling the pieces of PD into a larger context of mastery of technology hence
resonates differently for the two groups. The patience to build a continuous account from
smaller snippets of stories is the basis for critical thinking as well as alternative designs
for old people.

PD emphasizes co-construction of solutions as well as of problems. Our project
showed that activities that demonstrate that the knowledge of the user-participants is
necessary for a successful design result are needed for co-construction of form and
function to happen. The detailed co-construction of the radio button showed that a
concrete design task was engaging while more abstract developments (e.g., navigation)
needed to be concretized in order to facilitate participation. The many prototypes co-
constructed in the project contributed to concretizing what technology can do, and acted
as a basis for the resident-participants’ imagination and evaluation in the design process.

PD is about participation, and working with the oldest old sets limits to the forms
and level of participation in design. Getting to know the old residents over time
certainly improved our abilities to facilitate their participation, but we also needed the
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supplement of others who sometimes represented the interests of the residents better
than they could do themselves. Our experience is, that redesigning PD methods to fit
the capacities of the users, enabling them to participate, can result in really novel and
innovative solutions.
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Abstract. Children nowadays start using Internet earlier and earlier. This has
gained attention of scholars in various disciplines such as psychology, sociology,
and media. Concerns about children’s online safety have increased but Informa‐
tion Systems (IS) research on this area is still scarce despite of the fact that infor‐
mation security is an established research field within IS research. In this paper
we review the existing research on children’s online activities and related threats
and risks, as well as initiatives to achieve online safety. We identify gaps in current
research, such as lack of qualitative studies and research related to young children,
and lack of research addressing the effectiveness of educational initiatives. We
also argue that IS research should contribute to this research field for example by
studying children’s information security and privacy related behavior, as good
information security skills lay the groundwork for privacy, the cornerstone for
online safety.

Keywords: Online safety · Information security · Web 2.0 · Social media · Media
skills · Children

1 Introduction

The term Web 2.0 is used to describe a new generation of web development that facil‐
itates collaboration, interactivity, end user contributions, and information sharing [43].
Social media is a group of Internet-based applications that build on the ideological and
technological foundations of Web 2.0, allowing (co-)creation and sharing, discussing,
and modifying of user generated content [20, 21]. The core of social media is in “one-
to-few” or “one-to-many” communication [23]. This often contains sharing of private
information like gender, age, address, phone number, photographs etc., despite concerns
related to privacy issues [32].

Examples of social media include blogs or microblogs like Tumblr or Twitter, social
networking services like Facebook and Google + , virtual gaming worlds where one
interacts with others like World of Warcraft, virtual social worlds like Second Life,
content communities like YouTube and Flickr, and collaborative projects like Wikipedia
[20]. With the widespread adoption of smart phones and tablet computers also social
media is turning mobile, and this turn brings in a plethora of mobile apps that concentrate
on instant messaging, chatting or networking like Kik Messenger and Snapchat [35].
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The users of web 2.0 and different social media services are getting ever younger
[27]. Children grow up in an increasingly digital world and their communication, social‐
ization, creation, and learning processes are strongly affected by technology [37]. Chil‐
dren are increasingly surfing the web [31] and social networking sites, playing online
games and using video sharing sites, and gadgets like iPods and mobile phones are well-
established fixtures of youth culture [19]. The term “digital native” was coined to
describe children that have grown up “surrounded by and using computers, video games,
digital music players, video cams, cell phones and all of the other toys of the digital age”
[36]. As the Internet and social media have truly entered the lives of today’s children,
concerns about children’s online safety are also growing.

In addition to parental concerns, online safety of children is an area that has raised
much academic interest within a variety disciplines, such as media and communication
studies, psychology, pedagogy and sociology. While information security is an estab‐
lished field of research within Information Systems (IS) research, children and their
information security and online safety concerns, however, have not received much
attention in IS research. Information security within IS research is usually interpreted
as securing confidentiality, integrity, and availability of information [11] and the IS
community has studied social media and different privacy and safety issues involved,
mainly focusing on adults [8], organizational aspects [14] or technological developments
[28]. However, information security and online safety of children are valid concerns
also for IS researchers and this study will map the field for the IS researchers to enter
into. This mapping is quite complicated as these topics have been studied within various
disciplines due to which it is necessary to review a multidisciplinary body of research.
The review is further complicated by the fact that online safety is a diverse and relatively
new research field without widely accepted theoretical frameworks or standard meth‐
odologies, and where definitional, measurement, and interpretative challenges still
prevail [27].

In this paper we aim to produce an understanding of the state-of-the-art of research
on children’s online safety. This will be accomplished by first reviewing research on
children’s online activities, showing the relevance of social media in their lives, then
moving on to research reporting threats and risks associated with children’s online
activities, and ending up with reviewing research on the different initiatives taken to
secure children online. A special focus will be paid on studies carried out in Finland,
the context in which the empirical part of this study will be later carried out. Finland has
been categorised as a ‘high use’ country in terms of its young people’s Internet habits,
similar to the case of other Nordic countries [9]. However, literature on the topic will
be included also from other countries and the results should be utilizable by researchers
interested in the topic in general.

The paper proceeds as follows: Next, the methodology for the literature review is
presented. Section three reviews literature on children’s online activities, section four
on the threats that children might face online, and section five on the efforts that have
been introduced to ensure their online safety. The last sections feature discussion of our
results and conclusions.
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2 Methodology

Three strategies were employed to collect the literature used in this review. First Google
Scholar services were used to search with keywords and phrases such as social media,
children, online safety and information security as well as different variations of those.
Second, databases such as Scopus, ProQuest and Web of Science were used to perform
searches with same terms. An example search carried out in the Scopus database is as
follows: (TITLE-ABS-KEY (“social media” OR Facebook OR Instagram OR Twitter
OR “social network” OR sns OR internet OR www) AND TITLE-ABS-KEY (“infor‐
mation security” OR privacy OR trust OR “cyber security” OR “internet security” OR
“online safety”) AND TITLE-ABS-KEY (child* OR youth OR young OR kids OR
adolescent* OR “digital native*”)). Finally, additional literature was obtained by going
through the reference lists of the articles.

The search was performed in articles written in English and Finnish, but it was not
limited to specific journals, conferences, databases, or fields of research as the aim was
to gain as rich picture as possible of the ongoing research. Inclusion/exclusion criteria
were based on the researcher’s insight and judgment of the relevance of the examined
studies (c.f. [2, 12]). Publication years of the articles were not limited. A paper trail was
established to keep track of what was done to avoid repeating the same search tasks
during the process. The collected material was organized into a RefWorks database.

During three months, a total of 318 articles or book chapters were collected. When
analyzing the material we found that literature discussing children online and their safety
could be categorized under three broader themes: what they do, i.e. children’s online
activities, what we fear will threaten children online, and what we do to make them safe.
When coding the material under these themes we discovered further subcategories under
each theme. These categories and their subcategories will be further discussed in the
following chapters, and illustrated later in Fig. 1.

As most papers could be categorized into more than one category (i.e. papers that
discussed what threatens children online also most likely discussed their online activities
to some extent), a quantitative analysis on how many papers fall under each category
and subcategory was not meaningful. Instead, we prepared a narrative synthesis of the
literature review, using some of the collected papers to exemplify the themes, in order
to provide the reader an easy to read background for understanding the current knowl‐
edge in the area and highlighting the significance of new knowledge [5].

3 What Do Children Do Online?

The Internet and mobile technologies have opened up a world of possibilities for chil‐
dren, expanding their horizons and providing opportunities to learn, create identities,
and participate in society [7, 27]. The number of online activities young people engage
in increases with age and years of Internet use [27]. This section reviews literature
concerning those activities.

The most popular online activities among children are use of Internet for schoolwork
and playing games on their own. Watching video clips is also popular as well as instant
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messaging, sending and receiving emails, and visiting social networking sites. The more
active Internet users also engage in playing games against others, downloading music
or films, posting photos, using webcams, or posting messages on websites. Visiting chat
rooms, spending time in virtual worlds, or writing a blog or a diary are practiced by a
smaller percentage [13].

Finnish children have a lower number of online activities than children in Europe
on average, even though their daily use of the Internet is much higher than European
average. The most popular Internet activities among Finnish children are playing games
alone, watching video clips, receiving and sending email, using the Internet for school‐
work, and visiting social networking sites [9].

Online activities of children have been divided into three genres of participation that
describe young people’s engagement with new media: Hanging out refers to friendship
driven participation corresponding to typical practices of children as they go about their
daily life and interact with others [18], for example, browsing social network profiles,
instant messaging, and phone and video conversations [17]. Geeking out refers to interest
driven participation centering upon specific activities, interests, or niche, and marginal‐
ized identities [18]. It involves intense commitment with media or technology, often
with one particular media property, genre or a type of technology [17], e.g. intense
gaming or media production, long term video and music file sharing or engaging in
interest groups [17]. Finally, messing around describes media engagement in which kids
are tinkering, learning, and getting serious about something, often supported by the
social networks developed in their friendship- or interest-driven groups [18]. It is also
a transition zone between geeking out and hanging out and between interest-driven and
friendship-driven participation [18], including e.g. use of search words to find informa‐
tion about interesting issues and experimenting with media for example by using photo
and video editing tools [17].

No matter whether hanging out, geeking out, or messing around, presence in
social media is getting more and more important among children: for instance in
Finland the use of social media was mentioned to be the most important use of the
Internet for girls aged as young as 10–12; for the boys of same age it was trumped
only by watching video clips and gaming [39]. Favorite social media of Finnish teens
and preteens include Facebook, YouTube, Instagram, Ask FM, and Pinterest; gaming
platforms like Habbo and World of Warcraft are also familiar to them [31]. Wiki‐
pedia is used in schoolwork [31] and a new favorite is mobile online messaging app
WhatsApp [31]. In 2010, 67 % of Finnish children who used the Internet had their
own social networking profile, including 46 % of 9–12 year olds, despite the fact
that most use Facebook, where the minimum age is 13 [9]. In a national media
barometer conducted a few of years later, it was found out that 82 % of Finnish
children aged 10–12 had a social networking profile [39].

It is a notable development that even if absorption in online communication, i.e.
social networking and use of smart phones and video sharing sites, has been seen as
typical for teenagers [19], it is becoming characteristic for ever younger children [27].
Current research reveals that there has been an increase in Internet usage by children
under nine years old [16, 42]. 19 % of Finnish children aged 0–3 use the Internet in some
way, and between the ages 4–6 the percentage increases to 58 % [10]. In addition to
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watching videos, gaming, and doing homework these young Internet users are social‐
izing in virtual worlds meant for children or, as underage participants, in social media
meant for teenagers and adults [16]. This is a problem as it has not been established that
young children have the capacity to engage in the Internet in a safe manner, especially
when it comes to social media [16]. The presence of young children in social media can
be risky especially concerning contact requests, the publicity of friend network, and the
visibility of personal information [22].

4 What Do We Fear When Children Are Online?

Societal and parental fears over children are not new but Internet and different technol‐
ogies have brought additional things to worry about. Some are unique to the Internet,
but many can be seen as reformulations or extensions to offline threats [4].

Next, existing research on the threats associated with children’s Internet activities is
reviewed. In addition to the traditional online threats to information security, children
can also encounter threats to their personal safety online. A threat is something that can
(intentionally or accidentally) exploit some vulnerability and cause some harm in the
process, while risk is a calculation based on probability and the likely consequences of
harm, when exposed to a threat [27]. Harm is a distinct and negative outcome, whether
measured objectively or, more usually, through subjective self-report [27]. For example,
there is a risk that when positioned as a recipient of some inappropriate content [27],
children might experience psychological harm [4], or when a child participates in certain
online interactions [27], they might experience physical harm [4]. Personal safety is
defined as an individual’s ability to go about their everyday life free from threats or fear
of psychological, emotional or physical harm [44]. Online threats to personal safety can
include for example cyberbullying, online predators, and exposure to offensive content.

The threats usually associated with the use of mobile technology and Internet have
been subdivided into content threats and contact threats [4], but also conduct threats [4]
and computer/Internet threats [29] can be included in the categorization. Content threats
include inappropriate content for children, such as commercial spam, targeted emails/
ads, and unwanted pop-ups, treating children as active consumers, as well as adult/
abusive content such as pornography, violence, pro-anorexia, and drug related content
[29]. Contact threats include grooming (adult forming an emotional bond with a child
for the purpose of sexual abuse), sexting (sending sexually explicit messages via text or
chat), cyberbullying and cyberstalking (using technology to harass someone), and
privacy loss [29]. Conduct threats include a child being engaged in activities such as
illegal file sharing or bullying others [4]. Finally, Computer/Internet threats include
information security threats like malware (software used to damage a system, to gain
access to computers, to gather sensitive information), phishing (trying to get the user to
reveal private information by impersonating a trustworthy entity), data theft/loss, pass‐
word stealing or cracking, and Internet addiction [29].

The most common risk among Finnish 9–16 year olds is communicating online with
persons they have never met offline. Most of these online acquaintances might be friends
of friends or friends of family, but children did acknowledge that strangers are a risk.
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When asked if they had had contact with these persons, previously unknown to them,
also offline, 6 % of the Finnish children answered they had. “Stranger danger” is one of
the most talked about concerns today, even if the danger of actual harm seems to be
relatively low, most likely because the possible harm would be so severe. It should be
noted, however, that contact with strangers is an integral part of many Internet activities,
like gaming, social media, and publishing online. Children are creating a relationship
towards the Internet audience and they are using the Internet to maintain and expand
their social contacts [22].

Children are usually considered to be passively involved in most online threats (for
example nobody specifically invites suspicious emails or wants to get bullied or stalked),
however, they do actively participate in the leakage of their own personal information
online [29], for example when using social media. If children are not aware of the risks
associated with the inappropriate use of their personal and sensitive data, they are
vulnerable not only to privacy loss and other contact threats, but also to content and
information security related threats [29]. If they share their email address freely, they
are easier to approach by online predators, but can also start receiving spam email, links
containing viruses and so on. Just over half of the European 11–12-year-olds, rising to
over three-quarters of the 15–16-year-olds, know how to change the privacy settings on
their profile [13]. Younger children are more likely to have a public profile; however,
they are slightly less likely to disclose their address, telephone number or the name of
their school on their profile [13]. Most Finnish children have their profile set to private
or partially private so that most things they post is only visible to their friends, but 28 %
still have a public profile [9].

On the other hand, it is also important to remember that just because there is a risk
that something bad might happen it does not mean it actually will: most European 9–16
year old children have not been bothered by something experienced on the Internet.
Seeing sexual images and receiving sexual messages online is relatively common but
generally not experienced as very harmful. By contrast, being bullied online is relatively
uncommon but is more likely to upset children. It should also be remembered that more
use facilitates more digital literacy and safety skills and European pre-teens and teens
are generally not unskilled when it comes to online safety: most 11–16 -year olds said
that they can block messages from people they do not want to contact and that they can
find safety advice online. Around half of them said that they are able to change the
privacy settings of their social media, block websites, and judge the quality of a website.
The younger children, however, tend to lack skills and confidence [25].

5 What Has Been Done to Keep Children Safe?

The fast adoption of the Internet and different online technologies presents policy
makers, governments, and the industry the tasks of identifying the threats and risks of
Internet use and developing strategies and tools to make sure that harm linked with them
is minimized [34]. In a more grass-root level, parents, schools, and even other children
are involved in a more practical way in seeking to maximize online opportunities while
minimizing the possibility of harm [13]. Next, a variety of mechanisms aiming at
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protecting children’s online information security and personal safety are identified from
the existing literature.

5.1 Industry Mediation

Most social media are intended for teenagers and adults. Age limit to use for example
Facebook, Tumblr, Instagram, ask.fm, YouTube, and Google + is 13 years. Some social
media such as Momio, Club penguin and Habbo are, nonetheless, clearly targeted for
children. Service providers rely on users’ self-professed age, however [3]. Although
they try to limit their services for appropriate users only, in the Internet no-one knows
if you’re are as young or old as you say you are. Moreover, the services have different
privacy policies and settings available for their users but the settings have been criticized
for having too weak defaults for their younger users [16] and the privacy policies for
being generally vague or non-transparent [1].

Additionally, the industry applies different mechanisms to screen off offensive
content, using e.g. keyword blacklists or offering users possibility to report offensive
content. However, most social media use a simple lexicon-based automatic filtering
approach that is not very accurate and might generate many false positive alerts [40]. In
addition, when these systems depend on users and administrators to detect and report
offensive content, they might fail to take quick actions. For children who often lack
cognitive awareness of risks these approaches are not effective either [40].

5.2 Technical Mediation

In addition to protecting the computer itself from e.g. viruses, other solutions for tech‐
nical mediation are also available, such as software for filtering and restricting unwanted
use. Three quarters of parents adopt technical mediation through the use of parental
control or some other means of blocking and filtering websites [13].

Criticism against these kind of software include, e.g., that they are not very good in
blocking non-English language content and that there is a tradeoff between under‐
blocking (permitting sites that should be blocked) and overblocking (blocking sites that
should be permitted). There are also some ethical considerations: although law might
give the parents grounds to monitor their children online to keep them safe it should still
be asked if full-scale monitoring of children is ethically acceptable [29].

5.3 Social Mediation

Today, children’s use of Internet and mobile technology is becoming more private and
inaccessible to parental oversight [24], thus making monitoring of children’s online
activities harder. Parents are often caught in the middle, wanting their children to fit in
and to widen their social circles, but at the same time knowing that most social media
were not designed for children [26]. Making sure that children are safe is a combination
of protecting children and giving them tools to cope with the potentially harmful things
they encounter, but also making sure that they are not making wrong decisions that might
have severe consequences [47]. Parents are encouraged to take measures to protect their
children from risks and proactively engaged parents are seen as ‘good’ parents [4].
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Different kinds of strategies can be employed for reducing the risks that children
face online, e.g. active mediation of children’s Internet use (talking to them and offering
help), restricting the use, or monitoring it (checking the computer, profiles on a social
networking site, or messages etc.). Nine out of ten European 9–16-year-olds tell that
their parents advise them about Internet use and Internet safety, and they have restrictive
rules at home, whereas monitoring is only experienced by half of the children. Parents
are the main mediators about safety. However, the role of teachers is also important
especially for children from lower income homes. This should lead to larger amount of
public information campaigns targeted at teachers. Teachers mostly practice restrictive
mediation: over 60 % of European children say that their teachers set rules for using
Internet at school. Only one-quarter say their teachers have helped when something
bothered them on the Internet and one in five reports that their teachers have not engaged
with them at all regarding Internet use. However, this can reflect the fact that relatively
few incidents bother children. On the other hand, peers play a major role when children
are seeking social support: children turn to them first, whatever the problem. Three-
quarters of children say their peers have helped or supported their Internet use in practical
matters but not as often when they are bothered by something but, again, this may reflect
the fact that few are bothered [13]. Children do want to talk to someone about their
experiences online, however [33].

5.4 Policies and Educational Efforts

There are diverse efforts underway in many countries to promote digital learning tech‐
nologies in schools, e-governance initiatives, digital participation, and digital literacy
[34]. These include initiatives on European Union (EU) level, such as “The Safer Internet
Programme” and “European Strategy for a Better Internet for Children”. The associated
“Safer Social Networking principles for the EU” have been signed by most of the
industry providers in Europe. The aim is to give children the skills and tools they need
to safely benefit from being online. To do this, the European Commission is seeking to
identify how national education systems approach online safety issues and what children
learn about online safety in school [7].

In Finland, topics related to online safety are included at schools in subjects related
to the development of media and communication skills [7, 41]. Educational efforts are
also made by national actors such as the Mannerheim League for Child Welfare, National
Audiovisual Institute, Save the Children Finland, and Finland’s national public service
broadcasting company. There are also countless educational efforts made by researchers
and other interested parties, for example different guidebooks for children [30, 46] or
parents [6, 45], and a prototype of an educational information security board game [38].
However, educating children can be problematic, especially if children feel they are
more competent technology users than their instructors [38]. This likely will not be a
problem in Finland as Finnish children have acknowledged that their parents are more
competent media users than they are [31]. Moreover, we often erroneously presume a
gap between educators and students. If such a gap does exist, it is definitely possible to
close it by acquiring skills and experience [15].
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In addition to viewing children’s online safety as something that depends on others’
actions, it can also be seen as an action by children themselves, enabled by their growing
independence and as a developmental process [47]. Their skills related to online
behavior also develop differently [41] and their developing moral judgment skills affect
their behavior [47].

Fig. 1. Children online: what they do, what we fear, what is done to make them safe
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6 Research Contributions and Gaps

This study aimed to produce an understanding of the state-of-the-art of multidisciplinary
research on children’s online safety for the IS researchers to enter into. This was quite
a complicated task as research on the topic forms a diverse and relatively new field with
definitional, measurement, and interpretative challenges, lacking widely accepted theo‐
retical frameworks or standard methodologies [27]. Figure 1 summarizes the main find‐
ings of our literature review.

Children engage online in a variety of activities, characterized as hanging out,
geeking out and messing around. Their presence in social media is getting more and
more important. There has been a substantial increase in Internet usage by very young
children, whose presence in social media can be risky in many respects.

The threats associated with Internet use have been divided into content threats,
contact threats, conduct threats, and computer/Internet threats. Most European teens
and preteens are quite skilled in online safety; however, younger children more likely
lack skills and confidence.

Luckily, however, there are many actors and efforts involved in trying to make chil‐
dren safe online. To accomplish information security and personal safety of children
industry mediation offers privacy policies and settings in services and enforces age
limits, as well as applies mechanisms to screen off offensive content, while they are not
very accurate and might generate many false positive alerts. Technical mediation can
be employed, while criticism against software for filtering and restricting has also been
expressed. Moreover, there are ethical considerations related to this. Different policies
and educational efforts, on the other hand, include diverse efforts to promote digital
learning in schools, different e-governance initiatives, digital participation, and digital
literacy and online safety. As regards social mediation, different kinds of strategies can
be employed e.g. active mediation of child’s Internet use, restricting the use or moni‐
toring it. Parents are the main agents; however, the role of teachers and peers also appears
as important.

A number of research gaps were also identified during the literature review, related
to which also IS researchers could contribute. Those are listed in Fig. 2.

While personal safety is a much-researched topic for example by psychologists,
sociologists and pedagogy professionals, there seems to be room for information security
related research concerning children and their online activities, as seen in Fig. 2. Infor‐
mation security threats were the least discussed threat category in the literature. Also
while for example the social mediation of online threats gained much discussion, the
effectiveness of industry mediation, technical mediation solutions and educational
efforts received less attention. These topics should not be avoided by IS researchers:
instead of assessing the risk of harm to firewalls or corporate assets, the focus here is in
the risk of harm to a much more precious entity – the child. Possibilities for IS research
in the area of children’s online safety could include, for example, researching different
mediation tactics employed by the industry, the effectiveness of current technical medi‐
ation or educational solutions, or children’s privacy and information security related
online behavior as well as developing new age-appropriate training and awareness solu‐
tions for them. While research on online risky behavior and possible harm to children
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is perhaps best left to someone better equipped to assess psychological factors, IS
research could also clearly contribute to this new, extremely important and highly fasci‐
nating topic of study either as part of multidisciplinary research teams or as nerdy
superheroes flying solo, saving children from information security threats one kid at a
time.

Fig. 2. Research gaps and their explanations
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7 Conclusions

This study aimed to produce an understanding of the state-of-the-art of multidisciplinary
research on children’s online safety for the IS researchers to enter into. This was accom‐
plished by reviewing the current body of knowledge concerning children’s online activ‐
ities and related threats and risks, as well as initiatives to achieve online safety. Personal
safety of children online, regarding the risks they take and the threats they face, seems
to interest scholars the most. Large amount of research originates from disciplines such
as psychology, sociology, and media studies. Although there is much research in the IS
field on the Internet and related information security, it tends to focus on adults and
organizational or technical aspects. A worthy goal for the IS community, in addition to
securing corporate reputation and assets, would be to help securing the future – the
children. At this moment research originating from the IS community concerning this
topic is scarce. However, good information security lays the groundwork for privacy,
which in turn is the cornerstone for children’s online safety.
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Abstract. This paper studies the design of information systems that leverage the
use of both sensors and the social web, while addressing solutions for children in
socially challenging situations. Socially challenging situations are defined as
situations in which one experiences negative social pressure and, therefore,
requires immediate help from trusted people. The authors first provide a glimpse
into the rapid development in sensors and the rise in the importance of the social
web. The paper then sheds light on the theme of socially challenging situations,
which is elaborated through two workshops, and defines the core areas of focus.
Further, a low-fidelity prototype for the safety of children is created and evaluated
in a small-scale user experiment. The state of the current technology is then
reviewed in order to visualize the possible practical realization of solutions. The
outcomes of these steps provide interesting insights for possible future work.

Keywords: Social web · Sensor · Socially challenging situation · Interaction
design · Health · Wellness · Monitoring · Safety of children · Bullying

1 Introduction

We live in a technology-mediated society, in which interactions take place through the
social web and practically every individual has an online presence. The emergence of
the social web has introduced new ways to create and share information, while the
advent of technological gadgets has led to its easy access. In their book, Humanizing
the Web, Oinas-kukkonen and Oinas-kukkonen [43] describe how the web has trans‐
formed from a one-way information delivery channel to a platform socially rich in
communication, which continues to transform society and human life. On a different
note, the ever-increasing computing power, the device portability and the ubiquitous
presence of mobile devices in our daily lives point towards a technology-driven future.
There is a penetration of millions of everyday devices, which make use of modern
sensors to detect and measure physical quantities such as touch screen devices, motion
detection systems, and heart rate monitoring systems. With the advent of the Internet,
all of these sensor-based devices have the ability to be online and to send/receive
information from the web.

One of the prominent areas for healthcare improvement in modern societies concerns
the role of the web in fostering healthier lifestyles [30]. It is widely known that the
adoption of a particular lifestyle affects the ways in which individuals maintain their
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health. Since the social web is an entity that has become significantly influential in the
modern era, it presents its own way of life, which involves interaction with devices.
Thus, the social web is readily available for lifestyle-changing interventions. Moreover,
the social web, along with sensor-based devices, can provide breakthroughs on a global
level, which can be scalable and may increase productivity and effectiveness. The lives
of social web users have become increasingly connected with the popularity of mobile
devices, which supports all kinds of social networks and, more importantly, the transfer
of social web data. The introduction of sensors has given an extra edge to the kinds of
information that can be transferred to the social web, thereby improving the chances for
encouraging long-term positive changes in individuals through competitive healthcare
solutions.

In the following sections, the authors highlight the rapid development of sensors and
their emerging role in the social web. The paper then elaborates on the theme of socially
challenging situations. After that, the focus shifts to the results of a user experiment
based on a low-fidelity prototype. The authors further review the state of the current
technology to visualize the possible practical realization of emerging solutions for chil‐
dren. Further, they provide a snapshot of what others have done in relation to the theme
presented in this paper. Finally, all of the above lead to an interesting conclusion
regarding possible future work.

2 Sensors and the Social Web

2.1 Sensors

Sensors are detectors that measure various kinds of physical quantities. Most modern
sensors are core aspects of electronic devices, and they have communication abilities
for the purposes of measuring and recording. Sensors are categorized based on the
physical quantities they measure: motion, lightness, pressure, temperature, vibration.
etc. One of the most common sensor types is the touch screen sensor, which can be found
in modern smartphones and tablets. Different sensors collect different sets of data based
on changes in an environment or an object, making them useful tools that are applicable
to numerous environments [55].

Sensors act as boundaries that measure physical environments and transform the
measured information into digital form, thereby bridging the physical world with the
virtual one. Many health and fitness experts base their solutions on physiological sensor
readings, such as motion or electrocardiograms (ECGs). Another example of a general
health application involves sensors being used to measure the cortisol in saliva as a proxy
for stress. Irrespective of industry, sensors have contributed significantly to modern
solutions to various problems. Moreover, they can be easily used together with smart‐
phones (and other hardware platforms) to access the social web. In sum, sensors form
the core of the embedded intelligence aspect of modern technologies [16].

2.2 Emerging Role of Sensors in the Social Web

The web has become an important factor in how we conduct business. In modern
society, the web is a key driver for media consumption, rapid communication, and
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social engagement. This revolution has been driven by the Internet becoming a platform
for applications, as well as by the provision of rich user experiences on a more profound
psychological level. Ultimately, it is the social aspect of content generation that char‐
acterizes the concept of ‘connectedness,’ or when the data we generate through various
devices is linked to a multitude of other data [43]. Other applications further harness
the relationships in these data, thereby enhancing the broader social context. Thus, the
web becomes more interactive, and engages the user deeply through the use of video,
audio, and text through several processes: pushing information out, bringing it back in,
storing it and presenting it, all in real time. Increased interactivity has also been made
possible via the multiple ways in which the web can be accessed and its mobility, which
has made it possible to conduct activities at the point of interest rather than from a fixed
location. It has also led to the creation of more content, since events can be captured
at any time as they un-fold.

In parallel, the rapid advancement and the ubiquitous use of devices has led to a
greater opportunity and need for humans to interact with portable technological products
[35]. An integral part of people’s daily activities is the social web which manifests
through sensors in physical products and objects, especially a smartphone in a user’s
hand. Sensors can also be mobile devices that perform specific actions, such as calcu‐
lating the distance covered by a person during a run and sharing this information on the
person’s social network page without the need for intervention. The concept of the
“Internet of things” (IoT) is not new, and it tends to remind us that, in the future, even
more physical devices will contribute data to the Internet without human intervention.
Most of the objects in the concept of IoT embed sensors as key components in order to
be discovered or located [23]. In particular, Rosalind Picard, the author of the seminal
book on ‘affective wearables’, Affective Computing, highlighted the need for the devel‐
opment of robust sensing equipment [45].

In relation to children and young adults, Project Salus [47] demonstrated how
computer mediation could help tackle bullying at school. The results showed improved
social interaction among pupils and indicated an opportunity to utilize new forms of
technology such as sensors. Aggarwal and Abdelzaher [4] discussed the motivations
behind integrating sensors with the social web, focusing mainly on social networks. One
of the key incentives for users is a real-time awareness of one another’s updates; specif‐
ically, in an unprecedented way, sensors allow the global behaviour of users as a whole
to become visible. On the other hand, sensors allow the measurement of the users’ envi‐
ronments, making context awareness possible. For example, City Sense is a social
networking application that provides information on the locations of people in a city,
and it is used to plan human activities. City Sense extracts information from sensors and
GPS-enabled phones to obtain people’s locations, and then provides this information to
subscribed clients [54]. Consider a situation in which, as you stroll through a city enter,
your sensor device informs you that some of your friends are sitting in a nearby cafeteria
and that you should go and say “Hi.” This interaction completely changes the role of
sensors in the social web.

Along with all of its positive effects, technology also has negative effects on society.
The usage of sensors for monitoring introduces significant privacy and trust issues.
Abbas et al. [1] investigated how applications like mobile covert surveillance within a
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community can change the nature of personal relationships in terms of privacy, trust,
and control. Morozov [38] provided a detailed and interesting view of the “nonsense”
created along with the advent of the Internet, the rise of the social web, and the smart
gadgets that are making humans less intelligent. Further, as critical theorist David
Berry’s interesting read, Critical Theory and the Digital [10], discusses how conceptu‐
alizing the digital media world has implications across a range of societal norms.

3 Socially Challenging Situations

3.1 Nature of the Theme

Definition. The theme of socially challenging situations was chosen as the domain of
our research because it covers a multitude of aspects related to children’s technology
use, particularly those aspects in which the development of technology-specific sensors,
in collaboration with the social web, may provide highly effective solutions. There is
relatively little previous literature on such concepts in the fields of information systems
and human-computer interaction. The ideal target audience for such a theme includes,
not only children (up to the age of 12), but also young adults (from age 12 to age 16).
The need for a focus on safety in the context of young children, compared to that of
young adults, is clear because of the age factor. However, studies have shown that,
although physical bullying declines with age, verbal, social, and cyber bullying tend to
increase between the ages of 11 and 15 [5]. Thus, the theme explored in our paper
includes such issues as bullying at school, the safety of children, and autism etc. The
theme can be described as:

“Situations in which one experiences negative social pressure and, therefore, requires imme‐
diate help from trusted people.”

Conceptualization. To further the agenda of this theme, two workshops were organized
by the authors, with the objective to brainstorm, define, and conceptualize an abstract-
level solution to socially challenging situations. These workshops involved 17 Infor‐
mation Technology (IT) experts, some with the background knowledge in the ‘Safety
of Children’ domain. Most of the experts had prior experience in multi-disciplinary
projects targeted towards children and/or had been involved in psychological sciences,
social work, education, etc. The theme was thoroughly discussed from the perspective
of how sensors and the social web can fill in gaps to facilitate effective solutions. The
workshops resulted in the identification of five sub-concepts, which are considered to
form the core of any solution seeking to provide support in socially challenging situa‐
tions by making use of sensors and the social web. In the following sub-sections, these
sub-concepts are discussed further and critically analyzed from the perspective of
possible limitations.

Personal Safety Network (PSN). A PSN represents the networks of people a user wants
to connect with in the case of a challenging situation. A PSN can be defined as a logical
group based on, for example, friends, family, teachers, or the severity of a situation. The
need for different types of contacts is evident, since, in real life, we contact our friends
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and close relatives to discuss a range of problems. For instance, for young children who
are still in school, teachers should be the immediate contacts, while, at home, this role
should be taken over by parents. Thus, the context must be understood in contact selec‐
tion (e.g., a situation of a child breaking an arm at school would require first the school
nurse and then the parents). The list of contacts in the PSN should be dynamic, changing
to accommodate changes in relationships or personal preferences. Moreover, a PSN for
emergencies and life-threatening situations is not the same as one for daily challenging
situations. For solutions targeted towards young children, a PSN must be created and
managed with the consent of the parents. Further, groupings could be made either
dynamic (e.g., based on geographical location), which is highly useful, or static (e.g.,
parents on the first level and grandparents on the second level).

Emergency Notification. A notification is considered as an act of informing a target
person of critical information. Notifications can be user- or sensor-initiated, and they
can be either predefined or created on the spot. For example, a dangerous level of air
pollution can trigger a notification and inform a user automatically based on a sensor
reading. In the case of a child having respiratory problems, sensors can trigger predefined
notifications and inform both the closest contact and the parents. Sensor-triggered noti‐
fications should include self-notifications, especially for situations in which notifying
the user him- or herself could help to control the issue. Thus, it is essential to know the
differences among individuals, since a stressful situation may be severe for one person,
but controllable (i.e., capable of being resolved through a self-notification, without the
need for external help) for another. For example, if there is a trend over time in a user
and the system recognizes that stress is building up, it can notify the user to pay more
attention to his or her environment.

A one-click notification can be considered the quickest step to take. In such a noti‐
fication, a single click of any button can be used to inform an immediate contact about
a challenging situation. Users should be able to predefine emergency notifications for
their PSNs, as well as possibly also add custom messages for other situations. Sensor-
initiated notifications are mainly designed to notify either users themselves or trusted
contacts about a user’s condition. Further, notifications can also be classified as ‘reac‐
tive’ and ‘proactive.’ Consider a situation in which a pupil at school invites friends to
join him during a lunch break to avoid meeting bullies. This is a case in which the pupil
is not currently experiencing a challenging situation, but foresees one, and proactive
measures are required. In contrast, a reactive notification may occur while the user is
experiencing the challenging situation. In this model, there are certain issues to address,
such as how to deal with false alarms.

Challenging Situation. It represents the narrative of how an actual situation is experi‐
enced by a user. The key question to consider: Who decides what constitutes a chal‐
lenging situation? Let us take the simple perspective first: In most cases, the user is the
one who foresees or realizes a situation to be problematic and/or a challenge. However,
a challenging situation could also be defined purely based upon sensor measurements
and context. An abnormal heartbeat or an increase in stress can trigger the realization
of a challenging situation, irrespective of whether a self-notification is triggered as a
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result or whether the PSN is notified. In any case, the user would realize the challenge
and either address it on his or her own or further initiate a notification to a PSN contact.
The determination of a challenging situation highly uses the context and sensor data for
support.

Context and Sensor Data. The purpose of context and sensor data mainly revolves
around monitoring the user and his or her environment. The term “context” has specif‐
ically been used to prevent us from being limited to sensor measurements; as we must
also include how to make sense of these measurements. For example, a heartrate sensor
can measure a heart’s beats per minute (bpm); however, the bpm may vary according
to the physical needs of the individual. A heart rate measurement of 90 bpm is considered
to be sensor measurement; however, in the case of an individual whose average heart
rate is 76 bpm, 90 bpm indicates cause for alarm. Further still, if that individual goes
for a run, a heart rate of 90 bpm should not evoke alarm because heart rates increase
during physical activity. Therefore, it is necessary to know the context in which a sensor
measurement will be used.

A person can carry a variety of sensors, ranging from multiple body sensors to
sensors measuring externals factors, such as wind speed and geographic location [33].
There may be a few situations in which sensor data are not be required and only user
input can form the basis for a challenging situation; however, given the ability of
modern sensors to measure different aspects of users and their environment, ubiquitous
use of sensor input is imminent. For example, a system notification to a user regarding
an abnormal heartbeat would require the sensor to take an actual reading of the heart‐
beat, as well as collect other helpful sensory data, such as the temperature of the body
or the air.

Communication Channel. The communication channel exists on a different level of
conceptualization. Communication can take place in many different ways, and not all
networked people communicate in the same way. Thus, this entity should support a
variety of communication mechanisms, such as voice, text, video, etc., which should be
chosen based on the situation and the severity of a notification. Obviously, users should
be able to filter and interpret notifications according to their needs. One of the commu‐
nication channels should be a portal through which friends and relatives should be able
to see the “status” (i.e., the timeline or a snapshot) of what a person has been doing. An
important aspect to consider in designing communication channels is power consump‐
tion monitoring, since it is important to avoid situations in which a person is “missing”
(e.g., due to not charging the sensor device). Apart from the importance of how a noti‐
fication is delivered through various communication channels, it is also essential to
consider how notifications are presented to the user. For example, the user interface
might vary based on the complexity of the contextual data. In sum, the communication
channel ensures the transmission of notifications from and to members of PSNs. Senders
can be both users and sensors, while receivers can be members of PSNs and users them‐
selves (in the case of self-notifications).
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3.2 Concept Validation

Low-Fidelity Prototype. For the purpose of concept validation and to understand the
interaction with the user, a low-fidelity prototype was created as paper mockups. The
mockups were developed using a typical iPhone 4 s user interface. The theme of the
mockups was chosen to be the safety of children. The complete interaction flow of the
scenario was created on paper in terms of user interfaces. The aim was to gain a quick
overview of the validity of the concept and to collect usability feedback on a possible
prototype design in terms of determining the level of detail.

Paper mockups, such as those presented in Fig. 1, were used. In designing the paper
mockups, emphasis was given to replicating the sub-concepts discussed and presented
earlier. Some of the mockups were elaborated as follows.

Fig. 1. Low-fidelity prototype (paper).

The left section of Fig. 2 shows an example in which a user is manually creating a
PSN. The user has made two groups—one for parents and the other for friends—and
has the option to add more. The right section of Fig. 2 visualizes the one-click notification
as a single click of the ‘Help’ button that can be used to notify an immediate contact
with the message, ‘Please help!’ The paper mockup is designed based on the example
of a child becoming lost; however, it takes a different approach by depicting a dynamic
PSN based on geographic location. The notification is sent, based on priority level, to
those people who are within a 1 km radius of the child.

The Fig. 3 represents a user-initiated notification illustrating a challenging situation
of a child becoming separated from his family and getting lost. The mother is notified
of the situation through a message that includes the current location of the child and a
possible route to reach him using a map.

For message recipients, the geographical location, along with additional sensor data,
such as the child’s stress level or heartbeat, can elaborate the magnitude of the challenge.
The Fig. 4 represents a sensor-initiated notification where the sensor measuring the
geographic location triggers a notification to the mother that the child has left school
and should reach home by certain time. In this particular case, the child plays no part in
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the form of an input, and the example portrays a proactive notification step in ensuring
the safety of children.

User Experiment and Results. The low-fidelity paper prototype was used in a user
experiment involving five participants from the field of IT and were not related to this
research in any way. In addition, we used a storyboard technique (depicted in Fig. 5) to
collaboratively draw user interfaces with the participants to facilitate a better under‐
standing of the requirements. The focus of the experiment was on the participants as the
users of the mockups, their context of use, and the flow of events for the chosen scenario.
The findings from the experiment ensured the validity of the concept and suggested
refinements for the paper mockups.

Fig. 2. Personal safety network (left) and one-click notification (right).

Fig. 3. User-initiated notification.
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Fig. 5. The storyboard technique.

The feedback was translated to the following guidelines to aid in the design of a
high-fidelity prototype:

Instant Communication. In certain challenging situations, the reaction time available to
a user can be very short; therefore, a system should have quick options, such as one-
click notifications or instant status snapshot. Communications initiated based on sounds
or vibrating alerts could also be helpful in difficult challenging situations, during which
the user may not be able to concentrate on the user interface. It would be necessary for
the system to be able to provide phone-based directions for both the user and the trusted
contact while they are in communication, which should focus on allowing the parties to
meet in the quickest and safest way.

Fig. 4. Sensor-initiated notification.
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Interactive Feedback. Short status updates to both the user and the PSN are of signif‐
icant importance. The provision of automatic messages, status updates, pop-up alerts
and real-time notifications may help the user in the challenging situation, while also
updating the PSN contacts. Such pop-ups would ideally provide timely updates about
changes in certain conditions (e.g., how far away the user is or how many minutes are
required for a PSN contact to reach the user’s location). At the same time, it is important
to ensure that the communication channel is always on. For example, when the battery
of a cellphone reaches a predefined level, then a specific notification should be gener‐
ated and sent to both the user and his or her immediate contacts (particularly for young
children).

Magnitude of  Challenge. Since the theme of the scenario revolves around ensuring
safety against any kind of physical danger or challenging situation, the provision of
sufficient information is always the key. To understand the severity or the magnitude of
a challenging situation, context is important. To better understand this context, it is
critical for the system to employ various content techniques, such as live video feeds
and/or maximum sensory information.

User’s Control. Most of the primary users in the concerned scenario will be children or
young adults; therefore, the system behavior should be clear and simple. On the other
hand, though children should have maximum control of the system in order to contact
a trusted person easily, though certain aspects of the application should be controlled
by the PSN contacts. For example, a parent should be able to monitor a child’s geograph‐
ical location, even without the child initiating a call for help. Naturally, in the case of
young adults, parents should attempt to agree with their children on the level of access.

Privacy and Trust. These two terms go hand in hand, such that the utilization of the
user’s context and personal information requires strict privacy rules. With young chil‐
dren, this may not be a significant constraint; however, with young adults, access may
require some approval from the user, since user information should be shared only with
people that the user trusts. The same is true for the creation of a PSN, if the target
audience is young adults.

These guidelines provide interesting insights; however, the authors do understand
that sensors can be noisy, and machine-learning algorithms are not always accurate. The
proposed prototype might feel too technology-centric and the expectation of parents to
submit their children to extensive physiological monitoring might be unsuccessful.
Further, the use of the new system might constitute a new source of stress in itself as
pointed out by Riedl [51]. Therefore, many current assumptions might not hold true in
challenging situations in the real world. Thus, it is necessary to further the prototype
design by creating a high-fidelity version, which should be evaluated to gain educational
insights and address accountability.
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4 State of the Art for Supporting Socially Challenging Situations

There are numerous emerging solutions, both commercial and in research, that make
use of sensors and the social web to resolve two main issues [4]. First, the publishing of
user data increases real-time awareness of different users to others, as well as about the
global behavior of users in the social web. Second, these data facilitate the measuring
and analyzing of current trends and environments where users are located. Jabeur et al.
[28] provides an excellent classification of online social applications intended for mobile
users into location-aware, proximity-aware, and server-based groups, while diving into
architecture, business domain, user groups, and other issues.

One of the first solutions, the CenceMe application [36], uses off-the-shelf compo‐
nents to infer the presence of users, recognize their activity, and then publish this infor‐
mation on popular social networks. Curmi et al. [19] studied how publishing biometric
data (heart rates) in social networks affects a user’s wellbeing and physiological
performance in a project called HeartLink. Pavel et al. [44] propose an integrated life‐
style management system, which records various social web activities and physical
sensor data to “support people in better understanding of what happened and why it
happened.” The system focuses on understanding the influence of users’ daily activities
on their health by mapping these sensor data with the users’ daily events/activities.
Social Telescope [53] combines users’ location data with user interaction data (extracted
from social networks) in order to create a better location-based search engine. Another
system, developed in [21], fuses social networking with real-world sensing by
combining location tracking, conversation monitoring and interactions with physical
objects into a sensor-driven social sharing application for the working environment of
a research institution.

To gain a better understanding of the state-of-the-art, it is imperative to analyze the
technologies that have already penetrated the society and detect challenging situations
by analyzing, not only biological data, but also contextual data. Therefore, the authors
conducted two studies: The first explores the technologies for stress measurement, and
the second limits its focus to mobile technologies targeting safety of children.

4.1 Study 1: Technologies Empowering Society for Stress Measurement

It is understood that a user’s stress level is a core indicator of the existence of a chal‐
lenging situation. Therefore, various solutions that measure (either directly or indirectly)
users’ stress levels were explored, as were technologies that specify the context for a
situation. Table 1 presents a list of the technologies analyzed by the authors, and the
following section discusses the results of this study. The Scopus Database and Google
Scholar were used as the primary search tools during the preparation of this study. To
collect the requisite data, the authors used the keywords “sensors,” “sensing technolo‐
gies,” and “stress” and then manually browsed through the results.
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Table 1. Technologies empowering society for stress measurement and personal fitness.

Measuring stress and wellbeing through biological data

AutoSense [7] Cardio-respiratory sensor [48]

DroidJacket [15] Electronic stress assistant [61]

Stress check appa [60] Stress sensing device [6]

Q Sensora [2] Wearable sensor system [9]

StressWatch prototype [57]

Measuring stress and wellbeing through contextual data to identify a situation

Remote sensing appa [3] MSF framework [12]

Google glass [24, 25] UbiFit garden [18]

UbiqLog [49] Aware framework [8]
aindicates commercial availability

Wearable computing facilitates the measurement of human stress levels by
processing information acquired by biological or physiological sensors, which usually
include: ECGs (electrocardiograms), GSR (galvanic skin responses), EMG (electro‐
myograms), RESP (respiration), and cortisol hormone levels in saliva. Cortisol is the
hormone released by the body during a stressed or agitated state, and it has been used
frequently used as a biomarker of psychological stress [27]. A recent state-of-the-art
survey on wearable computing and artificial intelligence for medicine, which was
published in [13], presents a categorization and an overview of various projects, devices,
and technologies for monitoring and measuring the different medical characteristics of
humans. René Riedl along with others [50–52] has performed an extensive research on
neuro information systems especially focusing on the concept of technostress. Though
the use and ubiquity of technology has greatly benefited human race, it can also be a
source of stress. The importance of using psychometric methods along with the phys‐
iological data to understand technostress from a biological perspective has also been
echoed in [58].

Lane et al. [32] published an excellent survey on how mobile phones can be used to
collect measurements (i.e., context information) for different purposes. The authors
discussed the technical abilities of mobile phones, analyzed application domains (e.g.
wellbeing, environmental monitoring, social networking, transportation, etc.), and clas‐
sified existing solutions according to their sensing scale (i.e., individual, group,
community) and sensing paradigm. Lifelogging is an emerging concept involving the
continuous recording of users’ physiological data. For this matter, multiple new smart‐
phone apps are used by lifeloggers to assist in their efforts of tracking for example, their
movements throughout the day. Several commercial applications, devices, and personal
fitness solutions are characterized by their exclusive focus on fitness, sports activities,
and wellbeing. Athletes are always looking for new information systems that can not
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only record and analyze data, but can also facilitate the detection of over-training symp‐
toms and the identification of injury risks, among other things [59]. Popular magazines
focus on the reporting precision of measurement and mobile applications, such as Endo‐
mondo [22], and web communities developed by manufacturers of personal fitness
tracking devices (e.g., Polar Personal Trainer [46], Nike+ [41]), which can be considered
as social networks for sport enthusiasts.

4.2 Study 2: Geofencing and Child Safety

The second study focused on solutions for children based on geo-fencing and child
safety. The Scopus Database and Google Scholar were used as the primary search tools
for this study. The authors used the keywords “mobile child protection,” “child protec‐
tion application,” “mobile child safety,” “geo fence application,”and “child tracking
application” and then manually browsed for relevant material.

A geofence is a virtual perimeter for a real-world geographic area, and such systems
allow users to draw zones around places of interest based on either dynamic or predefined
sets. Geofence systems utilize a device with a location-based service (LBS), which
generates a notification when the device enters or exits a geofence through continuous
monitoring. According to Kupper et al. [31], GPS is currently the only method that
delivers the accuracy required for geofencing solutions. Geofencing is useful for parental
control of children and is extensively used for asset tracking in applications for security
and logistics; however, its potential use for personal safety (e.g., caretaking services for
children, the elderly, and domestic pets) is substantial. For example, Saranya and Selva‐
kumar [53] suggested a hybrid software-hardware solution for tracking the movements
of children outdoors and detecting abnormal behavior, which would be reported to the
children’s parents (e.g., such a system may detect a child crying using voice recognition).
Geofencing can also take the form of a proximity detection service, such as MoBiLoCo
[37], which offers users the ability to locate their friends and family members using their
phones. Two other commercial applications, Cloak [14] and GottaSplit [26], however,
serve an opposite purpose: that is, avoiding others. These applications scan various LBS
applications to identify the locations of people a user wants to avoid. Geofencing is a
promising tool in relation to the physical safety of children as it continuously monitors
a person’s location.

The authors define a child safety solution as a set of functionalities designed to ensure
family stability and to protect children and young teens from physically dangerous
situations. Czeskis et al. [20] developed new methods, approaches, and technical solu‐
tions related to child safety while analyzing how safety goals come into conflict with
such human values as perceptions of safety, trust, human development, and the privi‐
leged relationships between parents and children. Another application, MyMobileWit‐
ness [39], utilizes suspicious activity reporting (SAR) technology. The SAR reports act
as a safety net between children and security authorities, who investigate suspicious
activities reported. Further, My Location Monitor (MyLO) is a suite supporting auto‐
mated threat recognition and child safety [17]. MyLO is a combination of a geofence
and a child safety solution, which comprises a mobile application and web-based soft‐
ware. The application provides a panic alarm, real-time active GPS monitoring
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(tracking) of family members, and tools for assisting persons in challenging situations.
The FreeFamilyWatch application [40] monitors the environment and notifies family
members in real-time of weather, allergy warnings, or a family member going into an
unsafe neighborhood. Another recent application Alert-360 [63] enables users to crowd‐
source their location to other nearby Alert-360 users and alert family members in case
of emergency.

5 Limitations and Ethical Concerns

Integrating sensors and the social web is currently an active research topic, with studies
exploring various effects related to user privacy, usability, user acceptance issues, etc.
On the other hand, effects related to the technical side—for example, system architec‐
tures, data fusion, energy efficiency issues, etc.—are also present. Jedrzejczyk et al. [29]
proposed the real-time feedback mechanism as a means for visibility, awareness, and
accountability in location-sharing applications. Bristow [11] discussed issues regarding
the balance between safety and parental control, as well as the use of personal location
services for commercial use.

The major challenges for geofencing services are related to the protection of privacy
and the preservation of battery life on smartphone-based applications. According to a
survey by the Pew Internet Research Center, poor privacy was the major reason for 11-
to 17-year-old teens deciding to switch off all location-tracking services on their devices
[62]. Czeskis et al. [20] detailed that most high-level ethical challenges faced by child
protection applications are related to location sharing. Secondly, technical challenges
involved in energy-preserving solutions were related to battery usage, the security of
private data, and the dissemination of these data in case of emergency. Finally, an appa‐
rent challenge that is faced by the research community is the accuracy of detecting a
user’s environment and its related context.

6 Conclusion and Future Work

According to UNICEF, the most promising mobile application areas for child protection
are related to data collection, awareness raising and violence reporting, family tracing
and reunification, and birth registration [34]. Technologies that focus on detecting users’
wellbeing rely on either explicit or implicit sensing methods (or both). Explicit methods
assume that the information about a user’s wellbeing can be read directly from the user’s
body using attached sensors. Implicit methods detect a user’s wellbeing by reasoning
and analyzing the situation and the environment where the user is located (i.e., the user’s
context) [4].

This research provides key insights into the fertile space of social and ubiquitous
computing. The authors found the multi-disciplinary domain to be highly exciting;
however, collaboration with subject-matter experts is critical to shape the design of such
systems and evaluate them. Further, an evaluation of a high-fidelity prototype based on
the paper mockups discussed earlier might reveal much more realistic insights. Although
technologies are improving quickly, the social effect of technologies needs to be studied

Leveraging the Usage of Sensors and the Social Web 57



in detail. There are, of course, prominent issues, such as privacy, trust, security, and user
experience, which must still be addressed. On the other hand, exploiting user information
is critical to success in encouraging proactivity, self-tuning, and behavioral change.
Systems for socially challenging situations can be advanced by 1) combining both
implicit and explicit sensor methods; 2) more deeply integrating the social web and
sensors, observing behavior through sensors, and sharing to the social web; and 3) using
persuasive technology in designing applications for long-term effects [42].
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Abstract. This paper is a reflection on the lessons learnt during an information
systems development for development (ISD4D) project in underserved
community contexts. The level of participation of health intermediaries and
community members is considered for the design of an mHealth application to
facilitate access to relevant health information. The paper highlights two key
aspects to be incorporated in the co-design of IS interventions, namely the impor‐
tance of contextual factors and the dynamic nature of intermediaries’ work and
life practices. Lessons learnt are organised according to the following components
of an IS for societal development: people, information, technology, practice and
purpose, context, and ethics. The key lesson derived is that IS design and devel‐
opment has to consider practices for a purpose. These are influenced by the
context of development, the manner in which a community functions, the capa‐
bilities of community members, their literacy levels and cultural practices.

Keywords: Co-design · User participation · IS for development · Design for
development · Underserved communities · Participatory action research

1 Introduction

The theme of the 6th Scandinavian Conference on Information Systems is ‘System
design for, with and by users’. This paper addresses the theme from the viewpoint of
communities in resource-restricted contexts in Southern Africa. How can such infor‐
mation systems be designed that are explicitly intended to benefit such communities?
How can the communities become active co-designers?

Introducing ICT solutions in an underserved community context is adding to an
already complex environment. Typically, underserved communities are affected by
complex socio-economic factors that influence the characteristics of the design and
development process as well as the final information system (IS). The aim of this paper
is to consider the aspects relevant to the design and development of an IS in underserved
community contexts. We specifically focus on the people, information, technology,
practices and context(s) that could be part of the proposed IS. In addition, we examine
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the level of participation of the social actors (people) in the design and development
process. In the IS field, there is still a paucity of literature on the real-life challenges of
doing participatory design in underserved communities, exploring which methods and
tools are suitable to that end [1]. The research question that we consider for this
paper is:

What are the factors that influence the level of participation during the design and
development of an IS in an underserved community?

The paper is organised as follows: we firstly provide a brief literature review,
followed by a background of the INDEHELA-ISD4D project. We then reflect on our
experiences during the empirical part of the project to propose the considerations for
designing and developing an IS with the active involvement of all the social actors in
an underserved community.

The context relevant to this paper is the consideration of an IS to facilitate better
health and wellbeing services in underserved communities. mHealth is found to be suit‐
able for information recording, processing and reporting by stakeholders operating in
these underserved contexts. The role of intermediaries in providing health and wellbeing
services at the point of care and extending these services to the homes of patients, is
recognised as an important component of community services. Intermediaries and
community members do not have easy access to the vast amount of health and wellbeing
information [2–6]. It was also found that these intermediaries can work better if appro‐
priate technologies are designed with their involvement [2–5]. The intermediaries that
we involved in our project are the health and wellbeing service providers located in a
peri-urban and semi-agricultural community in the Western Cape, including local non-
government organisations, nurses, caregivers and health promoters.

2 Information Systems and Societal Development

In this section, we first discuss the components of ‘real-life information systems’,
followed by a discussion specific to the creation and use of IS in an underserved
community. The INDEHELA-ISD4D project, from which we draw our lessons, is then
described.

2.1 Information System Design

Within an information systems approach, an information system is not always a systemic
entity but rather composed of “bits and pieces” of processes and technology incorporated
in a systemic work activity [7]. We also agree with Alter [8] that the notion of the
‘artefact’ may not best describe the different components of the IS as proposed by Lee
et al., for example [9]. Instead of trying to define the different components of our IS, we
would rather regard information systems as consisting of people, information and
technology (both electronic and non-electronic) that are linked together by a practice
directed towards a purpose. This holistic approach to IS recognises both static and
dynamic components that are “always embedded in some time, place, discourse and
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community emerging from ongoing social and economic practices” [8, 10]. In our study,
the context of the underserved community requires us to consider the constraints typi‐
cally associated with such an environment to understand the time, place and discourses
that will influence the proposed IS.

Although our aim is to consider an information system, we also recognise that a new
information technology (IT) artefact will need to be designed and developed to even‐
tually become part of the proposed IS. In our case, this artefact was envisioned as a
mobile application to enable access to health information and educational services. In
this case, it may be useful to conceptualise the IT artefact in terms of Design Science
Research (DSR). Design science research has recently been considered as a suitable
approach to design IT artefacts while considering the prescriptive knowledge created
during the design process and the characteristics of the design outcome as an artefact,
method, instantiation or model [11–13]. DSR has been considered as an alternative to
behavioural studies based on Simon’s well-known concept of the artificial world [14].
Whereas a behavioural approach considers human behaviour in interaction with arte‐
facts, design science is concerned with the creation of the artefact for a specific purpose
that has a utility value. The IT artefact, when implemented, becomes part of the social
world, and human behaviour in interaction with it can then be studied. DSR provides
the methodology to consider the aspects relevant to the design and development process
and the behaviour of the designer/developer as they interact with the users of the
proposed IT artefact as well as with the design and development tools, methods and
constructs. This approach provides a valuable contribution to IS research considering
the IT artefact [11–13, 15, 16].

The IT artefact, although it can have different components, is still a “thing” and by
focusing only on that does not provide for the other components of an information
system.

2.2 IS for Human and Societal Development

The introduction of information systems in underserved communities needs to be care‐
fully considered to establish whether it is desirable and feasible for the potential bene‐
ficiaries [17–19]. Underserved communities refer to those groups on the peripheries of
society – that are marginalised, and without opportunities or capabilities to empower
themselves or improve their position. According to Lorini et al. [20], there is a “worri‐
some trend of exclusion” in the IS for human and societal development literature. The
authors, supported by Diaz Andrade and Urquhart [21], go on to state that grassroots
beneficiaries of IS interventions/solutions are often not formally involved in the devel‐
opment process, be it in conceptualisation or implementation. In the Southern African
context, particularly, information and digital exclusion is recognised as a significant
obstacle in addressing issues of social, economic and cultural equality [20].

When introducing information systems in complex environments, it is important to
consider who will benefit and who loses out – an IS solution should not lead to exclusion
of some. Information systems do have the potential to stimulate economic growth and
ultimately contribute to human development. The practice and notion of human devel‐
opment is here highly complex; we therefore regard it as a holistic and dialogical
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enterprise in which participants (including researchers, designers and developers) nego‐
tiate the intended outcomes to avoid failure.

Indeed, the field of information and communication technology for development
(ICT4D) has a long history of project failure. Da Silva and Fernandez [22] argue that to
achieve sustainability, projects should be regarded as nuanced social-technical processes
that intend to maximise both technological and social outcomes. To achieve this, they
suggest that sustainable IS use must be a priority throughout the IS development life
cycle.

In participatory design, it is assumed that every participant is an expert in their
work and life practices, and that design ideas are jointly created by all so that persons
who are affected by a decision or event should have an opportunity to influence it.
Hussain et al. [1] identify the barriers to the level of participation in design inter‐
ventions as human, social, cultural and religious, financial, and organisational. In
overcoming these barriers, participatory design should not only seek different levels
of participation, but also foster capacity development for future projects, i.e. to
empower local community members [1, 23].

3 Methodology

This paper is a meta-level reflection on the experiences of implementing an information
systems development project in Southern African communities (see Sect. 3.1). In what
follows, we will reflect on the design and development activity of the project, as well
as on respective design methods, probes and outcomes. From this reflection, we derive
several ‘lessons learnt’. We establish some considerations based on these lessons for
designing an IS in underserved communities with the active participation of community
members and service providers.

3.1 INDEHELA-ISD4D: A Holistic Information Systems Development Approach
for Community Development

INDEHELA (Informatics Development for Health in Africa) is a long-term initiative to
strengthen the capacity of participating African higher education institutions to
contribute to socio-economic and human development in their countries, particularly in
the scientific field of Health Informatics and the practice of e-health. The network
involves universities from Finland, Mozambique, Nigeria and South Africa. Previous
research projects within the initiative have focused on the methods [24] and contextual
issues [25] of information systems development.

The current flagship project of INDEHELA is named ISD4D (2011–2015), and aims
at creating a holistic information systems development approach that is geared towards
community development in disadvantaged contexts, unlike mainstream textbook meth‐
odologies and approaches that usually focus on business development in well-to-do
contexts. The project draws from previous experience in the INDEHELA initiative and
methodological literature from other sources. Methods consolidated from these sources
are experimented with in real-life information systems analysis and design settings in
South Africa and Mozambique, mostly in the area of maternal and home care services
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for local communities. The results are reported in two forms – firstly, academic papers,
and secondly, in practicable guidelines intended for use by system analyst-designers,
development project managers and community leaders as well as in university education.

The ISD4D project adopts a collaborative, participatory action approach to design
an IS that will result in the improvement of the current health landscape in Southern
African communities. Through this activity, the project aims to understand the contexts,
needs and work practices of social actors in community health settings. Stakeholders
include community members, healthcare professionals and -workers, researchers,
designers and developers. Since the inception of ISD4D, the majority of these stake‐
holders actively participated in the design of the IS, in the form of co-design sessions,
facilitated by various researchers from the project.

4 Lessons Learnt from the ISD4D Project

In this section, we reflect on the lessons learnt so far based on our experiences and
observations. We first examine the lessons according to our view of information systems
as consisting of people, information and technology that are linked together by a practice
directed towards a purpose. Subsequently, we identify some crosscutting issues.

Fig. 1. Design and development of a mobile application to enable access to relevant health and
wellbeing information with the active participation of intermediaries in the context of an
underserved community.
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We propose a diagram (Fig. 1) to depict the different components of a proposed
mobile health application in the ISD4D project to enable access to health and wellbeing
information. Three areas of participation are depicted; in each case, active participation
is important. The t (technology) and i (information) are depicted as those components
of the IS where they can influence the level of participation. The selection of these
components are important to ensure that the proposed IS is designed and developed with
the participation of the intermediaries on behalf of the community members instead of
developing an IS for or by them.

4.1 People

The parties and people involved in providing healthcare services in underserved
communities are mostly non-governmental organisations (NGOs) and intermediaries:
lay workers that “translate and adapt health-related information for local use, thus acting
as conduits or dependable information sources” [3]. There are a limited number of health
professionals in the region, and NGOs mostly have to rely on these lay workers with
only basic training [6]. The NGOs are also in most cases responsible for the training of
intermediaries.

We found that intermediaries are much more than local service providers. Since they
are mostly from the communities in which they provide services, they are regarded as
important spokespersons and gatekeepers. Community members rely on them as infor‐
mation sources. We found that the level of participation of community members is
particularly influenced by the involvement of intermediaries. Community members will
only participate in co-design sessions if approached by the intermediary and “instructed”
to participate.

Many communities suffer from research exhaustion and are sceptical of ‘promises’
since their expectations are often not met. It is therefore important to form a trustworthy
relationship with community representatives and to continue to actively manage the
relationship. In our case, intermediaries already carry a heavy workload (there are often
not enough resources) and any research or co-design sessions take them away from
providing their healthcare services.

It is also difficult to observe health intermediaries’ actual work practices since
they work with patients. This raises an ethical question of engaging vulnerable
groups in research and design activities. It is therefore important to rely on inputs
from the personal reflections of intermediaries, and to use methods that could simu‐
late their existing practices.

Literacy Levels (Including Digital Literacy). Literacy is no longer only about the
ability to read or write but other types of literacy may now also need to be considered
such as such informational, technological and digital literacy. Researchers, designers or
developers also need to consider inter-cultural communication and multi-cultural
literacy during the research and/or IS design and development process. When
researchers are novices, the research literacy level also needs to be taken into account.
One can therefore consider the literacy level of participants to determine how they will
interact. It may even be possible to refer to the design or development literacy to reflect
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the experience of the IS development team. The literacy level will influence the level of
participation and therefore also an important consideration.

Health literacy entails the knowledge, motivation and competence of individuals to
use relevant information for decision-making to maintain or improve the quality of their
lives [26]. Furthermore, in an increasingly hyperconnected world with vast quantities
of information, it is essential that individuals know how to seek, find, understand and
appraise health and wellbeing information to address a health problem or to improve
their wellbeing – this is defined as eHealth literacy [27]. The complexity around eHealth
literacy is even more problematic in underserved community contexts where there may
already be low literacy levels.

4.2 Technology

In underserved communities, most of the available ‘information systems’ are still paper-
based. In the ISD4D project, the following aspects will inform the proposed IS in addi‐
tion to current paper-based practices.

(Mobile) Application Design and Development Tools/Methods. The (mobile) tech‐
nology components in our study include those that are related to the IS itself, as well as
those technologies and information used as tools to develop the IS. Examples of mHealth
technologies can include mobile phones, patient monitoring devices, personal digital
assistants (PDAs), and other wireless devices. From this, a key lesson is derived, namely
that the technology components used in IS development itself influences the IS and that
in an underserved context, these may be severely constrained. The design concepts and
technology components may not form part of the final IS but are important building
blocks towards the eventual IS. Examples include the design models and constructs that
are used to understand the needs of users and their perceived views of the potential IS.
Other examples include the architecture, interfaces, and code.

Technology Infrastructure. In an underserved community context, the availability of
technology components is an important consideration since the infrastructures in these
contexts are usually severely constrained. Examples of technologies that form part of
the community’s technology infrastructure are: connectivity (usually limited and has a
cost implication); access to electricity; availability of handheld devices (usually previous
generation devices).

Technology Components. Examples of the technologies that are part of the final IS
may include: code; servers; protocols; modems; devices used to interface the back-end
system; database; and user interfaces. All these components must be built and selected
according to contextual dynamics and constraints.

4.3 Information and Information Needs

Our results so far indicated that intermediaries have diverse information needs that
are: locally defined information about treatments, prevention and health promotion;
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information that supports the services provided including information about health
facilities, resources, services, partners and training opportunities; and information
about guidelines, policies, international best practices and laws [3]. Community
members often rely on intermediaries to inform them about aspects relevant to them,
e.g., safe sex, nutrition, child care, and the like. As health intermediaries and
community members become more information and technologically literate, they
may want to access global information as alternative information sources. Informa‐
tion is an important component of intermediaries’ work practices since their efforts
are both in processing patient information and using health information for health
promotion and disease prevention.

4.4 Practice and Purpose

Thus far, we found that the social aspect is a significant consideration that influences
the design and development process, involvement of IS stakeholders, and proposed IS.
This confirms the view that drivers for mHealth applications are socio-economic and
even cultural, rather than purely technical [28, 29]. In underserved contexts, furthermore,
people generally have limited to no access to information or information and commu‐
nication technologies, and they do not have the means and resources to effectively
participate as digital citizens [30]. The following themes were derived from our research
that we now consider as considerations for the practices of community members as they
interact with technology and information for a specific purpose.

People Interacting with Technology and Information. Many studies consider the
interaction between humans and computers from a computer science perspective (human
computer interaction (HCI)), a design perspective (interaction design), and the like.
There are also considerations for interaction in underserved communities, for example,
HCI4D [31]. The interactional aspect was identified as an important consideration for
the ISD4D project and we refer to this as the interaction moment, i.e. the moment that/
when humans interact with technology. We also recognise that this moment is temporary
for the duration of the interaction. Outside these moments, the technology artefacts are
static and have at most the potential for performitivity [32]. We are interested in the
interaction moments since these become the user interfaces of the IS. It is therefore
important to design for the interaction moments by considering what happens during
these moments. For example, when a caregiver provides a care service to a patient, how
will the introduction of a mobile application and/or electronic information influence
their care activities? A caregiver cannot simultaneously work with the patient and use
a mobile phone. Humans also do not interact with technology and information artefacts
in isolation. These interactions are influenced by the context of use and the purpose that
necessitates the linking of people, technology and information as part of the interaction
moment.

Information Seeking and Using Behaviour. This aspect deals with how information
is obtained, recorded, shared, exchanged, used and reported and is influenced by how
the information is interpreted, i.e. making sense of how it is used for a specific purpose.
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It is therefore much more than the passing of information between the sender and
receiver. If we consider the information seeking purposes of individuals and collectives
(e.g. communities of practice), as proposed by Diaz Andrade and Urquhart [33], adapted
from Dervin [34], we can investigate different purposes for information of both inter‐
mediaries and community members. In addition, we consider what information is needed
to satisfy its purpose; the sources; media used; and relevancy. We can therefore regard
the information seeking practice as the interaction between the human and the infor‐
mation, and possibly mediated by the technology. The information object or architecture
can be regarded as static information while the information seeking and using behaviour
can be regarded as the practice for a purpose (dynamic). It is important, furthermore, to
consider communicative aspects in conjunction with information seeking and using
behaviour [35].

4.5 The Context for Development (Static and Dynamic)

The context of underserved communities is complex and has different layers. We found
that it is necessary to identify these layers and to consider both static and dynamic
contexts [3, 25]. The static aspect of the context could be regarded as the extant tech‐
nologies and information. The moment these components are used for a purpose then
this interaction or relationship between the humans and the technology and/or informa‐
tion is regarded as the dynamic context of the social artefact. An example would be a
mobile phone (technology) that is used to access health information (information) where
the interaction between these components, namely the information seeking and using
behaviour, is regarded as the dynamic aspect of the IS (linking people with the tech‐
nology and/or information for a purpose). When there is no autonomous interaction
between the mobile phone (technology) and health information, these components are
static.

The (Indigenous) Rhythms of Communities. Communities tend to exhibit dynamic
and fluid rhythms that influence their practices, activities and social interactions. In our
project, we found that community members will not participate in any co-design sessions
on Fridays when those who are employed are paid their wages. Members often use their
wages to buy essential foodstuffs but also generally for alcohol. This means that a
Monday is also not a good day for co-design sessions since many people still recover
from the weekend binge, and often do not show up for work. Other community-based
interventions such as support groups and training sessions need to be considered when
planning co-design activities. Any co-design session must therefore be planned carefully
in terms of which days are feasible, what time to start the sessions, and how long the
sessions should be. Even when a day and time are agreed upon, it is highly possible that
community members arrive late or in some cases may not even arrive. Therefore, partic‐
ipation in research or co-design sessions has to be sensitively negotiated and adapted to
the local context [22]. It is therefore important to have a good understanding of respective
daily practices and to communicate with health intermediaries who could advise
researchers, designers, and developers on the means of interaction.
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Lost in Translation. In our research context, there are many local languages and
researchers, designers, developers and users often have to communicate in their second
or third language. This adds a layer of complexity to the co-design activity. We found,
for example, that there are not direct translations for some concepts in the indigenous
language. These need to be described using other means rather than translated. Further‐
more, we observed ‘abstracted interactions’ between interpreters/translators and
community members, in which the interpreter offers a summary of the discussion rather
than a direct translation. Interpreters also often interpret what the community members
have said instead of translating [23].

We also found that, since the researchers in the ISD4D project are local postgraduate
students – often emanating from underserved communities – they are mostly novice
researchers. Consequently, the research process is new to them and it is possible that
they will miss important aspects due to their inexperience. There is therefore a need for
the more experienced researchers of the project, who are often also the supervisors of
the students, to be more involved than is normally the case.

The designers and developers of the proposed IS are also mostly inexperienced since
they are generally postgraduate students. They may also be unfamiliar with the design
and development methods and tools. The activity of translating needs into requirements,
designs and code, may therefore be challenging and result in translation errors. This will
influence their level of participation. Although this aspect could be seen as specific to
the project, we found that community members do not have access to sophisticated
design and development resources, methods, tools and technologies. They often have
to rely on novices to design and develop an IS.

4.6 Matters of Ethics

Introducing technology to promote desirable social outcomes raises ethical issues [36].
There is limited advice on the quantity, quality and detail of engagement for considering
IS interventions in underserved communities and these should be investigated and
debated.

The general ethical aspects such as voluntarily participation, informed consent, and
permission for data collection may be differently interpreted in different contexts. For
example, to collect data in one particular community, a rural village, we needed to obtain
permission from the chief. Once permission is granted the chief then calls a meeting and
instructs all community members to attend – participation is therefore not voluntarily.
This is similar to the recent experiences of Sabiescu et al. [37] in conducting co-design
sessions with remote-rural communities in Romania and Mozambique.

In our case, co-design session often took the form of a communal meeting, which is
opened by one of the elders. Questionnaires are completed in groups since not all are
able to read or write. Anonymity is therefore not possible. Poverty, limited healthcare
services, illiteracy, cultural and linguistic differences, and limited understanding of the
nature of scientific research by community participants could increase the risk of exploi‐
tation.

Community-based participatory research requires involvement and relationship
building to establish trust and to ensure that the fieldwork is socio-politically,
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logistically, or ethically feasible [38]. Woodsong and Karim [39] propose a conceptual
model of the informed consent process with the participation of community members.
Co-design in underserved communities can involve vulnerable groups and it is possible
that their very participation can result in stigma (e.g. in our case, caregivers treating
HIV/AIDS). Care should also be taken to collect, store, protect, retain and destroy
research data according to sound ethical principles. These principles also apply to the
process of requirement-elicitation to inform the IS design. In the context of healthcare,
the research often involves sensitive data, e.g. patient health records; reporting of condi‐
tions with an associated stigma; and the like. Care should thus be taken in identifying
the participants and deciding which methods and tools to use during the design and the
development of the IS.

5 Conclusion

From the research conducted thus far in the ISD4D project, we derived a number of key
lessons that were detailed in the previous section. What we have learnt, ultimately, is
that IS design and development has to consider practices for a purpose. These are
influenced by the context of development, the manner in which a community functions,
the capabilities of community members, their literacy levels and cultural practices.
These aspects also influence the level of participation of intermediaries and recipients
of health services in the design and development process. Furthermore, information and
technologies also form part of the design and development process; the manner in which
they are used during this process will also influence the level of participation of the end-
users of the proposed IS. The technologies and information used during development
are to establish the needs of the users; to elicit their requirements and to develop the IS.
The level of participation will be influenced by the choice of information and technol‐
ogies during the development phases of the IS – from needs analysis to implementation.

The context of both the development and use of the IS needs to be considered
specifically for IS-development-for-development. Regardless of literacy level and
cultural practices, end-users (should) have the capability to participate in the design and
development process. The level of participation can be increased if the right technologies
and information are used to encourage active participation. It is also important to use
methods with relevant technologies and information to “translate” the practices of the
users of the proposed IS into IS processes. It is important to specifically consider the
purposes of these practices and contextual factors influencing them to obtain a good
understanding of what the IS should achieve. Again, methods with appropriate tech‐
nologies and information should be used to involve the users of the IS.

During the design and development of the new IS knowledge is created about the
characteristics of the technology components (designed and those used to design new
ones). Focusing on the utility of the technology components during the design and
development should be aligned to the purpose of the associated practise. It is then
possible to create prescriptive knowledge during the three areas of participation illus‐
trated in Fig. 1 around the characteristics of the designs of the technology components,
as well as the process of designing these components.
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The level of participation of community members will be influenced by contextual
factors, and by the extent to which appropriate information and technologies are used
to “bridge” the gap of what is known to what is possible. It is important to focus on the
dynamic aspects of IS development by making an effort to understand community
members’ life and work practices in real-life situations.

We posed the following research question at the beginning of the paper: What are
the factors that influence the level of participation during the design and development
of an IS in an underserved community? Based on the lessons learnt the factors that
influence the level of participation during the proposed three areas of participation are
grouped around the following components: people (the role of the intermediaries); tech‐
nology (the use of relevant tools/methods; consideration of infrastructural constraints);
information (relevant to the practices of the users); contextual factors (both static and
dynamic); and ethics considerations. It is important that the intermediaries, important
representatives of the end-user in the case of underserved communities, participates
actively in all areas of IS design and development. In all cases the linking of the people,
technology and information around practices for a purpose needs to be considered. It is
also important to consider the role of the IS for development of the underserved
communities that should aim for a positive impact.

In this paper, we shift our focus from solely people, information and technology
components toward dynamic practices for a purpose. This provided us with a holistic
lens to consider the components of an IS in an underserved community context. We
were able to draw from our experiences to indicate that social, cultural, economic, and
ethical factors are highly significant in a context where the ultimate goal is to develop
the capabilities of people. IS designers and researchers are responsible to facilitate
appropriate, context-sensitive information systems in cases where information can
directly affect the health status and wellbeing of people from underserved communities.
Further research is required to understand how people make sense of available health
information, to know what is relevant to their needs. The complex interactions between
the different IS components – especially during the practices when these components
link – remains unclear at this stage. This aspect needs to be further unpacked to under‐
stand the complexities of the design and development of the IS as well as its use in
practice.

We have thus far sought to provide only a preliminary set of considerations for IS
design and development in an underserved community context. These are by no means
definitive and further research is required to fully understand the different considerations
that influence the participation of all in the design and development process.
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Abstract. This essay considers the researcher career retrospective (RCR) as an
emerging publication genre in information systems (IS) and organization studies
(OS). I assess two recent career texts, by/of Daniel Robey and John Van Maanen,
as representative exemplars of this genre. I outline the genre, and identify resem‐
blance between this and three genres of academic writing – namely career studies,
IS history, and tribute. RCR fills an important niche within IS/OS publishing, and
is especially needed in the Scandinavian IS research, in which it is currently
absent. The 38 years of the IRIS conference, and 27 years of the SJIS journal,
coincide with the careers of dozens of researchers. Reflection on these careers
would provide much value for younger researchers and for the whole research
community.

Keywords: Career · IS history · Ethnography · Genre · Scandinavian IS tradition

1 Introduction

Information Systems scholars have increasingly begun to debate about the established
set of publication genres in our journals and conferences [1]. Does the range of genres
limit creativity and relevance? To put it figuratively: are we directed to using maps that
do not capture our terrain? [2, 3].

In this essay I outline the researcher career retrospective (RCR) as an emergent genre
of publication. This genre is novel, while at the same time it has family resemblance
with several existing genres.

Identifying RCR as a distinct scholarly genre (or a subgenre) is of great importance.
First of all, this type of writing has existed for a long time, but it is under various labels.
Giving this genre a name and thus placing it under a distinctive label will raise its status
and guide future work. Recognizable labels establish consistent expectations [4]. Conse‐
quently, genre identification helps writing a more insightful, persuasive, and honest text.
By acceptance of a genre, there is neither a need to apologize for deriving from scholarly
conventions [4], nor a need for masking a research text to represent something that it is
not [e.g., 5].

The outline will help a seasoned researcher’s life work to be written as reflective
analysis, and thus help the career to be understood backwards. This genre involves the

© Springer International Publishing Switzerland 2015
H. Oinas-Kukkonen et al. (Eds.): SCIS 2015, LNBIP 223, pp. 77–91, 2015.
DOI: 10.1007/978-3-319-21783-3_6



researcher as an active observer, thinker, and writer. It is thus an autoethnographic
project involving fieldwork, headwork, and textwork [6]. More precisely, the fieldwork
is the research career, the headwork concerns building connections to the literature, and
the textwork is about writing it all up. The result is a narrative that ties together decades
of scholarly work. Published RCRs will then help younger scholars in contextualizing
their work, and living their researcher career forwards.

I have chosen two recent works as representative exemplars of this genre. The first
one is by John Van Maanen [7], while the second one is an article by Daniel Robey that
he wrote together with two of his former doctoral students [8]. The Van Maanen piece
represents an organization studies career, and the Robey piece represents an information
systems career. My discussion is more oriented towards information systems scholar‐
ship, but may also resonate outside of its boundaries.

The remainder of this article has materialized in the following presentational struc‐
ture. Section 2 presents Van Maanen’s and Robey’s career texts and argue for their
family resemblance. The Sect. 3 outlines what the RCR genre looks like. The Sect. 4
discusses the linkages of RCR to other genres of scholarly writing. Section 5 offers
potential avenues for RCR texts, and the last Sect. 6 concludes the essay.

2 Two Exemplars of Researcher Career Retrospectives

In this Section I first summarize Van Maanen’s storyline in’s and then proceed to
Robey’s. Subsequently, I argue for the family resemblance between these two texts.

2.1 Van Maanen (2015)

John Van Maanen’s article [7] is an elaboration of his Hughes Award Lecture that he
held at the Academy of Management meeting in August 2014. This article was published
in the January 2015 issue of the Human Relations journal.

The article is written largely as a first-person narrative. In this article, Van Maanen
writes about his career, from the very beginning to the recent times, comprising a total
of fifty years of scholarship. He first entered the academia as a social science student at
UC Irvine in 1965.

Van Maanen conducted his first ethnographic fieldwork in the Seattle police depart‐
ment in 1969. A year afterwards, he entered his first academic conferences, first in the
American Sociological Association and American Psychological Association meetings,
and much later in the newly-established Academy of Management meeting. In the
article, Van Maanen describes several events and anecdotes with his rich narrative.

While he writes about his career, he also writes about the (imagined) reader’s career
as well. He provides a tenure track -like narrative in which he contemplates on the
peculiarities a young scholar may encounter in the process of becoming an academic
with a known name and identity.

Van Maanen identifies himself as an ethnographer “interested in various worlds of
work” (p. 36). He ends up conceptualizing career as circular: “moving to the margins
to the center to the margins” (p. 38). He contemplates on his retirement from academia
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and “becoming old” (p. 38). In those parts I sense some sadness in his tone. Like, how
he used to know almost everyone at the Academy of Management meetings, but now he
knows barely few. He writes: “when I do spot a familiar face, I am relieved and likely
to rush to hug and embrace them as a long lost friend even though our relationship may
have been distant, even frosty, in the past.” (p. 38).

Van Maanen is concerned how some of his work “has somehow fallen off the field’s
radar” (pp. 38–39). He discusses his “now-forgotten” work on socialization and careers
that he had done in his early career. He said that early on he had “a delusion” that he
had been able to capture some phenomenon conclusively through his studies, but now
he understand that there “was and is always far more to learn” (p. 39).

He also confesses that most of his career he has had a “privileged” position within
MIT – a role in which he has had a large degree of freedom and stability (p. 39). This
position has enabled his to spend an occasional year or so conducting ethnographic
fieldwork in various workplaces.

An interesting point was also the positioning of himself in the continuum of “MIT
ethnographers” from the 1970s to the 2000s. He says that he, among most if not all of
his fellow MIT’ers, derived much influence from the Chicago School of Sociology. He
namedrops many known names from the Chicago School, but the “most brilliant of them
all [is] Erving Goffman” (p. 42).

Stylistically the whole article flows beautifully with rich language. Van Maanen uses
self-citations quite sparingly: the reference list contains only three of his articles. In
contrast, his use of footnotes is plenteous.

Regardless that I much appreciate Van Maanen’s [7] text, I would have preferred
that the section titled “Plus ça change, plus c’est la même chose” was omitted or revised.
That part looks like a rehashed version of a section titled “Plus ça change, plus c’est
pareil” in his 2010 article [9], and a section titled “And … on the other hand” in his 2006
article [10]. This kind of redundancy may work well in a lecture (such as the one this
article is based on), but it is not that effective in text. Regardless of this minor flaw, I
think Van Maanen’s career text is highly insightful.

2.2 Robey et al. (2013)

An article of Daniel Robey’s career [8], written by Robey together with two of his former
doctoral students (Chad Anderson and Benoit Raymond), was published in 2013 in the
Journal of the Association for Information Systems. Robey’s entire career is assessed in
this “professional odyssey” through his publications over several decades.

The article is written mostly as a first-person singular “I” narrative, but it also occa‐
sionally uses the first-person plural “we” narrative when speaking of all the three authors.

Robey’s career entry happens by him getting introduced to contingency theory,
which is (or was) one frame to study IT effects in organizations. This occurred when he
was a doctoral student in the early 1970s.

The assumptions behind contingency theory became challenged before long. This
then directed Robey to work under the banner of process theory, while still continuing
to address the research program of IT effects.
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Robey summarizes his 40 years of scholarship of IT effects as follows (p. 384):

“IT influences organizational change through its implication in social processes. Among these
processes are politics, learning, institutionalization, enculturation, and others. Although social
process theories are indeterminate, they provide important explanations of change by focusing
on sequences of events, stages, or phases of IT initiatives.”

I must say that compressing the contributions of a whole research career into such a
compact presentational format is certainly worth applauding.

Robey et al. however state that the quest is far from over. The offer future directions for
the study of IT effect, by hinting towards affordance theory and organizational routines.

In this article, Robey does not contemplate much on his career exit. There is however
a certain ethos of “passing the torch” to his now-coauthors Anderson and Raymond,
who were his last doctoral students.

As a whole, the article is very self-referential, featuring a total of 33 citations to his
own previous work. I think this self-citing style is a virtue, and helps the reader in
locating previous work much like in a comprehensive literature review.

2.3 Family Resemblance Between the Exemplars

Following Wittgenstein’s notion of family resemblance [11], I aim to draft the larger
“family” in which both career texts are members.

Craig Fox [12] defines family resemblance as “a particular feature of the way we use
(at least some) words: there are words such as ‘game’ that we use to name a variety of
kinds of things people do, even though there is no one feature common to all of these
activities” (p. 54). Thus, the notion of family resemblance helps us to group things and
activities with “no one common feature to all and only these activities” (p. 61). The point
is that Van Maanen’s and Robey’s texts are similar but not identical.

Let’s start with the structure. Both articles have unusual structural choices, and both
also justify these choices in the beginning. Robey et al. state that the article is “uncon‐
ventionally self-referential”, and thus they “beg the reader’s indulgence for departing
from convention” (p. 380). Van Maanen states his article is based on a speech in which
he emphasized the spirit not the words, but now “text is all I can offer”, but “words alone
cannot carry the message I wish to pass on. The spirit, however, just might.” (p. 36).

The structure in both contain a chronological career narrative. In Robey’s text these
are reserved for Sects. 2–5, while Van Maanen does most of this in his second section.
Both start their career narrative with the career entry and then proceed to various events
throughout the career. Robey’s in-career narrative stays closely in his stream of publi‐
cations, while Van Maanen provides a looser thematic framing.

Both articles address broader themes. Robey et al. explicitly address the research
program of IT effects, and provide implications for the affordance theory and the study
of organization routines. Van Maanen’s trick is more based on thick description, through
which he argues that his career bears similarities to other academic careers.

Both articles are mostly written as a first-person narrative: Van Maanen’s through-
and-through in first-person singular, while Robey’s varies between first-person singular
and first-person plural. While both have their personal authority presented in writing,
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Robey’s position to his research subjects seems more detached than the close ethno‐
graphic fieldwork type of Van Maanen.

A big difference is that Robey’s story is very self-referentials with 33 self-citations,
while Van Maanen has only 3 references to his own publications. Both authors use
footnotes, but Van Maanen is more footnote-heavy.

These similarities and differences are summarized in the following table (Table 1).

Table 1. A comparison of elements in these two career texts.

   Issue Robey et al. (2013) Van Maanen (2015)

Contribution to knowledge IT effects, materiality Career studies, ethnographic fieldwork

Career entry Being introduced to contingency theory
as a doctoral student in the early
1970s

Social science student at UC Irvine in 1965,
first ethnographic fieldwork in the Seattle
police department in 1969

In-career Challenging the assumptions of contin‐
gency theory, moving to process
theory

Self-identification as an ethnographer of work,
participating in the profession of research

Identification of “legacy” A formulation of how IT influences
organization change

There is always more to learn. Recognition
from younger scholars.

Pointing future directions Addressing materiality through the lens
of affordances, and in the theory of
organizational routines

Reflecting between the origins and the current
scholarly work of ethnographic fieldwork
and career studies

Institutional conditions Not reported “privileged institutional position” at MIT
(p. 39)

Boundary-crossing in the
career

Not reported Academic position has allowed several tempo‐
rary ethnographic inquiries into various
professions

Apprenticeship Entering the study of IT impact while
doctoral student in the early 1970s,
first within the frame of contingency
theory

Influence from the Chicago school of sociology

Mentorship continuum Positioning Robey as the mentor how
passes the torch to Anderson &
Raymond

Positioning himself in the continuum of “MIT
ethnographers” from the 1970s to the 2000s

Career exit Mentioned in passing, present implicitly
throughout the text

Present in the text. Conceptualizing career as
circular: “moving from the margins to the
center to the margins” (p. 38).

Amount of self-citations 33 3

Tense First-person singular and first-person
plural

First-person singular
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3 An Outline of Researcher Career Retrospectives

In this Section I envision the researcher career retrospective as a publication genre. While
moving the paintbrush on the canvas to sketch this outline, I take on not only from
Robey’s and Van Maanen’s career texts. As in Sect. 2.3, I continue to follow Wittgen‐
stein’s notion of family resemblance [11]. The purpose is to draft the larger “family” in
which both texts are members.

The need for identifying RCR as a distinct genre is of great importance. First of all,
this type of writing has existed for a long time, but without a clear identity. Giving this
genre a name and thus placing it under a distinctive label will raise its status and guide
future work. Otherwise interesting papers might not survive the peer review process
because the reviewer does not have a point of reference, i.e. the paper crosses the limits
of transgression [13]. According to Sarker et al. [4], recognizable labels “have the
advantage of reviewers, authors, and readers having consistent expectations” (p. vii).
Consequently, genre identification helps writing a more insightful, persuasive, and
honest text. Through community acceptance of a genre, there is neither a need to apol‐
ogize for deriving from scholarly conventions [4], nor a need for masking a research
text to represent something that it is not [5].

An example of such masking is provided by Sutton [5], who wrote of his experiences
as a “closet qualitative researcher”. He had found many uses for qualitative research,
but was not reporting his work as such. This was, at least partly, due to the fear of
rejection from journal gatekeepers holding to their variables-centric hypothetico-deduc‐
tive mantra. My wish is that researchers would not take this path of masking, but instead
prefer transparency and honesty in their writing.

I do not wish to make too narrow definitions. All genre definitions have restricting
and enabling power at the same time. I aim that this outline will be a generative one. As
Finnish poet Aaro Hellaakoski [14] has formulated: “You are a prisoner of the road you
follow. Only the untrodden snowdrift is free.”1 Thus the genre should not make the writer
a proverbial prisoner, but allow her/him to provide an interesting insight of the career
lived and experienced.

I propose that RCR writing follows these five core principles:

1. Career as the unit of analysis
2. First-person autoethnographic writing
3. Publications as points of reference
4. Selective plot for relevance and interestingness
5. Dual-mission of the particular and the general

3.1 Career as the Unit of Analysis

It may come as a surprise that ‘individual’ is not the unit of analysis in RCRs. Instead,
both of the exemplary articles evaluate the whole academic career from the beginning
to the point of retirement. Thus, career is the unit of analysis in RCRs.

1 The Finnish original text is as follows: “Tietä käyden tien on vanki. Vapaa on vain umpihanki.”
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A career is simultaneously objective and subjective [15]. In the words of Hughes,
[15] a career is objectively “a series of status and clearly defined offices … [consisting
of] sequences of position, achievement, responsibility, and even of adventure” (p. 409).
Subjectively, a career provides “the moving perspective in which the person sees his
life as a whole and interprets the meaning of his various attributes, actions, and the things
which happen to him” (pp. 409–410).

A career has a beginning and an end, and lots of stuff in between. Therefore writing
an RCR suits best for a researcher with decades of work experience – who has retired,
is retiring, or is somehow anticipating an “exit from the field”. This does not mean, of
course, that an RCR is the last text a scholar writes during her/his career. The point is
that an RCR fits best when the writer can somehow reflect on the exit as well – a
requirement that is most often not feasible to in early or mid-career stage.

3.2 First-Person Autoethnographic Writing

An RCR is an autoethnographic enterprise. “Auto” in that way that it is about the
writer’s own career, written either alone or together with fellow scholars. This thus
departs from the ethnographic convention of capturing the “native’s point of view”.
Self-centeredness is not a fault, but a feature of this genre. Autoethnographic
research is an established approach in general [16], and is gaining ground in IS
scholarship as well [17]. RCR is “ethnographic” in that way that it involves field‐
work, headwork, and textwork [6]. This fieldwork just happens to be unusually long
for an ethnography, usually for several decades. The “headwork” concerns building
connections to the extant literature. Some of those are the scholar’s own previous
publications, some of them are others’ published work. Then finally the “textwork”
is what really makes ethnography ethnography [18]. Tony Watson [19] has argued
that ethnography is not a process – i.e. not a research method – but the written
outcome. He defined ethnography as a “style of social science writing which draws
upon the writer’s close observation of and involvement with people in a particular
social setting and relates the words spoken and the practices observed or experi‐
enced to the overall cultural framework within which they occurred” (pp. 205–206).

Both of the exemplar articles share first-person narrative. I see this as a good practice.
A person’s career is best written with the strong presence of the author. Or as Van
Maanen [20] has depicted, the purpose is to put forth a “personalized author” who refuses
“to cloak a writing in anonymity” (p. 136).

3.3 Publications as Points of Reference

I very much prefer the heavily self-referential style of Robey [8]. Plotting the article
using a chronology of published work is a useful way to guide the reader towards
additional texts. Some of these texts might have already fell from the radar of
younger scholars, but the career plot places them in the larger picture.

Publications will thus work are points of reference, and form the backbone of an
RCR text. The author can also use several additional sources. Unpublished sources, such
as peer review results, diary entries, selected interview quotes, etc., may provide rich
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context to the whole story. Lots of the story may also depend on the author’s own
memory. Collaborating with fellow scholars, and iterative writing, may provide deep
insights. For example, Rudy Hirschheim told in February 2015 that their 2012-article
“A Glorious and Not-So-Short History of the Information Systems Field” [21] was under
development since ICIS 1999, and went through seven iterations.2

3.4 Selective Plot for Relevance and Interestingness

Even one single work day may bring forth events and surprises that take a thick book
to elaborate on thoroughly. How it is then possible to compress a decades-long career
within the word limits of, say, 10000 words?

Writing an impactful RCR requires selectivity. The consideration involves thinking
about the core career plot. How would that plot constitute into an inspiring story that
would engage even those readers who are not familiar with the author’s work previously?
Of course, the story might involve some side tracks and useful anecdotes. Van Maanen
especially has a very footnote-heavy writing style that at times forms rather hypertextual
compositional structures.

Both of the exemplary articles demonstrate selectivity, either implicitly or explicitly.
Robey [8] mentions that the plot he tells “excludes almost all of the work on other topics
throughout my career”, pointing out that in his early career he “was engaged with the
discourse on IS development … [treating] it as a social process rather than a method‐
ology” (p. 383).

A scholarly audience comes to read career texts from different backgrounds and
expectations. I am quite familiar with Van Maanen’s published work, and I can say I’ve
been (and still am) a long-time fan of his writing. A reader’s background knowledge
provides some expectations of which events are included within the career plot. In my
knowledge, a key event for Van Maanen’s scholarship in the nineties was his “paradigm
feud” with Jeffrey Pfeffer. This started from Pfeffer’s 1992 Academy of Management
Distinguished Scholar Address calling for a strict Organization Theory paradigm. Van
Maanen held the Address the next year and completely put out Pfeffer’s call (in Van
Maanen’s own words: for a “Pfefferdigm”). This continued in Pfeffer’s essay [22], in a
reply from Van Maanen [20], in a reply to a reply from Pfeffer [23], and so forth [24].
The whole saga has been chronicled ever since in top management and organization
studies journals [25–27], and even by Daniel Robey in Information Systems Research
[28]. Regardless, this saga is absent in Van Maanen’s career text. The reason might be
that maybe Van Maanen does not see the 90 s paradigm feud to have importance in the
larger scheme of things. Or maybe that is part of some other story, just not this one.

3.5 Dual-Mission of the Particular and the General

Although both of the exemplary articles discuss a career of a particular person, they
differ in their tactics of addressing the general. Robey et al. take very explicit general
target by addressing the research program of IT effects. They also provide implications

2 Association for Information Systems Webinar “A Glorious and Not-So-Short History of the
Information Systems Field”, which was held on February 9th, 2015.
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for the affordance theory and the study of organization routines. Van Maanen in turn
applies the thick description tactic. Through thick description, he argues, readers realize
“what is important, problematic and central in any given career is quite likely to show
up in others as well” (p. 43).

In sum, an RCR should be more than a biography. A career story should provide
implications to a broader context, not just details about a particular human being.
Different tactics for deriving the general from the particular may exist. The tactics
applied by Robey et al. and Van Maanen may be just two among many.

4 Family Resemblance of the Genre

The researcher career retrospective is tied to various scholarly developments in science.
Next, I discuss resemblance to three genres: career studies, IS history, and tribute.

4.1 Career Studies

Career studies (or career theory) is a banner that is logical to start with, because that is
where Van Maanen located his own career text at [7]. Career studies, as the name
suggests, are studies that focus on careers. The notion of a career is surprisingly recent
in common vocabulary. Moore, Gunz, and Hall [29] identified that the word career as
“one’s professional life course” gained its meaning in the 19th century in Britain, and
was first mentioned in the Oxford English Dictionary in 1933.

The study on careers as a distinct branch of social science research is just some
decades old phenomenon. The most usually identified start for career studies is in the
1970’s of US-based researchers. Two handbooks of career scholarship have been
published thus far. The Handbook of Career Theory [30] was published in 1989, and
the SAGE Handbook of Career Studies [31] in 2007.

Career studies have increasingly shifted their focus on two main outliers: employa‐
bility and career success [32]. For example, a recent study by Hogan et al. [33] compared
psychological determinants (e.g. cognitive abilities, personality) with employer expect‐
ations (e.g. willingness and ability to work). While that kind of work has its place, it is
quite alien to the provided outline of RCR. Career researchers also seem to be quite a
united community, and very much separate from the scholars who study the development
and use of IT in organizations. Thus the career studies banner does not hold that much
weight within IS and OS.

4.2 IS History

Students of IT and organizing have shifted their interest increasingly towards history
[34–37]. Historical reflection is probably natural development of a field that has matured
through different phases [i.e. 21]. Historical methods can also be applied in studying an
information system as a system, not just Information Systems as a research field [35].

The point in which RCR departs from IS history is General History’s detached
researcher position and its “systematic” rhetoric [35]. I don’t see any point to chronicle
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a researcher’s own career through any other way than through a first-person (singular)
narrative which provides a strong authorial presence.

I would however be happy to place RCR as an IS history subgenre – while it may
be a subgenre of some additional genres as well, including research essay and literature
review. What is important to acknowledge is that RCR has its own characteristics, of
which some have connections to the broader IS history thematic, while some don’t. (See
also Porra et al. [38] for a comparison between the historical research method and other
research approaches.)

4.3 Tribute

Tribute is a seemingly marginal, but in fact a surprisingly prominent genre of scholar‐
ship. With tribute I refer to that class of articles where other scholars are writing – often
with an admiring tone – of some researcher’s life work. This literature can be roughly
categorized in two main types depending on whether the tribute is addressed to a person
alive or deceased.

An example of a tribute text to a living scholar is an essay written by Dennis Gioia
[39]. This essay is titled “On Weick: An Appreciation”. In this essay, Gioia chronicles
Karl Weick’s research contributions. The narrative starts from Gioia’s remembrance of
his first encounter with Weick’s work. At that time he felt this style was “cryptic and
arcane, and also as rooted in ideas that seemed obscure and esoteric” (p. 1710). Later
on Gioia acquired a taste for Weick. The essay ends in Gioia’s “rule of thumb”: “If
Weick wrote it, I’ll read it” (p. 1719).

A posthumous tribute – which might also be called an obituary, in memoriam, or
postmortem – is relatively often seen is OS/IS journals. In IS, such texts have been
written of, e.g., Claudio Ciborra [40], Heinz Klein [41], and Alessandro D’Atri [42].

While the tribute genre bears similarities to the RCR, the main difference is that
RCRs are written by the person themselves. Tribute texts also seem to vary a lot in their
length and depth. Some tributes are very thorough investigations in a scholar’s life work,
while some are shorter acknowledgements of the loss of a friend.

One observation about tribute texts is that many of them remain quite minimally
cited. It is purely speculation to guess the reasons to this state of affairs, but perhaps this
is due to a perceived lack of “rigor.” I hope that initiating a solid foundation for RCRs
will provide the emerging genre a more impactful future.

5 Potential Avenues

In this Section I provide two ideas for drafting future RCRs. These ideas are called (1)
addressing a research program, and (2) re-interpretation and re-positioning.

5.1 Addressing a Research Program

Similarly to how Robey [8] positioned his article towards the study of IT effects, an
RCR can be designed to address any larger research program. Robey et al. depict that a
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large research program addresses even a larger “intellectual puzzle”. They attribute
intellectual puzzles to be so “difficult to solve and large enough in scope … that [they]
may stimulate research and theory for decades” (p. 380). Robey says (p. 380) that for
him, “attempting to solve the intellectual puzzle of IT impacts has consumed over 40
years of sustained effort, and it is still not yet completed.”

A potential stub for such address could be Juhani Iivari’s recent “behind-the-
scenes” story [43] of the process that eventually resulted in his article “Distinguishing
and contrasting two strategies for design science research” [44]. The “backstory”
chronicles how his role as the MIS Quarterly associate editor for the Action Design
Research article submission [45] got him pondering the article’s relationship to Design
Science Research [46]. While this Iivari’s “backstory” [43] is framed in the context of
the peer review process, the story could be extended and reframed as a timeline of
Iivari’s career within the research program of systems design. There’s certainly a rich
story to be told [47–49].

5.2 Re-Interpretation and Re-Positioning

Ideas, things and actions change their meanings when observed in retrospect.
Spandex trousers were a big fashion statement in the 1980s, but many would now
consider them ridiculous. Your early-career articles might have seemed exciting at
the time you wrote them, but now those may appear premature. In addition, ideas find
their audience within a particular window of opportunity. For example, systems
thinking suited well in the Zeitgeist of the early 1970s [50], and e-commerce had its
momentum in early 2000s [51].

Robey’s story has many elements of re-positioning, particularly associated with his
shift from contingency theory to process theory. Robey [8] states (p. 384):

“I believe that organizational changes attributed to technology originate in the process of
developing and implementing systems. This observation now seems self-evident, but I only real‐
ized this connection in the 1980s”

To provide another example of re-positioning, consider how Karl Weick has been
retrospectively defined as a process theorist. This is a label he did not attach to himself,
but it was provided by others [52]. He says he came to identify process theorizing only
much later than he had actually done it. Weick notes that the word ‘process’ was not in
the index of his of his 1995 book [53], while in retrospect that book can be seen to have
a process orientation [52]. That idea is at the core of Weick’s sensemaking recipe: “How
can I know what I think, until I see what I say?”

The point is that a career plot helps putting everything in (a new) perspective. How
did one thing lead to another? Especially, it becomes possible to assess the chains of
impact and refinement of ideas through an interpretive lens: what did others cite from
your work, and what did you cite from theirs – and most importantly, what kinds of
chains do these reciprocal patterns form? Which ideas never took off, and why?
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6 Conclusion and Future Directions

The often-quoted words of Danish philosopher Søren Kierkegaard offer an important
guidance: life “must be lived forwards”, while it is “understood backwards”. In this
article I have argued for the recognition of researcher career retrospectives (RCR) that
is one way to narrate life-lived-forwards in retrospect. This emergent genre forms an
autoethnographic plot that ties together decades of scholarly work. RCRs can help
younger scholars in their work, and living their researcher careers forwards.

In this article I have outlined the “family” of the RCR, and positioned two researcher
career texts, by/of John Van Maanen and Daniel Robey, as its family members. I have
also provided a genre outline – which may be revised in the future – that involves five
principles: (1) career as the unit of analysis, (2) first-person autoethnographic writing,
(3) publications as points of reference, (4) a selective plot for relevance and interest‐
ingness, and (5) dual-mission of the particular and the general.

In addition to discussing the family resemblance within the RCR genre, I have
discussed resemblances to other established genres. I have also provided potential
avenues to fuel inspiration to write RCR texts.

If we agree that RCR has its own place within IS/OS scholarship, then how could
we attract more RCRs in our publication outlets? This question is linked to a broader
question of how any novel genre gains acceptance within academia. Indeed: How do
new scholarly genres get established and accepted within a research community? The
answer is inconclusive, but some clear evidence exists that journal special issues have
a big role in introducing new pathways to a research. If we consider how qualitative
research has gained ground in organization studies, then the 1979 Administrative Science
Quarterly special issue on Qualitative Methods [54] is a major cornerstone. Similarly,
the 1999/2000 MIS Quarterly special issue on Intensive Research [55–57] paved way
for many qualitatively oriented IS researchers. Considering these encouraging experi‐
ences of the emancipatory power of special issues, I think a special issue on RCRs is
needed.

Maybe we need a Scandinavian Journal of Information Systems special issue on
(Scandinavian) Researcher Career Retrospectives? If we consider just the 27 years of
the journal, that in itself involves a lot of history that various careers have crossed. Maybe
some of the authors of the early SJIS issues would now be interested in writing their
career texts? Or perhaps some of the forefathers (as well as mothers) of the IRIS confer‐
ence would like to share their story? My plea is to get more of this stuff! Make way for
researcher career retrospectives!
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Abstract. The fields of long-term digital preservation (DP) and enterprise
content management (ECM) have remained, until recently, rather separated.
Along with increasing amounts of digital content and evolving DP services, there
is a need for maximal automation of preservation processes from ECM systems
instead of continuing current resource-consuming practices. This paper aims at a
design problem definition on the integration of ECM and DP solutions. In order
to motivate and to define the problem in more detail, we conducted a review on
ECM and DP literatures touching the issue. The review reveals a research gap
addressing a need for designing new middleware solutions for interactive
processes between ECM and DP. We suggest a general-level model of three such
processes between ECM and DP: preservation administration, pre-ingest, and
access. The article concludes with avenues for future research on novel solutions
for integrating DP with contemporary ECM and other information systems in
organizations.

Keywords: Long-term digital preservation · Enterprise content management ·
System integration

1 Introduction

The field of digital preservation (DP) focuses on keeping digital information objects,
which involve benefit for organizations and the society [9], to be ready for access and
use over “long periods” of time [9, 27]. DP includes the tasks of maintaining the semantic
meaning of the digital object and its content, its provenance and authenticity, and
retaining information about contexts of information production and use [39]. A “long
period” here means “[a] period of time long enough for there to be concern about impacts
of changing technologies, including support for new media and data formats” [9, p. 1-1].
The related topics of research and development include DP strategies [30, 34, 39],
systems, solutions and services [46], and processes to preserve digital information
objects [23]. Beyond the sectors with long traditions of information preservation, such
as (mostly governmental) archiving institutions, culture institutions, and libraries, the
penetration of digital preservation practices is still low and few organizations are willing
to use resources on the preservation activities [39]. Therefore, also research on digital
preservation in organizational contexts in the field of information systems is still in its
infancy [7, 49]. At the same time, the issue of digital preservation is emerging especially
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in the field of e-government [11]. For example, in Sweden alone, investments in elec‐
tronic archiving solutions and services including 117 state-level government organiza‐
tions are expected to rise up to between 1,1 and 1,7 billion SEK between 2014 and 2016
[40], while this estimate does not cover the rest of Swedish state-level organizations or
municipalities and regions, which have similar challenges [38].

While the amount of digital content to be preserved expands, the diversity of methods
to capture, store and organize the content for preservation raises a challenging problem
[42]. Moreover, modern preservation tasks may involve rather complex digital objects,
such as relational databases [18], advanced product data and models [22] and even whole
workflows with business semantics [30, 34]. As a result, modern preservation systems
need to operationalize both advanced data models for the content to-be-preserved and
rich (and varying) models for managing metadata, i.e., add-on data about the content [9]
itself. Hence, current information systems and their repositories rarely, if ever, provide
methods for automated preservation workflows or support for preservation metadata. This
makes digital preservation, still, a manual and labor-intensive task [42]. This issue is right
now rather acute among governmental organizations, which plan for intermediate
digital preservation repositories and jointly developed electronic archiving services
[11, 45]. However, manual or tailored preservation of the rapidly increasing volumes of
digital content has already become practically unsustainable [32] and digital preservation
should thus be as transparent and automated as possible. Tailored preservation projects
from contemporary information systems to preservation services are also costly. For
example, it is estimated that each one-time preservation project to transform information
from an enterprise system to a DP solution will cost between 100 and 400 kSEK [39].
While an example from ten Swedish municipalities alone revealed hundreds of systems
from which such preservation project would be needed sooner or later, a need for inno‐
vative solutions for automated preservation from organizational information systems to
DP solutions is obvious [39].

Aiming for such automation causes a need to develop the contemporary information
systems as well. In the field of information systems, enterprise content management
(ECM) has been suggested as an integrative concept of information management, which
highlights the management of structured, semi-structured, and unstructured information
content altogether [23, 37, 44, 49]. While longer-term issues of information preservation,
such as records management and archiving, have sometimes been mentioned as areas
of enterprise content management [e.g. 49], actual digital preservation challenges have
been largely left out from the ECM research discussions and frameworks [49]. The same
applies also vice versa [25] – the prevailing standards for digital preservation, such as
the OAIS (Open Archival Information System) reference model [9], address little, if at
all, the issue of integration between information systems and digital preservation. In
order to contribute to this gap of research and development between ECM and digital
preservation [25, 49], our study focuses on reviewing and summarizing existing
academic research on the problem of integrating digital preservation with ECM systems.
Below, we will discuss about literature on ECM and digital preservation which has
suggested at least partial concepts, models and solutions to this issue. We form a general-
level model for conceptualizing the problem further and relate the existing pieces of
research to the model. As such, this article represents a literature-based problem
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identification and motivation phase of a wider design research project [35] developing
synergetic solutions for digital preservation from ECM systems to DP services [1, 17].

The rest of this article is organized as follows. The next section elaborates our
understanding of the current gap between ECM and DP giving motivation for our
research. Section 3 declares the literature review method and Sect. 4 describes the
resulting integrative general-level model between ECM and preservation systems.
Section 5 discusses about the contributions of the review and outlines potential areas of
future research. Section 6 concludes the article.

2 Background: Gap Between ECM and DP

In the field of ECM, preservation and records management are mentioned as relevant
functional areas of interest from early on [49]. However, preservation issues have rarely
been demonstrated or evaluated as parts of the reported cases of implemented ECM
systems [20] or analysis methods [51]. In the reviews on the field of ECM, digital pres‐
ervation of enterprise content is barely visible [2, 20, 21].

From the viewpoint of digital preservation, Korb and Strodl [25] have identified and
highlighted gaps between ECM systems and OAIS-compliant preservation systems. On
one hand, the OAIS reference model does not determine how other information systems
are technically supposed to interact with preservation systems. As human intervention
in digital preservation decreases, most of the actions to preserve and to utilize preserved
information are expected to take place automatically, and most likely initiated through
actively used ECM systems. On the other hand, ECM systems still need to be prepared
for integration to DP services because such integration does not readily exist [25].

Moreover, contemporary ECM systems provide little or no preservation planning
functionalities [25]. It remains unclear how to integrate the long-term preservation plan‐
ning with administration of ECM systems. In records management, records need to be
migrated over time to new media and sometimes to new formats. In ECM-related records
management systems, migration has mostly taken place in the form of migration of data
from one storage medium to another, and focused less on the problem of migrating file-
formats when the old ones have become obsolete due to a change in an ECM system
[25]. Hence, there is a gap between the administration of ECM systems in relation to
preservation services. In ECM systems the functions which capture content to the system
often also gather metadata (automatically, in a few systems). However, the capture
functions of ECM systems rarely, if at all, provide metadata for preservation, which
could be utilized later on by a preservation system [25]. While an ECM system has
captured and collected context-related metadata, the digital preservation system needs
to add it to the preservation-related metadata [25]. This should be based on preservation
planning and administration policies [15]. The preservation system needs to store
descriptive metadata separately from the actual content. In ECM systems, these are often
tightly coupled [25]. Moreover, ECM systems are rather integrated in the organizational
IT-infrastructure [20, 33], while preservation services often are less intertwined with the
operational systems [13]. Organizational information systems and external preservation
services thus also lack administrative alignment [25].

94 T. Päivärinta et al.



Figure 1 illustrates this gap. On the ECM side, Fig. 1 depicts the general-level func‐
tional areas of an ECM system [20, 44]. Access relates to channels and functions of
accessing an ECM system for information retrieval. The ECM process usually includes
further elements of workflow management, collaboration, and data analysis. The service
component includes capture, management, use, and publication functionalities. Finally,
the repository component involves auditing support, content storage, metadata,
taxonomy, and version management functionalities [20].

Fig. 1. Gap between ECM and DP

In OAIS-compliant preservation systems, the ingest component represents a collec‐
tion of tasks that together have the responsibility for accepting submitted information
package and preparing it for storage in archive [29]. Currently, creation, configuration
and transfer of information packages from enterprise systems to the OAIS-compliant
ingest function requires tailor-made and relatively expensive projects [38, 39]. Services
by which users of an archive locate the information that resides in archival storage,
request it, and receive delivery, are managed by access process [19, 27]. Data manage‐
ment and archival storage are responsible for maintenance of databases of descriptive
metadata and management of long-term storage, respectively [27]. Data management
also manages the administrative data that supports OAIS’s internal functionality [27].
Preservation planning arranges OAIS’s preservation strategy [28]. Finally, archival
administration is needed to coordinate tasks of the five above-mentioned processes, in
addition to manage OAIS’s daily operations [27].

As indicated above, the gap between ECM and DP systems has been identified in
the literature [25] but the problem has remained largely unsolved. However, a few
potential parts and elements of workflow solutions that provide seeds for better inte‐
gration of ECM and preservation in a few domains have been suggested. This initial
observation provided us a further motivation for conducting a literature review to collect
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the pieces of research related to interaction between ECM systems and DP into an inte‐
grative, general-level framework, which will be presented below.

3 Literature Review Process

We conducted a literature review with the following question in mind: What
processes and solutions for integration between ECM and DP systems have been
discussed and suggested? Aiming at identifying the relevant literature for our
purpose, we followed the review approach introduced by Webster and Watson [52].
We investigated literature and articles in such areas as digital preservation workflow
and content management, looking for discussions about integration of ECM systems
into DP systems. We obtained a list of relevant scholarly articles through three
stages, each starting by a search session. We chose Google scholar as the search
engine due to the multi-disciplinary nature of the area of study allowing us to access
multiple journals and conference proceedings from different research areas at the
same time. Search for articles, identifying relevant articles, and making the concept
matrix has been done by one of the authors and the results have been discussed with
other authors in group at every stage in the process.

First, we searched the literature by using such words as “content management
system” (657 hits), “enterprise content management” (195 hits), and “long term digital
preservation” (87 hits) as keywords in the title of articles since year 2000. Out of these,
we identified 15 as useful. We identified an article as useful if it contained information
about one or more of the following issues: DP components, ECM components, DP
components in relation to ECM and the other way around. We first read the abstract and
conclusion of an article. In case that those parts were unclear, we read the whole text.
The first review round led us to identify an additional number of keywords that we found
relevant to our topic. On the second search session, we used a similar procedure and
identified 14 useful articles (out of 84 hits) when the additional keywords were “digital
preservation workflow” (9 hits), “digital preservation architecture” (16 hits), and “digital
preservation metadata” (59 hits). Finally, we identified 10 useful articles with such
keywords as “digital preservation management” (71 hits) and “digital preservation
outsourcing” (1 hit). We added recent European research projects on digital preservation
that were identified by Strodl et al. [46] where they tried to consider all major contri‐
butions of the recent research projects in the area of digital preservation. While the major
proportion of the “preservation workflow” articles focused on the digital preservation
workflows inside an OAIS–compliant archival system, being thus outside of our scope
and therefore excluded, we found altogether 39 articles and project reports (among the
hits with the above-mentioned keywords) that focus on interaction between archival
services and ECM. In total, our review includes articles that are published at latest in
September 2013.

Referring to the OAIS reference model [9] and the functional areas of ECM [20],
we identified seven thematic areas of interaction between DP and ECM systems to
organize our analysis (Preservation administration, Repository, Pre-ingest, Ingest;
Access (in DP), Access (middleware), and Access (ECM) (Table 1). We followed also
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the idea introduced by the Protage [41] and SHAMAN projects [e.g. 6], which have
reported conceptual frameworks and prototypes for middleware to be placed between
preservation services and ECM systems. We categorized each of the two processes that
lead interactions from ECM to a DP system, and back, under “Communication from
ECM to DP” and “Communication from DP to ECM” (Table 1), respectively. We
continued to identify the scopes of suggested contributions in each article. To create the
concept matrix [52] of our review, we analyzed each article or report and labeled each
according to the type of the suggested contribution as our analysis suggested. Twelve
articles simply mentioned (Men) one or more areas of our interest without addressing
much scrutiny on solutions or challenges. Furthermore, we identified articles repre‐
senting a literature review (Rev) on one or more areas of interaction, or propositions
(Prop) for, methods (Meth) of, models (Mod) of, applications (App) for, or evaluations
(Eval) of suggested solutions (Table 1).

4 Results

In this section, we suggest first a model for interaction between ECM and DP. Secondly,
we provide an overview on current solutions, models, and suggestions for the problem
based on the reviewed articles and reports. As depicted in Table 1, many of the contri‐
butions in the literature remain at the level of the mention, while only a few of them
introduce a model or method, and only one runs an evaluation of current models. More‐
over, we found only 13 academic journal articles related to these issues, while the major
part of the literature consists of technical conference and workshop papers (19) or plain
project reports (7). Altogether, this addresses the relative immaturity of academic liter‐
ature on the problem.

As mentioned above, we follow the idea of Protage [41] and SHAMAN [6] projects
for a middleware to be placed between preservation services and ECM Systems. For
example, the SHAMAN [6], project, Lavoie and Dempsey [27] and Wittek and Daranyi
[54] define and discuss about processes and sets of preservation activities that would
either precede the ingest process or succeed the access to preserved information in an
OAIS-compliant preservation system. We called such processes as pre-ingest and access
(middleware), respectively.

In addition, we identified a group of processes that are needed for management of
communications between ECM and DP, and we decided to name this group of
processes as preservation administration (Fig. 2). Altogether, we thus suggest three
areas of interactive processes, which a middleware between ECM and DP needs to
support. Figure 2 illustrates on a general level how our suggested middleware’s
processes are supposed to communicate with the components of ECM and DP. SIP
(submission information package) is an information package that is delivered by the
producer of information to the preservation system [9]. DIP (dissemination information
package) is an information package that is sent by an archive to a consumer in response
to a request to the preservation system [9].
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Table 1. Concept matrix, categorization of literature

Article Interaction between DP and ECM 

Preservation
administration

Communication from ECM to DP Communication from DP to ECM

Repository
Pre-
Ingest

Ingest
Access
[DP]

Access
[middleware]

Access 

[1]
[ECM]

Prop
[3]

Prop
App

[5]
App

[6]
Prop
App App App App

[7]
App

[8]
Prop

Mod
[9]

Mod
Mod

[10]
Mod

App Men
[12]

Men
App App

[13]
App
Mod

[14]
Mod

Men
[16]

Men
Men Men Men Men

[18]
Men

Prop
[20]

Prop
Rev & 
Mod

Rev & 

[21]
Mod

Mod
[22]

Mod
Men Men

[23]
Men

Men
[24]

Men

[25]
Prop

[26]
Men
App App

[27]
Men

App & 
Meth

App & 

[29]
Meth

App, & 

[30]
Eval

Men
[31]

Men

[32]
Mod

Mod Mod Mod
[34]

Mod
Mod

[36]
Mod

Men Mod
[39]

Mod
Men

[41]
Men

[42]
Mod
Mod Mod

[43]
Mod

Men Men
[45]

Men
Prop Prop Men

[46]
Prop

Men Men Men Men
[48]

Men
Men Men

[49]
Men

Mod
[50]

Prop
Men

[51]
Men

[54]
Men
Prop Prop

[55]
Prop

Men Men Men
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The three areas of middleware processes, namely preservation administration, pre-
ingest, and access, should automate interactions between ECM systems and DP services
to the extent possible. When information is communicated from ECM to DP, a piece of
information starts its journey from repository in an ECM system through pre-ingest in
the middleware, which prepares the information for preservation and sends a SIP
forward to the ingest component of digital preservation. On the way back, the access
component of the preservation system packs the information object and metadata to a
DIP which the middleware access function delivers to the access function of ECM. In
addition to the ingest and access processes, we also need to plan and administrate for
integrating (potentially more than one) ECM systems with (potentially more than one)
preservation services [4]. In the following, current research on these areas of interactive
processes is declared in more detail.

Pre-Ingest. DP research has mainly focused on particular techniques for packaging and
ingesting information into a digital preservation system. However, less research has
covered preparations for the ingest process before the preservation system would take
over the SIP. As shown in Table 1, 17 out of 39 reviewed articles relate to processes and
tasks of pre-ingest. Three articles suggest a model or method aiming for an enhancement
in this area, two articles report an application developed for pre-ingest purposes, whereas
12 articles stay at the level of reflecting on existing literature. In the field of ECM, we
need to keep in mind that contemporary ECM systems provide little, if any, support for
producing preservation description information and implementing longer-term preser‐
vation appraisal in the active production/storage systems [25]. The content management
interoperability (CMIS) standard [8], however, provides a specification for sharing
information objects between ECM repositories, which could be potentially usable also
in connection to DP services.

Fig. 2. Model for interaction between ECM and DP
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In the field of DP, a few targeted and automated techniques have been developed to
extract preservation metadata from particular types of content [e.g. 29]. The PAIMAS
standard [9] was created already a decade ago to recommend practices for a producer-
archive interface communications. The definition of “consumer” in PAIMAS refers to
persons or client systems, which implies the necessity of a human actor to interact with
a DP system [9]. The PLANETS project has provided a set of pre-ingest and preservation
workflow support techniques. PLANETS provides also testbeds for pre-ingest processes
and tools for data/metadata management [43]. The SHAMAN project [6] has also
created initial workflow support and tools from creation of objects and context data,
through assembly of objects with metadata to form submission information packages.
In addition, Heutelbeck et al. [22] highlight the definite need for automatic extraction
of metadata and validation of manually entered metadata in the field of engineering and
design. However, as an approach contradicting the goal of full automation, the Prome‐
theus project [12] has continued to develop tools for easing human interaction with
archival services during pre-ingest and ingest workflows, especially for the needs of
libraries.

Access. Alike in the case of ingest, few DP studies address an access concept beyond
the OAIS specification that represents a viewpoint of one archival service or system.
Hence, few studies discuss how other systems could have an integrated access to digital
preservation services in general. At such a general level, Nguyen et al. [32] suggest
architecture of a system of concept servers to enhance scalability and flexibility of access
to differentiated service levels of long-term preservation. As well, ECM systems usually
pay little, if any, explicit attention for receiving and processing DIPs automatically [25].
Altogether, 10 articles (out of 39) discussed the access-related tasks and processes. Three
of those articles develop models for access, whereas the others simply mention or discuss
about the area at a more general level.

The CMIS standard [8] provides several useful specifications for enhancing access
between ECM repositories. As above in the context of pre-ingest, CMIS can also become
a potential approach to enhance the system integration for access from DP to ECM. After
the early focus on preservation and preservation planning workflows, the SHAMAN
and PLANETS projects have as well provided their own toolsets, such as PLANETS
Digital Object manager, graphical user interfaces and pluggable access components [43]
and SHAMAN’s “Multivalent browser” [6] to access preserved information resources.
SHAMAN also provides tools for “adoption” of objects, including their descriptive
metadata, context metadata, and preservation metadata through a graphical user inter‐
face so that the objects can be processed for reuse [6].

Preservation Administration. As Korb and Strodl [25] addressed, research and devel‐
opment on integrating preservation planning and ECM administration are rare. In order
to make such integration take place, we suggest that an additional middleware element
and a set of tasks for preservation administration are necessary (Fig. 2). This element is
important especially in any environment where one organization could use more than
one DP services. Within our review results, a half of the articles at least mentioned the
issue of preservation administration, whereas 75 % of those remained merely at the level
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of initial conceptual reflections or propositions. Nguyen and Lake [32] and Schmidt et
al. [42] suggest models for interactive processes in this area. Archival storage could be
chosen to be implemented with delayed access and near-line storage or rapid access and
high-performance storage [32]. Content servers could be implemented to function either
just-in-time or to be always active [32]. The decision of the preferred service level
furthermore will impact the actual workflows, tasks, and the experienced seamlessness
of the preservation and access workflows. Here, the design details will depend on the
application demand.

The workflows of preservation planning, administration and policy implementation
have not been comprehensively discussed in the literature. However, we could recognize
a few elements in the previous research which are worth considering while designing
more detailed workflow solutions in the future. The SHAMAN project [6] developed a
preservation management and planning interface to manage the pre-ingest phase. The
PLANETS infrastructure provides a web portal framework that integrates a set of end
user applications with a number of data repositories and a federation of grid/web and
other services [43]. Tarrant et al. [48] discuss about possibilities of connecting the pres‐
ervation planning element of the PLANETS project, Plato, and digital repository inter‐
faces. Laleci et al. [26] introduce a semantic backend for ECM Systems, which could
be useful for creation of relevant ontology mapping between content repositories,
including ontologies for preservation.

All in all, the currently suggested ideas and solutions for pre-ingest, access, and
preservation administration processes between ECM systems and DP remain, at best, at
the level of prototypes which are so far (reportedly) created mainly in research projects
for research purposes. As the analysis of the literature (Table 1) suggests, no single
solution covers all of the necessary processes for integration between ECM and DP.
Especially, it remains unclear how the distribution and execution of the preservation
administration in relation to pre-ingest and access processes should be organized.

5 Discussion

Our review suggests three types of processes needed for integrating ECM systems
with DP services. The review provides an overview on the existing literature. The
literature mostly only mentions issues of ECM-DP integration. Very few research
efforts suggest concrete methods, models, applications, let alone evaluations, and no
suggested method, model or solution so far covers all of the identified integration
aspects (Table 1). The most, if not all, arguments for better integration between ECM
and DP have been provided by the DP scholars. In the field of ECM, DP-related
issues are sometimes mentioned, but the field lacks concrete methods, models and
solutions for proceeding with the integration between ECM and DP. The field of
information systems seems still to largely ignore the research focus on long-term
aspects of information as well.

In addition to addressing the design problem, our work contributes by suggesting a
general-level model for processes and middleware for bridging (potentially many) ECM
systems with (potentially many) preservation services. The model combines the previ‐
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ously separated perspectives of DP and ECM. The previous literature has mainly focused
on the DP side of the model (Table 1). For example, Nguyen, Lake and Huber [31],
focus on increasing flexibility and scalability of a DP solution in itself. We argue for a
need to go beyond the plain focus on preservation and add to the scalability and flexibility
of all interactions that are needed between ECM and DP. Our work also highlights that
in addition to focusing on archival administration inside one OAIS-compliant DP solu‐
tion [9], preservation administration as a whole needs to become an intermediary
process that will need to “plug-and-play” among potentially several information systems
and DP services over time. One organization can, on one hand, use many DP services,
while, on the other hand, a particular preservation service can accept submissions and
access requests from several ECM applications [3]. The suggested middleware to
support such processes should be able to link preservation administration, pre-ingest
and access among ECM systems and DP services as seamlessly as possible in the future.
This represents a new design challenge in the field of digital preservation.

As such, the identified design challenge suggests a complementary view also to our
understanding of ECM functionality [20, 47] by addressing the need for making a clear
distinction between contemporary content management repositories and long-term DP
solutions. That is, we suggest that a separate logical layer of “long-term digital preser‐
vation” going beyond the simple repository or storage component should be added to
the functional ECM frameworks and architectures, such as the one proposed by Grahl‐
mann et al. [20]. Our work also addresses the need for designing preferably standardized
solutions for integrating and interfacing the DP layer to the repository and access layers
[20] of operational ECM solutions.

Designs of specific solutions for pre-ingest, access and preservation administration
processes depend a lot on the actual domain of information and the related metadata
standards and models. Hence, the subsequent development may require several appli‐
cation processing interfaces between the middleware and particular types of ECM and
other information systems. Having that in mind, and to provide impetus for the devel‐
opment of more detailed studies in digital preservation field, we suggest a stream of
design research related to such middleware in the future.

Hence, our study altogether suggests a motivation and problem definition for a signif‐
icant and timely design research program [35] on ECM-DP integration and supporting
middleware. We suggest that future design research and development efforts of such
middleware should focus on the challenges of linking several ECM systems to several DP
services since the need for implementing this many-to-many system interaction pattern is
ultimately expected. Specific integration and interaction challenges between particular
types of content production systems and digital preservation services create another path
for future research. In addition to “ordinary” ECM systems, we may also need to preserve
data from other organizational information systems, for example, product life-cycle
management (PLM) systems [53], enterprise resource planning (ERP) systems [45], engi‐
neering systems [22] or e-health systems. Information systems and DP systems will both
change over time. A stream of future research should thus aim at solving challenges and
design issues for seamless integration and enhanced automation related to continuing
management of changes in information systems and preservation services [1]. This issue
is addressed, e.g., in a large, on-going European design research project [17].
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Our review has also its limitations. A closer technical evaluation of the software
prototypes and evaluation results was not in focus within this review. More detailed
models of tasks and workflow implementations and analyses of the existing partial
solutions within the particular functional areas need still to be conducted. We aim at
creating a more detailed task list under each of the process types of our preliminary
model. Actual implementation of the middleware will still need considerable design
research and development efforts. Another shortcoming is our dominating focus on the
academic literature. Specialized vendors of ECM systems and cloud-based preservation
services may already provide solutions for the interaction between information systems
and preservation services, which are not covered by our review.

Plain construction of middleware between DP and ECM per se guarantees no
automation of system interaction. Even in the near future, interactions between ECM
and DP will remain challenging without a human actor who is in charge of config‐
uring the middleware workflows and, especially, taking care of the preservation
administration process. In contemporary practice, this requires rather expensive and
tailored projects [38]. In the contemporary research prototypes, the integrations will
still continue to be developed in a tailored manner for a while in order to create the
first pilots of more automated pre-ingest and access workflows. Several inter-system
queries, such as a request generated by ECM for deletion of an object in an archive,
may still need to be checked by a human intermediary. However, alongside the first
prototypes for better integration of pre-ingest and access between ECM and DP, the
research efforts should pursue systematically towards more generic solutions to
support the overall preservation management as well. Addition of intelligence to
automated processes or services that could ease tasks of preservation administration
and decrease human intervention thus continues to be an important subject for
further research.

6 Conclusion

The rapidly increasing amount of digital content that needs to be preserved and accessed
over long time poses new challenges for system integration between enterprise content
management and long-term digital preservation systems. Enterprise content manage‐
ment and digital preservation have been so far established as relatively separate research
fields, whereas the need for integrating organizational content management and digital
preservation services in practice has started to emerge. To concretize and to position the
problem in relation to contemporary research, we identified and analyzed 39 articles and
suggested a general-level model of ECM-DP interactions based on the literature. The
model conceptualizes a novel design problem and argues further for three types of inter‐
action processes which need to exist between ECM and DP systems (From ECM to DP,
From DP to ECM, and preservation administration). Based on the model, we propose
five avenues for future research and development:

• middleware which could connect (potentially many) ECM systems and (potentially
many) DP systems to each other with increasingly automated functionality of pre-
ingest, access, and preservation administration,
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• standardized interfaces to integrate the DP layer architecturally to the repository and
access layers [20] of ECM,

• solutions for integrated interactions among DP services and also other types of
systems than traditional ECM, such as ERP, engineering, PLM, and e-health systems,

• solutions and practices for preservation administration to manage changes that will
take place unavoidably in information systems and DP services over time in order to
sustain the established system interactions, and

• intelligence and automation to decrease hitherto necessary human intervention in
ingest, access and preservation administration among information systems and DP
services.

As modern DP systems and services need to deal with rapidly increasing amounts of
digital content and increasingly complex and heterogeneous digital objects, such as
relational databases, product data, and digital workflows, the design research and devel‐
opment efforts on enhanced interactions between digital preservation and information
systems will remain as a non-trivial field within the foreseeable future.
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Abstract. Comparing software systems for a purchase decision in a highly regu‐
lated public procurement process is a new domain for usability testing. We
performed a comparative summative usability evaluation of Current Research
Information Systems (CRIS) as a part of a public procurement process in Finland,
EU. The evaluation method had to provide objective and unbiased results for
comparison and it had to be defined in detail already in the invitation to tender.
In this paper, we report the details of our successful procedure that enabled
straightforward and quick decision making in selecting the winning system.
Additionally, we present calculations to legitimate the potentially higher invest‐
ment costs through estimated savings and increased income.

Keywords: Usability evaluation · Public procurement · Research information
system · Test user · Test task · System usability scale

1 Introduction

Since the emergence of usability engineering [26], usability testing has been an integral
part of user-centred software development [14]. Typically, usability testing is applied
in development projects to discover defects in the user interface with the aim to improve
its functionality and performance. This type of formative evaluation [4, 12] has long
been applied, and performs well in software development surroundings.

However, in commercial-off-the-shelf (COTS) software system procurement,
formative usability testing is not applicable. Instead, a comparative approach empha‐
sizing the use of summative evaluation [4, 12] is needed. Public procurement of infor‐
mation systems must be done according to legislation and regulation on public contracts.
In European Union, the directive 2004/18/EC on “the coordination of procedures for
the award of public works contracts, public supply contracts and public service
contracts” defines constraints and requirements for activities that take place in such
procurement projects [9]. This is reflected in the national legislation e.g. in the Finnish
Act on Public Contracts (348/2007) [11]. At the same time as these regulations aim at
improving the transparency and equality of tenders, they introduce challenges on how
to deal with usability issues in such projects. Even though usability has long been
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acknowledged as an important factor in operational benefits in information systems [3],
we still lack proper methods and practices to take usability into account in public
procurements.

In this paper, we report a case study on applying usability testing in government
system procurement. In previous COTS procurement cases in our organisation, inspec‐
tion methods, such as heuristic evaluations (e.g. [22]), had been used, so real users had
not been involved in the evaluations. However, in this case, inspections were considered
as too subjective, and their ambiguous results (see e.g. [20]) were considered to generate
complaints to the Market Court. Furthermore, in cases where a major impact of the
system is expected in the operative organisation, the involvement of real users is of
utmost importance to ensure that the system meets at least the minimum requirements
of the key user groups. Therefore, usability tests with users were selected over usability
inspections.

In this case, three universities were purchasing a Current Research Information
System (CRIS) at the same time. Thousands of researchers and administrative personnel
were expected to use this system in these universities, as the coordinating university
alone had more than 2500 researchers. The participating two other universities
committed to procure their system according to the decision of the coordinator.

The CRIS system has a very straightforward impact to university funding: a substan‐
tial part of the university funding from the Ministry of Education and Culture rests on
the activities and publications reported through this system. Therefore, the information
need to be complete, correct and easy to enter even for casual users. Typically,
researchers use the system once or twice a year, emphasising the need for a straightfor‐
ward and easy-to-use system. By applying user testing already in the procurement
process, we could address critical usability issues beforehand to support the decision
making and selection of this central system.

The local and international regulations i.e. procurement directives and law, give strict
legal requirements for procuring. These requirements apply in organisations governed
by public, if the service contract exceeds a threshold value. This type of public contracts
in the EU are to be awarded based on objective criteria to ensure transparency, non-
discrimination and equal treatment, and effective competition [9]. Moreover, the current
legal practice in Finland involving procurement is very strict. EU public procurement
law, Finnish Act on Public Contracts [11] and both EU and Finnish case law thus pose
considerable challenges for usability evaluation in public procurement.

These regulatory constraints indicate that usability criteria may be used to compare
tenders, as long as they are [11]:

• linked to the object of contract
• relevant to choosing the economically most advantageous tender
• measurable
• objective
• non-discriminatory
• published in the invitation to tender.

There are very few reported examples of using usability evaluations as selection criteria
in public procurement [17]. Despite Carey’s [8] opening on “Usability Requirements
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Model addressing public procurements” already in 1991, this academic discussion and
research did not continue and attract broader academic interest until Buie & Murray’s
book on Usability in Government Systems in 2012 [6]. In order to evolve this practice,
it is important to understand the ways in which user-centred methods may be utilised in
such a highly regulated context.

The research question in this paper is, how to integrate usability testing into a public
procurement process so that the results significantly contribute to the decision making
when selecting the new system. As a result of our study, we argue that usability evalu‐
ations can be successfully used as selection criteria in public procurement. Our results
inform practitioners of organising systematic comparisons in information system
procurement. For academic readers, we introduce initial experiences of summative
usability testing in a regulatory context, in contrast to non-regulated private software
development.

2 Case Description

A Current Research Information System (CRIS) is an information system used to store
and manage data about research conducted at a university. It supports researchers,
administrative personnel and management at all levels in documenting, managing,
reporting, sharing and evaluating research activities. The information reported through
CRIS gives the basis for university funding from the Ministry of Education and Culture.
In late 2012, three Finnish universities started collaboration between their projects to
procure current research information systems. These modern off-the-shelf software
solutions were sought to replace existing, outdated research registers. By 2013, Aalto
University was chosen as the party to procure a system on behalf of the three universities.

As all the factors used to compare tenders need to be described in the invitation to
tender, also usability criteria and evaluation methods needed to be specified in advance
without knowing how many tenders had to be compared. The evaluation criteria had to
be objective, and the metrics needed to be well-established and relevant. Furthermore,
the procedure had to be identical for all the tenders.

The methods were selected, designed and carried out collaboratively with usability
researchers in the university, the project staff at the three universities, and the procure‐
ment specialists. After assessing alternative methods [16], a typical usability test was
finally selected as the evaluation method. This way, the future users could be involved
as test participants, and we could ensure that the new system would meet the minimum
requirements of the key user groups. In addition to usability, also accessibility was
considered in the evaluation by including one visually impaired test participant using a
screen reader.

In spring 2013, an advance notice about the CRIS procurement was published at
the national public procurement announcement site. Five suppliers indicated their
interest in the procurement. Separate from the discussions with the companies, the
usability evaluation methods were defined and documented in autumn 2013. In
November 2013, technical dialogues with the interested vendors were organised to
get feedback on the draft documents that included also the usability criteria. Based

110 S. Riihiaho et al.



on these dialogues, two or three tenders were expected, and the potential system
providers were promised unofficial feedback from the tests to be freely used in their
further development. The final usability evaluation methods were then described in
two appendices to the invitation to tender, published in December 2013. Table 1
presents the timeline of the CRIS procurement.

Table 1. Schedule of the CRIS procurement with usability planning and implementation.

Time Phase and activities

05/2012 Project started
- requirements
- market study
- definition of usability methods

05/2013 Advance notice to vendors
- indication of interest from vendors

08-11/2013 Definition of usability methods and criteria
- user groups: researchers and administrative

personnel
- test tasks: 5 relevant tasks per group
- metrics: effectiveness, efficiency, satisfaction

10-11/2013 Investment decision
- technical dialogues
- joint procurement decision

12/2013 Invitation to tender
- usability evaluation methods described in detail

02/2014 Tender submissions
- finally, tenders from 2 vendors

03-04/2014 Usability tests
- tests with 12 users (2 groups; 6 + 6 users)

06/2014 Procurement decision
- usability test results as the main selection criteria

3 Method

Finnish Act on Public Contracts [11] requires the evaluation of competing tenders and
systems in a procurement project to be measurable, objective, and non-discriminatory.
Therefore, the outcome from the comparison must provide clear evidence on the pref‐
erence over the offered systems.

As an internationally acknowledged standard, ISO 9241-11 was selected as the frame‐
work for the usability metrics [13]. The standard defines the measurable parameters as
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effectiveness, efficiency, and satisfaction. Usability test is a well-established method that
has been widely used to measure and provide answers to these parameters. In our case, the
available resources, including the tight procurement schedule and the limited demonstra‐
tion systems, did not leave room for longitudinal studies. Therefore, traditional usability
tests in controlled settings were selected. The usability metrics were then selected on the
basis of the Common Industry Format (CIF) for usability test report in ISO/IEC 25062
[15]. Bevan et al. presented already in 2002 that the Common Industry Format for
usability test reports “provides a platform on which to evaluate potential competitive
products from a number of supplier organisations during the procurement of a new
system/product”, and integrates consumers’ requirements with objective user perform‐
ance and satisfaction metrics [2].

Extensive simulations on the possible results of effectiveness, efficiency, and satis‐
faction related to the investment price were run to find limits and weights for the metrics.
The simulations revealed that an aggregated single-score metric on usability would not
provide sufficient and clear information for decision making despite such attempts [23].
Finally, the weights of the different parameters were set so that higher than minimum
satisfaction could compensate the price of the tender. For effectiveness and satisfaction,
there were minimum levels that had to be reached for the tender to be considered in the
procurement. The weight assigned to usability in the scoring of the tenders was 30 %
(efficiency 10 %, satisfaction 20 %).

The absolute results of time on tasks and users’ satisfaction were not of main interest,
but the differences between the systems, so a within-subjects design was selected over
between-subjects [18]. Additionally, this within-subjects evaluation enabled calcula‐
tions on the differences in the return on investment (ROI) between the compared systems.
These calculations, on their part, made it easy to argue for a higher investment price as
the ROI could be estimated.

The usability tests were conducted in a usability laboratory in order to minimize
disruptions and to ensure equal working conditions for the evaluated systems. Repre‐
sentatives of the key user groups performed a sample of tasks with demonstration
systems offered by the tenderers. Thinking aloud was not used due to performance time
measures. A test moderator sat next to the users and helped if technical problems arose,
but otherwise followed a predefined test procedure without giving guidance on the use
of the systems or answering the users’ questions.

Users. Two user groups were defined to reflect the use cases: researchers and adminis‐
trative personnel. In order to ensure the equality of the tenderers, the recruiting protocol
was described in the invitation to tender, although the actual test users were not known
at that time. Representative researchers and support staff were then recruited through
the university intranet.

Finally, 6 users were recruited for both user groups. Although Lewis [19] presents
a detailed equation to estimate an appropriate number of test users for certain problem
coverage, we were not interested in the usability problems as such. Thereby, the strict
test schedule and considerable preparations for each test user restricted the number of
test users into 6 for both groups. Even so, this number is in conformance with the studies
by Virzi [25] and Nielsen [21] showing that 4–5 users reveal 77–85 % of the problems,
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as well as the recommendation by Dumas and Redish [10] to use 6–12 users from each
studied user group.

Researchers and postgraduate students from the case university were recruited for
the first group including one visually impaired user. Research support staff from the
university was recruited for the other group. CVs with publications were collected from
the first group and prepared before the tests to make the test tasks as realistic as possible.

Tasks. The test tasks were selected from predicted use cases based on current key tasks with
similar systems and most common new tasks planned with the new system. The use of one
system in the test session was not to take longer than 90 min, so only five tasks were defined
for each user group. These tasks were iteratively developed within the project groups at the
three universities to make sure they matched real user needs and that the wordings were
clear. For each task, a maximum time of 15 min was reserved in the test procedure. Thereby,
we could ensure that each user tried to perform all the tasks. The essential contents of the five
test tasks for the researchers were the following: (1) Enter the article details manually in the
system, (2) Create a description of a research visit to another university, (3) Modify your
research profile, (4) Construct a CV with publications and activities from your profile, (5)
Import previous publications to the system from a BibTeX file.

Several test tasks required the user to input data. Example entries were given in the
invitation to tender but all users were able to input their own data to make it easier for
the users to assess the usability and also the utility of the systems as they could better
relate the tasks into their own work [7].

Measures. The ISO 9241-11 [13] provided the assessed parameters (effectiveness, effi‐
ciency, satisfaction), and the Common Industry Format (CIF) for usability test report
[15] gave the measurable metrics:

• Effectiveness was measured by how many tasks were completed successfully within
the maximum time. Total effectiveness was then calculated by summing successful
tasks over all the users. Any tasks not finished in time, abandoned by the user, or
deemed as not successful either by the user or the evaluators were not counted in.

• Efficiency was measured as the average time for a user to complete the tasks. Time
for task was measured individually for each task and user. For successful tasks, the
actual time for task was used. For non-successful tasks, the maximum 15 min was
used.

• Satisfaction was measured with the positive version of the System Usability Scale
(SUS) [24]. A bilingual questionnaire (Finnish and English) was prepared because
the users’ language preferences were not known at the time of preparations. The SUS
questionnaire was scored between 10 and 50 points in this case due to multiple criteria
(price, supplementary requirements, and efficiency) for scoring the tenders. For the
purposes of this paper, however, all the scores have been transformed into conven‐
tional SUS scores (max 100 points).

Minimum criteria were set both for the total effectiveness (70 % of the test tasks) and
for the satisfaction (50 points in the conventional SUS scores). The latter was influenced
by the semantic interpretation of the scale [1] where 52 points was the minimum score
for the adjective rating “ok”.
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System. The number of systems to be tested was not known at the time when the eval‐
uation method was defined, so the method needed to be flexible. Therefore, counterbal‐
ancing or randomizing any number of systems was defined, as well as potential need to
divide the tests into multiple sessions.

Each tenderer was required to make a demonstration system available online as part
of their tender. The demonstration needed not to be the complete product, but it had to
support all the test tasks and include the university data that were described in the invi‐
tation to tender. The tenderers were also asked to include instructions with screen
captures for the administrative personnel’s test tasks.

4 Procedure and Test Setup

Two systems (named A and B in this paper) were eventually tendered. Each user eval‐
uated both systems in back-to-back sessions, with the order counterbalanced. The tests
in the usability laboratory were recorded (audio, video and live screen capture) at the
users’ consent.

Five senior master’s degree students in usability moderated the test sessions, but
each test user interacted with only one moderator. A faculty usability expert together
with the procurement project manager oversaw each test session from the one-way-
mirror-separated observation room, where a second student also took notes.

Three pilot tests were run to provide the moderators practice with the procedure and
to solve any technical issues. All the test participants used the same laptop, except for
the visually impaired user who had his own laptop with a screen reader software (JAWS)
installed.

At the beginning of each test session, the test user was informed of the purpose and
procedure of the evaluation. The users then received the test tasks one at a time, first
read aloud and then in writing. The representatives of the administrative personnel also
received the tenderer-supplied instructions, which they were free to use when doing the
tasks. The maximum time of 15 min for each task was also articulated. The users were
asked to inform the moderator when they were either done or had decided to abandon a
task. The users were free to end a task or the whole test at any time.

All users answered the SUS survey after finishing the test tasks with one system.
After that, more feedback on the system was gathered with a short interview. Then, a
short break was held. A second session was then conducted for the second system with
an identical procedure.

To ensure that both systems and all users were handled equally, all moderators used
the same printed script and instructions with all the test users. If test users asked questions
that could not be answered without potentially endangering equal treatment, the moder‐
ators used scripted answers, such as apologizing for not being allowed to help, empow‐
ering the user to make their own decisions, and making sure if the user wanted to continue
with the task at hand.

After the second session, there was an exit interview eliciting impressions with the
test and the systems as well as providing an opportunity to give feedback on any part of
the test. During the exit interview, each user was asked additional questions about their
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personal preferences, recommendations to the university, and relevancy of the test tasks.
The users were thanked and compensated for their time with a voucher.

5 Results

System B scored higher in all measures, passing the minimum limits for effectiveness
and satisfaction set in the invitation to tender. System A did not pass either of the
minimum limits, so according to the rules set in the invitation to tender, this tender was
excluded from the competitive bidding.

Effectiveness: Total effectiveness for System A was 26 and 46 for System B, corre‐
sponding to 43 % versus 77 % of tasks being successful (Fig. 1). Thus, a user was able
to complete 2.2 tasks on average with System A and 3.8 tasks with System B. Across
users, 17 tasks (28 % of all tasks) were abandoned by the users on System A, compared
to 1 task (2 %) on System B.

Fig. 1. Total effectiveness out of maximum 60 per system. System A did not reach the minimum
acceptable level (42, dotted line), so it was excluded from further competitive bidding.

Efficiency: The average time for the all the test tasks per user was 55 min for System
A and 35 min for System B. For System A, the time on task varied from 1:52 to the
maximum 15:00, and for System B, from 1:21 to 15:00. The maximum time of 15 min
was used for the non-successful tasks.

Satisfaction: The results of the SUS questionnaire were 38 for System A and 62 for
System B (Fig. 2). The scores for System A varied from 2.5 to 65, and for System B
from 10 to 90.
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Fig. 2. SUS score averages with a 90 % confidence interval. The required minimum score (50)
is illustrated with the dotted line.

All of these differences were in favour of system B in the researcher user group. The
screen reader user had considerable difficulty with both systems and managed to
complete only one task, on system B. Thereby, the lowest SUS survey scores for both
systems were from the screen reader user.

The three usability measures correlated well with each other. The effectiveness and
satisfaction survey scores correlated strongly r(24) = .72, p < .0001, and also efficiency
and satisfaction correlated r(24) = −.62, p < 0.001.

All except one user expressed their personal preference for System B, but all the
users preferred it if they were to choose the system for the university. As a measure of
validity, according to the feedback from the test users, the test tasks were considered
relevant and representative of typical tasks that the users would perform when working
with a CRIS system.

6 Discussion

We identified following key benefits on how the usability evaluation contributed to the
procurement in this case:

• Pre-defined minimum levels of usability (efficiency, effectiveness, satisfaction) made
it possible to leave unacceptable systems out of consideration.

• Detailed pre-defined user tasks in tests leave out “promiseware” i.e. software that
aims at fulfilling the requirements in the future. Especially the requirement to deliver
a working system for the tests seemed to narrow down the number of tenders, as well
as the mentioning of a screen reader test user.

• The usability tests can be repeated for acceptance testing in the introduction of the
final system.
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• Feedback provided by the test users informs the planning of user support and training.
• Straightforward facts and results supported extremely quick and efficient decision

making in management. Estimates on return on investment, on their part, helped in
justifying a higher investment price.

At the end, the minimum criteria for usability ended up being the cornerstone in
comparing the tenders and selecting the winner. Since the performance of System A did
not reach the minimum requirements for usability, it needed not to be included in further
considerations, and economic comparisons were not required. Therefore, these usability
comparisons and minimum criteria were extremely important in the decision making
process, and made it much more straightforward than expected. As a consequence, the
remaining decision making process became cheaper than expected due to less analyses
and less decision making committee meetings. Thereby, we conclude that the compa‐
rative usability tests reached their goals very well.

In a typical multi-disciplinary way, the process required expertise from multiple
parties, including system domain experts. Therefore, identifying appropriate partici‐
pants and coordinating communication between different specialists was crucial in the
process, and required strict and clear project management. Rough estimates on the
required workload is presented in Table 2.

Table 2. Estimates of workloads for usability evaluation.

Efforts related to usability evaluation Workload in person days

Specification of evaluation method 30

Documentation for procurement 18

Recruitment and input of user data 10

Test set-up 24

Test sessions 30

Altogether, the estimated amount of working days in the project is 112 days, i.e., 5–6
person months. If conducted through “company internal” work, estimate on the cost
would be around 30.000 EUR. With the help of external consultancy the costs would be
around 90.000 EUR. However, if we compare these costs to the costs from the actual
use of the system over its lifetime in the universities, the costs become very legitimate.
For example, the financial benefits of the completed usability comparison come from
increased efficiency (i.e. saved working time) as well as from the increased earnings
(accurate and timely reporting of results). The 30.000 EUR (the realised internal cost of
the comparison) cost may be converted into 1000 h of work (30 EUR/h). As the evaluated
system will eventually have more than 3000 users, the costs of the evaluation will be
covered through 20 min of saved working time per user. Based on the intensity of use
of the system, we argue that the costs will be easily covered within one year. Following
calculation illustrates this: If a researcher reports 3 publications, updates her CV and
other research activities (e.g. information about a running research project), one can
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argue that these tasks together correspond to the total time of the test tasks indicating
the difference of at least 20 min per person.

In addition to the saved working time, the universities can increase their income
through improved reporting of research activities and publications. Taking into account
the differences between the amount of unsuccessful and abandoned tasks, the winning
system produced 77 % (26 vs. 46) more correct task completions. As 13 % of funding
for the university from the Ministry of Education and Culture is based on reported
publications, the impact of better reporting could be as high as 20 MEUR (40 % less
reported publications with the failing system) from the evaluated total of 50 MEUR (i.e.
the 13 % part of the total funding for the university). These savings definitely legitimate
the higher investment cost of the winning system.

Furthermore, additional savings would arise from the decreased amount of unnec‐
essary indirect discussions about the defects of the system that often appear in work-
related discussions in the organisation. Overall, we argue that the benefits in conducting
the usability comparison clearly exceed the costs.

Although successful, the procurement had challenges, as well. For example, this type
of comparative testing would not scale easily for several competitors. Therefore,
preliminary studies on the market situation and dialogue with the potential tenderers
were crucial in estimating the number of tenders and setting the minimum level of
usability.

In addition to the positive SUS questionnaire [24], we used the Self-Assessment
Manikin (SAM) [5] after each system, although we did not utilise the results in the
evaluation. SAM offers a non-verbal pictorial evaluation technique giving the users one
more alternative to structure and express their feelings about the systems. In our expe‐
rience, SAM did not provide much new information compared to the other methods, but
it was an important tool for the users in resetting their thoughts before moving on to the
next system.

In the exit interview at the end of the whole test session, we also had some general
questions comparing the systems. As mentioned in the results, all but one user would
have chosen the winning system for themselves, and all the users preferred to have the
winning system for the universities. This made us consider, if this overall question could
have had more weight in the results or even could have replaced the SUS questionnaire.
However, SUS is a very much studied questionnaire [1], and its results are thereby very
convincing and trustworthy, so it should not be removed from this type of comparative
evaluations.

7 Conclusions

Usability testing provided clear and measurable evidence on the performance of the
evaluated systems and enabled extremely smooth decision making. The usability eval‐
uation results were essential and changed the course of the procurement, since only one
system scored above the pre-defined minimum levels of usability. The chosen evaluation
method suited well for evaluating the CRIS system from the viewpoint of researchers
and administrative personnel.
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Our calculations on the financial impact of the usability test results indicate that
usability testing can detect tiny but crucial differences in the use of the systems. For
instance, the 20 min difference in total task time could be converted into 30.000 EUR
savings in one year. But even more importantly, the improved reporting of activities and
results that have direct financial value (income) for the organisation has substantially
greater financial effect, in our case even more than 20 MEUR. So far, these types of
calculations have seldom been presented and the financial mechanisms are still unclear.
We propose that these types of calculations and estimations would be further studied to
reveal new mechanisms on how return on investment could be constructed. Too often,
these calculations focus on mere savings on working time.

In general, our experience was positive: in future procurement projects that affect
large user populations, we aim to further apply and improve this method. With advance
investment in designing an appropriate method into the invitation to tender, usability
evaluation can be a key factor in a public procurement process that, also in the long run,
result in practically successful and financially viable solutions.
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Abstract. Usability testing has gained a rather stable status as a method for
usability evaluation even though it has both low reliability and validity. The
sources of result variance are well acknowledged among researchers and practi‐
tioners. However, the validity problem has not been explicated or exemplified
although it is frequently discussed in the literature how the results of usability
tests should be interpreted and to what extent results are generalizable. We employ
Activity Theory and a case example to argue that the validity problem is mainly
caused by the fact that what we are testing are artifacts and what people are using
in their real life activities are tools and these two entities are qualitatively different.
Basing on our analysis, the effects of the reliability and validity problems on the
application of usability testing and its role as one of the tools in the design process
are discussed.

Keywords: Usability testing · Validity · Generalization · Reliability · Activity
theory

1 Introduction

Reliability and validity are the measures used in ascertaining the quality of evaluation
instruments. Reliability is used in assessing if the measuring tool produces consistent
results and validity in ascertaining if the tool is measuring what it is supposed to measure.
In the past 20+ years, usability testing has gained popularity in such a manner that some
kind of usability testing or evaluation plays some role in practically all software devel‐
opment projects. Usability tests are carried out by different actors during different stages
of product’s lifecycle with techniques ranging from a heuristic evaluation to laboratory
and field tests [1]. The background knowledge of the testers varies considerably from
layman to usability experts [2] and even automated asynchronous usability tests have
been introduced [3]. When the diversity of usability testing procedures and actors are
combined with the fact that there exists also many somewhat different, although over‐
lapping, definitions of the usability concept [4], it is not always clear, how the results of
a usability test should be interpreted [5] and to what extent these results are generalizable
[6]. Repeatedly, empirical studies wonder why the usability of the system differs in pre-
and post-implementation phases despite extensive and varied empirical usability and
user research efforts (cf. [6]).
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In this paper, we attempt to shed light on the interpretation and generalization issues
of usability test results. With the activity theoretical support [e.g. 7] we explicate why
and how generalizing the results of usability testing to real life situations is not a straight
forward procedure. Our exploration is conceptual although as a case example, we refer
to the famous empirical study by Suchman [8]. The rest of the paper is organized as
follows. In the following section the basic variables of usability testing are listed and
their effect on reliability is shortly discussed. The next section is dedicated to the validity
issues, i.e. what type of generalizations are made from the usability test results and how
justifiable these generalizations are. In the last section, the remarks and arguments about
the reliability and validity issues are discussed and a constructive way for using usability
test results is outlined.

2 Variables of Usability Testing

According to their use, usability tests can be divided into two broad categories, formative
and summative evaluation. Summative evaluation is used, for example, to verify that
the delivered product fulfills the usability criteria or to compare the usability of two or
more products. The aim of a formative evaluation is during the development process to
ascertain that the brewing artifact will meet the predefined usability criteria, i.e. to
enhance the usability of the final artifact by helping to remove usability problems. Quite
independently of the usability method used or the purpose of the evaluation, the primary
output of a usability test is a list of usability problems that form the basis for recom‐
mended changes in design [5, 9]. Other often observed dependent variables of usability
tests include, for example, time and subjective satisfaction [1]. A usability problem is
the most often observed variable in usability tests [2, 5, 10]. In practice, usability prob‐
lems are identified through the direct observation of users’ verbal and non-verbal
behavior or indirectly by the evaluator [11]. The trouble with the concept ‘usability
problem’ is that it is elusive and therefore it has no generally accepted definition, i.e.
every test administrator seems to use their own criteria. If the definition of the usability
problem is vague, all the comparisons based on the number or quality of problems are
also vague. This alone partially explains the confusing results attained when different
test groups have evaluated the same artifact [9, 12]. Even the broadest possible definition
of usability problem, “anything that impacts ease of use - from a core dump to a
misspelled word” [13, p. 121], leaves the responsibility to the evaluator. In other words,
it does not remove the basic cause of confusion, namely that it is up to the evaluator to
decide, what impacts ease of use or hinders use in general [14]. Execution time can be
reliably and consistently measured, yet it is less interesting variable, as formative
usability tests are mainly used for diagnostic purposes during the development process
and aim at design changes. User satisfaction, gathered in interviews and standardized
questionnaires, is important not only in detecting usability problems, but specifically in
interpreting the causes of the problems. However, data gathering methods are mostly
used rather informally and inconsistently as explicated in the analysis of the thinking
aloud method by [15].
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The tested artifact is the main independent variable in a usability test as all the varia‐
tion observed in the dependent variables is supposed to be caused by the attributes of
the artifact [16–18]. The attributes of the artifact are not, however, the only independent
variable causing variation in the dependent variables. Although the artifact is kept
constant, different subjects detect and experience different usability problems [9, 10].
Interpretation of test results becomes additionally trickier when two remaining inde‐
pendent variables, test task and test arrangement are also taken into account. At the
minimum, the attributes of the test task include the number of tasks (count), type, and
coverage, which affect the number and quality of problems found [19]. Despite the fact
that there exist numerous general recommendations [1] on how to run usability tests,
test arrangements and procedures are far from standardized. Attributes like adminis‐
trator, testing premises (laboratory, field), observation method (think aloud, observation,
video recording), and test situation (pairwise or single subjects or a group), and training
before the test session are sources of variability and low reliability (see [20, 21]).

It must be kept in mind that a typical usability test lacks control group so it does not
qualify even as the simplest possible experimental design [22]. In practice this means that
one must be very careful when interpreting any causal relations between the variables.

3 Generalization of Test Results

As shortly discussed above, there are many variables that can cause uncontrolled
changes in the output of the test, i.e. lower its reliability and in principle unreliable results
should not be generalized at all [22]. Usability tests are, however, reliable in one respect;
they all consistently produce a list of problems with accompanying recommendations.
Generalizations are based on the expectation that the external validity of the study is
high, i.e. the results hold for other test situations, subjects, times, and environments [23].
Four types of generalizations are routinely done from usability test results (Table 1).
The first one is the generalization from the used test tasks to all possible test tasks. For
several reasons, often economical, only the parts of software that are considered the
most important by some influential actor or the test administrator are tested. This selec‐
tion is often based on the estimated usage frequency, i.e. the most used software features
are tested. It is certainly important that the most frequently used features can be used
fluently. The paradox here is that during use users get lots of training in the most used
features, but the least used features can cause problems later as they are never properly
learned because of infrequent use. For this reason precisely the infrequently used but
important features should be easy to learn or rather self-explanatory. The other problem
with the generalization from the used test tasks to all the possible test tasks is the type
of tasks, especially their breadth (from simple tasks with definite answers to more
general ones, see e.g. [24]). For example, in the case of simple tasks with definite solu‐
tions the subjects do not need to understand the task flow or how a work process is carried
out with the artifact. This problem is confounded with the generalization from the artifact
test to the tool use and will be discussed farther down.

Even though the effect of the subjects might be less central to the results of usability
testing than to those of user experience [25] the representativeness of the test subjects
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must be considered in every usability test. It is commonly [1] recommended that the test
subjects should be selected from the future users. In general, by following this principle,
it is rather safe to generalize the test results to the whole user population. The recom‐
mendation is based on the assumption that the target user group is homogenous, i.e. all
users have about equal IT skills and interpret the work processes in a similar manner.
The situation is not, however, always this straight forward. For example, the new artifact
can be designed to help in changing the old work process and does not support the
existing one, hence the knowledge of the old work process can actually be a hindrance
instead of an advantage. For example, home care nurses were puzzled when they did
not find a similar detailed list of work tasks on a mobile device as they were used to get
in print from the old desktop system [24]. In the study reported by Suchman [8], the new
mechanical parts of the photocopier and the change in the way it handled the originals
while making double sided copies were one of the main causes of confusion. In other
words, a new version of an artifact can be easier to use for a total novice than for a novice
who knows the earlier versions of the artifact or the existing work procedures.

Test arrangements, i.e. how the test is actually carried out, can vary substantially
and hence can have an effect on the results. In their explorative field research Boren
and Ramey [15] studied thinking aloud method by observing seven usability experts
in two professional organizations and found that there is considerable variation in
how the method is applied even in the same organization. For example, there were
variations in how the participants (subjects) were instructed to think aloud, how and
in what pace reminders were given, how practitioners intervened, and how verbal
test protocols were treated in interpreting the results. This study clearly shows that
the widely applied thinking aloud method is used inconsistently and there are differ‐
ences between practice and theory, but it does not give any hint of the consequences
of the differences between the test results. The data collected from research litera‐
ture by [20] also reveal that there is a considerable evaluator effect in usability
testing, i.e. irrespective of the usability evaluation method (cognitive walkthrough,
heuristic evaluation, thinking aloud) different evaluators report substantially
different sets of usability problems and seem to rank the severity of the problems
differently. Basing on the research on usability practice, [26] conclude that usability
evaluation inevitably includes a lot of value judgments and hence experience and
competence of usability practitioners is crucial and “Regardless of qualifications,
success in systems development indicates a high level of intelligence” [26, p. 961].

Table 1. Generalizations of usability test results.

Test attribute Generalization to

Used test tasks (partial test,
task coverage)

All possible test tasks or the
whole software

Test subject All users

One test arrangement All test arrangements

Artifact test Tool use
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The most extensive series of studies comparing the usability test results of different
test administrators has been carried out by Rolf Molich [9]. The goal of these compa‐
rative usability evaluations (CUE) has been, among other things, to find out to what
extent the usability evaluation results are reproducible. The number of test teams has
varied from four (CUE-1) to seventeen (CUE-4) and the number of usability issues
reported only by single teams has varied from 95 percent (128 of 141 issues) to 60 percent
(205 of 340 issues). For example, in the CUE-4 study, none of the issues were mentioned
by all teams and 6 of the 340 issues (1.8 %) were reported by the half of the teams (8).
In other words, the results of usability evaluations were far from reproducible even
though the test teams received the same client scenario describing the main goals of the
usability evaluation. The teams were allowed to use their preferred test method so the
arrangements varied in many respects, like the number of test sessions, number and type
of tasks and scenarios, and the testing premises. The focus of the research was, however,
on the results of the tests rather the methods, so it is impossible to infer the effects of
the different independent variables from the data.

The most significant, and maybe the least considered, generalization of usability tests
is that the results attained in the test are more or less directly applicable to real use
situation. This generalization is made commonly implicitly as its rationale lies in the
center of the whole idea of usability testing: in (formative) usability testing, usability
problems are detected and when these problems are removed, the artifact is more usable.
This is admittedly true, if all the other independent variables except the artifact are kept
constant when retesting the artifact. In other words, in the retest the subjects, the tasks,
and the test arrangements and procedures are the same as in the original test. If any of
these independent variables is changed, we do not know any more if the observed
changes are caused by the changes in the artifact or the changed independent variable.
We maintain that the change of the arrangement, from testing an artifact to using a tool,
is so drastic that generalization should be made very carefully. By tool, it is meant
“something (as an instrument or apparatus) used in performing an operation or necessary
in the practice of a vocation or profession” [27].

Nielsen [17] made in his early usability definition a clear distinction between
usability and utility which are the constituents of usefulness, i.e. “whether the system
can be used to achieve some desired goal” [17, p. 24]. According to this definition,
utility concerns the functionality of the system and usability is the question about how
well users can use this functionality. The distinction between utility and usability is
not always straightforward and the examples of the benefits of usability engineering
given by Nielsen [17, p. 2] point actually more to utility than usability. For example,
the damage claim system of an insurance company was designed so that the whole
transaction should be carried out completely and if interrupted, the transaction must
be started from the very beginning and all previously input data was lost. This caused
considerable trouble in the offices and required workarounds, but it is a question
about the functionality of the system, not its interface. This example also uncovers two
other issues that have to do with the generalization of usability test results to work
practices. The first is that the results were not obtained in a usability test, but by
observing the use situation and interviewing the users. The second is that the users
were not novices as in a typical usability test, but had been using the system long
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enough to create workarounds for managing the shortcomings of the system. In other
words, the observations do not come from artifact testing, as in traditional usability
testing, but from tool use in work practices.

4 A Case Example

We explicate the difference between testing an artifact and using a tool by referring to
probably the most ever cited single usability test, namely the research carried out by
Suchman [8, 28, 29]. This study has not been called a usability test by Suchman, or to
our knowledge by anybody else neither, but its empirical part is anyhow a usability test
carried out in a laboratory. Actually, ‘usability’ was not even mentioned, at least not in
the original report from the year 1985 [8], and there are at least two reasons for that.
First, the goal of the study was not to detect usability problems and hence improve the
usability of the artifact but to better understand human-machine communication.
Second, at the beginning of the 1980s usability or usability testing had not received the
kind of attention as they have today. In fact, this study is one of the first ones that draw
attention to the problems the users ‘in the field’ had when applying computer based
artifacts in their work. In that time, actually, “whitewater canoeing” [29, p. 19] was
neither called whitewater canoeing, but “to run a series of rapids in a canoe” [28, p. 52].

The actual research was carried out in a laboratory, where a video camera was set
up to record the interaction of test subjects with the photocopying machine. All the
subjects were novices, i.e. they did not have received training in the use of the machine
nor knew its somewhat different functionality in making two sided copies of a bound
document. The subjects were given the test task (e.g. make two-sided copies of a bound
document) and then left alone to work with the machine. The discussion protocols were
transcribed from videotapes and analyzed. When the data is considered as a usability
test protocol, it is obvious that the majority of the problems was caused by the fact that
the test subjects were novices and could not even recognize the parts of the machine nor
know its functions. For example, the subjects did not.

• know what Bound Document Aid (BDA) is [8, p. 91 and p. 111] and if “the latch
labeled Bound Document Aid” should be pulled or pushed [8, p. 96] or what is the
document cover [8, p. 92 and p. 111]

• find the start button [8, p. 104 and p. 116]
• know that contrary to the older machines, in this machine all pages of a multiple

pages unbound document must be loaded at once and not one-at-a-time [8, p. 117].

The study clearly shows that the copying machine was not self-explanatory for a
novice user and the evidence from Suchman’s pilot studies also throw light on the
concept ‘novice’. In a video recording, two men try to make two-sided copies of a
research to their colleagues and their behavior looks more like a deliberately comic
performance than work practice [30]. The men in the video clip were the senior compu‐
tational linguist at PARC, Ron Kaplan, and one of the founders of the AI (Artificial
Intelligence) movement, Allen Newell. In other words, in front of new, computer based
equipment nearby everybody is a novice. This example, as well as Suchman’s [8] other
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empirical data, clearly demonstrates the difference between an artifact and a tool: the
subjects are obviously trying to make sense of an artifact and not performing a routine
work task using a tool. This interpretation is strengthened by the fact that this kind of
behavior, i.e. keep trying to make copies for hours, can usually take place only in an
experimental setting. In a work setting, i.e. at a quite normal workplace, the workers
would have kept trying for a few minutes and then asked for help from their co-workers,
help-desk, or invented a functioning workaround.

The difference between testing an artifact and working with a tool can be made explicit
by identifying the goal or motive and the actions of the observed behavior. We utilize
Activity Theory in clarifying this point as it offers suitable concepts and structures for
describing human goal oriented behavior, for example when a human is carrying out work
tasks in a specified context using appropriate means like artifacts and/or tools [7, 31]. The
basic unit of analysis is an activity that includes a minimal meaningful context for actions,
is directed towards an object and turning the object into an outcome is the motive of the
activity. The basic activity system consists of a subject (actor), an object, and tools. The
actor is not manipulating the object directly, but doing is mediated by the tool (artifact) that
is the result of a historical development and also sets limits for doing. An activity is real‐
ized by a series of actions carried out by the actor. Every action has a specific goal and the
subject is aware of the goal she wants to achieve. Depending on the situation, the same
activity can be realized by different actions and the same action can be part of different
activities. Through human learning, an action can, and usually will, collapse into an opera‐
tion, which is a habitual routine that needs less conscious attention than an action and is
adjusted to the specific conditions. When an action turns into a routine operation a new,
broader action is formed and it includes the operation as a subpart. If the conditions change,
for example in the case of a breakdown, the subject can return the operation back to the
conscious action, in other words, an operation is not a conditional reflex.

When analyzing the activity system, it can be observed that the subjects in the test
situation are test subjects who do not know how the artifact is used, but can be aware of
the work practices (Table 2). When a tool is used in a work practice, the subject is a
worker who knows how the tool is applied in performing the work practices. The object
of the activity in the test situation is the use of the copying machine and the outcome is
a pile of double-sided copies of a bounded document created with the copying machine
(tool or actually an artifact). In the work situation, the object (motive) of the activity is
knowledge sharing and the outcome is information delivered to colleagues. The tool
used for knowledge sharing is the copied research paper, not the copying machine.

As the activity systems in these two situations are different also the deeds are different
on the different levels of the activity. In the test situation, the activity is solely the making
of copies, whereas in the work situation the activity is a collaborative research and copy-
taking is just one action in this activity. The actions in the test situation taken by the
subject concentrate in sense making, i.e. the subject reads instructions and proceeds step-
wise in a trial and error mode. When a worker uses the copying machine as a tool, the
action is simply taking two-sided copies of a bounded research paper. The operations
used in the actions of the test situation consist of reading instructions in order to identify
parts and find appropriate controls and buttons to press. In the work situation, the worker
takes copies as usual, i.e. by making appropriate operations in appropriate order and
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maybe talking on the phone simultaneously. According to our interpretation these two
situations, artifact test and tool use, are so profoundly different that the results of the test
cannot as such be validly generalized to the real work environment. This issue is further
elaborated in the last section.

Table 2. An activity theoretical interpretation of two different behaviors: testing an artifact and
working with a tool. Data of Suchman [8, 28] re-interpreted by the authors.

Activity system Testing an artifact Working with a tool

Subject Test subject, knows
how to behave in a
test situation, may
know the work
practices, tool is
typically novel

Worker, knows how a
tool is used in work
practices

Object
(Motive) → Outco
me

Use a copying
machine → A pile
of double-sided
copies

Share knowl‐
edge → Informa‐
tion delivered to
colleagues

Tool Copying machine Copied research paper

Level of activity

Activity Taking two-sided
copies of a bounded
research paper

Taking part in a
collaborative
research endeavor

Action Reading instructions
and trying to make
sense of the inter‐
face

Taking two-sided
copies of a bounded
research paper

Operation Identifying controls
and parts, pressing
buttons

Making appropriate
operations in
appropriate order

5 Discussion

Usability testing has obtained a rather stable status among the methods applied in
systems design and development process. The rationale and justification of testing is
rather straight forward: when the flaws of the design detected in usability testing are
removed the designed artifact suits better its purpose. This is a logically sound conclu‐
sion and on some level also an appropriate interpretation but at a closer look there are
several factors that must be taken into account when interpreting the results of a usability
test and generalize the results to other environments than the test situation.
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To begin with, considerable variation in the results of usability tests is introduced
by the variations in the independent variables, i.e. artifact, subject, task, and test arrange‐
ments and procedures. As the CUE-series of experiment [9] show keeping two variables,
the artifact and testing methodology, constant, does not much reduce the variability of
the results. This is understandable as the two other independent variables can vary freely.
For example, the subjects’ skills and knowledge may be very different and the tasks can
vary from simple small tasks to longer work processes.

The typical dependent variables, i.e. the measured or observed things, are usability
problems, execution time, and different subjective measures like satisfaction. From these
variables, only execution time can be reliably and repeatedly measured and compared
with the presupposition that the independent variables, at least tasks and test procedures,
are kept constant. There have been efforts to define the concept of usability problem
more precisely [18] and systemize the extraction of usability problems from test data
[32] but their effects on practices have been meager. The same holds for test procedures,
as there seems to be differences, for example, in the use of think aloud method even
inside the same organization [15].

As the analysis of the usability test variables show (Sect. 2), they are all potential
sources of variation in the results of a usability test, thus the variability of results found
in the CUE studies [9] is understandable. Despite the fact that different usability tests
produce different recommendations, the recommendations are meant to be applied in
the design process in order to improve the usability of the tested artifact. It is further
expected that following the recommendations has some positive effect on the actual use
situation of the tested artifact [6]. This generalization means that the test tasks, subjects,
and arrangements are taken as a representative sample of their respective universe. If
the subjects are selected carefully, the test tasks are formed sensibly, and the tests are
carried out following the recommended procedures, the generalization can be justified.
There is, however, one generalization which is more questionable: how the results from
testing an artifact can be generalized to the use of a tool.

As pointed out earlier (see Table 2), there is a qualitative difference between the test
situation and the use situation. This difference is based on the difference between an
artifact and a tool. According to the dictionary definition, an artifact is “something
created by humans usually for a practical purpose” and a tool is “something (as an
instrument or apparatus) used in performing an operation or necessary in the practice of
a vocation or profession” [27]. This difference was insightfully described by Butler in
the late 1800-hundreds [33]: “Strictly speaking, nothing is a tool unless during actual
use. Nevertheless, if a thing has been made for the express purpose of being used as a
tool it is commonly called a tool, whether it is in actual use or no. We see, therefore,
matter alternating between a toolish or organic state and an untoolish or inorganic. Where
there is intention it is organic, where there is no intention it is inorganic.” According to
our interpretation, it is exactly this alternation of a product between the untoolish and
toolish states that make the direct generalization of the test results to the use situation
in many cases unjustified or at least somewhat difficult.

In order to clarify the problem of the contextual generalization we refer to the case
study reported by Riemer and Vehring [6], where the use of an IP-based telephony
system was observed and the users were interviewed in their workplace context. The
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aim of the study was to enhance the functionality and especially the usability of the
system as the changes made according to the recommendations of a recent laboratory
based usability test were not received well by the users. It turned out that in different
contexts the functions of the software were utilized in a varying degree and hence also
the hardware varied from conventional phones to wireless headsets. As there was no
single unified use context or hardware configuration the authors conclude that in this
case “establishing a notion of usability as a characteristic of the software turned out an
impossible task” [6, p. 7]. Based on the observations and interpretations it is further
maintained that laboratory based usability test can be “counterproductive, as it might
produce results that are detrimental to the ways in which usability manifests in the soci‐
omaterial use context” and “usability should be treated as a distinctly contextual
phenomenon” [6, p. 13]. This study clearly explicates the problem of contextual gener‐
alization, but the offered solution, the development of contextual usability testing
methods, also has several drawbacks.

A widely accepted standard defines usability as “the extent to which a product can
be used by specified users to achieve specified goals with effectiveness, efficiency and
satisfaction in a specified context of use” [34]. If this definition is taken literally, it means
that the results from a usability test are valid only in the testing environment (specified
context of use) and not in the actual use environment regardless of how well the subjects
or test tasks represent the actual use situation. In this case, the validity and generaliza‐
bility of the usability test results would be the highest in the situation where the artifact
never achieves the status of the tool. This happens when users (1) do not learn to use
the artifact properly and (2) never integrate its use into their work practices. This may
happen in situations where the artifact is used seldom, like connecting a laptop to the
presentation equipment of a lecture room in a strange environment or using a web shop
or other web application for the first and only time.

Contextual usability testing would mean that the usability of the same artifact should
be tested separately in every sociomaterial use context, because “usability manifests as
an aspect of this sociomaterial use context, with which software and hardware become
entangled” [6, p. 2]. This would also mean that the UCD-type of software design and
development is impossible as usability can be assessed only after the software has been
implemented into and is used in a certain environment. In other words, this would be a
move backwards to the waterfall model of systems development.

Carrying out usability tests on the field instead of a laboratory, i.e. on use locations,
inevitably introduces some additional independent variables that cannot be controlled
or even reliably measured. For example, users’ skills and knowledge are at different
level, the system has been implemented into the work processes in a certain way, division
of labor varies according to the organization, workarounds have been formed to over‐
come obstacles, etc. In other words, the artifact-tool problem can not be generally solved
simply by changing the test premises from a laboratory to a work place as an artifact
does not turn into a tool when it is placed in a different location but through human
learning when the artifact is used in work practice (cf. [35–37]). Testing an artifact or a
tool in a certain sociomaterial context would surely produce results that are applicable
in that specific environment, but these results are of less value for the artifact vendor as
it is (1) impossible to know to what other environments these results apply, (2) laborious
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to produce and maintain different artifacts for every possible application environment,
and (3) expensive and technically difficult to implement changes in the artifact that is
already ready and in use.

If the focus of usability testing is changed from the attributes of the artifact to the
utility of the artifact’s functions in a certain environment, the question is, is that usability
testing or something else. Nonetheless, the usability tests of artifacts can still have rele‐
vance in the design process and for the usability of the final product. This standpoint
presupposes that artifacts have attributes that can be evaluated independently and
without a direct connection to all aspects of its future use environment or its future utility
in that environment. This kind of usability testing has been practiced for over 20 years
and we maintain that most of the results have been more useful than harmful for systems
design. For example, with the help of usability testing it is possible to lower the skills
and knowledge requirements of the users by changing the attributes of the artifact in a
more comprehensive direction, i.e. less resource is required for training the users irre‐
spective of the use environment (learnability, memorability, errors). The same argument
holds for the task execution time, i.e. in most environments, it is beneficial to use less
time for a given task (efficiency). Similarly, we maintain that observing tool use in a
specific context after the product launch has a firm place in the overall product lifecycle.
Thus, artifact testing and tool use are not in competition, but should be acknowledged
in the development lifecycle as qualitatively different means to obtain better usability.

It is a reasonable requirement that the procedures of testing and the ways conclusions
are drawn are made explicit and methods are applied consistently, but this does not make
usability testing an exact science as claimed by Nielsen [17, pp. 26–27]: “Only by
defining the abstract concept of “usability” in terms of these more precise and measur‐
able components can we arrive at an engineering discipline where usability is not just
argued about but is systematically approached, improved, and evaluated (possibly meas‐
ured).” This approach would possibly increase the reliability of usability testing, but
would not solve the problem of validity, i.e. “whether the usability test in fact measures
something of relevance to usability of real products in real use outside the laboratory”
[17, p. 169]. An easy way to guarantee the validity of a tool is to define the measured
construct through the measuring tool as made by Nielsen [17, p. 23]: “I tend to use the
term “usability” to denote the considerations that can be addressed by the methods
covered in this book”. Unfortunately, this is actually about the level the validity of
usability testing has been evaluated. The main reason for this is the high face validity
of the usability testing methods. In other words, both laymen and most experts agree
upon the fact that the tests measure exactly the right concept [38].

As we have explicated earlier, the generalization from artifact testing to tool use is
not a straight forward procedure, but if usability tests are planned carefully, the tool use
situation can be to a certain extent simulated by testing an artifact. One possibility is to
use open ended tasks that force the subjects to create smaller tasks on the fly in the test
situation while simulating their work practices [24]. Another approach with at least some
face validity is a procedure where the business goals of the system are considered
explicitly in planning and reporting usability tests [39]. Direct and reliable evidence of
the effects of artifact test findings on real work situations is hard to attain, but it is,
however, possible to integrate usability testing into the redesign of an existing system
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as done by [40]. The rationale is that usability problems should not be addressed in
isolation but integrated into the redesign process as one of the sources producing design
alternatives. This is extremely important as in order to be beneficial at all the results of
the usability tests should be taken into account, which does not seem always happen.
For example, [9] noted that two years after the comprehensive series of usability tests
of a web site only 4 of the 26 key problem issues had been apparently solved, even
though there had been resources for the development as some new features had been
added. As a remedy, [9] suggests that the evaluator should interact closely with the
designers and not just deliver a test report. This also implies a hint of the way the scope
of usability testing should actually be defined, i.e. it should shift from the number of
problems to the effects on the design, or as proposed by [41, p. 105], “the true utility of
methods lies in their ability to influence the design of the application being evaluated.”
In other words, usability testing should be comprehended as an inherent part of design
that helps to create design alternatives for an artifact and not as an exact method for
enhancing the utility or even the effectiveness of a tool. This definition would also be
more realistic and easier to verify than the prevailing one, i.e. the results of an artifact
test can be generalized to a tool use situation.

In this theoretically oriented paper, we have used second hand empirical data to
highlight the qualitative difference between an artifact and a tool. To our knowledge,
this difference has not been considered in usability testing literature and in activity
theoretical literature these concepts have been applied interchangeably. If this difference
is considered as a new independent variable in usability testing, it can to a great extent
explain the different results obtained when the same computer based system has been
tested in the laboratory (using an artifact to carry out test tasks) and observed in the field
(using a tool in routine work tasks). The main problem with the proposed distinction is
how we in practice know if something is an artifact or a tool for its user. One way to
determine this is to use an activity theoretical approach: when the user carries out
conscious actions she is using an artifact and when the actions have collapsed into routine
operations she is using a tool, in other words, humans are using tools and not artifacts
in their routine work tasks. Basing on this, we can rather safely state that a computer
based system is an artifact when an actor uses the system for the first time, like the subject
in a conventional usability test. Unfortunately, it is much more difficult to empirically
ascertain when an artifact has become a tool for the user. This is one of the questions
that should be clarified in the future research.
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Abstract. Idea evaluation is necessary in most modern organizations to identify
the level of novelty and usefulness of new ideas. However, current idea evaluation
research hinders creativity by primarily supporting convergent thinking
(narrowing down ideas to a few tangible solutions), while divergent thinking (the
development of wildly creative and novel thoughts patterns) is discounted. In this
paper, this current view of idea evaluation is challenged through the development
of a prototype that supports dynamic idea evaluation. The prototype uses knowl‐
edge created during evaluative processes to facilitate divergent thinking in a
Group Creativity Support System (GCSS) designed from state-of-the-art
research. The prototype is interpretively explored through a field experiment in
a Danish IS research department. Consequently, the prototype demonstrates the
ability to including divergent thinking in GCSS driven idea evaluation.

Keywords: Idea evaluation · Creativity · GCSS · Group support

1 Introduction

In recent years, creativity has achieved a comeback in Information Systems (IS) research
and practice [42]. Creativity as a business trend has also influenced activities in both the
private and the public sectors. In the private sector, creativity has become the foremost
driver for sustaining the advantages needed to succeed in an increasingly hyper-compet‐
itive environment. Creativity supports this objective by forming the foundation for
generating innovative products, services, and the redesign of organizational processes
[5, 21]. In the public sector, creativity has become key to sustaining the increased
economic requirements for delivering innovative products and services to end users in
the most efficient way [10, 55].

However, innovation do not magically fall from the sky. Novel product development
are, rather, a process where creative and novel ideas are transformed into useful designs,
services, and organizational processes [24]. Moreover, many innovations fail due to a
lack of business value, resulting in many innovation projects never leaving the initial
(and resource-consuming) experimentation stages [18]. Hence, there is a growing need
to evaluate both radical and incremental ideas to determine their business value before
resources are allocated to them as prototype projects.
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Traditional approaches to idea evaluation rank ideas according to fixed parameters
such as novelty and usefulness to identify the best possible candidate for implementa‐
tion, e.g., [6, 17, 22]. However, this traditional approach has been heavily criticized for
having a negative impact on creative thinking [3, 4, 35]. To counter this view, this paper
sheds a new light on the process of idea evaluation. Firstly, by viewing it as the creative
ability to add value to novel impressions and secondly, by diversifying knowledge
identified in the evaluation process towards creative thinking.

This paper deploys a prototype through an exploratory and interpretive field experi‐
ment to explore how managers can utilize idea evaluation in a IS setting to create the
fuel for generating novel ideas. To achieve this goal, the prototype presented here and
its underlying processes supports a dynamic and iterative process that uses evaluation
methods to conceive novelty from identified knowledge. To guide the research the
following question is asked: “How can idea evaluation support creative thinking
through a GCSS?”

The remaining paper is arranged within the following sections. Initially, the paper
presents a perspective for idea evaluation built on state-of-the-art research, where the
emphasis is on the issues of idea evaluation and the complexity of creativity. Then it
deals with the setup of the explorative field experiment. Next, the paper explores a GCSS
prototype that encourages creativity through idea evaluation. Finally, lessons learned
from the field experiment are provided and implications and avenues for future research
are discussed.

2 Related Theory

This section will introduce two ways of creative thinking and elaborate upon two oppo‐
site approaches for idea evaluation.

Creativity is commonly separated into thinking patterns considered to be either
divergent or convergent [27, 28] While both ways of thinking leads to the produc‐
tion of ideas [15], they are different in structure and output [27, 28]. Divergent
thinking is considered to be the production of diversity and novelty whereas conver‐
gent thinking is considered to be the result of a review of narrowing solutions
[15, 28]. Moreover, divergent thinking handles problem solving through broad
searches for requirements using large quantities of ideas, few and lax restrictions
through trial-and-error, and loose and vague structures whereas convergent thinking
handles problem solving through restricted searches for requirements aimed at
forming correct and well-defined solutions, coping with many rigorous and
demanding restrictions, and sharp and well-defined structures [27].

IS enhanced creativity is normally divided between Individual Creativity Support
Systems (ICSS) for personal use and Group Creativity Support Systems (GCCS) in a
collaborative settings [43]. GCSS is moreover, a class of diverse systems that supports
sharing of ideas and creative collaboration. For example, Di Gangi and Wasko [22]
explains how Dell used an idea portal to collect ideas from their customers while Müller-
Wienbergen et al. [43] provided extensive specifications for a GCSS supporting diver‐
gent and convergent thinking in a movie location environment by extending the users
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personal knowledge. However, a full review of the GCSS and CSS literature would be
overwhelming. Instead, this paper relies on 43 contributions on the subject from Müller
and Ulrich’s [42] literature review of creativity in the IS literature.

Idea evaluation consists of two different management objectives. The first is
identifying the values suggested by the idea. Such values are identified by creating
input upon known quality parameters such as usefulness and novelty [17], hence
creating evaluation content or knowledge about the idea. In this context, knowledge
is defined by Alavi and Leidner [2] as “the result of cognitive processing triggered
by the inflow of new stimuli” (p. 109). Moreover, knowledge can be stored, manip‐
ulated, and accessed which enables actors to know, learn, and influence future
outcomes through their actions [2]. The second management objective is to identify
the best ideas or creating portfolios of valuable ideas that can solve specific prob‐
lems [12]. Guilford [28] argues that evaluation is a corrective and selective ability
that collects feedback from the individuals’ memory storage (past practices and
experience) to facilitate divergent or convergent production. However, Guilford [27]
also claims that formal evaluation was strictly convergent due to its rigorous struc‐
turing and its emphasis on deduction and decision-making. In his later work, Guil‐
ford [28] further applies this view by stating that evaluation can decrease divergent
thinking abilities. Over the last 45 years, Guilford’s view on convergent idea evalu‐
ation has influenced both research, e.g., [19] and practice, e.g., [45]. However, the
introduction of IS has changed the playing field for creative support by providing
solutions that are more effective than traditional pen-and-paper techniques [41].

Novel ideas are often identified as rare, unusual, or uncommon [12, 51]. Accordingly,
they are an object for subjective testing and judging by others [36]. As such, a clear
distinction is needed between creativity and idea evaluation. Where creativity is about
generating novel and useful ideas for specific or loosely defined problems [3, 12], idea
evaluation is about identifying specific qualities in ideas (e.g., novelty and usefulness)
that can provide an implementable and effective solution for identified problems [17].
Hence, where creativity is about producing novel and useful knowledge for specific or
loosely defined problems, idea evaluation is about generating knowledge about the
quality of the data provided through creative activities. However, recognizing idea
quality is not an easy task and idea evaluation has been criticized for demotivating
organizational creativity by finding reasons to terminate ideas through rigorous critique
[3, 4] and ultimately underestimating truly novel ideas [35].

Using knowledge to enhance creative thinking is not a new research subject. Existing
research includes reusing knowledge embedded in existing ideas, management prac‐
tices, and existing innovations [11, 38]. Moreover, researchers have explored how
managers can use knowledge management systems to access diverse domain knowledge
across departments [9, 20]. Knowledge created during an idea evaluation process can
materialize when users provide comments or numerical values to a given criteria for a
specific idea [6, 7]. According to Sternberg [49], participants can use knowledge for
creative activities by (1) viewing it in new light (2) reconstructing it (3) redirecting it
(4) transferring it (5) extending it to a new domain, (6) migrating within an existing
domain beyond its accepted border or (7) radically redefining the knowledge for a
completely new domain. Divergent thinking is about shifting context, branching out,
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and crossing boundaries whereas convergent thinking is about staying within limits,
applying what is known, and avoiding risks [15, 27, 28]. Thus, divergent thinking
produces ideas from knowledge by shifting or extending the boundaries within an
existing domain. Moreover, divergent thinking can extend knowledge to another domain
or radically redefine it for a new domain. Due to its focus on explicit requirements,
convergent thinking, however, will only produce ideas within a specific and well-defined
domain within clear boundaries.

To further explore the concept of knowledge creation in idea evaluation and its
influence on creativity, this paper introduce a new and alternative approach that uses
idea evaluation to glean knowledge from existing ideas. The purpose of this approach
is to use the generated knowledge from the evaluation process to support both divergent
and convergent thinking. This approach is coined as dynamic idea evaluation.

Table 1 demonstrates the overall differences between the approach and focus of
traditional and dynamic idea evaluation. The table also include the influence from diver‐
gent and convergent thinking on the two evaluation approaches. Both traditional and
dynamic idea evaluation involves a secondary convergent process of idea selection or
consolidation. The focus of this paper is to elucidate how dynamic idea evaluation uses
the knowledge creation process intended to facilitate idea consolidation to enhance
divergent thinking.

Table 1. Differences between dynamic and traditional idea evaluation

Traditional idea evaluation Dynamic idea evaluation

Approach Focus is on selecting the best
idea for a solution

Focus is on creating a working
solution iteratively over time

Focus of
knowledge
creation

Knowledge creation works in a
linear fashion by identifying
the correct idea that can form
a novel solution

Knowledge creation works
actively and iteratively by
identifying knowledge in
multiple ideas that can
improve an existing idea,
create novel ideas, and form
novel solutions from a
portfolio of existing ideas

Influence from
divergent
thinking

Divergent thinking happens
beforehand and does not play
any role

Divergent thinking plays a key
role when creating novel ideas
from identified knowledge in
the evaluation process

Influence from
convergent
thinking

Convergent thinking plays a key
role when identifying the
correct idea for the correct
solution

Convergent thinking plays a key
role when improving existing
ideas and forming novel
solutions from knowledge
identified in existing ideas
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The purpose of traditional idea evaluation is to identify the best ideas that can fix
a specific problem [6, 32, 47]. After all creative activities are concluded [19, 44],
traditional idea evaluation achieves this goal by collecting specific domain knowl‐
edge concerning the qualities of each individual idea. Such knowledge about quality
can include the novelty and usefulness [14, 17, 46] of the idea. Hereafter, this knowl‐
edge is used convergent in idea selection to separate the valuable ideas from those
less valuable [23].

Dynamic idea evaluation is a creative alternative to traditional idea evaluation
approaches. First, the purpose of dynamic idea evaluation is to collect the necessary
knowledge to support idea consolidation through convergent thinking. Idea consolida‐
tion is a process that collates group knowledge from ideas and evaluation content within
a common focus or theme [1]. For example, innovation managers can group knowledge
from ideas and evaluation content within the focus or theme of a specific innovation.
Moreover, identified knowledge can be used to improve existing ideas [12, 30]. Second,
dynamic idea evaluation reuses the existing knowledge, e.g., [11, 38] from ideas and
evaluation content to enhance divergent thinking processes simultaneous to the evalu‐
ation process. Such creativity enhancing activities can be further supported by using
creativity techniques in combination with the generated knowledge, e.g., [12, 13]. As
such, dynamic idea evaluation is embedded in the creative process, where it iteratively
crafts working solutions over time while reusing the generated knowledge to enhance
further creative thinking.

3 Research Approach

To explore dynamic idea evaluation, data was collected using a field experiment
[8, 31] and interpretively analyzed [53, 54]. The approach for the field experiment and
interpretive analysis is presented here.

Universities have previously been used in a variety of different settings when
researching creativity and IS [37, 39, 41]. Hence, 15 members of a computer science
department at a Danish university were selected to participate in the field experiment.
To participate they had to have been employed in the department for at least nine months
so that they would have some sense of the organizational structure and culture. Besides
12 research staff members, three administrative personnel participated, including the
head of the department. To analyze the influence of practice, two secretaries without
research tasks were added to the experiment.

The procedure for collecting data was constructed around five iterations. However,
findings identified when using the prototype may cause changes to its underlying
construction [52]. For this purpose, an initial Wizard of Oz (WoZ) HTML prototypical
initiation [16, 29] was developed, which enabled the experimenter (the “Wizard”) to act
as the system when collecting user input, see [25]. The two initial iterations also func‐
tioned as learning stages to help the subjects become familiar with the system, see [50].
The starting point of the first iteration was a challenge to identify new ice cream flavors
and evaluate an idea for a liquorice-flavored ice cream.
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Between the first and second iteration a functional prototype was developed in PHP
and MySQL. Incremental changes were made from the interaction with the subjects
during the first iteration. During the second iteration, the subjects were reintroduced to
the new prototype due to its redevelopment. In the third iteration, the subjects were
introduced to a specific real-world challenge for a new travel expense system while the
subjects controlled the fourth and fifth iteration. When the five iterations were complete,
each subject was interviewed using an open-ended approach [48] to identify reoccurring
patterns. Finally, the subjects participated in an open focus group meeting to present
preliminary results and collect final feedback. Overall, the data collection lasted 14
weeks. Development of the functional prototype took one month between the first and
second iteration. Each subsequent iteration lasted around 14 days. Each interaction with
the participants took between five minutes and one hour. In total, 35:12 h of experiment
and interview data was collected. To emulate real-world applications, the subjects
participated randomly in each iteration [31]. Three subjects left the experiment after the
first iteration. Two subjects left their position at the university while a third left the
experiment due to other time commitments. Table 2 summarize the data collection
procedure.

Table 2. Procedure for data collection

   Iteration Objectives Task

1 1. To deploy an initial Wizard of Oz
(WoZ) HTML prototypical
initiation

2. To gather information to rede‐
velop the WoZ prototype and
provide learning to the subjects
about this class of systems

The subjects learned to use the
WoZ prototype and provide
feedback on its functionality by
evaluating an idea for a
liquorice-flavored ice cream

2 1. To deploy a redeveloped PHP
and MySQL prototype

2. To reintroduce the subjects to the
redeveloped prototype

The subjects learned to use the
redeveloped prototype by
continuing their evaluation of
the ice cream idea

3 1. To introduce the subjects to a
specific real-world challenge

The subjects iteratively created
and evaluated ideas for a new
travel expense system

4–5 1. To enable the subjects to act
freely when using the prototype

The subjects used the prototype at
liberty

Post evaluation

Open-ended interviews followed by a focus group session

Throughout the five iterations, the collected data was continually analyzed using a
flowchart. To establish connections between the different ideas or their evaluation

142 F. Ulrich



content, subjects were asked about the origin of their ideas. Thus, the subjects became
the reviewers of the data they provided. However, while some improvement ideas were
added correctly, the subjects embedded other improvements in their comments or added
them as new ideas. These improvement ideas were extracted from the evaluation content.
Following the data extraction, all ideas were compiled into Fig. 2 shown in Sect. 5.
Moreover, a field experiment report [56] was used to continuously record data and time
duration from each prototype iteration, interviews, and the focus group. The data was
then analyzed using an interpretive approach [53, 54] by identifying reoccurring themes
[34] in relation to dynamic idea evaluation. Moreover, the interpretive analysis was
supplemented with Sternberg’s [49] view about knowledge and the concurrent view on
divergent and convergent thinking [15, 27, 28]. This approach enabled an in-depth
content analysis of the data to understand the prototypes influence on the subjects’ crea‐
tive actions. The prototype is presented in Sect. 4; the analysis is presented in Sect. 5
and further discussed in Sect. 6.

4 The Prototype

The prototype was constructed as an idea portal. In this portal, users could post initial
and open-ended problems (listed as challenges in the design) and ideas solving those
problems. Figure 1 shows a screenshot of the evaluation module. Once a user posted an
idea (cf., top of Fig. 1), other users could activate the evaluation module. From there,
they could evaluate the idea by adding comments and suggesting problems and potential
benefits (cf., the ‘Comment on Idea’, the ‘Add Benefit’, and the ‘Add Problem’ action
buttons in the top right corner of Fig. 1). Moreover, users could comment on submitted
benefits and problems, providing additional knowledge to enable other users to create
new improvements for the evaluated idea or proposed challenges and ideas (cf., the ‘Add
new Comment’ action button in benefits or problems in Fig. 1). In both benefits and
problems, users could propose improvements that suggested solutions for the selected
problem or exploited any selected benefit (cf., the ‘Add new Improvement’ action button
in benefits or problems in Fig. 1). Users could also supplement added content with word
tags (cf., ‘Tags:’ in Fig. 1).

For enhancing divergent and convergent thinking, the evaluation module used a crea‐
tivity technique called force field analysis, which is intended to encourage creativity in idea
evaluation by collecting user input [12]. Couger’s [12] evaluation technique enables users
to provide benefits, and discuss problems around an idea and suggest improvements or
novel ideas from the collected knowledge. This technique was modified to fit the design
of the prototype. Furthermore, the prototype used words and images creativity techniques
[39], which were embedded into the design. Besides the manually added tags, the system
automatically generated a tag cloud from the content added by the users (cf., the tag cloud
in the top of Fig. 1). When a user clicked on a manually or auto-generated tag, they were
transferred to a Google image search for that tag. From this image search, users could find
associated images that might improve their creative thinking.

The system supported both convergent and divergent thinking. The users were encour‐
aged to work convergent within existing ideas by generating ideas as improvements to
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other ideas. Users could also work divergently by proposing novel ideas for a challenge or
by initiating new challenges that might spawn a whole range of ideas (cf., the ‘Create new
Idea’ action button in Fig. 1). When users created any improvement ideas, the prototype
would encourage convergent thinking by facilitating knowledge around that content.
However, the prototype could also facilitate divergent thinking through knowledge
embedded in existing ideas and evaluation of content, enabling users to develop novel ideas
with far wider capabilities than being limited to standard idea improvement.

5 Results

During the five iterations, 64 ideas and 10 improvement ideas over 12 challenges were
added to the prototype. Three challenges and one idea were added to facilitate the
experiment. Moreover, the 15 subjects added 210 entries of evaluation content. Of these,
123 were comments on ideas and challenges, 42 were identified benefits, and 45 were
identified problems. From the evaluation content, 26 improvement ideas were extracted
during the post-analysis of the data. In total, the subjects added 294 entries to the proto‐
type over the five iterations.

Figure 2 shows the relationships between challenges and ideas created by the subjects
during the five iterations. The numbers in Fig. 2 referees to the individual challenges
and ideas. The artifact is genetic to different types of user groups. However, it is also
designed for the specific purpose of supporting divergent thinking through the exploi‐
tation of valuable knowledge added via ideas and evaluation content. The following
interpretive analysis will account for the inner workings of the prototype as a platform
for knowledge and divergent thinking on the data embedded in Fig. 2. The results are
further discussed in Sect. 6.

Fig. 1. Screenshot of the idea evaluation module
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Fig. 2. Context map showing connections between knowledge items and domains (Color figure
online)

To illustrate the workings of divergent thinking and the transfer of knowledge, the
challenges (blue circles with dashed borders) contains an outer border as its knowledge
domain (blue circles with straight borders). These domains contain the ideas for each
challenge and evaluation content for the challenge itself (green circles at the edge of the
blue circles). The ideas (white circles) have their own knowledge domain of evaluation
content (green circles in the white circles) and improvement ideas (yellow and purple
circles).

Extracted from Fig. 2, the subjects’ divergent production (the result of divergent
thinking) has extended the borders of each knowledge domain surrounding the chal‐
lenges. This divergent production happens when participants act upon a specific chal‐
lenge by adding novel ideas. For example, one subject created three ideas (47, 59 and
69) over three iterations for the challenge of building a better travel expense system (45).
He created these ideas by reflecting on his own experiences and practice and the chal‐
lenge at hand. Within the same challenge, another subject created two ideas in the third
iteration. The subjects identified knowledge embedded in a discussion on efficiency in
an existing idea (52), which triggered a reflection of his own practice and enabled him
to generate two novel ideas (54 and 55) that could make the travel expense system more
efficient.
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The subjects’ divergent production would also extend a domain by applying missing
information. For example, one subject scanned the added ideas in the challenges of the
travel expense system (45). Evaluating these ideas helped him to placing value the
current knowledge he was experiencing. This process enabled him to reflect on his own
practice and propose a new idea (56) that was missing in the domain. In addition, another
subject continuously used this technique to add ideas and new challenges. For example,
she created the challenge of the Christmas lunch (70) after evaluating newly added
challenges and concluding that they were too serious. The production is considered
divergent when novel alternatives are provided from the available knowledge [28].
Hence, the subjects used divergent thinking when they evaluating exiting content
according to their personal experiences and desire for change and alternative practices.

As shown in Fig. 2, the subjects’ divergent production transferred existing knowl‐
edge from one domain to another by using the available knowledge in the first domain
to create novel ideas in the second. For example, when evaluating the challenge of the
travel expense system (45) and an idea on usability (51), a subject related the identified
knowledge to an idea about university sports clubs (21) in another challenge (19). He
argued that usability is usually associated with websites. First, he combined ‘website’
with the concept of ‘system’ from challenge 45. Second, he looked in challenge 19 and
found the idea about sports clubs (21). Finally, he argued that there is a department
website, but there are also unknown sport clubs at the university. Hence, he created an
idea for a website for the university sports clubs (24).

The participants’ divergent production also radically redefined existing knowl‐
edge from one domain to create an entirely new domain. In the first iteration, one of
the younger research staff members evaluated the idea of selling ice cream in each
zip code (6). Within this domain, he suggested an improvement idea of having an ice
cream vendor on the campus. The knowledge embedded in the improvement and the
domain of the original idea made him rethink the concept of having activities on
campus. This knowledge he identified during evaluation and his own practice as a
former student enabled him to create a new challenge about a way to improve
campus life for students (19).

In the idea domains, the participants’ convergent production has reconstructed
existing knowledge for improvements while maintaining what is safe and within the
accepted borders of the original idea. Subjects would generate ideas that improved upon
existing ideas, for example by expanding another usability idea (46) by suggesting that
usability testing should be done with users. In another example, a subject suggested
adding the suggestion of sorbet to the initial liquorice ice cream idea (2).

Two subjects were deliberately inserted into experiment, specifically because they
did not share day-to-day duties with the others subjects. The first subject left the experi‐
ment after the first iteration. The second subject added a challenge and an idea on
improving an administrative system that only she used (43 and 44). This content added
by the second subject was largely ignored by the other subjects, as they were unable to
correlate that content to their own practice.

Overall, the prototype had the capability to support both divergent and convergent
thinking, despite including idea evaluation in the creative process.
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6 Discussion

The initial research question was: “How can idea evaluation support creative thinking
through a GCSS?” To answer this question, a field experiment was deployed and the
results were analyzed using an interpretive approach. Throughout the experiment, diver‐
gent and convergent thinking patterns were identified.

The results from the field experiment are consistent to Sternberg’s [49] view on
knowledge. Firstly, divergent production happened when the subjects extended the
borders of each knowledge domain surrounding a challenge. In this situation, divergent
production happened when the subjects created ideas for challenges from the knowledge
they identified in another challenge. Secondly, the ideas clearly shifted context and
branched out by deploying existing knowledge in novel ways. Moreover, ideas expanded
the knowledge domain of the challenge. Supported by Cropley [15], such production is
divergent when it cross boundaries. Thirdly, subjects transferred knowledge from one
domain to another by creating novel ideas from one challenge using knowledge identi‐
fied in another. The activity was divergent when subjects crossed these boundaries. In
addition, the participants produced 64 unique ideas during the five iterations. Guilford
[27] defines this ability to generate multiple novel ideas for a specific domain as fluency;
a clear sign of divergent production.

During the field experiment, several signs of convergent thinking were identified,
for example, when the subjects suggested improvements to existing ideas. According to
Cropley [15], convergent thinking applies what is known and stays within borders. The
results are consistent with Cropley [15] and Sternberg [49] views, as the subjects’
production was convergent when they remained within the domain of the idea and only
applied incremental changes. The experiment demonstrates that supporting divergent
thinking is not enough. In his seminal defense of convergent thinking, Cropley [15]
explains that divergent and convergent thinking needs to co-exist to be effective. Diver‐
gent thinking transforms and reinterprets while convergent thinking prefers simplicity
and rules. Thus, divergent thinking can result in overconfident breakthroughs and in
worst-case disastrous changes. Convergent thinking used alone can equally result in
missed opportunities and stagnation. Hence, convergent and divergent thinking needs
to co-exist in a healthy environment to produce both novel and effective solutions.
Overall, the field experiment demonstrated that it is possible to create a GCSS that use
dynamic idea evaluation to enable the user’s divergent thinking. Support of divergent
thinking is especially plausible, if designers insert idea evaluation into an iterative crea‐
tive group process and support it with specialized creativity techniques.

The experiment raises some fundamental question about how current evaluation
processes are structured. Guilford’s [28] key argument is that formal evaluation may
reduce information retrieval from memory storage and should not be included in diver‐
gent production. Researchers including Elam and Mead [19] and practitioners such as
Osterwalder and Pigneur [45] have taken Guilford’s view even further and suggested that
idea evaluation can only support convergent thinking due to its emphasis on deduction and
decision-making. Without claiming exhaustiveness, current research may have over‐
looked an important connection between the knowledge creation processes of idea eval‐
uation and divergent thinking. This experiment shows a different side of idea evaluation,
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where knowledge creation can support retrieval from memory storage for divergent
production. It shows how participants evaluated existing ideas on both formal and
informal levels, how they identified knowledge from these evaluations, which triggered
knowledge from past practices and experiences in their memory storage, and how these
triggers result in their divergent production of novel ideas. Moreover, the experiment
demonstrates the potential of structuring an iterative creative and evaluative process,
which is transferable to a GCSS. Hence, this paper opens up a new branch of research
within GCSS that offers a great deal of opportunities for new discoveries.

These findings entail several recommendations for future studies and practice. GCSS
researchers and practitioners can use the findings from the experiment to rethink how
they deploy idea evaluation in their creative process. Using design science [26, 40] the
results from this field experiment can be extended to form novel design requirements,
constructs, and principles for this class of systems. Moreover, there is a range of uncer‐
tainties connected to this experiment that future research can address. For example, the
observations from the field experiment showed how the ranking mechanisms pushed
participants to focus around ideas with a high activity and negatively influenced their
incentives to explore other ideas. Idea evaluation researchers and practitioners should
explore new avenues for placing knowledge on ideas that are based on subjective input
from the participants, rather than relying on normative ranking metrics that are best
suited for web analytics. In the same context, researchers and practitioners should shift
their focus from pursuing one great idea, e.g., [23, 33] by eliminating lesser ideas through
normative ranking metrics. Instead, they should focus on developing great solutions by
using idea evaluation for collective divergent and convergent production. Such a shift
in focus could enable managers and developers to identify novel solutions by collecting
best available knowledge from many different ideas and opinions.

7 Conclusion

Existing research in idea evaluation and GCSS have not approached idea evaluation as
a divergent process that could create new novel concepts. Instead, the focus has been
on supporting evaluation schemes that only included convergent thinking. This paper
sought to provide a shift from this traditional view about idea evaluation by presenting
an alternative view, where idea evaluation is integrated directly into the creative process.
This exploratory field experiment demonstrated a capability to use knowledge collected
through dynamic idea evaluation that triggered the participants’ memory storage and
encouraged their divergent thinking abilities. These results encompass several implica‐
tions for future research, including rethinking the current views about idea evaluation
and suggestions for conducting future empirical research that may advance and guide
further development of dynamic idea evaluation. Although the proposed prototype is
limited by focusing on the knowledge creation process of idea evaluation and not
consolidation, it also presents an interesting shift in research where GCSS driven idea
evaluation can be embedded into the creative process. Hence, the design theory and
findings from this paper can initiate and guide future research and practice within GCSS
and idea evaluation. Researchers are encouraged to investigate the concept of divergent
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idea evaluation and its implementation in GCSS while practitioners can use the proposed
suggestions for idea evaluation to create new features in running GCSS or to develop
new state-of-the-art systems.
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Abstract. In recent years, mobile and web-based solutions for health and well-
being have become popular. The topic that has been covered the most has been
the promotion of physical health, although the importance of mental and social
well-being has also been acknowledged recently. Studies have shown that mental
health interventions can be successfully designed to be delivered via mobile
channels. However, the role of mobile applications in disease prevention and self-
management of health is not so well understood. The aim of this study is to explore
the need for stress-management solutions by studying the prevalence of health
complaints in an academic organization (n = 756). It also describes findings from
a field study exploring the user experience of a mobile coaching application for
stress-management among the three most prevalent complaint groups (n = 30).
The findings show that the three most prevalent complaints are tiredness, depres‐
sion, and neck problems. All of the 13 complaints were more common among
women than men, except loneliness and problems in social life. User experience
study showed that most participants found the application useful and they would
recommend it to other people. Use activity of the mobile coaching application
was highest among the tiredness group. The findings are especially useful in the
design new solutions for disease prevention and self-management of health.

Keywords: Disease prevention · Self-management · Health complaint ·
Occupational health · Mental health · Behavior change support systems

1 Introduction

1.1 Motivation and Background

It is common that people suffer from subjective health complaints or symptoms which
are not necessarily signs of a disease or illness. Symptoms such as nausea, pain, and
fatigue are experienced by a person, but they are not directly observable by another but
instead become known only through the report of the person being assessed [6].
However, these complaints should be taken seriously, as they can decrease people’s
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ability to function and lead to short and long-term sickness absences [15, 33]. When
people are experiencing health complaints or symptoms, they often try to get rid of their
feelings and thoughts. However, recent cognitive behavioral therapies, such as accept‐
ance and commitment therapy (ACT), emphasize mindfulness and acceptance skills
[14]. The core concept of ACT is psychological flexibility, which refers to the ability to
focus on the present moment and take actions that are aligned with personal goals and
values even in uncomfortable or distressing situations [7, 14]. The development of solu‐
tions for mental wellness would be important; ill mental health is a threat for people’s
health and well-being and as mental health problems progress they are more difficult
and costly to treat. People have difficulties to get access to health services and treatment
periods may be too short. Results may not be as permanent nor as good if a person is
not able to get treatment as long as it is needed [25]. Mental ill health is also becoming
a key issue for the well-functioning of OECD’s labor markets and social policies. It also
causes an enormous economic burden [26].

People are using the Internet more and more in the search for health information.
According to Eurostat [10] most Internet users in the age group 25–54 searched for
health information (60 %) and it was also popular among users aged 55–74: nearly 60 %
searched for information about health. In recent years, also mobile and web-based solu‐
tions for supporting health and well-being have become popular. Smart phones and tablet
devices provide an excellent access point for digital services, because they are personal
and we always carry them along with us. The ability to be connected to the Internet,
relatively inexpensive prices, and a high penetration level are among their obvious
advantages from a health support point of view. Technologies such as mobile phones,
web applications, and social networking tools hold great promise for supporting indi‐
viduals in health-promoting behaviors [19].

1.2 User Experience Research in Health Context

It has been expected that digital services would lead to greater efficiency and improve‐
ments in quality of healthcare. However, in order to realise these promises, digital health
services should be operationalized, which concerns the actual introduction, adoption,
and employment of the technology in practice [35]. For end-users, such as patients and
health care professionals, positive user experience has a central role in operationalization
of digital health services. Even subtle elements of an intervention can have strong effects
on overall experience and even precede the intended experiences [19, 31]. It has also
been stated that behavior change in the traditional clinical sense is not the right metric
for evaluating early stage health technologies, but instead randomized controlled trials
(RCT) measuring the effectiveness of a technology have a role later when the technology
becomes mature [19]. Instead, HCI research should be interested about narrower efficacy
evaluations related to behavior change techniques and qualitative studies focusing on
people’s experiences with the technology [19]. User experience and value are closely
intertwined. In order to be successful, health technologies should be designed to be
driven by user values [9, 16, 35]. According to Ervasti [9], achieving an understanding
of customers’ values will greatly help to design and market successful services for target
customers.
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1.3 Health Behavior Change

Currently, there is a wide selection of personal health technologies. Bardram et al. [5]
has divided them into three categories: (1) wellness applications persuading the user to
adopt a healthier lifestyle; (2) systems managing chronic illnesses like diabetes; and
(3) mental health and illness monitoring systems. However, persuasion, i.e. intention to
change people’s attitudes or behavior, cannot be assigned only to wellness applications.
Any system, whose use has psychological and behavioral outcomes, and is designed to
change attitudes or behaviors, can be defined as a Behaviour Change Support System
(BCSS); BCSSs provide content and functionalities that engage users with new behav‐
iors, make them easy to perform and support users in their everyday lives [28]. Risk
factors for many chronic diseases are behavioural and a successful change in these
behaviors is a fundamental aspect of both prevention and effective management of
chronic conditions, as well as an important contributor to health and well-being more
broadly [19]. BCSS have potential not only to prevent diseases, but also to provide self-
management tools that can be used in combination with traditional care. Studies have
shown that people can avoid getting face-to-face to therapy, because mental health
illnesses and complaints are still a taboo subject for many people [17].

The most covered topic of behavior change applications has been the promotion of
physical health [20], although the importance of mental and social wellbeing has also
been acknowledged recently. Studies have shown that people’s attitudes towards mobile
phones as monitoring and self-management tools for mental health are quite positive
[30, 34]. Mobile mental health monitoring and self-management are, however, still in
the early phases of their development [13].

1.4 Purpose of this Study

The role of mobile applications in disease prevention and self-management of health
and well-being is not so well understood. The aims of this study are to (1) explore the
need for self-management solutions by studying the prevalence of stress-related health
complaints in an academic organization and (2) explore the user experience of an ACT-
based mobile coaching application for stress-management among the three most prev‐
alent complaint groups identified in this organization.

Differing from earlier studies reported e.g. in [1] participants were instructed to
perform specific exercises that would be especially helpful with regards to their health
complaints and symptoms.

The next chapters will describe the methods applied in this work. Then the results
are reported separately from the survey and from the user experience study. After this,
a discussion and recommendations for further research and design are presented.

2 Methods

The study was consisted of a survey and a short field study studying the user experience.
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2.1 Survey

In order to study the prevalence of health complaints in an academic organization
students and employees in the University of Oulu in Northern Finland (n ≈ 18,000) were
sent an email invitation to participate in the study. In all, 756 individuals were examined
with the health questionnaire in December 2013. 42.3 % of them were men (n = 320)
and 57.7 % women (n = 436). Their mean age was 33 years (range 18–74). 81 % owned
a smart phone (n = 611), which was more common among men (86 %, n = 274) than
women (77 %, n = 337).

The health questionnaire enquired information about the frequency of different stress-
related symptoms, i.e. tiredness, neck problems, sleeping problems, trouble concen‐
trating, feeling tense, headache, abnormal food behaviors/attitudes, difficulties in making
decisions related to own life, problems in social life and feeling blocked in getting
studies/work done. In addition, depression was enquired through two screening questions
[2, 3, 37], anxiety through Generalized Anxiety Disorder 7-item scale [21, 32, 38],
perceived stress through one screening question [8], and perceived loneliness through one
screening question [36].

A person was classified as having tiredness, neck problems, sleeping problems,
trouble concentrating, feeling tense, headache, abnormal food behaviors/attitudes, diffi‐
culties in making decisions related to own life, problems in social life, and feeling
blocked in getting studies/work done, if participant answered questions “weekly” or
“daily or almost daily”.

A person was classified as having depression if participant answered “yes” at least
in one of the two questions, anxiety if the total score was over 10 meaning moderate or
severe anxiety, stress if participant answered “quite much” or “very much” and loneli‐
ness if participant answered “quite often” or “all the time”.

2.2 User Experience Study

User experience study was conducted with subgroups of this larger population in
February 2014. Inclusion criteria were as follows: age 18 years or more, person is
suffering from one of the three most common complaints found in the survey, person
owns a suitable smart phone, and person wants voluntarily participate in the field study.
30 people participated and 20 of them were men and 10 women. Their average age was
30 years (range 19–54) (see Table 1).

Table 1. Participant profile of the user experience study

Parameter Tiredness Depression Neck problems All

Number of participants 10 10 10 30

Men     6     7     7 20

Women     4     3     3 10

Age 29 31 30 30
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The field study lasted for two weeks and it was consisted of questionnaires collecting
background information, after use feedback and usage log information. After use ques‐
tionnaire included also open questions. People participated also in a usability test in
laboratory settings in the beginning of the use period where they also received instruc‐
tions for the field study. The usability test is not reported in this article.

The purpose of the user experience study was to mock-up a situation where the
system would tailor the content based on user’s preferences, in this case the health
complaints. Tailoring is one of the methods to increase the effectiveness of information
[24]. Tailoring in the context of BCSSs has been defined as follows: “Information
provided by the system will be more persuasive if it is tailored to the potential needs,
interests, personality, usage context, or other factors relevant to a user group.” [29] Thus,
differing from earlier studies, participants were instructed to perform specific exercises
that would be especially helpful with regards to their health complaints and symptoms.
The tiredness group was instructed to perform eight exercises in any order; the depres‐
sion group was free to perform any exercises they wanted; the neck problems group had
three specific exercises.

2.3 System Description

Oiva is a mobile mental wellness training application for stress management. It is
designed to increase well-being by teaching skills that increase psychological flexibility
and mental wellness. It offers brief acceptance and commitment therapy (ACT) -based
exercises that are expected to integrate well into users’ everyday lives [1].

The application contains four intervention modules (see Fig. 1) are numbered
according to their recommended order, and each path consists of 1–4 subsections that
include 5–8 exercises. Each path contains an introduction in the form of text and video,
and the exercises are also available as both text and video. Thus, users can choose
whether they want to read or listen to the exercises.

In a feasibility study, the application has shown good acceptability, usefulness, and
engagement among working-age participants [1]. Its effectiveness has been studied in
a randomized controlled trial, the results of which are currently being analysed [22].

3 Results and Analysis

The results include (1) prevalence of stress-related health complaints at the University
of Oulu, (2) description of the user experience among the three most prevalent complaint
groups and (3) log information about the application use.

3.1 Stress Related Health Complaints

The three most common single complaints reported at the University of Oulu were
tiredness (52.8 %), neck problems (32.7 %) and depression (32.1 %). Other popular
complaints with over 25 % prevalence were feeling blocked in getting one’s studies or
work done (27.8 %), trouble concentrating (25.9 %) and sleeping problems (25.1 %).
See Table 2 for these data broken down by gender.
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Although many people reported these complaints, most of them (90 %) evaluated
their own health with a five-point scale as excellent, very good or good. Only 9 % eval‐
uated their health as fair and 1 % as poor. In general, all of the 13 complaints were more
common among women than men except loneliness and problems in social life.

3.2 User Experience

The after-use questionnaire showed that most participants (n = 23) found the application
useful and most of them would recommend it to other people (n = 23). Less than half
(n = 13) of the participants stated that they intend to use the application in the future,
but however, as many participants (n = 13) stated that they might use the application in
the future (intention to use in the future = maybe).

A comparison between the groups shows that participants in the depression group
had the most positive attitudes toward the application; 9 of them found it useful, 9 would
recommend it to other people and 6 of them intend to use the application in the future.
The other two groups didn’t have as positive attitudes and especially the neck group
doubted their intention to use the application in the future. See Table 3.

The tiredness and neck problems groups were instructed to perform only specific
exercises. In the after-use questionnaire, participants were not enquired about the appro‐
priateness of the pre-selected exercises, but there were some comments: “I feel that the
exercises that were recommended for me were the most useful ones” (tiredness group).
At least some participants had familiarized themselves also with other exercises:
“I noticed that I’m interested also other than the suggested exercises, but I didn’t want
to use them that much, because I wanted to follow the instructions” (neck problems

Fig. 1. Oiva application’s main screen
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group) and “Suggested exercises were not a good match, but I found other interesting
exercises that I’m going to try in the future” (tiredness group).

Table 2. Percentage of men and women reporting certain stress related health complaints.

Symptom Men
(n = 320)

Women
(n = 436)

All (n = 756)

Tiredness 43.1 59.9 52.8

Neck problems 19.1 42.7 32.7

Depression 27.5 35.6 32.1

Feeling blocked in getting
studies/work done

24.7 30.0 27.8

Trouble concentrating 21.9 28.9 25.9

Sleeping problems 19.4 29.4 25.1

Feeling tense 12.2 23.4 18.7

Stress 12.5 21.1 17.5

Difficulties in making deci‐
sions related to own life

10.3 17.9 14.7

Headache      7.5 16.7 12.8

Loneliness 14.7 10.3 12.2

Abnormal food behaviors/
attitudes

     4.7 11.5      8.6

Problems in social life      8.8      8.0      8.3

Anxiety      5.6 10.1      8.2

Table 3. Participants after use attitudes toward the application (usefulness for you = yes, inten‐
tion to use in the future = yes, recommend to other people = yes) Values are expressed as number
of participants.

Parameter Tiredness
(n = 9)

Depression
(n = 10)

Neck problems
(n = 10)

All (n = 29)

Usefulness 7 9 7 23

Intention to
use in the
future

4 6 3 13

Referral rate 6 9 8 23
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The after-use questionnaire showed that participants had learned new things about
themselves: “When you use the application, you notice that how difficult it is nowadays to
concentrate even on short 2–3 min exercises” (tiredness group). Participants also felt that
application use has had influence on their well-being: “Using the application seemed to
relief my stress a bit. Relaxation exercises, especially breathing exercises, helped me to
settle down when I had too much stress” (tiredness group), “This is a positive experience,
regular use could be useful. Exercises gave new positive insights” (tiredness group) and
“This is a convenient way to calm down and relax” (depression group).

The after-use questionnaire showed that barriers of use were feeling of being
busy or having lack of time (15x) and forgetting to use the application (5x). People
also mentioned that when they have time to relax, they want to do other things that
use the application. Some technical problems were reported as well, such as a mobile
phone going to sleep in the middle of the exercise, poor sound quality and relatively
big size of the application (application content is stored locally and it can be used
without the internet connection). Participants suggested that reminders would help
them to perform more exercises and changing content would maintain their motiva‐
tion. Some comments also revealed that the use period was too short for getting
enough experience of the exercises as the participants intended to perform more
exercises in order to get a better understanding of them.

Interestingly, for some participants their symptoms seemed to have had an influence
on their use activity. As participants wrote: “Tiredness influenced me and prevented
application use” (tiredness group), “Some days I was so tired after my studies that I
wasn’t able to think anything” (tiredness group), “Usually I didn’t have the energy to
do exercises which require concentrating, especially in the evening when I was tired, so
I many times I didn’t use it although I remembered it” (depression group).

Participants were asked what would be the most suitable place for using the applica‐
tion and does the use environment influence on application’s use. The most preferred place
to use the application was home (n = 24) whereas school (n = 1), workplace (n = 1) and
commuting (n = 1) were not that popular. 2 answered “elsewhere” and the suggestions
presented were “in the summer, in the park or elsewhere in the nature” and “everywhere”.
Most participants (n = 23) stated that use environment has influence on application use.
They thought that the application use requires a place where you can concentrate and calm
down, such as your own home (mentioned 7 times in open questions). It was also
mentioned that the place should be peaceful (5x), no distractions (4x), and quiet and no
background noise (2x). Participants considered that in order to use the application you
should have a peaceful moment or personal time (3x) and you shouldn’t be busy or multi‐
tasking (3x). It was appreciated that in a peaceful place, you can listen the exercises and you
don’t necessarily have to read them. (2x) One participant mentioned the use environment
depends on the exercise.

3.3 System Use

Altogether 348 exercises were performed during the study. Users preferred exer‐
cises in text format (57.5 % of the exercises) over audio format (42.5 %). Compar‐
ison between the groups shows that the use activity was highest in the tiredness group
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where participants performed 18.7 exercises in average (SD 18.3). Participants in the
depression group performed 9.6 exercises in average (SD 9.5) and participants in the
neck problems group performed 9.3 exercises in average (SD 5.8). See Table 4.

Table 4. Use activity based on amount of exercises performed in each group. Values are
expressed as mean (SD).

Exercise
format

Tiredness
(n = 9)

Depression
(n = 10)

Neck problems
(n = 9)

All (n = 28)

Text 10.0 (11.9) 7.6 (8.4) 3.8 (2.7)      7.1 (8,6)

Audio      8.7 (24.1) 2.0 (2.4) 5.6 (4.0)      5.3 (7.0)

Both 18.7 (18.3) 9.6 (9.5) 9.3 (5.8) 12.4 (12.6)

4 Discussion and Recommendations

The survey showed that stress-related complaints and symptoms are very common
among the employees and students of the University of Oulu and there is a need for self-
management solutions. The three most common single complaints reported were tired‐
ness (52.8 %), neck problems (32.7 %) and depression (32.1 %). All of the 13 complaints
were more common among women than men except loneliness and problems in social
life.

Although 90 % of the respondents evaluated their health as excellent, very good
or good, and only 10 % as fair or poor, health complaints should be taken seriously.
Earlier studies have shown that at the same time while the prevalence of health
complaints has remained relatively stable among working population, sickness
absence for health complaints, however, have showed a general increase [15]. There
might be several explanations, such as changes in working life and health expecta‐
tions [15]. The findings indicate that especially women would benefit from learning
skills that increase psychological flexibility and mental wellness and help to manage
stress better, whereas men could benefit from learning skills that help to manage their
social relationships better.

A comparison between the groups shows that participants in the depression group
had the most positive attitudes toward the application; 9 of them found it useful, 9 would
recommend it to other people and 6 of them intend to use the application in the future.
The amount of participants was rather small, but one possible explanation for this finding
is that the depression group was free to perform any exercises they wanted. Especially
neck group doubted their intention to use the application in the future and they were
instructed to perform only three different exercises. Although the depression group had
the most positive attitudes toward the application, their use activity, however, was lower
than in the tiredness group. The after use questionnaire findings indicated that both
tiredness group and depression group experienced that their symptoms prevent them
from using the mobile coaching software. It is not possible to make more detailed
comparisons between the groups, because of their small size, but it seems that people
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who suffer from depression or related conditions would benefit from external motivation
to encourage them to use self-management solutions for relieving their symptoms.

The participants of this study were instructed to perform only specific exercises that
would be especially helpful with regards to their health complaints and symptoms, and it
was expected that this “mock-up tailoring” would be make application more persuasive.
However, the user experience findings showed that the participants in the depression group
had the most positive attitudes toward the application, i.e. those who were allowed to
perform any exercises. In other words, providing a recommended set of exercises did not
have the expected influence on perceived usefulness, intention to use or referral rate. On the
other hand, the use activity of the tiredness group was clearly the highest of all three. It can
be discussed if the recommended eight exercises for tiredness group was an appropriate
amount of exercises to handle by participants whereas three for neck problems group was
too little and 45 for depression group was too many. The findings are interesting and
although the number of participants was rather small, the study indicates that a health
complaint should not be used as the only nominator in the tailoring of self-care solutions,
but factors related to other issues, such as personality and context of use, might also be
interesting to study further.

It has been stated that wider adoption of workplace wellness programs could prove
beneficial for budgets and productivity as well as health outcomes [4]. ACT-based work
stress interventions have been shown to reduce stress and increase well-being and job
performance [11, 14, 23], and also psychological flexibility is associated with job
performance [18]. Thus, ACT-based solutions have a lot of potential in decreasing stress-
related complaints and symptoms in organizations. It was, however, and interesting
finding that participants experienced that they would like to perform the exercises pref‐
erably at home rather than at school, workplace or when commuting. Designer’s expect‐
ations (i.e. designer value) concerning the convenient integration of the solution into
users’ everyday lives was not met in this study, because the participants felt strongly
that they want to use the application and perform exercises mostly at home.

In the near future, there will be new services available for disease prevention and self-
management of health and well-being. First national initiatives, such as health accounts,
medical records and electronic prescriptions, have been launched. It has become possible
to manage health information and use health services online. However, until now our
health care system has been more physician-centric than patient-centric, which can become
a barrier for adoption of these new self-care services. Also, developing new services for
disease prevention is challenging as medical services have traditionally weighted towards
diagnostic and curative functions rather than preventive functions [12]. Also statistics
show this; according to OECD [27] prevention expenditures in health care are 3–4 % of
total costs.

Although the service offering is relatively limited at this point, it has been showed
that national infrastructures can be established for delivering health services for both
disease prevention and management of chronic conditions. As the health care expendi‐
tures are continuously rising [12], it is necessary to find new ways to deliver health care
services and change the focus from curative functions to preventive functions. Also this
study shows that there is a need for the services, but the user experience point of view
and user engagement should be acknowledged.
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Abstract. This paper investigates the balance of hedonic and utilitarian values
in information systems (IS). More specifically, we are interested in the contin-
uum of such values in IS use. The paper reviews a set of literature to investigate
the differences of hedonic and utilitarian IS and the role of hedonism in them.
Furthermore, we define hedonic and utilitarian values in this context. We pro-
pose that the balance between hedonic and utilitarian values varies depending on
the nature of the IS, and we present a conceptual model of hedonic and utili-
tarian values in IS use. The article provides an argument that the nature of the IS
influences the balance of hedonic and utilitarian values that the IS provides.
Finally, we propose that the nature of the IS is not central in explaining IS use
but instead should be considered as a mediator.

Keywords: Hedonic � Utilitarian � Value � Information systems use

1 Introduction

How individuals accept new technology is an important and long-standing branch of
study within the field of information systems (IS). This area of research has substan-
tially been rooted in Davis’ Technology Acceptance Model (TAM) [2, 3]. Since the
publication of the original TAM, the model has been reworked and put into use in
multiple ways [4]. Research of user acceptance has widely confirmed that perceived
usefulness is the strongest predictor of user acceptance, while ease of use and per-
ceived enjoyment are lesser influences [5–8]. Concerning the latter, the effect of per-
ceived enjoyment has been consistently proven weaker than the earlier literature has
expected, see, e.g., [9–11].

Although the above statements have proved factual, many exceptions to the pattern
have been reported [e.g., 4, 12–14]. These papers have investigated IS that seem to be
accepted more due to perceived enjoyment and perceived ease of use than to perceived
usefulness. Reports have been studying systems such as the World Wide Web, home
and leisure time related systems, and games and game-based training versions of IS for
work.

Generally, literature has focused on utilitarian aspects of IS. Hedonic aspects of
systems have not been in the core focus of research. Reasoning for the disregard of
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systems hedonic side may lie in the origins of IS research in computer science [15] and
economic theory [16] literature, which have emphasized natural science, efficiency, and
utility rather than hedonic aspects [17]. One milestone in extending the focus to
hedonic aspects was Van der Heijden’s [4] separation of IS as either hedonic or
utilitarian according to their nature. With nature we mean inherent features, character,
or qualities of an information system. Van der Heijden found that systems having
hedonic natures were more accepted due to perceived enjoyment and ease of use, while
the previously dominant role of usefulness weakened. He further discusses that hedonic
values can influence the user acceptance of utilitarian IS, too. More specifically, he
argues that two types of motivation could determine user acceptance: extrinsic and
intrinsic. In other words, if a user is motivated extrinsically, he or she is driven by the
expectation of a reward or benefit that is external to the system–user interaction [4].
Davis et al. [9, p. 1112] define extrinsic motivation as a will to perform an activity
“because it is perceived to be instrumental in achieving valued outcomes that are
distinct from the activity itself, such as improved job performance, pay, or promo-
tions.” Perceived ease of use and perceived usefulness have widely been seen as main
motivators to use information technology (IT) [10, 18]. Intrinsic motivation is opposite
to extrinsic motivation. It mainly is based on the process of a certain activity rather than
the enjoyment of using the system [18]. The intrinsically motivated user instead wants
to perform the activity “for no apparent reinforcement other that the process of per-
forming the activity per se” [9, p. 1112]. This means that the interaction with the
system can be seen as enough reason to use the system.

Phenomena like consumerization and gamification are examples of how users are
not totally satisfied with the work-oriented IT. In gamification, game-like elements are
added to the software in order to make it more acceptable to users [19], whereas
consumerization emphasizes how users rather bring their own devices to work than get
frustrated using the IT provided by their employer [20]. We see these as signals that
there must be more to utilitarian IS than just means to an end. Furthermore, we expect
that in today’s mobile application and software market, the role of systems’ hedonic
nature has become essential in order to deliver appealing and well-accepted software.
With this reasoning, it is our goal to find out how features that are considered hedonic
in nature could influence the acceptance of utilitarian IS.

Our objective is to investigate how hedonic values are related to utilitarian value.
Furthermore, we aim to find out how hedonic values could enhance a utilitarian sys-
tem’s initial value. As is covered in the literature, we propose that hedonic value can
enhance user acceptance and therefore the perceived value of an IS, as well as in the
case of utilitarian IS. Through mapping out those hedonic attributes that could fun-
damentally influence how a utilitarian system is accepted, we could extend knowledge
regarding the interplay of hedonic and utilitarian natures of IS. Furthermore, this
knowledge could extend and support Van der Heijden’s [4, p. 701] proposition that
“hedonic value can play a pivotal role to increase acceptance of otherwise utilitarian
information system.” In order to study this, we conduct a literature review. Based on
the literature review, we aim to answer the following research question: What is the
balance between hedonic and utilitarian values of IS?

The article is structured as follows. We will first define hedonic and utilitarian
information systems. We will also review literature on the role of hedonism in
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information systems. Thereafter, we will look at the literature on the value of infor-
mation systems and we will more closely define hedonic and utilitarian values. At last
the findings and discussion will be outlined together with the conclusion section, where
the contributions and limitations will be presented.

2 Hedonic and Utilitarian Systems

Contemporary IS are multifaceted and able to provide value to users in many ways.
Information systems can be categorized into three distinctive classes: predominantly
utilitarian, predominantly hedonic, and a hybrid being a combination of the latter two
[18]. The boundaries of these systems can most clearly be seen in the motivation to use
the particular system. The nature of the system can also be identified when assessing
the tactics of system developers to encourage the use of the system [1, 4].

According to Van der Heijden [4], utilitarian systems provide instrumental value to
the user. The use of such systems is normally productive, goal-directed, and
task-performance oriented. When developing utilitarian systems, developers mainly
focus on functionality with task requirements. The goal is also to provide as little
distraction as possible in order to enhance users’ task performance. Utilitarian systems
are mostly related to work environments since they encourage efficiency. In utilitarian
systems, the extrinsic motivation can be seen as the main driver of the user’s intention
to use the system. On the other hand, hedonic systems provide self-fulfilling value to
the user [4]. Hedonism is strongly connected to pleasure and happiness. Consequently,
pleasurable experience and fun are the main frames for hedonic systems [21]. The use
of such systems can be regarded as experimental. According to Arnold and Reynolds
[23], hedonic systems include positive moods, high levels of satisfaction, and play-
fulness. Such systems are strongly linked to home and leisure time activities, including
games, for example. In hedonic systems, developers mainly focus on visual functions,
such as images, colors, sounds, and, in general, aesthetic layouts. Comparing the user
values of these two dimensions, hedonic values are more subjective and personal
whereas utilitarian values are more rational [22]. Hedonic systems do not have such
goals as utilitarian systems, because the use itself and its continuance can already be
seen as a goal [4].

Views on hedonic systems emphasize that the usage is driven by users’ intrinsic
motivation. The emphasis is based on Van der Heijden’s [4] statement, which proposes
that intrinsic motivation is the dominant predictor of users’ intentions to use hedonic
systems, which again is based on perceived enjoyment. Intrinsic motivation functions
to the expense of extrinsic motivation [4] (Table 1).

A major portion of today’s IS literature still takes a narrow view of user experience
by concentrating only on work-related use situations [24]. One early attempt to widen
the research scope was a longitudinal study of household personal computer
(PC) adoption, concentrating solely on adoption outside the organizational context
[24]. As a result, Venkatesh and Brown [25] suggest differences between adopters and
non-adopters. Adopters were primarily found to be influenced by utilitarian, hedonic,
and social determinants, whereas non-adopters were more influenced by fear of
obsolescence [25]. Following their definitions, utilitarian determinants relate to

Balance of Hedonic and Utilitarian Values in Information Systems Use 167



effectiveness in household activities, specifically budget, homework, and work.
Hedonic determinants instead relate to pleasure derived from PC use, including games,
fun, enjoyment, and pleasure. Finally, social determinants relate to perceived status
gains or losses due to ownership of the technology and the extent to which users’
behavior is influenced by their social network [25].

Since users are nowadays more demanding and pursuing a more complete expe-
rience with IS than before, Venkatesh and Brown [25] suggest that developers are in a
challenging position. Furthermore, they propose how the authors implementing new
technology should re-examine the role of non-utilitarian determinants of technology
use [25]. These notions have, in a way, foreseen the future. In today’s software
business, for example, there is demand for IS that address both dimensions, hedonic
and utilitarian, by serving basic functions and providing attractive and delightful use
[18]. For that, more personalized user interfaces that provide more affective experiences
are needed, and those can be fulfilled with hedonic attributes [26]. Customers strive for
products that “dazzle their senses, touch their hearts and stimulate their minds” [27,
p. 22]. Functional features and benefits are re-positioning themselves as features that
users take for granted [18]. According to Fogg et al. [28], users tend to ascribe
importance to the design of IS when evaluating the credibility and when assimilating
user experience and satisfaction.

Kakar [18] credits the impact of hedonic benefits to the halo effect, which is derived
from social psychology. For example, aesthetics, perceived ease of use, and perceived
usefulness can be explained by the effect: It describes the tendency of a single attribute
of a person to influence other perceptions that that individual makes [18]. According to
Eagly et al. [29], people often attribute positive characteristics to attractiveness and
negative characteristics to unattractiveness. Due to this, users also associate ease of use
(a positive attribute) to attractiveness [18].

Growing evidence within the IS literature supports the significance of hedonic
attributes. Seeing the mature markets for mobile applications, for example, shows how
product visuals is often the last remaining factor differentiating apps from one another
[30]. Users actually expect good-looking things to work better, even without having
any knowledge of true performance [31]. Moreover, Schenkman and Jönsson [32] have
found that overall preference of websites is influenced by visuals. It has also been

Table 1. Comparing hedonic and utilitarian IS

Hedonic IS Utilitarian IS

Motivation Intrinsic motivation Extrinsic motivation
Outcome of use Enjoyment and fun Efficiency and production
Development
focus

Visuals and social Functionality and task requirements

Value
proposition

Instant value Instrumental value

Objectives No objectives External objective
Example Home, leisure time, games,

etc.
Workplace environment, productivity
tools
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suggested that visually more pleasing sites yield enhanced user satisfaction and
increased credibility [33, 34]. Venkatesh [35] has proposed that objective usability and
perceived enjoyment are determinants to perceived ease of use.

Already in 1998, Norman [36] suggested the idea that when the functionality of IS
products meet the users’ needs, and while the prices of systems keep decreasing, the
competition in software markets takes a turn towards enhancing user experience rather
than just improving functionality. Furthermore, Norman [36] proposes that when
features of IS reach a mature state in meeting needs, considerations of convenience,
reliability, appearance, and even symbolic ownership become more important.
Norman’s idea functions as a base for the proposed model of balance between hedonic
and utilitarian values of IS.

3 Value of IS

In recent decades, a new way to see markets has emerged. Vargo and Lusch [37] state
that the dominant view of markets has evolved toward their services. Trade is nowa-
days the exchange of intangible resources rather than of products for money. Intangible
resources include, for example, specialized skills and knowledge that is integrated into
the goods. In this service-dominant logic, the firms do not compete with each other for
their products, but for the value that the firms offer with the products, such as quality
customer service and other innovations. More, consumers determine if the service has
any value in use [37]. The firms should thus concentrate on “collaborating with and
learning from customers and being adaptive to their individual and dynamic needs,”
creating a consumer-oriented emphasis [38, p. 6]. The value is defined by and created
with the customer in collaboration with the company providing the service. Companies
must adapt to consumers’ needs and understand what needs must be fulfilled in order to
let the consumer perceive value in the product [37].

Kim and Han [39] studied the adoption intention of mobile data services and therefore
observed the creation of value in this context. In their study, they argue that perceived
value is a combination of tangible and hedonic consequences of use [25, 40, 41]. In this
context, the tangible consequences mean the utilitarian benefits that the user has after
using the service. Using past research in his study, Kakar [18] combined characteristics of
value in both hedonic and utilitarian contexts. These combinations are described in the
following sections of the article and summarized in Table 2. Kakar [18] also proposed a
conceptual model, which links the value-based view to actual system use via ease-of-use
perception. Results in his study support the hypothesis that both hedonic value and
utilitarian value of an IS product are positively associated with users’ perceptions of ease
of use. Our view posits that value of an IS is a combination of two differing value sets:
utilitarian and hedonic.

3.1 Characteristics of Hedonic Value

Hedonic values are in general connected to fun, perceived enjoyment, and stimulation
[1, 4, 18]. The hedonic value represents the wants, novelties, aesthetics, and
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unexpectedness that the user experiences as a human being. These values also represent
the user’s affective or emotional preferences and are themselves end-values that form as
outcomes of activities [18]. They can be viewed as the high-level needs of Maslow’s
[42] hierarchy of needs and as the motivators in Herzberg’s [43] two-factor theory.
Hedonic values are pleasure seeking: when fulfilled, they generate an affective delight
response. Hedonic values being based on feelings, they are unlimited, subjective, and
hard to measure and appraise. They tend to fulfill promotional goals so when unful-
filled, hedonic value expectations result in dissatisfaction. It requires innovative and
creative services and product development to successfully fulfill the users’ hedonic
value expectations [18].

3.2 Characteristics of Utilitarian Value

As stated before, utilitarian value is instrumental for the user and provides the means to
an end [1, 4, 18]. Venkatesh and Brown [25] state that the utilitarian value grows from
the effectiveness and efficiency that the service offers to the user. The utilitarian value
represents what the IS should do and the preferences of users, which by fulfilling
generate cognitive satisfaction response [18]. These values can be found in Maslow’s
[42] hierarchy of needs’ lower levels as in Herzberg’s [43] hygiene factors. Utilitarian
value is functional and practical, but it is also limited, and it can be measured and
appraised objectively. Utilitarian value is to fulfill preventive goals: by achieving this
value, the user seeks pain avoidance, meaning that he/she is avoiding the consequences
of failing a task, and on the other hand, the result is anger if the utilitarian value
propositions are unfulfilled. To reach a good proposition of utilitarian value, the needs

Table 2. Characteristics of hedonic and utilitarian values [18]

Hedonic value characteristics Utilitarian value characteristics

Represent “wants” Represent “shoulds”
Novelty, aesthetics, unexpectedness, fun Functional and practical
Unlimited Limited
Are ends in themselves Are means to an end
Represent emotional or affective preferences
of the user

Represent cognitive or reasoned preferences
of the user

Generate affective delight response when
fulfilled

Generate cognitive satisfaction response
when fulfilled

Are subjective, experimental Can be objectively appraised
Represent Maslow’s higher-level needs Represent Maslow’s lower-level needs
Represent Herzberg’s motivators Represent Herzberg’s hygiene factors
Pleasure seeking Pain avoidance
Fulfill promotional goals Fulfill preventive goals
Result in dissatisfaction when unfulfilled Result in disgust/anger when unfulfilled
Elicitation requires innovation and creativity Elicitation requires understanding of

customer needs
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of the customer must be clear and understood when developing the product or the
service implemented in it [18].

4 Findings and Discussion

The interplay of hedonic value (HV) and utilitarian value (UV) still seems like a
slightly grey area within IS research. Some discuss hedonic and utilitarian value, while
others discuss hedonic and utilitarian natures of IS. It also seems that the relation of HV
and UV to use intention is rather lightly established. Furthermore, IS and consumer
behavior literature distinguishes consumers and users by hedonic and utilitarian per-
ceptions. Overall, this adds up to at least three entry points to study hedonism and
utility in the IS context. It seems like much is understood of how hedonic and utilitarian
values individually influence user perception of ease of use. Still, it is rather unknown
and hard to distinguish how the two sides of value influence each other and to what
magnitude.

Based on the reviewed literature, we argue that the logical explanation of the
interaction of hedonic and utilitarian values can be derived from the needs perspective.
We suspect that the balance between hedonic and utilitarian value formation varies
depending on the nature of the information system. The authors remain skeptical about
concentrating on the differing natures of IS and instead suggest concentrating on the
differing values the IS drive. We rather support the views that the basic satisfactory
level of utilitarian value must be addressed before hedonic value can take a critical role
[36, 44]. It is inevitable and necessary for every IS to provide some level of both
utilitarian and hedonic values.

When the satisfactory level of functionality and utility (UV) has met the users’
basic needs, the critical aesthetics, emotional responses, and graphically appealing
interfaces (HV) can be seen. Firstly, we hypothesize a border condition to Van der
Heijden’s [4] assumption that hedonic attributes can also take a pivotal role in
increasing the acceptance of a utilitarian system. We believe that the hedonic attributes
cannot take a pivotal role unless the satisfactory level of utilitarian needs is addressed.
Secondly, we suggest that the nature of the IS does not directly influence users’
perceptions of ease of use, usefulness, or enjoyment, but rather mediates these per-
ceptions via influencing the balance between users’ perceptions of hedonic and utili-
tarian values. The view assumes that UV is not lost during the process of usage. Taking
into account these views, we could extend the understanding of how UV and HV can
together enhance the perception of ease of use.

We also propose that in the case of utilitarian IS, the critical level of satisfied needs
is fairly high. Secondly, in hybrid IS, we suggest that the balance is fairly even.
Thirdly, in cases of hedonic IS, we see that the critical level is the lowest. The lines
between UV and HV in Fig. 1 illustrate the expected satisfactory level. We argue that
this view also applies to IS that possess a predominantly utilitarian nature. We view
that the role of utilitarian value can only be seen as dominant until the satisfactory level
is achieved. After the satisfactory level is reached, the dominance shifts to the hedonic
value propositions offered by the IS. We propose that hedonic value starts to drive the
value of utilitarian (and hedonic) information systems when the satisfactory level of
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needs is exceeded. Figure 1 below illustrates the balances between different IS and the
satisfactory levels.

We see that our proposition can have a significant impact on future IS research.
First of all, although technology acceptance research has recognized the need to
understand both hedonic and utilitarian drivers of IS use, the received view does not
take account of our argument that there is a varying balance between these different
value categories. The lack of recognizing this matter may explain why the literature on
the impact of perceived enjoyment [5–8] has been shown to be weaker than the
expected [9–11]. Furthermore, this could be a key in explaining the non-consistent
findings reported in the literature, [1, 4, 12–14]. Therefore, we see it as important that
we further investigate and understand how user values impact [45] user behavior and
technology adoption. This in turn should encourage IS researchers to develop new
theoretical models that would seek to predict and explain the balance of hedonic and
utilitarian values of an IS. This work may lead to further understanding of how the
nature of the IS impacts the user experience and what is the preferred balance of
hedonic and utilitarian values in a given IS. In addition, this can potentially impact how
IS are designed and how requirements are gathered and analyzed [45].

The findings may also impact users’ willingness to upgrade or change there
is-based products or services. Sääksjärvi et al. [46] have examined the impact of design
on user upgrading frequency, and how this differentiates between functional and aes-
thetic aspects of design when considering mobile phones. In their study, they found that
the functional design aspects of mobile phones, such as screen size, keyboard, and
width of body, affected perceived ease of use, and that design aesthetics, such as color
and thickness of body, moderated the relationship between satisfaction and upgrading
frequency. However, they did not find significant results for the relationship between
functional design and perceived usefulness. This concurs with our proposition that that
the nature of the IS and the underlying balance of hedonic and utilitarian values of
users impact the decision making of users.

Fig. 1. Balance of hedonic and utilitarian value in information systems use

172 K. Valkonen et al.



Vartianen and Tuunanen [47] explored how value is co-created for
consumer-targeted information systems. Their study builds on a framework, which
argues that value co-creation is the interplay of at least two issues. First, the system
makes value propositions to the users, and second, the users have values or goals that
drive their behavior [48]. Vartiainen and Tuunanen [47] found that there are recog-
nizable core values that motivate people to co-create value for hedonic IS-enabled
activity, such as challenging oneself and others, joy of success, learning, and social
relations. They found that this particular activity, geocaching, was distinctively hedonic
in nature, as people pursue happiness and utility via geocaching. This concurs with
Kakar’s [18] findings but also provides an interesting avenue for linking our findings of
key determinants of utilitarian and hedonic value and value co-creation. This can
potentially also impact service-dominant logic literature [37] and service design in
particular. At the moment, there are very few frameworks or models that attempt to
predict and/or explain value co-creation.

Finally, we see that our proposed model provides a foundation to assess the balance
of UV and HV in information systems of different kinds. The model aims to widen the
research scope towards a view that considers utilitarian and hedonic values as equally
important but differing in weight as dependent on the system’s nature. This view
strengthens the reasoning of why, for example, gamification of IS is also important for
the work-oriented IS.

5 Conclusion

We have conducted a literature review studying how users perceive, value, and accept
information systems of differing natures. An entry point to study user behavior was
drawn from motivational theory, which explains basic human behavior. From there, we
found how information systems are distinguished in two broad categories: hedonic and
utilitarian. We highlighted the role of hedonism in information systems in order to
justify the shift to concentrate on hedonic and utilitarian values instead of the nature of
the IS. After processing the role of hedonism, we explored how value is and how value
should be viewed in the context of IS use. Following the perception of value, we
characterized utilitarian and hedonic values.

The key contribution of the article is the assumption that the nature of the IS,
whether it is hedonic or utilitarian, influences its balance of hedonic and utilitarian
value. We proposed that the nature of the IS is not central in explaining the determi-
nants of use intention but instead should be considered as a mediator of the balance
between the hedonic and utilitarian values the IS provides. A model was created in
order to illustrate how we see the interaction of systems’ natures and the values it
generates (Fig. 2). Furthermore, lists of characteristics determining utilitarian and
hedonic values were drawn from literature (Table 2).

It was proposed that regardless of the IS’s nature, the basic satisfactory level of
utilitarian needs must be fulfilled before hedonic characteristics can have significant
impact on the system’s value. Both the utilitarian and hedonic aspects must be noted
when developing a new IS, whether it is for leisure or business use. Kakar [18]
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highlights how a good design is most likely the aspect that keeps both the form and
function in balance.

Further research should be conducted in order to empirically test our propositions.
The interaction between an IS’s nature and values is only hypothesized in this essay.
The theorization in the essay should also be peer reviewed in order to validate the
suggestions. Also, which of the views is best when studying a system’s acceptance and
use—the values the IS offers, the hedonic or utilitarian nature of the IS, or the view-
points of the user—is still rather unknown. Also, it seems that the research concerning
hedonism and the utility of an IS is rather fragmented. Perspectives and views are
many, and no comprehensive taxonomy has yet been presented.

“Making things beautiful, interesting, or enjoyable is as important as making them work”
[18, p. 433].
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Abstract. Replacement of the Project Manager (RPM) is a known phenomenon
in information systems (IS) projects, but scholarly articles on the issue are scarce.
To help fill this gap, this study provides an explanation of why RPM occurs in IS
projects, how it unfolds over time, and how it affects a project. Based on the
analysis of qualitative data, a process model is suggested. The model uses the
concept of social mechanisms to explain causal relationships. The activation of
deterioration mechanisms initiates the demand or need for RPM, and as a response
project healing mechanisms are activated. If RPM is decided upon, handover
mechanisms are activated, and after handover, the project experiences post-
handover mechanisms. The model is a combination of teleological (goal directed)
and dialectical (rival forces) motors, as both the joint and individual goals of the
participants motivate RPM. However, the attainment of individual goals in some
cases conflicts with others’ goals during the RPM process.

Keywords: Project management · IS project · Project manager · Turnover ·
Process theory · Social mechanisms · Teleological · Dialectical

1 Introduction

The project manager (PM) is perceived as the most important element in a project’s
success [3, 9]. It is even stated that there is no project management without the manager,
who is the glue holding the project together—the mover and shaker [15]. Given this and
the anecdotal evidence that replacement of the project manager (RPM) during an
ongoing IS project is a known phenomenon, it is surprising that information systems
(IS) and project management research are silent on the issue, with five exceptions [1, 6,
12, 16, 20]. The attempt by [12] to explain RPM is based on the concept of contradiction
and structural tensions. Their approach offers insight into the reasons for RPM, but they
fail to describe how RPM unfolds over time. Other studies offer hints as to possible
reasons for RPM in IS projects; for example, uncertainty and variability levels in IS
projects are high compared to projects in other areas of business, such as construction,
pharmaceuticals, and manufacturing [26, 27]. This should not be a surprise given that
elements in IS projects affect each other as well as the existing system [4] and that IS
projects suffer from abstract constraints, hidden complexity, and changing business
processes [18, 19].
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To help fill the knowledge gap, in this empirical study I will present a process theory
that shows how RPM unfolds and will explain why RPM occurs in IS projects. For the
purpose of describing how RPM unfolds in IS projects, I adopt the perspective of process
theories. Process theories explain how and why organizational changes, such as organi‐
zational reorganization and changes in individuals’ jobs and careers, occur [11, 22].
During the analysis process, I realized that there are many causal paths leading to the
demand for RPM and to the continuation of RPM after such demands. I also adopt the
construct of social mechanisms in considering the phenomenon. Elster [5, p. 45] summa‐
rizes mechanisms as intermediate between descriptions and laws as follows: “…mecha‐
nisms are frequently occurring and easily recognizable causal patterns that are triggered
under generally unknown conditions or with indeterminate consequences.” Social mech‐
anisms are used to reveal causal processes that explain how a social phenomenon is
created [2]. This means that when we observe that A leads to B in a social setting, social
mechanisms describe the processes through which B is generated. There may be one or
more social mechanisms that explain the causal relationship. This study discusses a
process theory of RPM in IS projects and will show why a PM who is nominated to lead
an IS project (A) is replaced with a new PM (B) and what the consequences of this are.

Section 2 describes the process theories and the concept of social mechanisms.
Section 3 describes how the data is gathered and analyzed. Section 4 describes the
process model of RPM in IS projects, including the social mechanisms explaining what
happens during RPM. Section 4 integrates the results with previous research and
includes implications for practice and research.

2 Theoretical Framework

The theoretical framework consists of process theories and the concept of social mech‐
anisms. Process theories are used to understand the succession of occurrences during
RPM and to hypothesize about the nature of RPM. Social mechanisms are used to explain
what happens in these occurrences.

2.1 Process Theories

Process theories explain how and why organizational changes, such as organiza‐
tional reorganization and changes in individuals’ jobs and careers, occur [22]. There
are four ideal types of process theories or motors of organizational change [22]:
(1) life cycle, (2) teleology, (3) dialectic, and (4) evolutionary process. Life cycle
process theories hold that an entity has a predefined logic, program, or law that regu‐
lates its development toward a certain predefined goal (e.g., human life). Teleolog‐
ical process theories assume that an entity adapts its behavior either by itself or in
interaction with others and correspondingly constructs its own desired end state.
According to dialectic process theories, entities live in a pluralistic world facing
colliding events and rivalling forces with contradictory values that compete with one
another for control or domination. Evolutionary process theories suggest that devel‐
opment occurs through a continuous process of variation, selection, and retention
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(e.g., biological evolution). There are two dimensions for the process theories—the
unit of change and the mode of change [22]. With respect to the unit of change, there
is a division into single and multiple entities. Life cycle and teleological theories are
concerned with the internal development of a single organizational unit. Dialectical
and evolutionary theories relate to the relationships between entities. With respect to
the mode of change, life cycle and evolutionary theories represent a prescribed mode
of change, which means there is pre-specified direction in the change. Teleology and
dialectics are constructive in nature, which means that change is not predictable but
that there is novel development in the entity or entities. The four ideal process theo‐
ries are archetypes that do not exist as such but as combinations of each other [22].

This being the case, RPM as a process has characteristics of teleology, as the RPM
phenomenon is part of a larger goal (project success and business success) and is a goal
in itself, although possibly an unwanted one. The context of RPM is typically turbulent;
IT businesses and stakeholders in an IS project have their own interests in the project.
Therefore, RPM likely contains dialectical processes. To understand the reasons
affecting the transition from the nomination of a PM to RPM, the concept of social
mechanisms offers a promising lens and will be discussed in the following section.

2.2 Social Mechanisms

The concept of social mechanisms is used to explain the relationship between two entities
observed to have a systematic relationship [7]. The search for mechanisms means that we
have to be able to specify the “machinery” that causes the relationship into existence or in
other words the set of statements that create the relationship. This means that we are not
interested in the covariance between variables but that the explanation includes a system‐
atic set of statements that created the relationship. In the search for social mechanisms, the
causal paths of conditions, actions, and events that generate the outcomes have to be iden‐
tified [2]. There may be several social mechanisms that explain the phenomenon, and it is
possible that some mechanisms are not activated and that some are activated. A single
activated mechanism may be enough to create the relationship.

Other constructs related to the construct of social mechanisms are actors, structure,
and systemic effects [8]. The construct of actors refers to the specification of actors or
casting of mechanism. The structure relates to the scene where actors operate and the
stages of the mechanism. Systemic effects relate to what happens to the actors or the
structure as a consequence of their combination.

The concept of social mechanisms is helpful in understanding why a PM who is
nominated to head an IS project is afterwards replaced by another PM. In the following
section, the research design that includes both process theories and social mechanisms
is presented.

3 Research Design

Interpretive approaches are recommended for studies involving complex IS phenomena
[25]. Such approaches and methods involve examining individuals’ understanding of
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reality and how they interact with the world around them [10, 21]. Given that my research
question concerns a complex real-life phenomenon, RPM in IS projects, I adopted an
interpretive approach and used open-ended interviews and surveys [17]. Next, I will
discuss the data gathering process, followed by the data analysis and development of
the RPM process model.

3.1 Data Gathering

Data gathering took place from 2006 to 2014 and consisted of qualitative data gathered
through interviews and a survey. Three researchers (including the author) conducted the
interviews and surveys, and permission to use the data for scientific studies was obtained
[23, 24]. Myers and Newman’s [13] interview guidelines were followed, according to
which it is important that the interviewees feel free to talk and that the interviewers do
not influence the respondents by expressing their own ideas. Given the sensitivity of the
topic, it was made clear that the interviewees would not be identified in the interviews.
In the surveys, the respondents were also able to freely express their thoughts on the
issue. The interview subjects were project managers (17), project supervisors (18), and
representatives of middle or top management (5). Data consisted of 12 interviews for
2006, eight interviews for 2009, 18 questionnaire responses for 2010, 10 interviews for
2010, an email response for 2011, and 10 interviews for 2014. Open-ended questions
were used in the interviews, and example questions are as follows: “What comes to your
mind about replacing a project manager?” and “Explain why a project manager can be
replaced during a project.” Prompting questions were asked to obtain more detailed
answers. Next, I will describe how I analyzed the data.

3.2 Analysis and Development of the Process Model

First, I coded all the transcribed texts to identify perceptions about what happens during
RPM and the reasons for RPM. I used Atlast.ti software to support the analysis process.
During this process, I started to understand the reasons for RPM, which vary from case
to case, but they nevertheless started to saturate. I also started to code other occurrences
that relate to RPM, such as what happens during the handover from the outgoing to the
incoming PM and what the consequences of RPM are. At this point, I sketched the overall
time ordering of what happens in RPM and tentatively identified significant events [14]
that occur as RPM unfolds.

I soon realized that the concept of social mechanisms [2] would be helpful in devel‐
oping an understanding of the process of RPM, as there are a variety of causal paths
relating to RPM and what happens during RPM. Following instructions for tracing social
mechanisms [2], I started to identify causal paths that lead to replacing a PM. I identified
several deterioration mechanisms that lead to problems in a project or even to its failure.
As a response to deterioration mechanisms, there are mechanisms that can be used to
save the project. For example, when personality problems between client representatives
and the PM start to escalate (deterioration), the PM’s supervisor may take action, such
as discussing the issue with the parties to prevent the failure of the project (project
healing). This means that the mechanisms operating when RPM is occurring are
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dialectical in nature. There are also reasons for RPM that have nothing to do with
deficient work performance but that have to do with reorganizing the work to support
the firm’s larger business goals. However, these situations can be interpreted as deteri‐
orating in nature vis-à-vis the project, and I therefore defined these mechanisms as such.
The major motivation for RPM is to guarantee the success of a project or to mitigate its
failure as much as possible. In terms of these aims, I identified from the data that there
are three episodes that are important from the standpoint of RPM—the episode that
relates to the emergence of the reasons for RPM (deteriorating mechanisms), the episode
that relates to the reaction to the expressed need for RPM (project healing), and the
handover episode. Each of these episodes reveals inherent social mechanisms that affect
the overall success of RPM, namely project success and business success of the firm.
Next, my interpretation of the trajectory of RPM is described.

4 A Process Theory of RPM

In the process model, an IS project is divided to three phases: (i) set-up, (ii) progression,
and (iii) closure (Fig. 1). First, during the set-up, the scene and actors in an IS project
are established. The structure of the scene of a single IS project is formed when the
actors and their responsibilities are agreed upon in the contract and a board is formed to
steer the project. The actors are the PM, the client and their representatives, the PM’s
supervisor, the project portfolio manager of the provider firm, project team members,
and the board and its members. During the set-up of an IS project, it is possible that
deterioration mechanisms that eventually lead to RPM are activated.

Second, an IS project progresses through the major tasks or stages, such as require‐
ments definition, design, implementation, and testing. During the progression of the
project, it is possible that deterioration mechanisms are activated. These deterioration
mechanisms explain why demands for RPM emerge. As a response to the expressed
demand for RPM, social mechanisms to correct the situation emerge. If RPM is decided
upon, handover mechanisms are initiated; otherwise, RPM is cancelled or an alternative
solution is found. After handover, there are social processes that I call post-handover
mechanisms.

Third, after deployment there is a closure phase when maintenance contracts are
formed. In the following sub-sections, the episodes relating to RPM, including social
mechanisms, are discussed.

4.1 Deterioration Mechanisms Activated During Project Set-up

Deterioration During Project Procurement. In the procurement process, the cost of
the project in relation to what the client gets is negotiated. According to the interviews,
it is possible that IS projects are sold to clients with parameters that make it impossible
for the PM to complete the task. This will lead to problems, such as the PM being
burdened with excessive stress and not being able to get the work done, which may result
in RPM.
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Deficient Recruitment Mechanism. The deficient recruitment of key players, such as
the board members and the PM, may cause major problems and lead to RPM. The board
of an IS project was mentioned by participants as being critical in a project as it represents
the most important “steering committee” and makes the most important decisions during
the project. In recruiting the PM, recruiters should be able to understand that person’s
real competencies and guarantee that the PM would be a good fit with the client.
However, based on the participant interviews, it is not always possible to predict how a
PM, project team, and client will get along during the project.

4.2 Project Deterioration Mechanism(s)

Deterioration of the Management Mechanism. The roles of the steering group and
the management of the provider organization are critical in the project and in managing

Fig. 1. The process model of RPM in IS projects
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incidents such as RPM. The steering group and management representing the provider
organization may have interests at stake in the project, such as in the form of bonuses.
However, it is possible that there is deterioration in the practices of the steering group
and representative management. Deterioration becomes visible when board members
are not interested in the project or the skills of the board members do not match with the
needs of the project. One participant stated it is possible that a steering group member
not having experience with the realities of IS projects may make too many demands and
put stress on the PM, possibly causing the PM to leave the project. Similarly, if the
supervisor does not support the PM, the PM may find his or her job untenable. In some
cases, the PM recruitment process may have been inadequate, leading to a situation
where an unsuitable PM is nominated to head the project, and therefore RPM occurs.

Scapegoating Mechanism. The scapegoating mechanism is where a client aims to get
a new PM who benefits the client more than the current one. To initiate RPM, the client
blames the PM for any problems with the project or for poor performance, regardless
of whether the PM is at fault. The participants explained that in these kinds of situations,
the provider side may not have any other option than to agree to RPM, even if the
treatment of the PM is unfair. However, one participant said that in their organization
any demands for RPM would be carefully studied and discussed and that without any
real deficiency in the PM’s performance, RPM would not be agreed upon.

Development Mechanism. The development mechanism relates to new experiences
and challenges that PMs take on in the form of training and education that entail to RPM
as while in training PM may not be available for the project. At the organizational level,
it is vital to train and develop employees, and this viewpoint has emerged in supervisors’
perceptions. To avoid becoming too routinized in his or her job, it is vital for the PM to
gain new experiences and take on challenges.

Mechanism of Evolving Needs for Competencies. Evolving competency needs in IS
projects may cause the reallocation of a PM. At the project level, it is possible that needed
competencies concerning IT technologies change when solutions to problems are found
during the project. This may lead to RPM as the PM does not have the needed compe‐
tencies for the solutions. At the project portfolio level, the status of projects may change
if a senior PM is transferred to a project that requires his/her competencies and a junior
PM is nominated to the project.

Deterioration of Performance Mechanism. Deterioration of performance means that
the PM starts to implement tasks in a deficient way. These tasks may be any project
management tasks, such as guiding project team members or reporting the status of the
project. The PM may lose the trust of the supervisor, the client, or the team members
when deterioration of performance becomes known. The participants described troubled
projects that did not proceed because the board lost their trust in the ability of the PM
to complete the project successfully, and therefore RPM occurred.

Deterioration of Relationship Mechanism. Deterioration of the relationship mecha‐
nism means that interpersonal relationships between the PM and the stakeholders
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become dysfunctional to the extent that RPM is necessary to continue the project. The
participants explained that chemistry problems were a major cause of RPM. This means
that although the PM might be capable of completing the project, the dysfunctional
interpersonal relationships between the PM and a critical stakeholder, such as the client,
jeopardizes the project.

Individual Balance Seeking Mechanism. For the PM, balance seeking is about
searching for balance in his or her life as a whole. Continuing as PM would oppose that
end, and therefore RPM is initiated. Some PMs combine private life and work life
demands and decide to change jobs, consequently leading to RPM. Life events such as
maternity leave or illness can lead a PM to resign from a project or the provider. For
example, a project PM may lead a very long project and in order to avoid excessive
stress and becoming too tired may seek another job in the organization.

4.3 Project Healing Mechanism(s)

Developing Mutual Understanding Mechanism. When arguments in favour of RPM
have been expressed, the mechanism that leads to a better understanding of the situation
may be activated. When the client side has demanded RPM, the supervisors first aim to
understand the reasons for such demands in case there has been a misunderstanding.
When the provider side is about to launch RPM in order to transfer the PM to another
project, it is necessary to discuss this with the client and give reasons for RPM. Once
an understanding of the situation has been reached, it is possible that the reasons for
RPM might vanish.

Development and Support Mechanism. When the arguments for RPM have been
given by a stakeholder, such as the client, the supervisors may perceive that the PM is
need of training or mentoring. In addition, as the PM’s job is typically quite stressful
and the work environment is socially complex, the arguments against the PM may be
unjustified. Therefore, the PM may require mental support. Thus, many supervisors have
the attitude that PMs should be supported.

Successor Finding And Decision-Making Mechanism. Determining successor candi‐
dates occurs when the need to replace the PM seems probable. According to some
participants, an internal successor may be better as he or she already has knowledge of
the project. It is possible that no successor is available and the project has to continue
with the same PM or the board has to adopt the role of PM.

4.4 Handover Mechanism(s)

Knowledge Transfer Mechanism. Knowledge transfer is divided into the transfer of
formal and informal knowledge. Formal knowledge consists of project documentation.
Some participants explained that the more the organization uses standards in documen‐
tation the easier the knowledge transfer of formal knowledge is. However, informal
knowledge plays a critical role in the PM’s job, as during the project the PM makes
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many decisions and gives promises that are not documented. Information about those
decisions and promises should be transferred to the succeeding PM.

Informing Stakeholders. The timing of communicating RPM to stakeholders depends
on the individual case. It may occur at the beginning of the RPM implementation or at
the end. Many participants emphasized that the client needs to be informed about RPM
as soon as possible to maintain trust in the relationship.

Outgoing and Incoming PMs Working in Parallel. Many participants explained that
it is important that the outgoing and incoming PMs work together. This not only aids
knowledge transfer, but it may help retain the trust of the client when they see that
leadership of the project is being smoothly transferred to the new PM.

4.5 Cancel RPM or an Alternative Solution Mechanism(s)

Support Person to Assist PM. Handover may not be necessary, but instead a PM may
be provided with a support person for the continuation of the project.

The Board Takes on the Role of PM. It is possible there are no candidates to take over
as PM and that the current PM does not continue in that role. In such cases, it is possible
that the board takes on the role of PM.

4.6 Post-Handover Mechanism(s)

Relationship Building. When the new PM starts his or her job, he or she must build
relationships with all stakeholders. The participants described how in such a situation
each team member aims to build a relationship with the new PM. If the relationships
with the previous PM were good, functional RPM may cause negative reactions when
stakeholders such as the client and team members have to learn to collaborate with the
new PM.

Deterioration of Outgoing PM’s Self-image and Support and Development of
Outgoing PM. Before and during RPM, the PM may deal with mentally difficult situa‐
tions, such as scapegoating. The outgoing PM may perceive the RPM in different ways.
On one hand, the PM may consider it a relief. On the other hand, if the PM has invested
his or her resources in the project, RPM may be mentally difficult and his or her self-
image as a professional may start to deteriorate. Therefore, supervisors may start
supporting the PM and assist with their future development.

Taking Advantage of Discontinuity. RPM causes discontinuity of the project when
the outgoing PM leaves and the new PM starts. According to the participants, knowledge
is lost during RPM as it is impossible for the PM to transfer all his or her knowledge to
the successor. This kind of situation makes it possible for the client to take advantage;
for example, the client might falsely claim that certain issues were agreed with the
outgoing PM and might insist that the new PM comply with their demands.
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Organizational Development. When RPM is initiated, it may harm the provider organ‐
ization to the extent that it provokes a developmental process in the provider organiza‐
tion. In one case, RPM caused the project to slow down to the extent that it negatively
affected other projects that were dependent on it. This led to the development of project
processes to avoid such problems in future.

4.7 Consequences of RPM for the Project

Schedule. RPM may prolong the project. In the case that in the original schedule there
was enough slack time, prolonging the project may be tolerable.

Costs. RPM may increase the costs of the project. Some interviewees said that in the
case of small projects, the costs incurred by RPM are not so critical compared to the
cost of RPM in large projects.

Contents. The preceding PM’s acts may have negatively affected the results of the
project to the extent that only RPM can stop the deterioration.

Organizational Relations. RPM may affect the trust the client has in the ability of the
provider to deliver what was agreed upon.

Psychological Issues. RPM may negatively affect the self-image of the outgoing PM.

Process Development. The organization experiencing RPM may have developed its
RPM related processes.

4.8 An Example of an Occurrence of RPM

In the following example, the deterioration of relationships mechanism was activated
when the relationship between the provider’s PM and the client’s PM started to decline.
As a response to the deterioration, the project healing mechanism of developing mutual
understanding was activated and the situation was discussed by the parties. The
successor finding and decision-making mechanism was activated when the supervisor
started looking for a new PM and made the decision to implement RPM. Then, during
the handover, knowledge transfer took place, with the outgoing and incoming PMs
working in parallel. Although the extract does not reveal how the stakeholders were
informed, this likely occurred. As a result, the situation improved. It is possible that the
professional identity of the PM was negatively affected during the RPM, as the PM
perceived that s/he was falsely accused. The example is as follows.

Subject 41: “In practice it led to the situation that communications between the provider’s and
the client’s project managers did not work. The pal from the provider side said ‘OK. This should
be done but your environment is not ready’, and as a response, the client’s project manager said
‘I cannot do that because you have not delivered the specifications.’ So, this means that from
the beginning they got off on the wrong foot … they were not constructive … although [the
project] proceeded and the board was assured it was going in the right direction, the commu‐
nication between these two central persons still did not work. Then, when the board found out
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that the project was behind schedule, the project manager from the client’s side said it was the
fault of the provider’s project manager and that he did not know his stuff. The client represen‐
tative asked, ‘What shall we do now?’ They were up against a brick wall, meaning that the
personal chemistry did not work. What the reason was is very hard to say. We had to get a new
person to put things back on track and get the project going. The only option was to replace the
project manager. The provider’s project manager naturally feels that this was an unjust [deci‐
sion] as he did his best, but in this situation it did not matter. What happened was that we took
a new person into the project, and the preceding project manager ran the new guy in, and after
the turnover, the mood in the project changed, and the end result was almost what we wanted,
well, not perhaps in terms of the schedule, but it didn’t run very late.”

5 Discussion

The main contribution of this study is the RPM process model in IS projects. This process
model includes dual motor change theory [22] as it combines teleological and dialectical
motors. Teleology relates to one entity that has a desired end state [22], and in the case
of RPM, the business benefits gained via an IS project and its success can be perceived
as a desired end. RPM is used to safeguard those ends, and when RPM is decided upon,
it becomes a sub-goal to be attained successfully. RPM is also a dialectical process [22]
in that the interests of stakeholders may be contradictory and even a power play between
firms may be mediated both during and after RPM. To summarize, RPM in IS projects
is a combination of teleological (goal directed) and dialectical (rival forces) motors as
it is motivated by both the joint and individual goals of the participants. However, the
attainment of individual goals in some cases conflicts with other goals during the RPM
process. RPM in IS projects is a constructive process because the end result is not
prescribed.

The social processes of the process model explain why RPM occurs, reactions to
the demands for RPM, what happens when handover occurs, and what happens after
the handover. All these social processes have consequences and as a whole explain the
possible paths from initiating an IS project and nominating a PM to the RPM and its
consequences.

Implications for Practice and Research. The social mechanisms discussed in this
study offer insights for the managerial practices of project-based IT firms in relation to
the issue of RPM. For example, the mechanisms highlight the fact that the competencies
of all key actors involved in IS projects are important and that attention should be paid
to the competencies of PMs, their supervisors, and board members to guarantee they
can manage and support IS projects. This means that project portfolio management
should better take into account RPM, how to prevent it, and how to manage it when it
does occur. In addition, the consequences of RPM should be better understood from the
standpoints of economics and professional identity.

Limitations. With respect to the nature of the mechanisms that they are between
description and law, it is noteworthy that this study does not show exact causal paths
but instead a variety of social mechanisms that affect the emergence of RPM and its
consequences. This can be interpreted as both a strength and a weakness of this study.
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On one hand, we are not able to predict the consequences of RPM based on the current
results. On the other hand, this is the first study that explains what happens during RPM.
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Abstract. Recent perspectives in service design discuss how it entails a process
of co-creation with the active engagement of users. In this paper we take this lens
of service design to analyze two empirical cases on the design of two patient-
oriented electronic services for appointments with healthcare providers in
Norway. Specifically, we focus on how the service concepts were initially
conceived, how they were gradually concretized and how different user groups
(patients and healthcare providers) were involved in this process. Our findings
show how the involved actors gradually realized that the design of appointment
services requires more co-production than initially assumed. This realization
made the design scope go beyond the interactive artifacts and extend towards the
overall shaping of complex interactive relationships.

Keywords: Electronic appointment services · Healthcare · Service design ·
Users’ involvement · Patient centeredness

1 Introduction

The theme of the conference (system design for, with and by users) calls for studies on
information systems that become intertwined and embedded in parts of our everyday
life. These novel types of systems require reconsidering traditional understandings of
systems’ use and users’ roles. With this paper we respond to the conference call by
studying the trajectories followed for the realization of patient-oriented, web-based
services.

Specifically, we study electronic services for patients’ appointments with healthcare
providers in Norway. The new electronic services aim to improve the accessibility and
expediency of conventional (i.e. non electronic) appointment services and to contribute
in overall efficiency improvements in healthcare delivery. In that sense, this new type
of electronic services extends service models that have been successfully introduced
during the past two decades in the commercial sector (e.g. in the travel industry) and
brings them into healthcare. But new electronic appointment services are not only moti‐
vated by practicality and efficiency concerns. More importantly, they are part of a wider
ongoing transition within healthcare towards patient centeredness.

Patient-centered care entails keeping patients informed, involving them in decisions
and self-health management activities, improving communication and acknowledging
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their experience of illness and psychosocial context [1–5]. Norway has also embraced
this shift towards patient-centeredness; the National Health Plan states: “we want users
to know about the services and that they are meant to participate and influence. (…)
Users and their relatives are experts concerning their own situations and what they can
master. (…) Being taken seriously and feeling that one is respected as a patient is
important to everybody – both in the light of human dignity and because we know that
users who participate in their own treatment often achieve a better result” [6]. As
“patient-centered” care is increasingly becoming part of national healthcare agendas,
numerous patient-oriented systems are being put in place and there is a growing body
of literature (both practitioner and academic) examining the potential benefits and the
challenges related to this new type of systems e.g. [7–9]. With this paper we aim to
advance our understanding on how to face the challenges of developing patient-oriented
technologies by introducing a perspective that goes beyond a traditional systems’ design
view: we approach the realization of electronic booking through the lens of service
design [10–12].

The paper is structured as follows. First, we lay out the theoretical background, then
we provide an overview of the electronic appointment cases investigated and we describe
the method used to collect empirical data. Subsequently, we describe and present our
analysis and interpretation. Finally, we conclude by discussing insights from our anal‐
ysis, pointing also to possible directions for further research.

2 Theoretical Background

Researchers of service design, service innovation and service enabling information
technologies have argued that the conceptualizations of service that have been imported
from economics and tend to reduce service to just an intangible type of good or a unit
of output are not useful for understanding services as they obscure significant service’s
aspects. They should be replaced by conceptualizations that bring forward a relational,
interactional, co-creative perspective [10, 13]. For the realization of interactions contact
points need to be in place. These points are known as “touchpoints” in the service design
literature [14, 15] and usually their purpose is information exchange. Following this line
of thinking service has been conceptualized as “socioeconomic exchange” [16, 17], “co-
creation of value” [10, 18, 19], “Actor to Actor processes” [20, 21].

The adoption of such a relational perspective makes evident that electronic service
design goes beyond the design of interactive artefacts [22] or information systems [23].
Although the use of interactive artefacts is required for the realization of electronic
services, service design needs to embrace a wider view that covers also the social rela‐
tions entailed in the service [24]; a view that goes outside the digitally mediated service
touchpoints [21] and entails an active engagement with service actors’ practices [11].
Additionally, electronic service design needs to take into account strategic intents that
drive design decision [25].

Service designers approach their work as an enquiry in which they and others would
construct an understanding of what the service is [11]. This collective construction of
understanding has been conceptualized as co-creation and is “not just a question of
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formal consultation in which professionals give users a chance to voice their views on
a limited number of alternatives. It is a more creative and interactive process which
challenges the views of all parties and seeks to combine professional and local expertise
in new ways” (p. 22) [26]. Hence, service design goes through iterative learning cycles
of understanding, framing, exploring, reducing, rationalizing, realizing [12] and users’
involvement during all stages is pivotal [27].

The attempted shift of healthcare towards patient centeredness entails the engage‐
ment of patients and healthcare providers in new types of co-creation activities: new
types of services that will have to grow out of a rich understanding of both sides’ prac‐
tices. In the two cases analyzed in the sections that follow we explore how different user
groups were involved and how they influenced the design of new patient-oriented elec‐
tronic services.

3 Methodology and Case Studies

In this paper we report from the cross analysis of two different cases where we examine
the design of specific patient-oriented, web-based services. We have investigated the
cases within the wider framework of an ongoing research project on the interplay
between new information technologies (IT) and existing systems and modes of organ‐
izing within Norwegian healthcare. In particular, for our cross-case analysis we have
examined how the service concepts were initially conceived, how they were gradually
concretized and what was the users’ involvement in this process. We have adopted an
interpretive approach for our study [28, 29] and we have based our analysis on qualitative
data collected over a period of five years (interview transcripts, notes from observations,
documents that were made available to us in the field and public documents).

The first case analyzed is about the design of a national service for booking appoint‐
ments with General Practitioners (GPs) in Norway. This is a new functionality to be
included in the Norwegian national e-health platform which patients can access over the
internet. This platform was launched in June 2011 with the aim to provide secure patient
oriented digital services [30]. The activities related to the design of the booking service
officially started in 2012 with a preparatory study. The outcome of the study was the
specification of four key patient oriented services: booking of appointments, renewal of
prescriptions, electronic contact for administrative purposes and e-consultation. These
four services were grouped into a single project which was named the “eDialogue”
project and started in spring 2013. We have followed the whole project from its start till
today but in this paper we report only on the trajectory followed for the booking service.

The second case analyzed is about the design and development of a hospital based
service for appointments with different clinics. This service is included in the patient
oriented web portal named MyRec which was developed within a Norwegian hospital.
The first functionality within MyRec was launched in 2006 and the portal keeps being
expanded and improved till this day. It offers to patients general functionalities such as
secure email with clinical personnel, access to selected EPR documents (e.g. discharge
letters), in addition to more tailored functionalities for specific conditions. For instance,
patients with hemophilia who are requested to report their use of blood coagulant drugs,
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can use a special online form; patients needing medical equipment (e.g. pumps or cath‐
eters) can place an order in a web shop-like environment. Data on the case were collected
in three stages (September 2010 - September 2011, March 2012 - December 2012, March
2014 – June 2014) and cover the overall evolution of MyRec although in this paper we
report only on the appointments’ service part.

For both cases data collection entailed interviews with the people involved in the
design and development of the services, observations during meetings and work‐
shops, and document analysis (internal reports, presentation material for various
audiences, policy documents, laws, and articles from specialized Norwegian jour‐
nals). In summary, the research reported is based on data collected using a combi‐
nation of fieldwork and documents’ analysis (Table 1).

Table 1. Data sources.

   Source Description

Interviews 28 semi-structured interviews for 1st case
15 semi-structured interviews

for 2nd case

Observations during weekly meetings,
workshops and thematic meetings

49 weekly meetings, 1 design work‐
shop, 5 thematic meetings for 1st case

three design workshops for 2nd case

Document analysis Norwegian Healthcare Strategic
Planning Documents; Policy,
Regulation and Standards Docu‐
ments; Project Documents

For both cases data collection did not focus only on appointments’ related services but this topic
was discussed among others in meetings and was raised in interviews

4 Findings

Before presenting the specific empirical findings from the two cases we provide baseline
information on how appointments’ booking for primary care (GPs) and hospitals is
organized within the Norwegian healthcare system. This information is useful for
making sense of the case specific accounts that follow.

In Norway, GPs act as gatekeepers to specialist health services. This means that
patients can freely book an appointment with their GP office, but they can only be granted
an appointment in a hospital department after being referred by their GP. Usually, the
GP would send the referral letter directly to a hospital, which then processes the request
and informs the patient about the appointment time. In order to assign a patient to an
appointment slot, there is some screening and prioritization involved both in GP offices
and in hospitals. A GP office secretary will ask the reason for which the patient is
requesting an appointment in order to assess the urgency and seriousness. Patients
requesting GP appointments are supposed to get them as early as possible and normally
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within five working days. Similarly, the referral letters received by hospital departments
are screened and prioritized before appointments are assigned. There are variations
between different sites related to the nature of services, types of patients etc., so, a
hospital department can have multiple categories of patients and treatments each with
its own urgency. A hospital department may assign patients to timeslots, or can reject
the appointment request and forward the referral to another provider. Once an appoint‐
ment has been defined and communicated, it can be changed by the patient if he/she
notifies the healthcare provider and negotiates a new time. Usually, patients can commu‐
nicate with GP offices and hospital departments using the phone during defined tele‐
phone hours. Email communication cannot be used since Norwegian law prohibits the
usage of email for communication around sensitive health issues.

4.1 Designing a National Electronic Service for Appointments with GPs

In August 2012 the regulation for General Practitioners (GPs) was revised by the
Norwegian Ministry of Health; among other changes, a new passage was added
where it was clearly stated that GPs shall offer online appointment booking services
[31]. Within the same year, activities related to the design of a national electronic
booking service which would be included in the national e-health platform were
initiated with a preparatory study. The idea was to offer a new service that would be
potentially used by all patients and by all GP offices. The final report from this
preparatory study pointed to the generic nature of the new services envisioned: “the
various care professionals and health institutions have largely similar needs for
secure digital dialogue with their patients as bi-directional communication, and the
processes around appointments, e- consultation and document/form exchanges are
generic processes that can be transferred from a care professional- or professional
area to another”.

The project participants that worked for the preparatory study visited several GP
offices and discussed with doctors and administrative staff. Furthermore, they had access
to a patients’ panel that was already in place for informing the design of the overall
national e-health platform. The project team collected information from both users’ sides
and came up to the conclusion that an electronic booking service would be useful for
both sides. For GP offices it would be useful because “a main consideration is to save
time and to facilitate a working life where both GPs and administrative staff at the office
can focus on patients and to ensure high-quality patient care”. For patients, the new
service would be beneficial because “they will not need to spend their time on the phone
(so they will have more time for recreation or work)”.

During the preparatory study it was realized that in order to offer a service that would
be suitable for as many users as possible it would be important to allow some flexibility
in the functionality developed. So, it was decided that the new electronic service would
support two different types of appointment bookings. The first type would give patients
the possibility to book by accessing directly the GP office calendar and viewing the hours
available for booking. In that case, the patient would make a choice and get an instant
confirmation. The second type would give to patients the possibility to send a message
to the GP office and ask for an appointment that suits his/her preferences. In that case,
the request would be handled manually at the GP office and a confirmation (or a message
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declaring unavailability) would be received at a later stage. The choice of service type
would be made by the GP offices based on healthcare practitioners’ preferences, the
systems they had already in place and their work routines. Additionally, a service that
would allow patients to view the timing arranged for future appointments and change
or cancel them was foreseen.

Both variants of the booking service would require patients to log-in. The team
engaged in the preparatory study acknowledged that an additional open access service
option would be convenient for some patients but did not include this possibility in the
initial plan. This was because they wanted to avoid potential adverse effects (e.g. abuse
of the system or sending of forged messages to GP offices) and also because they iden‐
tified usability challenges (e.g. it would not be possible to show to patients the name of
their GP or an overview of appointments already made so, it would be difficult for them
to express a very specific message to be transferred electronically).

The project for the detailed design and the development of the booking service started
in spring 2013 with a predefined budget and timeline. A project participant told us: “with
a limited budget is difficult to do user involvement as deep as we wanted. We have created
a GP office panel which includes 5 offices that will have meetings every second month
through the project period where we will discuss how we should form the solution both
from the patients’ side and what is important from the doctors side. It is doctors from
different parts of Norway (…) On the patients’ side we probably have to use a lot of
questionnaires on line because that is a cheap way to do it. Last year we had a group
of people that we hired that came once a month, then we discussed different solutions
with them but they are not here anymore.” Additionally to the GP panel the project team
arranged a number of observations at GP offices that were already using electronic
booking services (they had adopted solutions developed by private providers) in order
to understand their use patterns.

During the observation sessions the project team identified a number of specific
needs from the GP office side, for example, for some appointments to be scheduled it
would be important to arrange lab tests before the patient comes to the office. A GP
office requested a field for “providing patient feedback as a blood test at the lab at least
five days before”. Also, it was found that some GP offices would like to offer different
types of booking services based on differences in the health conditions of the requesting
patients. For example, one GP office had given direct access to the calendar but defined
different settings for different patient groups: some would get instant automatic confir‐
mation, while others would get confirmation only after their choice was manually
approved.

The discussions within the GP panels revealed additional particular needs. Some
doctors expressed the wish to show different time horizons for bookings to different
patients based on their health situation: it would be good to limit the time horizon to
avoid overbooking by hypochondriacs that are overall healthy but for chronic patients
it would be good to allow bookings over a full years’ period. Also, some doctors
explained that specific types of lengthy appointments that would require “double slots”
would have to be booked over the phone. Other doctors questioned the practice of
informing patients for lab visits beforehand which was observed during visits and
explained that in their office this would not be needed. It was also discussed that in
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general there is sometimes the need for doctors to give specific guidelines on how to
prepare for the appointment, e.g. not to eat, or to bring a urine sample, but it was agreed
that the electronic service would not cover everything so alternative communication
means (e.g. phone calls or sms messages) could be used.

The panels’ participants from the GP offices did not include only doctors but also
administrative staff. During discussions the administrative staff that had prior experi‐
ences from the use of electronic booking said: “experience shows that office staff spent
much time trying to find a time that matches the patient”. In order to avoid many
exchanges of messages they proposed that the appointment date and time suggested by
the patients should not be in a structured field but rather, it should be expressed as free
text allowing flexible descriptions of preferences and constraints. Also, they said that
the option to simply request an appointment “as soon as possible” should be definitely
included. They also expressed concerns on how patients will be “educated” to under‐
stand that they cannot change an appointment by ordering a new one but instead they
need to use the booking change functionality. Some panel participants pointed to the
problem that the booking change functionality would show only appointments booked
electronically and this would prevent patients from using the functionality for appoint‐
ments booked over the phone or during a previous visit. Another issue that was raised
was related to the cut-off point for the cancellation of appointments. In general, a 24 h
rule could be applied although GP offices might exercise some discretion on rule’s
application to accommodate special cases.

The initial vision for the new booking service was to build something relatively
straightforward having some inspiration from the successful experiences within the
travel industry (booking tickets and hotel stays). As the project team engaged with
the users’ community it became obvious that the services developed would have to
be flexible enough to meet the specific needs of different local GP practices. For
example, full self-service would only be one of the choices offered, information
exchange through structured data fields would be complemented with alternative
messages with unstructured content. The list of possible options to be added in order
to provide a fully customizable solution kept growing and the project participants had
to prioritize the implementation of the most crucial ones for the first release of the
solution. Today (February 2015) the service is about to be piloted in a number of GP
offices and offered to numerous patients. The team expects that further refinements
will be needed as feedback from the users will be collected. Practically, what has
started as a general purpose booking service is being gradually concretized to a
highly customizable solution. This customizability relates to the specifics of health‐
care practices and the great variety of patients’ healthcare needs.

4.2 Designing an Electronic Service for Hospital Appointments’ Handling

The electronic service for hospital appointments’ handling that we investigate in the
second case is part of the web based hospital portal named MyRec. MyRec was concep‐
tualized as a new communication channel between patients and hospital. The overall
vision for the portal was to put in place a way for patients to access quality information,
personal health documents, and secure e-mail. Secure environment, secure access and
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data privacy were of major importance during the initial conceptualization phase of
MyRec. A central aspect of the initial concept was the patient orientation of the solution.
An informant said “(MyRec) was from the beginning thought not as just another door
into the hospital where to get some information, but it should be a meeting point where
also the hospital personnel should meet half ground, and the patient should be able to
set the premises to decide how this meeting takes place”. It was important for the initia‐
tors that development and evolution was driven by users’ needs. Patient-orientation
meant also tailorability of the solution. An informant said: “the idea to tailor to different
group of patients was there from the beginning (…) I am very convinced that one size
does not fit all but it should adapt to different users, users’ needs and ideally also
throughout a life time”. This approach stressed the need to design functionality to
support specific patients’ needs on one side, and fit into the existing work practices
specific to each of the clinics and units on the other.

One of the first services to be designed and implemented was the request to change
appointments at the outpatient clinics of the hospital. This service was developed from an
acute problem at the Children outpatient clinic where patients would too often not show
up at their appointments. As described earlier, in Norway, when a patient is referred by a
GP to the hospital, the hospital department that receives the referral letter sets an appoint‐
ment (day and time) and this is then communicated via mail to the patient. Thus, the
patient is not consulted when the booking is performed. Often the given appointment does
not fit the patient’s schedule (or rather the parents’ schedule in the case of the Children
outpatient clinic), and parents need to contact the clinic to ask for an appointment change.
According to the clinic’s secretaries the problem of patients not coming to their appoint‐
ments was due to difficulties of getting in contact with the clinic. An informant describes
the scenario from a patient perspective: “You get home from work and you have got a
letter in the mail that says that you have got an appointment at the hospital, what do you
do with it? You put it in your bag and think that you will call the day after from work. But
then you have a very busy day or the phone was busy at the hospital, and then you try
once more and then is weekend and then you forget and remember about it only a couple
of days before the appointment, then you really have to be persistent and call saying you
cannot come”.

The problem at the clinic was that the parents would often try to call during lunch
break since this would be the time of the day that better suits their schedule. However,
the clinic would have limited personnel to answer phones during lunch breaks, when
the hospital personnel would also have their lunch. One of the informants said: “It is
also a very busy department working on high tempo so it is difficult to allocate persons
(to answering phone calls), and they also have to eat so what happened was that a lot
of people did not get through on the phone and tried and tried and gave up, and a lot of
those phone calls were about cancelling an appointment”. In addition, it is not allowed
by law to communicate via ordinary emails. The result of this situation was that many
parents were not able to notify the clinic that they could not come to the assigned
appointment. On the side of the clinic, this situation meant that appointments were lost
resulting in a waste of time and resources.

In this situation, the head of the secretaries at the Children outpatient clinic took the
initiative to contact the IT department of the hospital, to ask if there was a way to address
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this problem. She contacted a person in the IT department that she knew from a previous
project, and that now was involved in the creation of MyRec. He recognized the problem
of appointment lost as a case that could be addressed with MyRec, and told the clinic
that they would have to participate in the design of the solution. The general idea was
that MyRec could provide parents with a web-based tool to allow them to send some
sort of notification to the clinic in an asynchronous mode and thus independently from
opening hours or telephone hours. At that point in time, MyRec was already launched
as the hospital web-portal with a secure log in mechanism as required by law when
treating personal health information. Thus, a module for requesting a change of appoint‐
ments was created in MyRec and in order to inform the users a text message was added
into the letter with the appointment details explaining how to log in and make use of
MyRec to request a change.

During the workshops for the design of the module it was first considered to create
integration with the existing hospital infrastructure including the patient administrative
system which manages the calendars of the clinics, however this option was discarded.
One informant said: “there were done many attempts to get a web-based electronic time
management. One could export appointments out on a platform and then into the calen‐
dars, but it was so complicated and it was at the end never realized”. In addition, the
hospital infrastructure was under major restructuring and integration to the administra‐
tive system would have meant delays and complications. Thus it was decided to create
a standalone solution that the secretaries would have to use in parallel to the adminis‐
trative system.

Another aspect discussed during design was the user authentication procedure which
in its actual form was not considered user friendly. The informant said: “we have a
problem here because if you need to log in it is too cumbersome”. The security mech‐
anism in place required to log in with a password and generated code, and this scenario
was not well accepted by users. The design team then decided to make the service more
accessible by having it available as ‘open service’ without a need to log in. The user
would simply have to fill in a web-form and ‘send it’. Specifically, in order to request a
change, a parent would have to select the hospital from a menu, then select the outpatient
clinic, and enter name, birth date, telephone number, day and time of the appointment,
the reason for requesting a change and also preferences. The principle in this case was
that patients should enter “just enough” information to be identifiable by the secretaries,
but no sensitive information (for instance nothing about the reason for the visit). The
secretaries would then receive the message in the clinical interface of MyRec, change
the appointment in their administrative system, and send another letter to the patient
with the new appointment.

This module was taken into use and within short time improved the situation. Not
only parents were able to notify in a more convenient way about their need to change
appointments but also secretaries were now able to reschedule time-slots in a more
efficient way. One informant said: “What we see now is that when people get the letter,
and see that the appointment does not fit into their schedule, the same evening (…) they
sit down at the pc ask for another appointment”. In this way the secretaries are alerted
sooner than what it used to be in the previous situation (a month in advance instead than
2 days), and they have more time to rearrange the calendar. One informant said:
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“This is something we did not predict, this side effect, that they would be alerted a lot
earlier”. These immediate benefits drove the spread of the solution in the hospital. Other
clinics soon requested MyRec team to implement the request for changing appointment
module also for their patients. Many clinics had a similar problem in managing phone
calls about appointments, and wanted also to implement a new channel for patient
communication. When designing the module in collaboration with the Children outpa‐
tient clinic, the MyRec team understood that the module had the potential to be used
also for patients in other clinics. Thus the design features where kept either generic or
adaptable to specific needs. For instance, the web form was designed in way that allowed
the easy addition or elimination of fields. So, the web form allowed the possibility to
include specific information for each of the clinics. For instance, a clinic added text to
inform patients that they should send their request at least 24 h in advance, or the lost
appointment would be charged.

In the clinics new work practices were defined around the use of the new appointment
module and the handling of the requests. For instance, at the children outpatient clinic
the secretaries decided to open all MyRec forms in the morning, and then they allocated
specific time slots during the day. New practices were also defined for how to handle
patients’ requests. For example, if a patient would provide a reason considered not
acceptable (e.g. asking to postpone surgery because of a kindergarten carnival party) it
was decided that the secretary would call the patient on the phone. In another clinic it
was agreed to have the policy that if a patient requested to change an appointment more
than three times he would lose the right for the visit, and would need to have a new
referral letter from the GP. In this case the secretaries decided to call the patients at the
second request for change to alert them.

4.3 Service Design as Relationship Contouring – a Cross Analysis
of the Two Cases

The two cases followed different design trajectories, and we will now turn to analyzing
the similarities and differences between the processes through which the services were
designed. The design trajectories reflect a process where it was gradually realized what
type of relationship the booking process entailed, and what is needed in order to put in
place an electronic service to support this relationship. Both initiatives end up with a
realization that they are not dealing with the development of a simple tool that facilitates
a selection among a closed set of options (similar to the booking of airplane tickets or
available hotel rooms) but rather, that they are working on contouring spaces within
which different types of actor to actor processes will have to unfold. In other words, the
teams were not engaged in the design of interactive artifacts but rather in the shaping of
complex interactive relationships.

Starting from a Generic Vision. In the case of the national service for GP appointments
the project team moved from a generic vision (of efficiency improvement and simulta‐
neous patient empowerment) towards the design of a service that could support multiple
actor to actor processes, accommodating the specifics of healthcare practices and the
great variety of patients’ healthcare needs. In order to achieve this, the team realized
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that instead of simply facilitating new information flows they had to think about the
whole relationship between patients and GP offices, not only about the actual moment
of the booking but also what comes before and after that. This thinking led to the design
of a service that offers to all parties room to maneuver.

Starting from a Specific Solution to a Local Problem. The process leading to the
development of MyRec service was initiated by a clinical user that had a concrete
problem - parents not showing up for scheduled appointments in the Children outpatient
clinic. However, as other clinics showed an interest in introducing electronic services
to resolve similar problems, the functionality which was developed to match the needs
of patients and healthcare personnel of the Children clinic, was gradually transformed
to a flexible template generic enough to spread to other departments with little changes.

Modes of User Involvement Influenced by Projects’ Location. The differences in the
process had much to do with the organizational location of the teams that undertook the
design initiatives. The MyRec design team worked in a hospital environment and had
extensive knowledge about and strong relations to the clinics in the hospitals. This loca‐
tion allowed the booking service to emerge out of the gradual generification [32] of an
initially limited and clinic specific functionality. The process followed was not phased
and sequentially decoupled design, development and implementation, but an iterative
process of experimental development and ongoing deployment which allowed ongoing
inputs from the clinical users. The patient users were less central to the design process.
Still, they did influence the modification of the design: they incited the move of the
appointment canceling service outside of the ‘log-in’ (secure) zone. The national GP
booking solution was developed in a setting that was away from healthcare practice.
Differently to MyRec, the project had to use formal processes in order to engage with
users’ practices and reached out for healthcare practitioners and patient users through
surveys, user panels, and consultation meetings. In addition, significant insights came
from the observational study of actual practices in GP offices.

Beyond the Digital Touchpoints. For the co-creation of a specific booking the two
parties involved have to engage in activities that go beyond the digital mediated touch‐
points that the new electronic services provide. The MyRec service is not a complete
(end-to-end) booking solution, but a solution that plays together with other electronic
tools (e.g. the hospital’s patient administrative systems where the schedules are kept)
and with the telephone and post system for letters. The MyRec solution complements
the pre-existing arrangements by offering patients a new way to notify the hospital
department that the assigned time slot does not fit their schedule. But in order to design
this new way of communicating (the new touchpoint) the whole interaction between
patients and healthcare providers had to be taken into account. The national booking
solution for GP offices is also not covering the whole range of patient – GP office inter‐
actions that might be required for the actual booking. GP offices have to go through their
own routines and tools for prioritizing appointments and in some cases to use supple‐
mentary means to coordinate with patients about taking blood tests in advance, bringing
urines samples, or fasting. Here again, in order to design the electronic service an under‐
standing of what the whole service is about had to be developed. This allowed the design

Co-Creation of Patient-Oriented Services: Design of Electronic 203



team to make sense of the parts of the relationship that would need to be electronically
facilitated and of the actor to actor processes that will remain outside the digitally medi‐
ated service touchpoints.

5 Discussion

Our study of two cases on the design of electronic services for patients’ appointments
with healthcare providers examined how the service concepts were initially conceived,
how they were gradually concretized and what was the users’ involvement in this
process. Both cases show how the actual designs were the result of a collective construc‐
tion of understanding about the actor to actor relationships that an actual appointment
booking entails. This understanding was collectively constructed as the views of the
design teams and the users participating in the design effort were challenged and nego‐
tiated during the design process. This process led to the gradual realization that bookings
require more co-production than initially assumed. Furthermore, it led project partici‐
pants to widen their view and go outside the digitally mediated service touchpoints. They
realized that they had to make sense of all the activities related to bookings and not only
those required for the electronic service. In other words, the projects shifted attention
from the interactive artifacts to the complex interactive relationships. This allowed them
to design services that provide rich spaces within which different types of actor to actor
processes can unfold.

Our findings resonate well with similar findings from the general service design
literature although research in that field is not specifically about technology or electronic
services. For example, Kimbell studied three firms of professional service designers and
found that “designing for service is seen as an exploratory process that aims to create
new kinds of value relation between diverse actors within a socio-material configura‐
tion” (p.1) [11]. Moreover, Saco and Goncalves studied service design using three
concrete cases and found that “to make a significant impact, service design practitioners
must look at entire ecosystems rather than at isolated problems” (p. 18) [12]. With this
paper we aim to contribute to this growing body of literature by adding cases that are
specific to electronic services’ design.

We think that our findings on the approach followed for the specific two cases can
be useful in guiding practitioners trained in “systems design and development” in their
transition towards services. This transition is timely and has been called for [16, 23]
and can result to less struggles and mishaps in electronic services development. Several
initiatives to digitize the process of appointment handling have struggled in the recent
past. In 2004, the UK’s National Health Service launched “Choose and Book”, an
electronic booking system that allows patients to select time, date and place for a first
outpatient appointment in specialist care. The success of the system has been limited
and one study concluded that there was a mismatch between the system “and the more
complex, granular and exception-filled nature of real-world clinical practice” (p. 218)
[33]. For ordinary patients, the system allowed only two categorizations of urgency,
namely “urgent” and “routine”, while users wished also a “soon” category. Moreover,
the system shifted the responsibility for prioritization from hospital staff to GPs: the
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urgency classification would now be assigned by them and could not be changed by
the hospital staff. One study reported that more than 60 % of GPs did not find the
service to be a good thing, and that GPs and patients were satisfied with the pre-existing
prioritization practices [34]. Similarly, a study of an early Norwegian pilot of direct
electronic booking of hospital appointments by GPs (which was discontinued) points
to the shifts in the division of rights and responsibilities between hospital doctors and
GPs [35]. During that pilot, the reconfiguration effected by the prototype solution gave
rise to collective action dilemmas where individual and collective rationality were not
well aligned. Since the booking was done by the GP when the patient was present, the
GPs were pressured to select an available slot earlier than what is strictly medically
necessary. The solution introduced incentives for opportunistic behavior, e.g. for a GP
to pick available slots before other GPs would pick them. The authors conclude that
complete electronic booking cannot replace ordinary booking, only supplement it, due
to the socio-technical complexities associated with the booking process.

The handling of appointment booking appears to be a mundane and even trivial
service to digitize, as it is a predominantly administrative service and the interaction is
primarily about agreeing on a date and time. But, as prior experience has shown even
such seemingly simple cases of electronic service design can prove very challenging in
practice. Information Systems’ researchers have engaged extensively in discussing the
potential of information and communication technologies to facilitate or prompt radical
service innovations focusing to resource integrating activities, bringing into attention
the combinatorial potential of digital technologies and their generative capacity and
investigating the emergence of technology enabled service ecosystems e.g. [36–39].
Although extant literature has been mostly oriented towards radical service innovation
we think that it is equally important to investigate electronic service design processes
for cases where more stepwise changes are attempted and where the main concern is to
deliver services that introduce novelty while remaining congruent with current practices.

Future research may proceed in two directions. The first direction is towards the
analysis of similar cases that followed similar or totally different trajectories. This direc‐
tion can lead to a more rich understanding of the specifics of electronic service design.
A second future research direction is related to extending our analysis by following the
trajectory of the national booking service for the GP offices in the future. At this moment
we cannot predict what further reconfigurations will be required after the new service
is introduced in use. By following the evolution of the service over an extended period
of time we can get a more complete understanding of design dynamics.

References

1. Stewart, M., Brown, J.B., Weston, W.W., McWhinney, I.R., McWilliam, C.L., Freeman,
T.R.: Patient-Centered Medicine: Transforming the Clinical Method. Radcliffe Medical
Press, Abingdon (1995)

2. Coulter, A., Dunn, N.: After bristol: putting patients at the centre commentary: patient centred
care: timely, but is it practical? BMJ 324, 648–651 (2002)

3. Berwick, D.M.: What patient-centered should mean: confessions of an extremist. Health Aff.
28(4), w555–w565 (2009)

Co-Creation of Patient-Oriented Services: Design of Electronic 205



4. Epstein, R.M.: The science of patient-centered care. J. Fam. Pract. 49(9), 805–810 (2000)
5. Davis, K., Schoenbaum, S.C., Audet, A.M.: A 2020 vision of patient-centered primary care.

J. Gen. Intern. Med. 20(10), 953–957 (2005)
6. Norwegian Ministry of Health and Care Services, National Health Plan for Norway (2007–

2010) (2007)
7. Greenhalgh, T., Hinder, S., Stramer, K., Bratan, T., Russell, J.: Adoption, non-adoption, and

abandonment of a personal electronic health record: case study of healthspace. BMJ Br. Med.
J. 341 (2010). doi:10.1136/bmj.c5814

8. Demiris, G., Afrin, L.B., Speedie, S., Courtney, K.L., Sondhi, M., Vimarlund, V., Lovis, C.,
Goossen, W., Lynch, C.: Patient-centered applications: use of information technology to
promote disease management and wellness. J. Am. Med. Inform. Assoc. 15(1), 8–13 (2008).
A white paper by the AMIA knowledge in motion working group

9. van’t Riet, A., Berg, M., Hiddema, F., Sol, K.: Meeting patients needs with patient information
systems: potential benefits of qualitative research methods. Int. J. Med. Inform. 64(1), 1–14
(2001)

10. Vargo, S.L., Akaka, M.A.: Service-dominant logic as a foundation for service science:
clarifications. Serv. Sci. 1(1), 32–41 (2009)

11. Kimbell, L.: Designing for service as one way of designing services. Int. J. Des. 5(2), 41–52
(2011)

12. Saco, R.M., Goncalves, A.P.: Service design: an appraisal. Des. Manage. rev. 19(1), 10–19
(2008)

13. Vargo, S.L.: Toward a transcending conceptualization of relationship: a service-dominant
logic perspective. J. Bus. Ind. Mark. 24(5/6), 373–379 (2009)

14. Clatworthy, S.: Service innovation through touch-points: development of an innovation
toolkit for the first stages of new service development. Int. J. Des. 5(2), 15–28 (2011)

15. Katzan Jr., H.: Essentials of service design. J. Serv. Sci. (JSS) 4(2), 43–60 (2011)
16. Barrett, M., Davidson, E., Prabhu, J., Vargo, S.L.: Service innovation in the digital age: key

contributions and future directions. MIS Q. 39(1), 135–154 (2015)
17. Aubert-Gamet, V., Cova, B.: Servicescapes: from modern non-places to postmodern common

places. J. Bus. Res. 44(1), 37–45 (1999)
18. Vargo, S.L., Lusch, R.F.: Evolving to a new dominant logic for marketing. J. mark. 68(1), 1–

17 (2004)
19. Prahalad, C.K., Ramaswamy, V.: Co-creation experiences: the next practice in value creation.

J. interact. mark. 18(3), 5–14 (2004)
20. Vargo, S.L., Lusch, R.F.: It’s all B2B… and beyond: Toward a systems perspective of the

market. Ind. Mark. Manage. 40(2), 181–187 (2011)
21. Holmlid, S.: Participative, co-operative, emancipatory: from participatory design to service

design. In: First Nordic Conference on Service Design and Service Innovation (2009)
22. Holmlid, S.: Interaction design and service design: expanding a comparison of design

disciplines. In: Nordes, (2) (2009)
23. Dahlbom, B.: From systems to services. http://bodahlbom.se/2002/05/14/from-systems-to-

services/
24. Hultgren, G., Goldkuhl, G.: How to research e-services as social interaction: multi grounding

practice research aiming for practical theory. Syst. Signs Actions 7(2), 104–120 (2013)
25. Goldstein, S.M., Johnston, R., Duffy, J., Rao, J.: The service concept: the missing link in

service design research? J. Oper. Manage. 20(2), 121–134 (2002)
26. Cottam, H., Leadbeater, C.: RED Paper 01: Health: Co-creating Services. Design Council,

London (2004)

206 P. Vassilakopoulou et al.

http://dx.doi.org/10.1136/bmj.c5814
http://bodahlbom.se/2002/05/14/from-systems-to-services/
http://bodahlbom.se/2002/05/14/from-systems-to-services/


27. Alam, I.: An exploratory investigation of user involvement in new service development. J.
Acad. Mark. Sci. 30(3), 250–261 (2002)

28. Eisenhardt, K.M.: Building Theories from case-study research. Acad. Manage. Rev. 14(4),
532–550 (1989)

29. Klein, H.K., Myers, M.D.: A set of principles for conducting and evaluating interpretive field
studies in information systems. MIS Q. 23(1), 67–93 (1999)

30. Norwegian Ministry of Health and Care Services, Stortingsmelding nr. 9: Én innbygger – én
journal. Digitale tjenester i helse- og omsorgssektoren (2012)

31. Norwegian Ministry of Health Forskrift om fastlegeordning i kommunene. https://lovdata.no/
dokument/SF/forskrift/2012-08-29-842?q=Forskrift%20om%20fastlegeordning%20i
%20kommunene

32. Pollock, N., Williams, R.: e-Infrastructures: how do we know and understand them? strategic
ethnography and the biography of artefacts. Comput. Support. Coop. Work (CSCW) 19, 521–
556 (2010)

33. Greenhalgh, T., Stones, R., Swinglehurst, D.: Choose and book: a sociological analysis of
resistance to an expert system. Soc. Sci. Med. 104, 210–219 (2014)

34. Pothier, D., Awad, Z., Tierney, P.: Choose and book in ENT: the GP perspective. J. Laryngol.
Otol. 120(03), 222–225 (2006)

35. Ellingsen, G., Obstfelder, A.: Collective expectations—individual action implementing
electronic booking systems in norwegian health care. Int. J. Med. Inform. 76, S104–S112
(2007)

36. Henfridsson, O., Bygstad, B.: The generative mechanisms of digital infrastructure evolution.
MIS Q. 37(3), 907–931 (2013)

37. Yoo, Y., Boland Jr., R.J., Lyytinen, K., Majchrzak, A.: Organizing for innovation in the
digitized world. Organ. Sci. 23(5), 1398–1408 (2012)

38. Riedl, C., Boehmann, T., Leimeister, J.M., Krcmar, H.: A framework for analysing service
ecosystem capabilities to innovate. In: Proceedings of 17th European Conference on
Information Systems (2009)

39. Nambisan, S.: Information technology and product/service innovation: a brief assessment and
some suggestions for future research. J. Assoc. Inf. Syst. 14(4), 215–226 (2013)

Co-Creation of Patient-Oriented Services: Design of Electronic 207

http://lovdata.no/dokument/SF/forskrift/2012-08-29-842%3fq%3dForskrift%2520om%2520fastlegeordning%2520i%2520kommunene
http://lovdata.no/dokument/SF/forskrift/2012-08-29-842%3fq%3dForskrift%2520om%2520fastlegeordning%2520i%2520kommunene
http://lovdata.no/dokument/SF/forskrift/2012-08-29-842%3fq%3dForskrift%2520om%2520fastlegeordning%2520i%2520kommunene


Chances and Limits of End-User Development:
A Conceptual Model

Mikkel Arvedsen, Jonas Langergaard, Jens Vollstedt, and Nikolaus Obwegeser(✉)

Department of Marketing and Management, School of Business and Social Sciences,
Aarhus University, Bartholins Allé 10, 8000 Aarhus C, Denmark

{arvedsen,langergard,jens.vollsted}@post.au.dk,
nikolaus@badm.au.dk

Abstract. Information systems development has seen many trends and hypes on
the way from unstructured, unplanned scripting-like software development, via
early methods like the waterfall model, heavy plan-based methods like the RUP
to finally arrive at today’s state-of-the-art agile methods like SCRUM. This paper
looks at what seems to be a recent trend in (agile) software development: End-
User Development (EUD). EUD can be seen both as the logical next step to
intensified user integration as proposed in many agile methods as well as a radi‐
cally new approach to not only interact with but rather empower end-users to
(partially) design and create themselves. As in many emerging research areas,
EUD lacks clear definitions, concepts and a common understanding of its pros‐
pects and limits to both researchers and practitioners. Consequently, this paper
aims to address these shortfalls and highlights implications for practice by
building a conceptual model of EUD application.

Keywords: Information systems development · End-user development ·
Software engineering

1 Introduction

End-user development (EUD) is about empowering users to develop and adapt a system
[1]. Since the late 1980’s it has been argued that end-users of information systems hold
great potential and capabilities that can contribute to the development of systems. Pliskin
and Shoval [2] argued against the more common assumption that users have no or only
little knowledge about data processing. In the following decades, the evolution of devel‐
opment approaches has continued from traditional methods to agile methods. In the
course of these developments, the user was gradually getting more integrated into the
information system development (ISD) process [3].

The change from traditional methods, like the waterfall model, to more agile methods
like the RAD, XP, and SCRUM were led by the need for more adaptability to change
and ensuring to meet the customer needs. Agile methods moved away from the assump‐
tion that it was possible to gather all system requirements upfront towards an under‐
standing of the goal of the ISD process as a moving target – a continuously evolving
agreement between developer and customer [4, 5].

© Springer International Publishing Switzerland 2015
H. Oinas-Kukkonen et al. (Eds.): SCIS 2015, LNBIP 223, pp. 208–219, 2015.
DOI: 10.1007/978-3-319-21783-3_15



Participatory design and customer collaboration efforts are central aspects of agile
methods in order to ensure successful ISD projects and mitigate risk [6, 7]. The concept
of participatory design is believed to provide various benefits including among others
increased user accountability and a high level of work-force commitment [8]. Wagner
et al. [8] finds that even while user participation is widely used in agile methods, a broad
change on all the stages of the System Development Life Cycle (SDLC) is required to
achieve truly successful design. He states that the commitment of users tends to be
limited until the system’s impact is directly felt. User participation therefore should not
only happen in the design and development stage but also after ‘go live’ where the users
are truly and intrinsically engaged with the system.

EUD is proposed as a new mindset and provides tools and techniques designed to
realize the full potential of involving end-users in the SDLC [9]. In the manifesto for
end-user development, Fischer, Giaccardi et al. [9] argue that EUD has the potential to
create a culture where all participants can collaborate in the design process.

In 2005 it was estimated that in U.S. alone there will be at least 55 million end-user
developers compared to 2.75 million professional software developers [10, 11]. End-
user development is a vision in which design, learning, and development become part
of everyday working practice. The goal is to reduce the learning burden while providing
powerful facilities to address a wide range of problems [9].

The simple vision is that end-users should be able to adapt much faster to changing
requirements and modify, extend and participate in the creation of systems that support
work. Furthermore, EUD is expected to give more satisfaction to the end-user and enable
higher value creation.

On the other hand, empowering the end-user with the ability to participate in the
development of software artefacts raises the issue of quality. Software that is changed
or created by end-users is often riddled with errors and therefore the right EUD tools
and techniques must be employed to support the end-user in development activities [11].

Up to date it still remains largely unclear what defines end-user development and
what the chances and limits of EUD are. This research paper is thus going to address
the following points regarding EUD.

• How can EUD be defined and embedded in the ISD domain?
• What are the boundaries that EUD shares with agile software development practices

and their core idea of continuous user involvement in all development phases?
• Is EUD development a clear-cut concept or can system developers/project owners

decide to include EUD only to a certain extent?
• What are the benefits and drawbacks of EUD and in what situations does it make

sense for practitioners to decide for EUD?
• What are the risks and chances involved with EUD?

The remainder of this article is structured as follows. We will conduct a thorough anal‐
ysis of related literature in the next section and present a consolidated version of our
findings in order to clarify the questions stated above. In addition, we establish a concep‐
tual model in Sect. 3 that integrates our findings and can help both researchers and
practitioners to discuss and analyze EUD activities. We illustrate implications of our
research in Sect. 4 and conclude our paper with directions for future research.
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2 State of the Art

In the following we want to analyse the term end-user development according to its
usage and interpretation that can be found in the scientific literature. EUD is an emerging
concept, therefore we analyse different definitions and related areas in order to establish
a working definition which will serve as the basis for the remainder of this paper.

In an article on end-user tailoring of information systems after development and
implementation, Mørch defines end-user tailoring as “related to adaptive maintenance
in software engineering”, meaning that software maintenance should include the possi‐
bility to adapt the already implemented system to changes in the external environment
[25]. We argue that this is can be seen (to a large extent) as a predecessor to what we
nowadays call EUD. Mørch’s definition clearly puts EUD in the maintenance aspect of
the SDLC, which implies that the original development and implementation are
preceding all EUD related activities.

In contrast to that, Lieberman, Paternò et al. [1] define EUD as follows:

“End-User Development can be defined as a set of methods, techniques, and tools that allow
users of software systems, who are acting as non-professional software developers, at some point
to create, modify or extend a software artefact.”

This definition is most inclusive as it also regards all user participation of the earlier
SDLC phases, e.g. requirement specification and initial system development, as being
part of the EUD paradigm. It covers any activities in creation, modification or extension
by any non-programmer at any point in time. Other researchers have recently picked up
this definition to its broad and inclusive nature [12–14].

For Lieberman et al. [1] thus EUD begins with user participation in the design
phase, but he points out that an important part of EUD is that end-users not only
participate in the initial design but also have the ability and the knowledge to modify
the system when they are using it. End-users should also have the possibility to
initiate end-users driven activities in which the end-users start developing on their
own. EUD should not take the focus from the primary tasks but it should be seen as
an extension to working applications [1].

Stevens et al. [15] contributed with a definition of EUD to be understood in the aspect
of appropriation work:

“EUD denotes a set of methods, tools and techniques to support end-users to enforce their
interests in the continuous co-evolutionary process by modifying individual artifacts or partic‐
ipating in the modification of shared artifacts.”

The proposed refinement of the EUD definition by Stevens et al. strongly focus on
the continuous co-evolutionary process in which the end-user is enforcing an impact on
individual or shared artefacts and not that the end-users are developing themselves.
Stevens proposes an appropriation infrastructure to support appropriation work and to
reduce the gap between users and developers after “go-live” to ensure the possibility of
modification of artifacts. This definition is vaguer in the sense that it is about supporting
the end-users to enforce their interest and not empowering them to take direct action
themselves.
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Fischer [16] includes a social aspect in his definition of EUD:

“End-User Development (EUD) provides the enabling conditions for putting owners of problems
in charge by defining the technical and social conditions for broad participation in design
activities.”

The definition focuses particularly on technical and social conditions. It emphasizes
that social conditions have to be considered on the same basis as technical to enable
broad participation. The definition is not specifying by whom and how the participation
can take place. It only mentions design activities and nothing about empowering end-
users to creating, modifying, or extending a software artefact.

From a practitioner’s perspective, all definitions available in the research community
fall short in a number of important questions: What are non-professionals? What are the
methods and techniques that are required to involve and motivate end-users? How do
end-users practically create, modify, and extend a software artefact individually or in
co-evolution with professionals?

In the following, we will look at relevant literature to provide answers to these ques‐
tions and thereby draw a holistic picture and understanding of the EUD concept.

2.1 End-User (Non-professionals)

In 1987, Pliskin and Shoval were among the first arguing against the core assumption
behind the standard SDLC methods that end-users only possess little knowledge about
data processing [2]. They presented empirical data to support their argument that end-
users in some cases had the capabilities to contribute in the developing of an IS project
and proposed a concept called end-user prototyping, in which they outlined a continuous
change of user-capabilities from being naive to sophisticate.

Pliskin and Shoval discussed end-user prototyping as a combination of rapid
programming and end-user computing, an iterative process of making prototypes to test
part of the requirements [2].

They define a sophisticated end-user as follows:

“They have either some formal computer training (for example, as graduates of engineering and
business schools) or they have been autodidactic in overcoming computer illiteracy. They have
no fear of technology and can utilize it to support their professional work when management
provides the appropriate tools.”

Considering the technological change that happened since and the generally higher
understanding of technology nowadays, their core argument still remains valid: End-
users are capable of much more than just specifying the system requirements. In contrast
to predominant methodologies at that time, Pliskin and Shoval [2] recognize that end-
users are not just a naive capacity. They argue that in underestimating the value of end-
users integration, developers are missing out on numerous opportunities for process
improvements.

Rivard and Huff [17] also investigate the capabilities of end-users and evaluate six
groups defined by Rockart and Flannery in [18]. These six groups are spanning from
technical naïve nonprogramming end-users to command-level end-users, end-user
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programmers, functional support personnel, end-user computer support personnel and
finally to expert level personnel like data processing programmers.

Capabilities of today’s end-users seem to be generally understood as competent and
success of EUD is more a concern of the right tools and techniques, which is given to
the end-users.

Moreover, EUD is more about giving the right tools to the end-user or making the
learning burden lighter for the end-user, in order to enable the end-users to work auton‐
omously on an artifact [9].

2.2 Engaging the End-User (the Cultural and Social Aspect)

The evolution of EUD has gone from discussing the end-users capabilities to how to
motivate the end-user in learning and participating in EUD. While a central part of EUD
is to involve end-users in development processes, it is not trivial to engage and motivate
end-users in systems development. The challenge is to get the users to participate in a
deeply engaged way. From a social and cultural perspective the task of systems devel‐
oping should therefore become a natural part of everyday work.

Fischer [16] is discussing the cultural and social aspects of EUD. In his definition of
EUD, he includes a social aspect that points out the importance of having a broad partic‐
ipation base in design activities. User participation in system design and development
should be seen as opportunity rather than an obstacle. This has to be supported as a part
of cultural transformation in an organization. Fischer [16] is arguing that a system must
have a social and cultural aspect and not just seen as technology. EUD has to go past
the technical aspect and thus EUD initiatives should always consider the need for radical
organization change on multiple levels. Users have to feel that the system can evolve
specific to their visions and thereby give them motivate to participate in the development.
Fischer [16] points to the concepts of under-designing and meta-design as a possibility
to achieve this engagement.

According to Ye and Fisher [20], meta-design can be understood as:

“A fundamental objective of meta-design is to create socio-technical environments that empower
users to engage actively in the continuous development of systems rather than being restricted
to the use of existing systems.”

System designers should therefore aim to under-design the solution so that users are
encouraged to use the social and technical instruments to create the solutions themselves
at use time. Meta-design extends the traditional notion of system development to include
users in an ongoing process as co-designers, not only at design time but throughout the
entire existence of the system. To support meta-design [20] proposes a process of
seeding, evolutionary growth and reseeding (SER) as a model and structural fundament
of meta-design and EUD.

The seeding phase creates the first part of the system in cooperation between the
professional developers and end-users. The ecosystem created in the seeding phase
makes it possible for end-users to design new software by themselves. In the second
phase, evolutionary growth, end-users are in the process of modifying, extending, and
creating new software for the system. Eventually, the amount of new software should
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reach a state where end-users once more address professional developers to enter the
reseeding phase. The professional developers then incorporate the newly added func‐
tionalities into the original system [9].

According to [16], end-users have to be involved early in the process or else they
often feel that they just have to fix problems that the developers did not bother to fix. In
addition, a feeling of control in how the system is going to be developed is mentioned
as a motivating factor.

Other studies concluded that an important motivation factor is the perceived utility
and the actual utility payoff that a EUD tool can provide [21]. Mehandjiev et al. [22]
notices that EUD activities are often considered to be adding value to a company by
implementing more agile work practice, which is a motivational factor for end-users.
Monetary rewards and penalties on the other hand have been found to sometimes under‐
mine people’s self-motivation [23].

2.3 End-User Programming

End-user programming (EUP) describes the process of software being driven, modeled,
and developed by the end-user and not professional programmers [24]. EUP is generally
describing users that want to achieve a result for personal use and therefore are motivated
to do the development themselves. In contrast to EUD, EUP focuses specifically on the
programming part. Thus EUP is used to describe the tools and techniques that make
EUD possible.

EUP assumes that end-users acting as developers have a personal intention to
develop a system – either for personal use or for a specific organization or department
the user is affiliated with.

This implies that the program does not have to be tested, debugged, or quality tested
as long as it complies with the requirements of the specific domains. The concept of
EUP is not directly concerned with end-users capabilities but about the intentions of the
end-user. While a novice programmer may ends up with more bugs in self-made program
than a skilled programmer, it is still considered EUP if it is designed for a limited user
group [12].

2.4 End-User Software Engineering

End-user software engineering (EUSE) is adding the issue of software quality related
to EUP and how to address it. The quality issue mainly relate to the “creating” part of
EUD. EUSE comprises the systematic and disciplined activities with attention to soft‐
ware quality issues. Though end-users do not have the same qualification as professional
programmers and therefore are likely not to create software with the same level of
quality, EUSE proposes tools and techniques that attempt to make it as reliable as
possible [12].

Ko et al. [12] define EUSE as a distinct topic within EUD with the focus on software
quality. Burnett [11] relates EUSE to EUD in the same way, explaining that when the
end-users create, modify and extend, it has to have a certain quality to be useful and that
the added functions should generate valid results.
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EUSE propose risk-mitigating approaches to secure the quality in an EUD environ‐
ment. First, a culture of trust and responsibility helps to reduce the amount of software
errors. In such a culture, end-users intrinsically care about doing a good job when
participating in software development efforts. Second, assessment audits can be imple‐
mented to consistently check user-developed functions. Third, it is recommended to
establish guidelines/policies for privacy, confidentiality and data protection as well as
for best practice in EUD management and related activities [22].

3 A Conceptual Model of EUD

In this section we want to build on existing literature and develop an integrated model
of EUD. Our model (see Fig. 1) follows an inclusive approach and builds on findings
and proposed conceptualizations of other researchers before us. The purpose of the
model is both to provide a holistic, graphical overview of the different aspects and their
dimensions that are describing EUD, and to serve as a discussion basis for researchers
and practitioners when considering EUD.

We are basing our model on the classification initially proposed by Mørch [25],
which distinguishes the three levels of customization, integration and extension.
While Mørch [25] originally proposed these categories in the field of tailoring, one
can argue that tailoring, among other streams, has now become absorbed in EUD and

Fig. 1. Conceptual model of EUD
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the proposed categorization is therefore still applicable. Mørch defines tailoring as the
“adaptation of generic software applications … to the specific work practices of user
organization.” [25].

The idea of categorizing customizability into different levels has been picked up by
Liebermann et al. [1], who differentiate in their definition of EUD between the tasks of
creating, modifying and extending. In contrast to Mørch, Liebermann does also include
the participation of the user during the original system development phase as part of
EUD, while Mørch clearly states that tailoring is an “activity that takes place after the
original design and implementation” [25].

Spahn et al. [26] also used the categories proposed by Mørch [25] but added insights
into the different roles of developers, differentiating between programmers, local devel‐
opers and non-programmers.

Stevens et al. [15] analyze the development and use of an appropriation infrastructure
in order to exploit the technological flexibility of software applications. They define
three levels of technical flexibility: choosing between anticipated alternatives, construc‐
tion of new behavior from existing patterns, and altering the software by programming.

In our model we will keep the original 3-level conceptualization given by Mørch,
which covers the concepts put forward by Spahn [26] and Stevens [15] while still delin‐
eating EUD clearly from the original development process. A short description of the
levels is given in the following.

For Level 1 artefacts, it is only possible to modify a number of predefined attributes.
This kind of artefact has the lowest possible customization options (within EUD). It can
often be a direct modification of the appearance of a presentation object [25]. At level
1 the end-user can only modify limited predefined parameters and choose between some
selections in an artefact that has to be specified in the designing phase. Consequently,
the system has only a limited amount of flexibility and is suitable for simpler require‐
ments that do not change considerably over time.

Level 2 has more possibilities for customization and is suitable for more complex
projects and systems. The end-user can add new functionality to a system by linking
pieces of functionality together. The functionality can either be duplicated from
another application or integrated in the original application or two functionalities are
combined but still kept in different applications [25]. The core element of level 2 is
the possibility to add new functionality or integrate existing. This stage fits well with
what Liebermann et al. [1] call “modify”, where the end-user should be able to put
together components.

Level 3 refers to the development of functions that are (at least partially) not based
on already existing modules or functions. It describes the addition of new artifacts to a
software ecosystem. At this level, radical changes are made and these changes cannot
be anticipated by the developer at the time of design [25]. At this level, the application
must be flexible enough to handle that the end-user creates new artefacts. Liebermann
et al. [1] is defining this third level as programming of new components, whereas Mørch
is specifying that it has to be a radical change to be considered “extension.”

Alongside the continuum from level 1 to level 3 of EUD we can see the dimension
of customization power as a part of the model. Customization power is translated into
to what extent the end-user can customize a system or an artefact [27]. This dimension
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supports the understanding of the 3-level categorization, showing that the higher the
level of EUD, the more customization power is effectively given to the user.

The range of systems and artefacts that are possible candidates for EUD is shown in
our model as the horizontal width of the triangle. At the low level of customization, the
range is broad and the number of applications that can have the degree of customization
is integrated. Most software artefacts nowadays offer the possibility to modify prede‐
fined parts, e.g. visual styles (level 1). Considerably fewer provide the option to modify
the artifact by creating new combinations of existing modules or pieces (level 2). Only
in very few cases is it possible (and reasonable) to extend artifacts with not-yet-inbuilt
functions (level 3).

The increasing complexity of the system is depicted on the left side of the model.
Complexity increases with higher customization power and flexibility. Spahn et al. [26]
provide an overview of the relationship between complexity and EUD. They argue that
different design principles correlate with increased complexity of the task, ranging from
simple tasks like interface customization to real programming of application parts.
Sutcliffe et al. [21] find in an empirical evaluation of a software tool for EUD that
reducing the complexity (and flexibility) leads to a reduction of errors in the usage of
the tool. In the setting of EUD, the professional developer has to make the system open
to make it possible for the end-user to create new artefacts. However, it is a complex
tradeoff to design an open system that allows for change while at the same time satisfying
the needs for user-friendly interaction design in a way that end-user can participate in
development of new functionality. Complexity theory is closely related to EUD and can
be used to understand how to cope with continuous changing requirements in the internal
organization and the external environment [29]. The different levels of our model are
closely related to the principle of requisite complexity. Requisite complexity means if
there is a lot of external complexity (a lot of changes and uncertainty), the internal system
has to be complex as well to cope with complexity.

It has to be noted that a system can consist of many different artefacts. It is therefore
difficult to categorize an artefact to a specific level of the model. The stippled lines
between the levels indicate that a system can reside in different customization levels and
the boundaries are somewhat fuzzy.

4 Implications

This section evaluates the proposed model (Fig. 1) by categorizing different types of
software exemplarily according to our model and discussing its implications.

Nowadays, most available software products have a certain amount of customization
abilities already integrated when shipped. This is true for both off-the-shelf software and
unique developments. In many cases users want to make some kind of customization in
order to make their work more efficient. An example is the equation functionality in MS
Word, which can be changed to become a shortcut on the front interface instead of being
found in a third-level menu. There is an endless range of software where it is possible
to make this kind of predefined customization.
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This form of EUD is still very safe to use and the change of making mistakes is very
small because the complexity is limited. However, the possibilities of changing the soft‐
ware with the user’s requirements are restricted and bigger modifications cannot be done
by end-users anymore but need involvement of professionals or the software vendor.

Looking at bigger modifications, we find that there is only a limited number of
applications where it is possible to add, link and combine functionalities. An example
can be the popular business intelligence tool Tableau (tableau.com), where the user is
given the ability to create dashboards and visualize different kinds of data. The user can
link and combine the different tools in the software. In this way, the user has unlimited
possibilities to visualize the data. However, in Tableau it is not possible to create new
functions if e.g. there are new requirements from the organization. Because of that, it is
categorized as allowing for integrating existing functionality (level 2) but not extending
to new functionality (level 3).

A prominent web-based example for level 2 is “IF THIS THEN THAT”
(IFTTT.com). In this application, users are allowed to make new functionalities called
recipes. Using this application, one can define events that trigger certain actions. Both
triggers and actions are limited to pre-defined options. An example is if a user gets tagged
on a picture on Instagram (trigger), which automatically triggers a procedure that causes
this picture to be saved in the users Dropbox (action). The complexity of this software
is limited due to the deterministic number of combinations.

On level 3, the end-user has the possibility to create completely new functionalities
in the system. As described earlier, to get the most out of this level it is often helpful if
the end-user has some kind of programming knowledge, though it is not a requirement.
For making the third level of EUD more accessible, new programming language are
being developed in order to ease the cognitive learning effort. An example of this such
a language is Snap, a drag and drop programming language [28]. This software is a
modified version of the software Scratch from lifelong Kindergarten Group from Massa‐
chusetts Institute of Technology (MIT). The software runs in the web-browser and every
programming function is created as a building block. The end-user has to put the blocks
together to create new functionalities. Snap allows more than just the integration or
combination of existing functionality, but is still simpler than a traditional programming
language.

A different perspective to consider is that software can include all three levels. MS
Excel is an example of this kind of software. Customization in MS Excel has the same
functionalities as MS Word, which is the ability to make shortcuts to make the interaction
with the software more efficient.

The second level is the ability to create linkage between functionalities in the soft‐
ware. The add-in “crystal ball” augments MS Excel with the function to make simula‐
tions and statistical calculations. As in the other examples of level 2 the complexity is
increasing when adding this kind of functionalities.

MS Excel includes a scripting language called Visual Basic for Applications (VBA).
This is an actual textual programming language, which is available for the end-user.
VBA gives the user the ability to create new functions in MS Excel and connect it
together with other software. Undoubtedly, VBA is the software artifact, which makes
it possible to make radical changes and extend the existing functionality.
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5 Conclusion and Future Research

In this article we have presented an overview of the domain of end-user development.
A detailed review of literature and related terms led us to a better understanding of the
concept, its dimensions and aspects that have to be considered when facing EUD. Our
insights have led to the creation of a conceptual model of EUD that allows researchers
and practitioners to discuss and analyze EUD initiatives.

Our research finds that EUD constitutes an emerging topic within ISD and many
questions remain to be investigated by researchers. There is no literature to be found on
the change management process an organization faces when switching to the EUD
paradigm. Detailed insights into actors, processes and tools are needed to help under‐
stand the challenges and effort that comes with such an initiative. Moreover, much
research has gone into understanding the change from traditional to agile software
development practices – a shift that shows similarities in many ways and can therefore
be helpful to understand this new phenomenon.

The motivation and engagement of users related to EUD has been addressed only
peripherally in the scientific literature. As with agile methods, we anticipate that the real
challenge of EUD does not lie in technological but organizational change and therefore
strongly propose more research into user’s involvement and motivation. This includes
making a case for the user to help in the creation of a shared understanding of all actors’
roles and responsibilities – a task that is clearly managerial and not technical.

Finally, the economic potential of non-professional development can be considered
rapidly growing. A recent Gartner report [19] projected that 25 % of all new business
application will be developed by non-professionals. We therefore argue that software
engineering companies should prepare for this paradigm shift in order to remain compet‐
itive in the market of tomorrow.
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Abstract. Devising new service ideas for information systems by deploying
user-involvement approaches is a challenging task. The power of collective crea‐
tion by involving users in designing systems has attracted attention; however,
stakeholders with no design training face critical challenges in generating ideas.
In this paper, by exemplifying our user-involvement method with game elements,
ICT Service Design Game, in comparison with conventional brainstorming, we
show the impact of constraints and rules in user-involvement methods when
creating service concepts and specifications for information systems. The analysis
is based on a comparative experiment on two design methods and shows that the
constraints and rules of our game approach fostered innovative idea generation
in spite of participants’ limited knowledge of and experience with design
processes. Although our analysis is still in a preliminary stage, it indicates some
positive impact of constraints and rules in design methods, especially when the
methods are used by non-design professionals.

Keywords: User involvement · Creativity · Participatory design · System
specification

1 Introduction

The importance of involving stakeholders when designing initial concepts or prelimi‐
nary specifications of an information system (IS) is increasingly recognized since ISs
nowadays are embedded in everyday human practices. Since it is very difficult for a
single person to solve the complex problems of concept creation and system require‐
ments on their own [1–3], it is more critical than ever to design socially embedded ISs
using users’ varied perspectives, needs, and requirements and to promote collective
creativity [4, 5].

One of the promising and practical approaches that satisfy users and IS development
teams and meet these stakeholders’ expectations is to involve stakeholders widely in the
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IS concept creation and requirements specification processes [6–9]. Stakeholders are
such as marketers, decision makers, managers, designers, programmers, and end-users.
By involving them, the development team could avoid misunderstandings and disap‐
proval among managers in the later development stages [10].

For the creation of concepts and preliminary specifications for the IS and its service
as a participatory design approach, quite a few approaches have been suggested based
on the traditional approaches such as brainstorming and KJ methods [11]. Among them,
idea generation approaches for groups such as group brainstorming [12], gamestorming
[13], and design games [14, 17] show particularly strong potential to involve users and
non-design professional developers in the design process. However, the comparative
characteristics of each method are not necessarily clarified. For example, design games
facilitate and promote equal involvement of stakeholders in the idea-generation activi‐
ties, and can be a strong tool for involving and empowering stakeholders [14, 16, 17],
but still little is known about their impact on idea generation in comparison with group
brainstorming, which is probably the most widely used approach. Consequently, it
becomes difficult to select the single best approach. Particularly when taking stakeholder
involvement in ISs into consideration, what kinds of approaches and methods could be
beneficial and critical for engineers and end-users with no design education and expe‐
rience? What kinds of approaches could be deployed in order to contribute to creating
usable, efficient, and ethically persuasive [18] user-centred systems, design concepts,
and preliminary specifications? There is an urgent need to clarify the advantages and
disadvantages of these methods in terms of collective idea generation for IS concepts.

In this paper, we introduce a comparative experiment in which we compare two idea-
generation methods used for stakeholder-involvement approaches: group brainstorming
[19] and an IS concept specification approach called Service Design Game [8, 9]. The
game is designed by the authors as a participatory design method aimed at promoting
stakeholder involvement and collective creation. Unlike brainstorming, ICT Service
Design Game provides rigid constraints and rules in its game structure. As a first step,
by comparing these two methods, we intend to test one aspect of idea generation
approaches in particular: the impact of constraints and rules in user-involvement
methods targeted at IS concept creation and preliminary specification.

The rest of the paper is organized as follows. First, we introduce the ICT Design
Game with its unique characteristics for facilitating collective creation and participation
among stakeholders. Next, our experiment case is introduced together with the experi‐
ment design. Subsequently, the results of the experiment are reported. Lastly, the paper
discusses two stakeholder-involvement methods from idea-generation and participation
perspectives and their impact on the constraints and rules. The paper concludes with a
discussion of the limitations of our work and its possible future directions.

2 The ICT Service Design Game

In order to facilitate participation and collective creation in the process of IS concept
creation and preliminary specification, we have created a design game called the ICT
Service Design Game in collaboration with a large telecommunications company. We
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have already applied the game in a real development practice involving non-design
professional developers and end-users and confirmed its validity with respect to stake‐
holder involvement and idea creation [8, 9].

2.1 The ICT Service Design Game Brief

The ICT Service Design Game has been designed as a design game variant based on the
series of design games suggested by Brandt et al. [14]. These design games aim at
empowering users, using a form of board games and tools. In order to ground the games
in real-world problems, materials such as cards and pieces are collected from a field
study through ethnographical observation. With such original tools rooted in practice
and its challenges, game players can easily ground their play in the real world and deepen
their understanding of the field as the game proceeds and the design takes shape. For
example, in the ‘layout kits’, suggested by Ehn [16], players allocate machinery on the
factory’s floor plan to reconsider a machine layout in the factory, using cards as a tool
in the game. The game lets shop floor workers participate in redesign, which contributes
to their ownership of and satisfaction with their workplace. In other game variants,
participants create a persona [14], design shapes and functions [17], and play use-
scenarios [20, 21]. For these design games, it is of critical importance to reach a state
where all stakeholders are satisfied and can contribute without being influenced by a
single authority or affected by a person who speaks loudly, allowing them to be empow‐
ered and achieve equal participation.

Our game aims at supporting the design process for creating ICT services collec‐
tively, especially for participants with limited knowledge and experience of idea
creation. In contrast to previous studies on design games, which aim at facilitating a
user-centred design process for cross-disciplinary design groups and emphasize user
involvement, the game focuses more on collective creation without losing its value
of stakeholder participation. As such, the discussion process of the game will bring a
few values. The first is collective creativity. It is important to combine multiple ideas
from different angles (organizational positions/cross-disciplines) to create new ideas.
It should support the elicitation of implicit requirements from stakeholders and
support collective creativity as a practical tool without distractions. The second is
equal participation and understanding beyond socio-cultural differences. The game
promotes equal participation. It is important for participants to be detached from the
organizational hierarchy in order to express their own points of view. Lastly, the game
brings multi-stakeholder participation including end-users. It is important to facili‐
tate collective design processes for non-design professionals.

In promoting stakeholder involvement, it is essential to overcome several challenges
such as open discussion, equality, and commitment to participation to make the most of
involving stakeholders [8]. The game is designed to provide a framework for involving
stakeholders with original design-game conditions and game elements and at the same
time to emphasize outputs for IS design and specification through collective creation.
The previous works have shown that game approaches have high potential to encourage
collaboration among cross-disciplinary teams and stakeholder involvement through
tools, rules, and constraints. At the same time, the game approaches provide a setting
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for open discussions without hierarchical influence and an immersive experience for
interdisciplinary stakeholders.

2.2 The ICT Service Design Game Process

The ICT Service Design Game consists of three successive games that should be played
as a set. Considering the practical constraints on stakeholders attending the games, our
game duration is limited to about one to two hours. A game is played by a team of three
to five participants with different backgrounds. The duration of each game largely
depends on the game workshop structure. Typically it takes 1.5 days in total, where half
a day is allocated to each game. A game framework is constructed on a fictitious world‐
view with a goal and rules forming restrictions similar to conventional game structures
[12, 13]. There are three main rules: (1) keep your turn (never skip your turn), (2) respect
time limits, and (3) play based on the data provided. During the game, facilitators ensure
that the stakeholders follow the rules. Due to the space limitation, the introduction to
the game below will be minimal. Note that more detailed processes and practical cases
can be inspected in other references (cf. [8, 9]).

Game materials are prepared based on real-world data from two main sources: ethno‐
graphic-inspired responses of end-users and technology seeds. The data are typically
collected from an ethnographical study of a couple of potential users. The focus of the
observations is usually ICT aspects such as usage and attitudes toward specific activities or
systems. Ethnographical data are usually collected in house interiors since the game is
targeted, so far, at the creation of ICT home services. Based on the collected materials,
tools for the three games such as technology cards are prepared. Technology cards are busi‐
ness-card-sized picture cards (e.g. see Fig. 1) showing technology seeds from research labs.
Although the game provides a fictitious world space, the game tools, such as cards, pieces,
and videos, are deeply rooted in the real challenges and needs of end-users and actual tech‐
nology seeds from a research institution. Next we describe the three games briefly.

Fig. 1. Examples of game materials and service sheet from the service game

The User Game. The first game is a user game. The objective of the user game is to
create a fictitious user image – a persona – by constructing a person’s story based on
real target-user data collected from the field. The game tools are the video clips and
moment cards, which show moments of the equivalent video clips taken from the field.
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The game starts with the cards being placed on the table. The first player then picks
five cards and watches the associated 30 s video clips together with the group members.
After watching the five videos, the first player makes up a story based on the cards he
or she has selected. Then, he or she places all five cards on the table in order and writes
a title on a sticky note reflecting the needs disclosed by the story. The next player takes
four other cards and overlaps his or her story with the previous one, meaning that the
second player must use at least one card already placed on the table in the previous turn.
The game is over when all of the cards have been used or all of the team members agree
that no new stories can be created. Finally, the team fills out a persona sheet based on
the stories made up. The persona sheet (Fig. 2) holds a few details such as name, age,
characteristics, family structure, job/income, living area, hobby, and attitudes toward
things related to ICT services. Then, the team members describe the persona needs in
turn and classify these needs into groups. Lastly, they prioritize the persona needs and
list them in order.

Fig. 2. Output examples (persona sheet and user scenario)

The Service Game. The objective of the service game is to design ICT services using
future technology for the persona created in the user game. In this game, technology
cards and the needs list are used as game tools (Fig. 1). Technology cards are a collection
of core technologies, devices, existing services, and market domains. The game starts
with the technology cards being placed face-down on the table.

The first player picks one need with highest priority and three technology cards.
Then he or she chooses one technology among the three given out and makes up a
story about how the persona will use the technology at home to solve the first priori‐
tized need. The first player records his or her story on a service sheet by adding a few
details about the idea such as the service name, idea abstract, user needs, place, and
time at which the service is provided. This is one idea. The rest of the team members
will improve the idea. The second player picks a technology card and adds it to the two
cards on the table. He or she picks one out of three and makes up a refined idea. When
all members have contributed to the first idea, the second player starts the process
again. The game is over when all the needs have been solved or the time is up.
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Through this process, ideas are generated, refined, and improved. Finally, the team
chooses the best of the ideas generated based on defined criteria such as feasibility,
business potential, and so forth.

Scenario Game. The objective of the scenario game is to create use-scenarios, where
the persona uses the ICT service in a future home. Describing possible futures and
enacting scenarios are known to represent a multi-faceted design tool [14]. By acting,
stakeholders can simulate the targeted users’ experiences and feelings, which can
contribute to understanding challenges and designing services and products [15, 22].
The experiences from previous games provide empathy for the users. The use-situations
are developed and the design concept is also elaborated while the players take on roles,
create scenarios, and act them out in a physical space such as a kitchen.

In this game, players create a design plot. The game uses white sheets of paper, pens,
and the persona and service sheets created in the previous games (Figs. 1 and 2). The
first player draws one initial scene in two minutes, referring to the sheets. Then, another
player draws a successive story in another two minutes. In this way, the team creates at
least two stories, each with three to five scenes. By drawing scenes in turn, all participants
contribute. In the end, the team picks a team story. The story created is used as a plot
for role-play. Team members act out the scenario and polish the team story until all
members are satisfied or the time runs out.

2.3 Game Elements in Idea Generation Methods

As shown, compared to brainstorming, the ICT Design Game provides rigid constraints
and rules which participants must follow. Rules and principles also exist in brain‐
storming, but it is sometimes difficult to enforce them, especially when participants are
non-design professionals. By attaching posters with brainstorming principles to the wall,
participants might be reminded about how to carry out the brainstorming session, and by
being supported by experienced facilitators, participants might manage to demonstrate
their skills at best. However, especially when less experienced users such as non-design
professionals and end-users work on idea creation, those principles can easily be neglected.

Games can be practical tools for business and social practices. The benefits of intro‐
ducing game elements to real-world problems can be realized through well-designed
game frames with game spaces and tools, rules, and game structures. These constraints
and rules can potentially benefit the initiation of creativity [4, 5, 9]. For example, even
in a community with a strong hierarchy and social norms, ‘the players can engage in
behavior that might be risky, uncomfortable, or even rude in their normal lives [13]. The
rules of the game, with which players must agree to comply, also help to break hierar‐
chies and social norms. By introducing rules, the game can provide equal participation
possibilities and avoid free-riding [23], which otherwise would not apply in ordinary
organizational settings. Additionally, although the game provides a fictitious world,
game tools based on real-world data keep participants anchored to reality in the fictitious
world [14]. The information held by the game tools and rules is a strong foundation and
reference in the process of creation. That being so, game elements make a difference to
the game that conventional brainstorming cannot convey.
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3 Methods

We conducted a two-day service creation workshop in which engineers in a large-scale
IT firm participated as a part of corporate training for new employees. The IT firm has
50,000 employees and its core service is to provide and integrate IT services for public
and private (B2B) corporate customers. The participating engineers have properties with
uniform parameters such as being new university graduates, aged 23–24, with engi‐
neering backgrounds and no or limited design knowledge and experience. After the
training, they were going to be responsible for developing and integrating IT systems.
The ultimate purpose of the workshop was to let them understand and experience the
processes of service idea creation with user-centred perspectives and approaches.

3.1 Workshop Design

The workshops were run for two successive days (see Table 1). In the workshops, three
games of the game and corresponding brainstorming sessions were conducted. The
workshops were conducted eight times on different dates. In the workshops, the partic‐
ipants were first divided into groups of three to five persons each. In the end, a total of
141 engineers in 32 groups participated in the game and brainstorming sessions.

Table 1. Activity procedure in the workshop.

Day B-S group S-B group

Day 1: First session User game User game

Second session Brainstorming Service game

Day 2: Third session Service game Brainstorming

Fourth session Scenario game Scenario game

3.2 Procedure

As shown in Table 1, two kinds of workshops were conducted for comparative studies
on brainstorming and service games. Each team had four sessions with the same three
design games and brainstorming sessions in different orders. In four workshops out of
eight, brainstorming was conducted in the second session of day 1 and then the service
game was conducted in the third session of day 2 (B-S groups). In the remaining four
workshops, the service game was conducted in the second session of day 1 and the
brainstorming was carried out in the third session of day 2 (S-B groups). In both cases,
the duration of the service game and brainstorming was 70 min each.

3.3 Facilitation and Other Conditions

We, the authors, facilitated the first two workshops and a few participants from the first
workshops facilitated the succeeding six workshops. Facilitation was mainly to ensure
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that the game rules and time limits were adhered to, and no special facilitation skills or
experiences were required.

Since the four sessions were conducted as a part of a corporate training workshop,
in addition to the game, the participants had a series of lectures about different kinds of
qualitative analysis methods such as interviews and field observation.

4 Results

The ideas generated and questionnaires administered after two sessions were used to
analyze our experiments. We analysed a number of ideas and evaluated the ideas gener‐
ated and the participation of team members. Since our experiments aimed at finding
differences between two approaches – brainstorming and the Service Game – we focused
on applying analytical methods which distinguish qualitative and quantitative differ‐
ences in a few variables of the two approaches.

4.1 The Quantity of Ideas Generated

The average number of ideas generated by each team in each session was 16.84 in the
brainstorming session and 21.22 in the service game, as shown in Table 2 and the
histogram in Fig. 1. The number of ideas generated ranged from 6 to 58 in the brain‐
storming session and 8 to 36 in the service game. Since the idea-generation sessions
lasted 70 min each, we could say that one idea was created every 3.6 min. Generally
speaking, the team that generated 58 ideas by brainstorming could be regarded as
highly productive.

Table 2. Average numbers of ideas generated.

Brainstorming Service game

B-S group 17.06 20.81

S-B group 16.63 21.63

Total 16.84 21.22

Welch’s t-test was used to compare the number of ideas generated between brain‐
storming and the service game, and showed a significant trend. The B-S group shows a
trend of significant difference (t(30) = –1.53, p < 0.1), and the S-B group showed the
same results (t(30) = –1.53, p < 0.1). Moreover, the difference between the two sessions
in the total group shows a statistically significant result (t(62) = –2.07, p < 0.05).

In this analysis, it is shown that the participants generated more ideas in the service
game than in brainstorming, with statistical significance (Figs. 3 and 4).
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Fig. 3. Number of service ideas generated

Fig. 4. Word counts of idea summaries

4.2 The Quality of the Generated Ideas

In the brainstorming and service game sessions, participants recorded a summary of
their generated ideas in a few lines on a sheet of paper and accumulated a list of descrip‐
tions of ideas.

The five ideas shown in Tables 3 and 4 are the first five service ideas generated in
the brainstorming and service games respectively by the same group.
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Table 3. Examples of ideas generated in brainstorming.

# Brainstorming

1 A service to support having dinner together but in distance
with the help of ICT

2 Software to schedule sharing of household chores

3 Advisor support service

4 Household chores productivity tool

5 Closet organizer (stability evaluation)

Table 4. Ideas generated in service game.

# Service game

1 Game with eye tracker

2 Voice controller for organizing and displaying album
pictures and movies

3 Shared cloud system with WiFi digital camera

4 System to depict characteristic scenes from video clips and
share them as a simulated experience among families

5 System to generate a 3D view based on the depicted char‐
acteristic scenes and to retrieve the emotion at that time,
by combining an eye tracker and technology #1

Even though the sessions had the same duration and the same team members, the
descriptions in the two tables above show that the service game generated more concrete
ideas combined with names of different specific advanced technologies developed by
the company. For example, in the fifth idea in Table 5, one suggested service uses the
technology #11 combined with an eye tracker. While we can see more descriptive
suggestions for the ideas in the service game, ideas generated by brainstorming are more
abstract and it is sometimes difficult to imagine the service described.

To investigate the granularity of the idea description generated by brainstorming and
the service game, we compared the word counts of abstracts of the service concepts as
a preliminary evaluation of the quality of the generated ideas. The results show that
brainstorming generated 20.21 words on average and a median of 18 words while the
service game generated 24.31 words on average and a median of 22 words as shown in
the box-and-whisker plot in Fig. 2. Furthermore, according to the Welch t-test, the
difference between brainstorming and the service game is statistically significant
(t(1214) = 70.28, p < 00.1).

1 Since this is confidential, the description of the technology is anonymous.
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Table 5. Self-evaluation for brainstorming and the service game.

Brainstorming Service game t-test (df = 276)

1. Difficulty of
idea genera‐
tion (1: diffi‐
cult – 5: easy)

2.65 2.91 2.29 (p < 0.05)

2. Self-participa‐
tion level (1:
low – 5: high)

3.70 3.93 2.99 (p < 0.05)

3. Self-contribu‐
tion level (1:
low – 5: high)

3.52 3.70 2.22 (p < 0.05)

4. Satisfaction
with ideas (1:
low – 5: high)

3.93 4.06 1.57 (p < 0.10)

5. Satisfaction
with participa‐
tion (1: low –
5: high)

3.96 4.14 2.13 (p < 0.05)

It should be noted that a statistical difference between the word counts generated by
brainstorming and the service game does not guarantee qualitative differences in the
ideas generated with the two methods. It is clear that our data and the quality of the ideas
generated need to be investigated further. However, as shown above, our preliminary
analysis indicates that the granularity of the summary of ideas is statistically different
between the two methods.

4.3 Participation

To investigate participation, we administered questionnaires twice: once after the brain‐
storming session and the other after the service game session. All participants answered
the questionnaire, which consisted of five questions for each method. The participants
marked a score on a scale of 1 (most difficult/low) to 5 (easiest/high). The five questions
were: (1) How difficult is it to generate ideas with each method? (2) How much do you
think you participated in each session? (3) How much do you think you contributed to
generating ideas in each session? (4) How satisfied are you with your ideas in each
session? and (5) How satisfied are you with your participation in each session? Table 5
shows the results of the average scores on each question for each method and the result
of the Welch’s t-test between the two methods.

Concerning item 1, the service game scored 2.91, while brainstorming scored 2.65,
so the former was evaluated as being an easier way to generate ideas. On items 2, 3, and
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5, the service game scored higher than brainstorming. In the t-test, the differences
between the game and brainstorming were statistically significant, except for item 4.

In this analysis, it was shown that participation in service design was given high
scores by our workshop participants and that satisfaction with participation was higher.
These results indicate that the service game has a high possibility of contributing to
maximizing and leveraging the effects of participation on the idea generation process.
These results imply that the introduction of constraints and rules has a positive impact
on participation.

5 Analysis and Discussion

Based on the workshop results presented in the previous section, in this section we will
discuss the impact of introducing constraints and rules into the stakeholder involvement
workshop.

5.1 Quantitative Evaluation of Ideas Generated

With regard to the two idea-generation sessions, our results show that more ideas were
generated by the service game than by brainstorming. On average, one idea was created
every 3.3 min in the workshops. Considering the general notion of idea generation, when
creative thinking and divergent thinking are required, the more ideas generated in this
stage, the better. Due to the conventional scheme of divergent thinking in the idea-
generation phase, one idea per 3.3 min is not unique but is still outstanding, considering
that the participants are not design professionals at all.

One clear advantage of the design game is that its game elements are provided to the
design processes. The service game provided hints for divergent thoughts with the tech‐
nology cards, rules, and other constraints, so that even participants who experienced
difficulties in creating new ideas could start the creation process smoothly. Eye tracking
and other technologies mentioned in the idea summaries are clearly triggered by the
technology cards and incorporated into ideas, but those technologies were not brought
to the brainstorming discussion.

The number of ideas generated varied widely from team to team. The least productive
team suggested 8 ideas in brainstorming and 10 ideas in the service game, while the
averages across all of the groups were 16.83 and 21.22 respectively. Considering this
low productivity, other means of encourage participants’ contribution to idea generation
could be considered, in addition to introducing constraints and rules. This topic is slightly
out of the scope of the paper; however, it is critical to investigate additional ways to
encourage creation in order to construct a better framework for the participation of non-
design professionals in the design workshops, such as strong facilitation.

5.2 Qualitative Evaluation of Ideas Generated

As a first step towards a qualitative evaluation of the ideas generated, we investigated
the granularity of each idea from the idea summaries. The idea summaries of the service
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game contain higher word counts and more detailed descriptions than those generated
by brainstorming. This indicates that ideas generated by the service game may have
higher granularity than those generated by brainstorming. The positive impacts of the
technology cards are one of the prominent examples. Firstly, as briefly mentioned before,
the idea descriptions in the abstracts created in the service game contained more tech‐
nological aspects than those created in the brainstorming session. To name a few, eye
tracking, voice recognition, a cloud share system, technology #1, and so forth were
included in the summaries. Additionally, when answering our questionnaires, the partic‐
ipants made positive comments about using technology cards, as shown below.

– I feel I can generate better ideas by referring to cards. I kept checking the cards during
the whole session.

– It was easier to think about new ideas since the cards provided a solid foundation for
thoughts.

– By using the technology cards, I could suggest ideas based on the practice and facts,
so that ideas became more detailed and realistic.

– I could generate varied ideas due to the technology cards.
– I felt the cards limited my thoughts, which provided me with a positive impact on

generating ideas.

However, negative comments about using these cards were also reported.

– I felt the session was difficult since I sometimes picked unexpected cards, which were
impossible to combine with my ideas.

– The cards’ contents don’t fit the customer needs specified in the session. I don’t know
why we need to pick cards randomly.

– It was very difficult as I had to think of novel ideas to meet needs under restricted
conditions.

Some of the negative comments are due to the forced rules in the service game as partic‐
ipants could not choose cards but had to pick them blindly at random. An unexpected
combination of a need and a technology made participants confused and sometimes
uneasy. However, we have to note that this type of forced idea generation is regarded
highly in creativity theories as a chance for expanding and creating unseen ideas [4, 5].
On this point, we would like to investigate what happens if experienced participants can
create ideas freely without losing the advantages of forced idea-generation approaches.
For example, participants could pick a card at random in the first half of the session, and
later when they have learnt the listed technologies by heart, they could pick whatever
they like.

As exemplified above, our workshop results at least show a positive impact on the
ideas generated from the constraints and rules that the service game provided. At the
same time, we have to admit that what we can see from our first qualitative analysis is
quite limited. Generally speaking, it is difficult to evaluate the quality of generated ideas
since subjective evaluation by design professionals and objective evaluation with
conventional creativity criteria will not necessarily indicate whether a new service or
product is a success on the market. Due to this general condition concerning the novel
ideas, we need to conduct a further in-depth analysis of each idea from different angles
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and to define appropriate evaluation criteria for idea quality or longitudinal analysis of
an idea from development to market penetration. We take our first analysis as a prelimi‐
nary reference, and we currently plan to further assess idea quality in depth with the help
of a few independent design professionals.

5.3 Extension of Service Ideas

We observed that an idea suggested by one person was improved, extended, and refined
by the team, which contributed to the creation of more detailed and valid ideas in wider
customer settings. Below we show one example of an extension of a service idea
observed in the service design session.

The first person in a team suggested “A service to control a microwave or cooking stove from
a distance through WiFi with a smart phone”.
The second person modified it to “a function that moves furniture by a gesture (the control
doesn’t have to be with a smart phone)”.
The third person added: “a system that anticipates the next step of human activities (the control
can be carried out with a forecast based on learning)”.

The service game has many constraints, partly due to a rule that regulates partici‐
pants’ contributions to others’ ideas. Under this rule, team members have to collaborate
and contribute to each other’s ideas by expanding and transforming the first idea. This
rule forced participants to create new ideas by combining them with others’ ideas. As a
result, the ideas generated in the service game had more details, more functions, and
further user-centred aspects. On the contrary, ideas generated in the brainstorming
session hardly showed any extension of ideas. It was rarely observed that a new idea
was created as a reformation, add-on, or modification of others’ ideas in our workshops.

Usually in brainstorming it is recommended that participants “ride” on others’ ideas.
Our workshop participants were also instructed in such fundamental brainstorming
principles. However, the “ride” was rarely observed in our workshops. One possible
explanation is that the participants had less experience in creative activities so that it
was still difficult to implement such a supposedly simple principle in such a short training
session. Following weakly coupled rules and principles went beyond their limits. Mean‐
while in the service game, the rules were defined as rigid. For people with less experience
in idea creation such as engineers, this restricted style may provide better support for
creating ideas.

The reformation, add-on, and modification of initial ideas could contribute to sophis‐
ticated service details and improve the feasibility for the next development phase. By
combining rules with a compulsion in the idea creation process, non-design professio‐
nals with limited design training could create service ideas effectively. Furthermore, the
process initiates collective creation among amateurs and improves awareness of their
contribution to the team. Similar rules were applied to the scenario game. In the scenario
game, participants created service scenarios by combining and replacing each other’s
stories.

As shown, the constraints and rules of the game force participants to take part in and
contribute to the service design process. This avoided excessive divergent thinking [19]
as well as fixation, which is one of the biggest disadvantages of conventional free idea
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generation methods such as brainstorming. In contrast to such conventional free idea
generation methods, the service game managed to avoid excessively unrealistic ideas
resulting from the game elements and to extend the imagination of participants beyond
their normal limits. The results of our workshop indicate that those constraints and rules
embedded in the game let the non-design participants engage with real-world challenges
at the proper granularity and result in increasing the participants’ satisfaction and contri‐
bution in the end.

6 Conclusion and Directions for Future Work

In this paper, we have shown the impact of constraints and rules in user involvement
methods when creating service concepts and specifications for ISs. We have done this
by exemplifying our user-involvement method with game elements in comparison with
conventional brainstorming.

The analysis based on a comparative experiment using two methods showed that the
constraints and rules of our game approach fostered innovative idea generation in spite
of participants’ limited knowledge and experiences of design processes. The quality of
the generated ideas needs to be evaluated for further discussion. Our preliminary anal‐
ysis, however, shows some positive impact of constraints and rules on design methods
especially when used by non-design professionals.

Devising new service ideas for IS by deploying user-involvement approaches is a
challenging task. The power of collective creation with user involvement for designing
systems should not, however, neglect the fact that stakeholders with no design training
face critical challenges in generating novel ideas. If initial IS design were only carried
out by design professionals, the constraints and rules we brought for discussion in this
paper would not be needed. However, as previous works indicate, there are some addi‐
tional benefits of involving multi-stakeholders in order to increase the stakeholders’
commitment to the projects and to challenge an unknown market.

This work has many limitations. First of all, the generated ideas have to be assessed
in depth to evaluate the differences and strengths of the two methods. The quality of
ideas can be evaluated by design professionals subjectively or objectively using standard
criteria. The evaluation can also be done with a longitudinal follow-up on the generated
ideas. It is also important to consider the availability of approaches, since it is clear that
some approaches are more complicated than others. For example, to achieve better
results, the game requires preparation such as field research, data collection, and tool
creation, while brainstorming is very handy with no special need for preparation.

Our study has a range of implications for future research. Currently we are continuing
our data analysis, which we expect to clarify additional elements for promoting idea
generation. Another direction is to define evaluation criteria for the generated ideas. This
will provide further validity to the game approach as an idea-generation method.
Comparative analysis with other methods is also of importance since we compared our
ICT Design Method with only one equivalent idea-generation approach.
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Abstract. The long tradition of research on participative design dates back to
1970 s and has traditionally investigated software development within organiza‐
tional settings. In this context, many approaches to engaging users in software
development were proposed and evaluated, leading to the establishment of prin‐
ciples of participative design. Recently, the proliferation of content-producing
technologies such as social media and crowdsourcing has led to the explosion of
user-generated content (UGC). In this paper we discuss how UGC settings differ
substantially from the organizational environment in which principles of partic‐
ipative design have been originally developed. Developing systems that harness
UGC presents unique challenges of user engagement generally not present in
organizational settings. We thus identify the need for research extending partic‐
ipative design principles to the context of user-generated content.

Keywords: Participatory design · User generated content · Crowdsourcing

1 Introduction

Participatory design is an established tradition in information systems (IS) research and
practice [1, 2]. Since the early days of software development, researchers have pointed
to substantial benefits of involving users - people who are expected to use technology -
in IS development. Participatory design promised to improve IS quality while empow‐
ering the participants and fostering relationships among developers and users [1, 3, 4].
Users typically provided system requirements and subject matter expertise, guided
developers and evaluated design features. The transfer of knowledge from users to the
development team was critical as developers typically lacked deep (i.e., non-trivial,
specialized) domain expertise. In turn, participation in the development process facili‐
tated user buy-in by fostering a sense of involvement and ownership of the final product.
Indeed, lack of such involvement could engender user resistance and lead to the rejection
of the built system [5].

As it is generally impractical to reach and engage every person, participatory design
advanced the notion of representative users to select a subset of delegates from the larger
user base. Commonly, representative users are those possessing strong domain knowl‐
edge and understanding of the scope and objectives of change while also being good
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representatives of their functional roles within the organization [6]. Dealing with a subset
of users helps in eliciting consistent requirements and reaching consensus. While
research suggests that the notion of a representative user might be difficult to define and
could be limiting when dealing with large organizations or when designing for power
users (e.g., senior executives) or users with disabilities, the general argument advocates
user participation as key to a successful IS project [1, 7].

The notion of a representative user is a meaningful concept when an IS is being
developed within an organization to be used by employees or those closely affiliated
with the organization (e.g., partners, customers) [8–11]. Working within an established
organization, developers can leverage existing hierarchies, norms and legal structures.
Often the decision on who participates in the design process can be made by or in
consultation with clients and managers. User selection can take into account political,
legal and possibly personal considerations [5, 12]. At the same time, common training,
instructions, and shared social norms promote similar perspectives among employees
within the same role, assuaging potential negative consequences from the need to rely
on a limited number of delegates. Although organizational settings do not guarantee
complete consensus on conceptualizations of domain knowledge among users [13],
organizational environments provide effective mechanisms for conflict resolution and
reconciliation that designers can leverage to carry out work [14].

While investigating participatory design in organizational settings remains vitally
important, organizations increasingly look beyond their boundaries to leverage infor‐
mation created by customers, other organizations, or even members of the general
public. Increasingly, a new breed of open IS has emerged, systems for which at least
some users are permanently located outside the organizational context in which the
systems are created and maintained [15]. Parsons and Wand [16] termed these settings
open information environments (OIEs) in which organizations “have access to sources
over which they may have no control; new sources of data may emerge; applications of
data might change radically over time; and new uses of data might emerge” (p. 2).
A major source of information in OIEs is the general public, in the form of tags, tweets,
product reviews, and forum posts. This user-generated content (UGC) is becoming a
major driver of the modern economy [17].

This paper examines challenges of engaging users in the design of IS that harness
structured UGC (relative to less-structured forms, such as forums, blogs, or tweets) to
be used in organizational decision making and analysis.1 The key research objective of
the paper is:

How can developers engage users effectively in developing IS that harness structured user-
generated content to support organizational decision making and analysis?

To illustrate the scenarios of interest, consider a prominent UGC project – eBird
(www.ebird.org) – designed by Cornell University’s Ornithology Lab (i.e., traditional
organization). In creating eBird, Cornell’s Ornithology Lab was looking to collect

1 In this paper we do not consider those forms of user-generated content (e.g., Wikipedia, social
media) and open collaboration (e.g., open source software development) where organizational
needs do not drive software development projects.
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amateur bird sightings from volunteers across the world to support its ornithology
research [18, 19]. Upon observing birds in the wild, eBird participants are asked to fill
out pre-specified fields (e.g., select the biological species of the observed bird from a
set of available options, and indicate how many birds of the species were observed, as
well as where and when the observation took place). This generates structured UGC that
makes it amenable to search and retrieval by scientists (here termed organizational data
consumers). According to the principles of participatory design, before eBird can be
deployed, future users (i.e., contributors of UGC) should be involved in its development
to provide input on a number of design decisions.

Key design decisions in a project such as eBird include: conceptual structures used to
capture objects of interest to scientists; database schema used for storage; data collection
interfaces; and, possibly, data visualization tools. Traditionally users (in this case, amateur
birders and scientists) would be involved in development to ensure that the end product
meets the needs of scientists while being usable by the non-expert contributors. The key
issue is that while scientists are relatively homogenous and well understood user group,
in a project such as eBird there are typically no constraints on who can participate. As a
result, data contributors can be an extremely diverse, anonymous, and ill-understood user
group. This creates a challenge of involving in participatory design anonymous users with
different levels of domain expertise, diversity of views, and varying levels of motivation
such that the resulting IS is effective at satisfying organizational data needs. As partic‐
ipation is voluntary, it is naturally difficult to engage users in eliciting information system
requirements. In this paper, we analyze the challenges and opportunities associated with
UGC environments and identify overcoming the challenges of involving users in partici‐
patory design for UGC as an important future research opportunity.

2 Research on User Involvement in Participatory Design

Engaging users, clients, managers and other stakeholders in development is considered
central to IS success [1, 2]. From the onset of software development, a key design maxim
became to “know the user” [20, 21]. As far back as 1971, Hansen wrote: “[t]he system
designer should try to build a profile of the intended user: his education, experience,
interests, how much time he has, his manual dexterity, the special requirements of his
problem, his reaction to the behavior of the system, his patience. One function of such
a profile is to help make specific design decisions” [21]. Since the 1970 s, researchers
in Scandinavia and the United Kingdom in particular have advocated a cooperative
approach to IS development, which became known as participatory design [7–12].
Participatory design aims to involve users in work activities during system development,
giving them influence over design choices of the final product. Several key benefits of
participatory design have been suggested [1, 3, 4, 7, 22]:

• improved knowledge (e.g., systems requirements) upon which design objects are
built;

• facilitation of more realistic user expectations leading to lower resistance to change;
• promotion of democracy by engaging people in making decisions that impact their

work;
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• promotion of functional empowerment by facilitating early user experience with
technology resulting in more productive and effective use once the technology is
deployed;

• engendering a psychological state of involvement with technology leading to stronger
buy-in; and

• establishment of a relationship between users and developers based on co-operation
and mutual understanding.

In this paper, we specifically focus on the role of participative design in shaping IS design
features and affecting the quality of information stored in ISs. From the perspective of
system and information quality, the core benefit of participatory design is establishing
valid and complete information requirements for the system to be built [1, 7]. Principles
of participatory design have been widely adopted in requirements engineering, concep‐
tual modeling, database design and user interface design. Conceptual modeling research,
for example, assumes that users provide information requirements and constraints,
supply analysts with subject matter expertise, and evaluate and/or approve conceptual
models [23, 24]. The objective of conceptual modeling is to produce formal represen‐
tations of knowledge about the application domain as conveyed by domain stakeholders
(commonly, users). Representing user views as accurately and completely as possible
is considered critical for generating high quality models. Modelers are expected to
capture and faithfully represent user views, however “impoverished” (i.e., seemingly
unimportant, unsophisticated) they might be [25].

Maintaining close and direct contact [7] with users and other project stakeholders is
a typical guideline in conceptual modeling [26–28]. One of the key roles of conceptual
models is to facilitate communication between users and analysts [28–30]. Indeed, the
idea of conceptual modeling without engaging users to generate and verify requirements
seems incongruent with the basic principles and goals of systems analysis. Traditionally,
“lack of user input” is considered among the “leading reasons for project failures” [24].

Having complete and accurate requirements has been further suggested as requisite
for high information quality (IQ) once a system it is built and deployed. The seminal
definition of information quality is fitness for use – the extent that information stored in
IS meets decision-making needs of users [31–33]. To ensure that stored data meets the
information needs of users, IQ proponents advocate involving them in the design from
the earliest stages of the IQ program.

Central to participatory design is the notion of a representative user. It is impractical
to engage every single person in an organization who might come in contact with the IS
and impossible to involve every possible future user. Instead, participatory design relies
extensively on the idea of a single or multiple users who “represent” other similar users.
Several conceptualizations of a representative user have been proposed. One approach
is to seek an “average” user – a user who’s attributes best represent the average attributes
(e.g., personality, domain expertise) of the group [6, 12]. This approach can be extended
through stratified sampling where instead of a single user, multiple users each repre‐
senting relevant subgroup are invited. In practice, “politically representative users” [6]
are common wherein users are delegates of established organizational units (e.g., trade
unions, functional units, team leaders, managers) [9, 11, 34].
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Prior research has identified the challenges of establishing representative users. One
area of interest has been projects that involve large groups of people. For example, an
enterprise-wide resource planning system might affect every single employee within an
organization. In dealing with such cases researchers generally recommend narrowing
down the users to the most important ones [35] or even creating an in-depth artificial
user profile (“persona”) that does not represent any single user, but helps developers in
considering the impact of design choices on real people [36].

In addition to the challenge in defining representative users, economic and political
forces beyond the control of designers might interfere with user selection [35]. For
example, in a case reported by Wilson et al. [5], designers following clients’ recom‐
mendations neglected to include part-time workers and senior managers, resulting in
their resistance to the built IS. Iivari and Iivari [12] designate a special category of
representation – “political” – to cases when representatives are selected based on existing
power structures.

The assumption of a representative user has been questioned in design for individual
users (e.g., managers, power users) and people with physical or cognitive impairments
[37, 38]. Catering solutions to specific individuals rather than groups of people appears to
be more suitable for managerial support systems or executive IS. Similarly, McGrenere
et al. [38] warns that “cognitive deficits are highly variable (even within an individual)
challenging the notion of a typical or representative user’ (p. 1637). As a result, the authors
call for a “universe of one” approach to design.

As full user participation in design is often unrealistic, Iivari and Iivari [12] suggest
that in practice it is more realistic to talk about user involvement, when users are
somehow involved in the design process (e.g., being interviewed, consulted, observed).
In this sense, user participation becomes a special case of broader user involvement –
a desirable, but more challenging and less common practice [7, 12].2

Finally, instead of involving real users, developers could bring user surrogates –
usability specialists, psychologists, or testers from the general or some target population
[12]. Naturally, the concern is the extent to which surrogate users approximate the real
ones and the basis on which developers decide how to select these kind of users.

Notwithstanding the challenges, direct user engagement appears to be particularly
well-suited for development in organizational settings with existing hierarchies, norms
and legal structures [34]. In these settings developers commonly turn to managers who
then choose employees as delegates. Existing and stable mechanisms for resolving
organizational conflicts are frequently employed for detecting and reconciling differ‐
ences in perspectives to provide relatively uniform requirements to the design team.
While research traditions diverge in the way conflict within organizations is concep‐
tualized (e.g., some treating conflict as tractable, while others maintaining a “conflict
view of organizations” in which conflicts were unavoidable [39]), mainstream devel‐
opment methodologies and tools are fundamentally premised on the assumption that the
differences in user views can be eventually resolved (at least for the purposes of IS

2 Note, Barki and Hartwick [93] proposed a different conceptual distinction between user partic‐
ipation (i.e., activities in which users are engaged) and user involvement (i.e., psychological
reactions of users to participation).
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development). For example, prevailing requirements elicitation techniques and concep‐
tual modeling grammars (e.g., UML and Entity-Relationship Diagrams) accept the
concept of a “global schema” – a representation of a consensus domain view that often
does not match views of individual users [40].

After requirements have been articulated and consensus reached, users not directly
involved in the development process are typically trained in the new system to ensure
a shared understanding of both the design features and domain assumptions these
features were based on. Training often precedes deployment to take advantage of feed‐
back to catch any important requirements missed during requirements elicitation. Once
the system is built, enterprise-wide training could be administrated to educate users in
the features and functionality of the system and propagate the agreed-on view of organ‐
izational reality [41]. In addition to training, common education and shared social norms
further promoted common perspectives among employees.

The assumptions about IS development and the role of users in as participants of the
development process are increasingly challenged by the emergence of new technological
environments. In the next section, we focus on the challenges of participatory design in
the context of UGC.

3 Motivation: The Rise of User-Generated Content

The recent proliferation of content-producing technologies, such as social media
[42–45] and crowdsourcing [42, 46, 47], has led to the explosion of user-generated
content [48–51]. Typical UGC takes form of comments, classification labels, wikis,
product reviews, videos, and maps [52, 53].

UGC is growing at an unprecedented rate, resulting in an overall larger amount of
UGC than information produced within organizations [54]. UGC dominates the Internet:
six of the ten most popular websites (e.g., Facebook, Twitter, Wikipedia) produce large
quantities of UGC [17]. The scale of human engagement with content-producing tech‐
nologies is staggering: for example, a Pew Institute survey reported half of US adults
using social networking websites.3

Of particular interest to organizations is structured UGC (relative to less-structured
forums, blogs, or tweets). Structured user-generated information has the advantage of
consistency and amenability to analysis and aggregation. It can also be integrated into
internal information systems, connecting internal processes with real-time input from
distributed human sensors.

Organizations are increasingly looking to integrate UGC into internal decision
making and operations. Companies nurture UGC by creating digital platforms for user
participation [50, 55, 56] to monitor what potential customers are saying, better under‐
stand customer reactions to products and services, and use consumer feedback to design
better products [57, 58]. Governments provide online outlets for citizens to participate in
the political process, report civic issues, or help with emergency management [59–61].

3 http://www.pewglobal.org/2011/12/20/global-digital-communication-texting-social-
networking-popular-worldwide/.
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The growing demand from organizations and individuals for information stimulates
“data as a service” (when data is made available on-demand, see e.g., [62]) based on
UGC. For example, CitySourced.com (www.citysourced.com) is an online community
where residents report crime, graffiti, potholes, broken street lights and other civic issues.
Municipalities subscribe to the dataset generated by CitySourced to improve services at
affordable costs. Similarly, Ushahidi.com enlists crowds for mapping of crises and
disasters to make the resulting data (coupled with analysis and visualization tools)
available to emergency response organizations, journalists, and people affected by the
disasters.

The application of UGC to complement or sometimes replace traditional information
collection is on the rise in e-commerce [63], navigation and mapping systems [64–66],
health care [67] and politics [68].

There is a growing market of crowdworkers. For example, Amazon’s Mechanical
Turk, CrowdFlower.com, and Clickworker.com maintain pools of crowdworkers that
companies hire on-demand to perform problem-solving tasks. There is also a prolifer‐
ation of tools for automatic generation of data collection forms that can be easily config‐
ured and rapidly launched. For example, EpiCollect.net provides a free point-and-click
toolkit for generation of data collection interfaces on mobile platforms. People with little
technical expertise can easily design their own UGC projects and rapidly deploy them
online. EpiCollect clients use the service to catalogue archaeological sites, monitor
animal and plant distributions and map local neighborhoods.4

One important application of UGC is in scientific research. Scientists actively seek
contributions from ordinary people and build for this purpose novel information systems –
citizen science IS. Citizen scientists participate in a diverse range of online projects, such
as folding proteins, finding interstellar dust, classifying galaxies, deciphering ancient
scripts, identifying species, and mapping the planet [66, 69, 70]. Citizen science promises
to reduce research costs and has led to significant discoveries [71]. In the biology domain
alone, it is estimated that up to 2.28 million people are engaged in major citizen science
projects contributing up to $2.5 billion of in-kind value [72]. GalaxyZoo (www.
galaxyzoo.org), eBird (www.ebird.org), and FoldIt (www.fold.it) are examples of major
citizen science projects with millions of data points created by ordinary people.

Despite significant social and economic potential, building IS that harness UGC
creates novel challenges to effective engagement of potential data contributors (e.g.,
citizen scientists) in software development. In the next section, we contrast UGC with
traditional organizational development and raise the question of the role of participatory
design in UGC settings.

4 Challenges of Participative Design in UGC Settings

In contrast to traditional organizational environments, developing systems that harness
UGC presents unique challenges. To better understand these challenges, we focus on a
prominent type of UGC - online citizen science. Below, we outline key characteristics

4 See: http://www.isgtw.org/feature/collecting-data-gets-easier-epicollect.
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of citizen science (broadly applicable to other types of UGC) that we argue produce
significant challenges to traditional participatory design process.

Open Participation. Software development within organizational settings commonly
relies on the availability of employees, whose identity and organizational role is gener‐
ally transparent to developers. In contrast, a major feature of online citizen science is
open, democratic and largely anonymous participation. Wiggins and Crowston note that
citizen science is fundamentally voluntary with the concept of “open participation …
nearly universal” across projects [43]. “[E]veryone is welcome to join” is a common
slogan of these projects [73]. Participation in UGC projects is often anonymous – to
remove entry barriers of having to register or comply with anonymity clauses of research
protocols [74]. Open and anonymous participation is common to other types of UGC
platforms such as wikis (e.g., Wikipedia allows anonymous editing of certain articles),
social media (where a user may create a fictitious profile), many forums and blogs.
Compared to a traditional corporate scenario, anonymous UGC settings provide little
ability to determine who the potential users are and how to select representative delegates
among them.

Unreliability of Users as Domain Knowledge Providers. Developers in traditional
corporate settings typically turn to users for system requirements and domain knowl‐
edge. While citizen science IS are developed primarily to serve the needs of scientists
(the subject matter experts), the contributors (i.e., citizen scientists) are ordinary people,
often lacking subject matter expertise [75]. Whereas some projects may limit who can
participate (e.g., by requiring a certain skill level or training, see for example, [76]),
many projects have few or no participation constraints. Indeed, it is in the very nature
of citizen science to draw on the members of the general public – some with very rudi‐
mentary knowledge and skills. Still, drawing on such users might be the only source of
certain knowledge by the virtue of mere proximity of the millions of non-expert
observers to events of interest (e.g., volcano eruptions, meteors, hurricanes, or bird
migrations). As a result, some requirements and domain knowledge may originate from
knowledgeable system owners or sponsors, but the actual data are provided by domain
non-experts. While modelers are accustomed to relying on users for domain expertise,
a dilemma of UGC is that a given participant might be a valuable data contributor, but
at the same time an unreliable source of domain expertise.

Lack of Unified Domain View Among Project Sponsors. Traditional development
commonly implements design features based on a certain centralized or unified organ‐
izational domain view. In contrast, in citizen science IS, project sponsors may explicitly
recognize the lack of a single correct perspective. Disagreements among experts are
common on ways to conceptualize domain phenomena. A study on OpenStreetMap
(www.openstreetmap.org) – a global mapping initiative – reports a relatively small
(Kappa = 0.21) agreement on classifications of spaces as either park, grass, garden or
meadow among domain experts [77]. In these contexts, project owners may become
open to divergent thinking of the non-expert users and willing to consider different
domain views even those contradictory to their own [69, 71]. As project sponsors may
refuse to endorse a single domain view, developers may no longer be able to rely on a
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single authority for a unified domain perspective or firm directions on whom to involve
in participative design process.

Lack of Unified Domain View Among Users. In addition to project sponsors, users of
UGC projects often have diverse backgrounds and hold different views. Psychology
research demonstrates that the way people conceptualize phenomena (e.g., classify
objects in a domain) is a function of prior experience, domain expertise, and context
[78–81] – factors that likely to vary dramatically in open settings of UGC production.
Recent studies provide empirical evidence for the diversity of user perspectives in UGC.
Lukyanenko et al. [82] show that the views of regular contributors (e.g., citizen scien‐
tists) differ from those of experts (e.g., scientists), affecting accuracy of contributions
when they are guided by the conceptualizations of experts (i.e., data collection and
interface design choices selected by experts). Several studies provide statistical evidence
of the differences among non-experts in classification of ordinary spatial objects, such
as parks or gardens [77], and attributes of common living organisms, such as birds or
animals [83]. The extreme diversity of user perspectives makes it difficult to select
representatives of each view.

Unknown Scope of Domains of Interest. The ability to involve representative uses in
traditional participatory design presupposes that the domain boundaries are well-
established. As mentioned earlier, UGC often tackles issues that are poorly-understood
by leading domain experts. Even in relatively well-understood domains (e.g., local
natural history), the scope of projects can be extensive and very complex. For example,
iSpot.org.uk collected sightings of all natural history in Great Britain. Similarly, Galax‐
yZoo images contain a variety of cosmic objects, some unknown to scientists themselves
[71]. A Canadian project, NL Nature (www.NLnature.com) interprets its interest in
“local natural history” as including “any sighting of plants, animals, and other things
(e.g., interesting rocks, landmarks).”5 Such unbounded application domains call into
question the feasibility of having a representative sample of users from each conceptual
unit of the domain.

Value of an Individual Perspective. Traditional development assumes that users occu‐
pying a particular role will be similar to other users in the same role, making it reasonable
to assume come common view rather than having to elicit and specify individual ones.
In contrast, in many UGC projects, representing individual perspective might be more
desirable where the value of a unique individual view might trump a consensus one. The
phenomena about which users supply data may be available only to the original contrib‐
utor. For example, in projects that map biodiversity, the objects of interest (e.g., birds,
animals) may be fleeting with an extremely short exposure time. Additionally, individual
perspective is valuable for capturing traditional (e.g., aboriginal) or unique local knowl‐
edge. In such cases, it is extremely difficult to exploit redundancy by assuming similarity
among people – an assumption on which the notion of a representative user is founded.

5 http://nlnature.com/Endangered-Species-Biodiversity/About-NL-Nature-2.aspx.
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To understand the implications of not engaging users when developing UGC-based
IS, consider a simple example. A person (non-expert in biology) hiking in the wilderness
observes a peculiar bird and wishes to contribute a sighting by logging the observation
in a citizen science project. In the view of the user, the best description of the observed
instance is large white bird covered in oil. This reflects the level of classification the
non-expert is able to provide (bird) and relays important attributes that might aid in
identification at a more specific level (large and white), as well as an attribute suggesting
exposure of the animal to anthropogenic disturbance. The data entry interface of the
project, however, (e.g., eBird.org) may assume that the species observed is known and
might require classification at this specific level. The interface may also ignore any
attributes of the instance that were not anticipated in advance. In this case, a contributor
may choose to guess the species (and be possibly incorrect) or abandon data entry. Even
in the case of a correct guess, the potentially valuable attribute covered in oil will be lost
(or, if, entered as a text comment, escape structured storage and potentially go unnoticed
in analysis). Naturally, one can conjecture that facing incongruent choices, the partici‐
pant may develop negative attitudes towards the IS and possibly the organization that
sponsored it. Indeed, the user might feel inadequate and even avoid participating in
citizen science projects in the future.

Recent empirical evidence from a series of laboratory, field experiments and case
studies corroborate the example scenario above. The results from these studies suggest
that conducting IS development without fully considering diverse user views can lead
to lower accuracy of stored information, loss of unanticipated information and lower
user engagement [74, 82]. Users whose situational or individual perspectives are not
sufficiently represented in the IS may find it difficult or impossible to contribute infor‐
mation and will generally participate less in the project.

The example above and recent empirical work in this area illustrates the importance
of engaging users in participatory design. Subjectively, had designers engaged the same
person in requirements elicitation and built IS based in these requirements, the user
would have been able to successfully record the sightings of a large white bird covered
in oil. Clearly, however, this does not appear plausible both because in open UGC
settings, developers would not know who would participate and, even if (theoretically)
all participants are identified, the vast and uncertain nature of UGC domains (in this case
the observed oiled bird), would have precluded developers from discovering exact user
conceptualizations of each relevant domain object. This example illustrates some of the
challenges inherent in UGC. As no established principles for effective user engagement
in UGC development exist, there is an open and exciting research opportunity that lies
ahead. To guide future research in this direction, in the next section, we suggest specific
questions related to participatory design of UGC-based IS we hope can be investigated
in future

5 Research Direction: Participatory Design of UGC IS

Opening organizations to UGC creates an effective and inexpensive means of data
collection. In contrast to more traditional settings where users are known in advance and
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can be effectively engaged in development (at least in principle), there does not appear
to exist a well-developed approach to engaging anonymous and diverse audiences in
development of systems that intend to collect UGC for organizational uses. It is unre‐
alistic to know every single participant, every object of observation, every way an
observer might conceptualize these objects and what interface options would work best.
Nonetheless, failing to consider user views when making design choices threatens the
success of UGC projects [82]. There does not appear to be a generally-accepted approach
to participative design in these settings. Based on the challenges to participatory design
in UGC discussed above, we propose several key questions that we hope future studies
will begin to address.

Research Challenge 1: Establishing Benefits of Participatory Design for UGC-
Based IS Development. Investigations of IS development in corporate settings uncov‐
ered many advantages of participatory design, including elicitation of deep domain
knowledge, fostering a sense of empowerment and involvement, promotion of democ‐
racy, and establishment of relationships between users and developers [1, 3, 4]. While,
intuitively, at least some of these continue to be germane to the UGC context, the ques‐
tion arises: what are the core benefits of direct user engagement in UGC-focused devel‐
opment? Even involving a fraction of potential users stands to increase the development
team’s domain knowledge, but the role of users as domain knowledge providers is
diminished in UGC settings. Similarly, users involved in design can no longer be
expected to return to their organizational units and disseminate the information and
sentiments about the new system. This raises the question: how can the sense of involve‐
ment experienced by a fraction of UGC contributors engaged in development be disse‐
minated across a larger community in the absence of direct user-to-user contact?

At the same time, research may uncover novel advantages of participative design.
When developing NLNature.com, for example, users involved in design contributed to
the overall understanding of the biology domain and helped to co-develop those aspects
of the interface that were deemed invariant to different domain views [74]. One specific
question that arises from this case is: what phases of design and which design objects
stand to benefit the most from user input in UGC settings? A related question is: how
can developers elicit this input more effectively given the anonymous and voluntary
nature of user participation?

Research Challenge 2: Adapting the Notion of ‘Representative User’ to UGC-Based
IS Development. While the “representative user” concept has been central to participa‐
tory design, directly transferring this notion to UGC appears problematic. Through UGC
projects, organizations may engage global audiences, appeal to members of the general
public with no age or expertise restrictions, and explicitly seek out unique and divergent
perspectives within crowds. By the logic of good participatory design, some projects may
need to bring in every single potential user or find ways to partition the vast and diverse
user space into conceptual units from which to draw representative users.

One approach for defining a representative user in UGC might extend the artificial
“persona” profile advocated by Cooper [36]. As suggested by Cooper [36], designers
can construct an artificial model of a user, but a persona in UGC settings may focus on
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those aspects of human profile that are invariant across people in the context of the
system being built. This profile can consider relevant properties of the environment,
target IS, and people. Simon [84] contends “in large part human goal-driven behavior
simply reflects the shape of the environment in which it takes place” (p. 62). Clearly,
this kind of persona will not offer comprehensive design guidance, but may be useful in
conjunction with other sampling methods. Similarly, the notion of a surrogate user [12]
can be applicable as well, provided that developers clearly establish which design
features can be developed based on surrogate input. Future research should tackle the
issue of suitability of the notion of a representative user in UGC and if found applicable,
develop theoretical and practical guidelines for user sampling.

Research Challenge 3: Exploring Alternative Methods of IS Analysis and Design.
Research should attempt to resolve what appears to be a participative design paradox in
UGC settings. Lukyanenko and Parsons [83, 85] argue that, due to the dramatic extent of
the differences in user views, existing requirements elicitation techniques, conceptual
modeling, database and interface design methods are no longer adequate when developing
a UGC-based IS. This creates a paradox in which the fundamentally participatory nature
of UGC creates barriers to development using methods premised on intensive user-
designer interactions. A potential solution to this dilemma might come from research on
innovative approaches to IS design. As participatory design is widely recognized as key
contributor to successful systems analysis, researchers should continue investigating alter‐
native methods for requirements elicitation, conceptual modeling and database design in
UGC and similar contexts. One approach is to reduce the extent and depth of specifica‐
tions by focusing on basic conceptual structures – work that has been on-going in the
context of agile development, but can also be motivated by UGC challenges [86]. Another
promising approach is putting the onus of design on users by allowing them to dynami‐
cally change IS structures and components [87, 88]. This resonates with a pre-UGC
endorsement of flexible design by Bodker [8]:

where much design is a matter of local adaptation of standard technology, a … fundamental
question is: how may we “globally” support local [participatory design]…? First of all, flexible,
tailorable, standard technology is a necessity.

Prior research has amassed an impressive body of descriptive and prescriptive
knowledge on adaptive, tailorable, personalized, flexible technology. Yet, most of this
work did not explicitly assume UGC settings and thus it is unclear how much of it is
immediately applicable to UGC and how much requires adaptation. Another direction
is determining features that should be flexible (or tailorable), and those that remain fixed,
with corresponding issues of user involvement in generation of these features.

The research challenges above should motivate increased research aimed at estab‐
lishing a clear understanding of when traditional and nascent techniques can and should
be used in UGC contexts and when they are inadequate and thus should be avoided. This
paper is the first attempt at expounding possible pitfalls of developing UGC projects
from a user-centered perspective. With this work we hope to catalyze future studies to
build on the long tradition of participatory design by extending its concerns to an
increasingly important class of externally-focused information systems.
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