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Preface

Residual Stress, Thermomechanics & Infrared Imaging, Hybrid Techniques and Inverse Problems represents one of nine

volumes of technical papers presented at the 2015 SEM Annual Conference & Exposition on Experimental and Applied

Mechanics organized by the Society for Experimental Mechanics and held in Costa Mesa, CA, June 8–11, 2015.

The complete Proceedings also include volumes on: Dynamic Behavior of Materials; Challenges in Mechanics of
TimeDependent Materials; Advancement of Optical Methods in Experimental Mechanics; Experimental and Applied
Mechanics; MEMS and Nanotechnology; Mechanics of Biological Systems and Materials; Mechanics of Composite &
Multifunctional Materials; and Fracture, Fatigue, Failure and Damage Evolution.

Each collection presents early findings from experimental and computational investigations on an important area within

Experimental Mechanics, Residual Stress, Thermomechanics and Infrared Imaging, Hybrid Techniques and Inverse

Problems being three of these areas.

Residual stresses have a great deal of importance in engineering systems and design. The hidden character of residual

stresses often causes them to be underrated or overlooked. However, they profoundly influence structural design and

substantially affect strength, fatigue life and dimensional stability. Since residual stresses are induced during almost all

materials processing procedures, for example, welding/joining, casting, thermal conditioning and forming, they must be

taken seriously and included in practical applications.

In recent years, the applications of infrared imaging techniques to the mechanics of materials and structures have grown

considerably. The expansion is marked by the increased spatial and temporal resolution of the infrared detectors, faster

processing times and much greater temperature resolution. The improved sensitivity and more reliable temperature

calibrations of the devices have meant that more accurate data can be obtained than were previously available.

Advances in inverse identification have been coupled with optical methods that provide surface deformation

measurements and volumetric measurements of materials. In particular, inverse methodology was developed to more

fully use the dense spatial data provided by optical methods to identify mechanical constitutive parameters of materials.

Since its beginnings during the 1980s, creativity in inverse methods has led to applications in a wide range of materials, with

many different constitutive relationships, across material heterogeneous interfaces. Complex test fixtures have been

implemented to produce the necessary strain fields for identification. Force reconstruction has been developed for high

strain rate testing. As developments in optical methods improve for both very large and very small length scales, applications

of inverse identification have expanded to include geological and atomistic events.

Helsinki, Finland Sven Bossuyt

Vancouver, British Columbia, Canada Gary Schajer

Torino, Italy Alberto Carpinteri
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Christophe Tilmant, and Frédéric Chausse

37 Contour Method Residual Stress Measurement Uncertainty in a Quenched

Aluminum Bar and a Stainless Steel Welded Plate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 303

Mitchell D. Olson, Adrian T. DeWald, Michael B. Prime, and Michael R. Hill

38 On the Separation of Complete Triaxial Strain/Stress Profiles from Diffraction Experiments . . . . . . . 313

H. Wern and E. J€ackel

39 Residual Stress Mapping with Multiple Slitting Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 319

Mitchell D. Olson, Michael R. Hill, Jeremy S. Robinson, Adrian T. DeWald, and Victor Sloan

40 A Novel Approach for Biaxial Residual Stress Mapping Using the Contour

and Slitting Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 331

Mitchell D. Olson and Michael R. Hill

41 Measurement of Residual Stresses in B4C-SiC-Si Ceramics Using Raman Spectroscopy . . . . . . . . . . . . 341

Phillip Jannotti and Ghatu Subhash

42 Hole Drilling Determination of Residual Stresses Varying Along a Surface . . . . . . . . . . . . . . . . . . . . . 347

Alberto Makino and Drew Nelson

43 Sensitivity Analysis of i-DIC Approach for Residual Stress Measurement

in Orthotropic Materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 355

Antonio Baldi

44 Stress Measurement Repeatability in ESPI Hole-Drilling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 363

Theo Rickert

45 Some Aspects of the Application of the Hole Drilling Method on Plastic Materials . . . . . . . . . . . . . . . . 371

Arnaud Magnier, Andreas Nau, and Berthold Scholtes

Contents ix



Chapter 1

Reconstruction of Spatially Varying Random Material
Properties by Self-Optimizing Inverse Method

Joshua M. Weaver and Gunjin J. Yun

Abstract In this paper, a new methodology for reconstructing spatially varying random material properties is presented by

combining stochastic finite element (SFE) models with Self-Optimizing Inverse Method (Self-OPTIM). The Self-OPTIM

can identify model parameters based on partial boundary force and displacement data from experimental tests. Statistical

information (i.e. spatial mean, variance, correlation length and Gaussian normal random variables) of spatially varying

random fields (RFs) are parameterized by Karhunen-Loève (KL) expansion method and integrated into SFE models.

In addition, a new software framework is also presented that can simultaneously utilize any number of remote computers

in a network domain for the Self-OPTIM simulation. This can result in a significant decrease of computational times

required for the optimization task. Two important issues in the inverse reconstruction problem are addressed in this paper:

(1) effects of the number of internal measurements and (2) non-uniform reaction forces along the boundary on the

reconstruction accuracy. The proposed method is partially proven to offer new capabilities of reconstructing spatially

inhomogeneous material properties and estimating their statistical parameters from incomplete experimental measurements.

Keywords Inverse analysis • Inverse reconstruction • Self-optimizing inverse method • Parameter estimation • Parallel

computations

1.1 Introduction

Understanding and characterizing behavior of the materials we use is one of the fundamental aspects of engineering design.

Constitutive models are often used to predict the response of such materials under various loadings. Theses constitutive

models can contain various parameters that are used to approximate their mechanical response of materials. With increasing

complexity of the constitutive models, it becomes very difficult to determine all material parameters with one simple

experimental test. This causes the parameter identification procedure to become costly and time comprehensive. The

parameter identification of material constitutive models has been studied by many researchers within the same inverse

problem setting: naming a few representative researches, Mahnken, et al. [1–5], Saleeb, et al. [6–9], Geriach et al. [10, 11],

Akerstrom et al. [12] and Castello, et al. [13]. Various methods for parameter estimation of the constitutive models have

been researched including the finite element model updating method (FEMU) [14], the constitutive equation gap method

(CEGM) [15, 16], the virtual fields method (VFM) [17, 18], the equilibrium gap method (EGM) [19] and the reciprocity gap

method (RGM) [20]. All of these methods require full-field measurements of displacements. Recently, Yun et al. developed

Self-Optimizing Inverse Method called Self-OPTIM [21]. The Self-OPTIM was used to identify the constitutive material

parameters of an elasto-plasticity model based upon one experimental material test [22]. The Self-OPTIM is suitable for

parameter estimations using a large-scale finite element model under general loading conditions since its algorithm is

designed to minimize errors of full-field and inhomogeneous stresses and strains computed from two parallel finite element

simulations subjected to experimentally measured boundary force and displacement data, respectively, rather than a least

squares functional between experimental response (e.g. displacements) along limited boundaries and corresponding model-

based predictions. For example, a comparison with a least-square functional between experimental and FE-simulated

displacements showed that Self-OPTIM can offer better convexity of the optimization problem [23]. A group of German

mathematicians provided a strong mathematical basis proving the existence of a global minimum of the Self-OPTIM’s

objective function for the case of linear non-homogeneous and non-isotropic elasticity in the stationary case [24].

Self-OPTIM was also successfully applied to identification of damping of highway bridge embankments from real

earthquake acceleration response [23].

J.M. Weaver • G.J. Yun (*)
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Many times a material is modeled as a homogenous material across the entirety of the model. However, in reality this is

not the case. Uncertainties in raw materials, geometric heterogeneity of constituents in composite materials, manufacturing

process, long-term operation under uncertain environmental and loading conditions cause a non-uniform distribution of

material properties. Therefore, reconstruction of heterogeneous material properties is important for condition assessments.

Several approaches used for parameter estimation have been applied for damage identification problems. The EGM method

was used for identifying heterogeneous map of elastic moduli [19]. Heterogeneous elasto-plastic properties could be

identified based on full-field measurements by the CEGM method [25]. Generally, distributions of damage over the

structures are inhomogeneous and the number of parameters thus increases in proportional to the size of the finite element

model. Therefore, compared to parameter estimation problems for constitutive models, updating a set of damage parameters

defined at a large number of degrees of freedom and/or elements yields a much more challenging inverse problem. To reduce

the number of updating parameters, the concept of damage function like finite element shape functions were used in dynamic

modal based FE modeling [26–28]. However, in their studies, spatial correlation between identified local properties could

not be taken into account. Recently, Adhikari and Friswell applied Karhunen-Loève expansion (KLE) method to modal-

based model updating for identifying distributed properties (i.e. mass and stiffness) of beam structures [29]. In their study,

statistical properties (i.e. spatial mean, variance and correlation length) are assumed to be a priori known properties. The

KLE method have also been applied to model updating for identifying distributions and statistical parameters of spatially

correlated random variables in 2D and 3D complex structures [30–32] whereby stochastic finite element with spatial varying

material properties was integrated with Self-OPTIM [30]. In spite of these efforts, stochastic inverse material parameter

characterization and/or damage detection still requires identifying a large number of updating parameters from incomplete

measurements. Global optimization methods (e.g. evolutionary algorithms) are considered suitable for the large number of

unknown parameters. However, they usually entail a large number of runs of finite element analyses.

This paper present a new methodology for reconstructing spatially varying random material properties by combining

stochastic finite element (SFE) models with Self-Optimizing Inverse Method (Self-OPTIM) and a new software framework

that can simultaneously utilize any number of remote computers in a network domain for the Self-OPTIM simulation. This

software framework offers efficiency of optimization as well as the ability for Self-OPTIM to easily interact with finite

element analysis program. Because the optimization of complex models can be time comprehensive, a parallelization

method will be created and used to dramatically reduce the time required for optimization. Two important issues in the

inverse reconstruction problem are addressed in this paper: (1) effects of the number of internal measurements and (2) non-

uniform reaction forces along the boundary on the reconstruction accuracy. The proposed method is partially proven to offer

new capabilities of reconstructing spatially inhomogeneous material properties and estimating their statistical parameters

from incomplete experimental measurements.

1.2 Random Field Modeling and Self-OPTIM Methodology

In this paper, Self-OPTIM was integrated with stochastic finite element models for the purpose of characterizing the random

distribution of material properties. For this method, the Karhunen-Loève expansion (KLE) method was used to discretize

the spatially varying random fields. This method produces two dimensional (2D) random fields with non-zero mean values.

The 2D random field is broken down into deterministic and stochastic parts as follows:

E x, θð Þ ¼ E xð Þ þ
XM
i¼1

ffiffiffiffi
λi

p
φi xð Þξi θð Þ ð1:1Þ

where M is the truncation number of KLE terms; x is the position vector over the domain; θ is the primitive randomness;

Ē is the mean value of the random variable; λi and φi are the eigenvalue and eigenfunction of an assumed covariance

kernel (e.g. an exponential covariance kernel); and ξi is the statistically uncorrelated normal variable. Assuming that the

random field is second-order homogeneous, Ē(x) is constant and therefore can be simplified as the mean value Ē.
The Galerkin finite element approach is used to approximate the covariance kernel by the eigensolutions by discretizing

the problem domain. Details on its formulation can be referred to [33]. This paper used the exponential covariance kernel

expressed as

2 J.M. Weaver and G.J. Yun



Ci x1; x2ð Þ ¼ σ2i exp � x1 � x2j j
lx

� y1 � y2j j
ly

� �
ð1:2Þ

where lx and ly are the correlation length parameters in x and y directions, respectively; and σi
2 is the variance. Stochastic

finite element models with spatial variations of material parameters are used in Self-OPTIM analysis. In Self-OPTIM,

x= E, lx, ly, σ2, < ξi>i

�
=1, ::,k�will be a set of unknown statistical parameters to be identified. Self-OPTIM runs two parallel

finite element simulations under experimentally measured boundary forces and displacements, respectively. The variation of

the full-field stress and strain values between the two simulations exhibit errors in the material parameters and are used in the

objective function to determine the correct material parameters of the constitutive model. The problem in Self-OPTIM is a

nonlinear unconstrained optimization problem as follows

Minimize Π xð Þ ¼
Xn
i¼1

RMSE ε
i F;Dð Þ þMAE ε

i F;Dð Þ
R ε
i 2 F;Dð Þ þ 1

þ
Xn
i¼1

RMSE σ
i F;Dð Þ þMAE σ

i F;Dð Þ
R σ
i 2 F;Dð Þ þ 1

ð1:3Þ

where R A;Bð Þ ¼
X

n
An � A
� �

Bn � B
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
n
An � A
� �2� 	 X

n
Bn � B
� �2� 	r ð1:4Þ

RMSE A;Bð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

n
An � Bnð Þ2
n

s
ð1:5Þ

MAE A;Bð Þ ¼
X

n
An � Bnj j
n

ð1:6Þ

The unconstrained nonlinear optimization problem of Self-OPTIM uses the implicit objective function in (1.3), which

utilizes the stress and strain values obtained from finite element simulations of the two models; force driven and

displacement driven analyses. The root mean square error (RMSE), mean absolute error (MAE) and correlation (R) between

the stress and strains of the two models make up the objective function and are calculated as by (1.4–1.6). The stress and

strains of the two models must be normalized before the statistical measures are calculated for the objective function. This

allows the strain values to become equally valuable in the determination of the objective function. Normalization is done by

determining the maximum and minimum values of the force and displacement based simulations for each component of

stress and strain and then applying (1.7) to each component using those maximum and minimum values. This is done for

each simulation of the force and displacement based models. Equation (1.7) also allows the normalization process to identify

the high stress regions; whether they are positive or negative. The low stress regions can then be removed from the objective

function calculation by using a cutoff value. For example, if a cutoff value of 0.2 is used, any stress value less than twenty

percent of the maximum stress is removed from the calculation of the objective function.

σij ¼
σij


 



max σij max



 

, σij min



 

� � ð1:7Þ

In addition to (1.3), Self-OPTIM has the ability to incorporate displacements at internal degrees of freedom from sources

such as Digital Image Correlation (DIC) in the objective function as expressed in (1.8). The additional objective

functional is the statistical measure between the displacement of the force driven finite element simulation and the

internal displacements from the experimental tests. This provides Self-OPTIM with the ability to optimize the material

parameters more accurately.

1 Reconstruction of Spatially Varying Random Material Properties. . . 3



Minimize ΠDIC xð Þ ¼
Xn
i¼1

RMSE ε
i F;Dð Þ þMAE ε

i F;Dð Þ
R ε
i 2 F;Dð Þ þ 1

þ
Xn
i¼1

RMSE σ
i F;Dð Þ þMAE σ

i F;Dð Þ
R σ
i 2 F;Dð Þ þ 1

þ
Xn
i¼1

RMSEU
i F;DICð Þ þMAEU

i F,DICð Þ
RU
i 2 F;DICð Þ þ 1

ð1:8Þ

In this paper, firefly algorithm is used to identify unknown parameters [34].

1.3 Development of Self-OPTIM Software Framework

The Self-OPTIM framework was created in the C# programming language and utilizes various components of the .NET

framework to expedite the optimization process. The use of multiple threads and the ability to create asynchronous

TCP/IP sockets to connect to remote clients prove invaluable to the optimization speed of Self-OPTIM. Another benefit

to using the C# programming language is the ability to create a graphical user interface (GUI) which allows the user to

effectively create any optimization run in a time efficient manner.

The development of the Self-OPTIM framework was made in such a way that additional modules could easily be created to

implement the Self-OPTIM procedure. Any module that implements the abstract base class of the Self-OPTIM framework

shown in Fig. 1.1 can be used in the optimization process. For example, the primary FEA tool utilized by the Self-OPTIM

framework at this time is ABAQUS. However, other third party FEA tools could also be implemented if desired. For this

implementation several sub-modules have been created that utilize ABAQUS. The two primary ones are the Standard module,

which utilize the input file, and the UMATmodule, which uses a Fortran file for user definedmaterials. The finalmodule that we

will use in this paper is the Stochastic module which is a derivative of the UMAT module. The diagram in Fig. 1.1 shows the

modules utilized in Self-OPTIM and provides an idea of how additional modules can be created. Note that a module needs to

implement the abstract methods identified in the abstract Self-OPTIM class in order for it to be used in the framework.

1.3.1 Parallelization of Self-OPTIM Simulations

Depending upon the scale of the model, a single analysis in ABAQUS can be quite demanding on a computer’s resources and

can be time comprehensive. Since each firefly has a unique solution, every firefly must be analyzed using ABAQUS. The

total number of times of ABAQUS analyses on the model is Nr=2� NF � NIter where NF and NIter indicate the number of

Fig. 1.1 Self-OPTIM module diagram
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fireflies and iterations set by the user. As a result of the number of runs that need to be implemented, the total time required to

run an optimization using Self-OPTIM can be very large. Therefore, the implementation of multiple computers to run

simulations was determined as a reasonable method to reduce the time requirements for optimization.

A single computer could be considered the server as illustrated in Fig. 1.1 Self-OPTIM Module Diagram Fig. 1.2.

Any additional computer that has Self-OPTIM installed on it can then connect to the server, establishing a connection that

can be used to send the fireflies out from the server and receive the objective function value back from the client; each firefly

contains a unique solution to the optimization problem. Any number of client computers can be connected to the server.

Also, the server itself can also act like a client and receive fireflies and send back results using an IP loopback. The fireflies

are sent asynchronously to the clients; meaning that as soon as a client is done with an analysis it will receive a new firefly to

analyze. Depending upon the performance of the individual computers, the time required to optimize the material parameters

can be reduced dramatically with additional computers.

1.3.2 Optimization Algorithm

The firefly algorithm is used by Self-OPTIM as the optimization algorithm to determine the constitutive material parameters.

The algorithm is based upon the characteristics of fireflies in the night sky. The light intensity of a flash of a specific firefly is

directly related to the objective function that is to be optimized. The fireflies in the solution domain move with some

randomness in the direction of the nearest firefly with a light intensity greater then itself. The fireflies will move around the

domain until a local or global minimum is acquired [34]. The number of fireflies dictates how many unique solutions will be

analyzed per iteration. The more fireflies that there are, the greater the possibility of determining the global optimum, or in

this case the correct material parameters. The number of iterations determines how many times each firefly will be analyzed.

The Alpha parameter dictates the randomness of the firefly’s movements. The value of Alpha must be between 0 and 1. Beta

is another value that determines the characteristics of the firefly’s movements. Lastly, the light absorption coefficient

Gamma characterizes the variation of the attractiveness of the fireflies through the sky. Essentially, this allows the light

intensity of a firefly to decrease relative to another firefly based upon the distance they are from one another. This parameter

is important in determining the speed at which the convergence of the optimization will take place. However, the faster the

optimization takes place, the less likely that the global optimum is the returned solution.

Fig. 1.2 Diagram of

server–client interaction
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1.4 Reconstruction of Random Fields by Self-OPTIM

1.4.1 Effects of the Number of DIC Measurements

To determine the effect of the number of DIC (Digital Image Correlation) points on the ability of Self-OPTIM to estimate the

random field of the material strength parameter, a series of tests with varying number of DIC points was conducted. An 8� 4

rectangular model was used with pinned restraints on the left edge of the model and the uniaxial loading applied on the right

edge. The synthetic model was created using a fixed displacement and a synthetic reference random field distribution with a

normalized median of 1, log normal variance of 0.05, and a correlation length of 5. The resulting forces were then used to

create the corresponding force driven model for Self-OPTIM. For this specific test, the forces were taken at the nodal points

and used to calculate a uniformly distributed load on the specimen. This will show that the Self-OPTIM can determine

distribution of random fields even when more realistic boundary conditions are used.

Using a series of DIC points ranging from 0 to 15, the effect of the ability of Self-OPTIM to obtain the correct random

distribution could be obtained. The 15 DIC points that were used in this test can be seen in Fig. 1.3a. For a specific test, the

DIC points used are equivalent to the number of points desired and all numbers below. For example, if 8 nodes are used in

the experiment then nodes 1–8 are used. Five KLE terms (ξi, i=1, ::, 5) were included as unknown parameters. Using a series

of DIC points ranging from 0 to 15, the effect of the ability of Self-OPTIM to obtain the correct random distribution could be

obtained. In order to measure the errors in each of the tests, the Self-OPTIM objective function, as shown in (1.3), was used

to calculate the errors between the simulated test and the identification model at each Gaussian point. In this way, the error in

the random field could be quantified. It can be seen from Fig. 1.3b that a minimum of two DIC points is sufficient in this test

for a semi-accurate result from Self-OPTIM. Using five or more DIC points resulted in the least amount of error between the

reference and identification simulations. An error of 0.0132 was obtained when 5 DIC points were used. This indicates that

Self-OPTIM can identify distributions of random fields from incomplete measurements.

1.4.2 Effect of Non-uniform Reaction Forces on Reconstruction of Random Fields

In case of reconstruction of spatially inhomogeneous random fields, it is difficult to measure inhomogeneous reaction forces

along the boundary. Simplification of non-uniform distribution of reaction forces to uniform distribution in the identification

model needs to be addressed for practical applications of Self-OPTIM. It is worth noting that there will be negative effects on

the identification results from uniform distribution of reaction forces with varying degrees of extent. However, negative

Fig. 1.3 (a) Location of DIC points and reference distribution of elastic modulus (b) changes of random field error ( = RMSE rid; rre f
� ��

þMAE rid; rre f
� ��= 1þ R rid; rre f

� �� �
vs. the number of DIC points
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effects of discrepancies between FE model boundary and real-life boundary can be reduced by avoiding extraction of stress

and strain fields away from the boundary.

In addition to the above results with a varying number of DIC points, an additional test with the non-uniform reaction

force obtained from the synthetic model and 15 DIC points was conducted. A plot of the uniform and non-uniform force

distributions along the right edge of the model can be seen in Fig. 1.4. The purpose of this test is to show that with the

synthetic force data a more accurate random field realization can be obtained even though convergence of the random field

has already been established at five DIC points per Fig. 1.3b. Also, this shows that the results in Fig. 1.3b are truly optimized

for real life situations.

The resulting random field distribution can be seen in Fig. 1.5c and when compared to the reference distribution in

Fig. 1.5a, it can be seen that the results are very accurate. The error produced between the test and reference random fields

was calculated to be 0.0000569, which is significantly lower than the error of 0.00962 obtained when a uniform force

distribution was used.

1.5 Conclusions

In this paper, a networked parallel software framework was presented for the purpose of characterizing and reconstructing

spatially varying random fields by Self-OPTIM methodology with incomplete measurements. The proposed software

framework has benefits of significantly reducing computational times by using remote client computers connected through

a local network. A global optimization algorithm called firefly algorithm was used. Spatially varying random fields were

modeled by Karhunen-Loève (KL) expansion method and used in the identification model within Self-OPTIM analysis.

Fig. 1.4 Uniform and non-

uniform force distribution

along right edge of specimen

Fig. 1.5 Effect of non-uniform reaction forces on reconstruction of elastic modulus by Self-OPTIM, (a) reference distribution, (b) reconstruction
of elastic modulus with 15 DIC points and uniform reaction forces, (c) with 15 DIC points and non-uniform reaction forces
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Using the proposed software framework, two critical aspects in the inverse reconstruction problems were addressed.

According to Self-OPTIM analysis results presented in this paper, the Self-OPTIM methodology could potentially recon-

struct inhomogeneous distributions of material properties with incomplete full-field measurements and partial boundary

force and displacement. It was shown that simplification of non-uniform distributions of the boundary forces can induce

errors in the reconstruction results. The proposed method is partially proven to offer new capabilities of reconstructing

spatially inhomogeneous material properties and estimating their statistical parameters from incomplete experimental

measurements.
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Chapter 2

Performance Assessment of Integrated Digital Image
Correlation Versus FEM Updating

A.P. Ruybalid, J.P.M. Hoefnagels, O. van der Sluis, and M.G.D. Geers

Abstract Full-field identification methods can adequately identify constitutive material parameters, by combining Digital

Image Correlation (DIC) with Finite Element (FE) simulation. It is known that interpolation within the DIC procedure is an

important error source for DIC-results. In this study, the influence of these errors on the eventual identification results is

investigated.

Virtual experiments are conducted from which constitutive parameters are identified by two approaches: the commonly

used method of Finite Element Model Updating (FEMU) and the more recent method of Integrated Digital Image

Correlation (IDIC), in which the utilized interpolation functions are varied, and the influence on the identified parameters

is investigated.

It was found that image-interpolation has a significant effect on the accuracy of both methods. However, the observed

differences in results between the two methods of FEMU and IDIC cannot be explained by interpolation errors.

Keywords Digital Image Correlation (DIC) • Inverse parameter identification • Finite Element Method (FEM) •

Interpolation errors • Integrated DIC • FEMU

2.1 Introduction

To properly describe the mechanical behavior of materials, constitutive parameters must be identified, which is best done by

using full-field kinematic data in the form of (microscopic) images of the deformation process, and combining simulation

with in-situ experimentation. This is particularly interesting for the solid sate lighting industry where, ideally, dense,

complex material stacks must be characterized from one test.

The most intuitive and widely used full-field identification method is that of Finite Element Model Updating (FEMU) [1].

In this technique, parameters are optimized by comparing displacement fields from finite element (FE) simulation with

measured displacement fields acquired through (subset-based) Digital Image Correlation (DIC) on experimental images

containing speckle-patterns.

A more recently developed method [2], termed Integrated Digital Image Correlation (IDIC), intimately integrates

mechanical descriptions of a material with full-field measurements to identify model parameters. The method eliminates

the need for calculating displacements from images before parameter identification can be realized. Instead, digital images

are directly correlated by optimizing the mechanical parameters that govern the deformation of the imaged material.

Mechanical knowledge drives the correlation procedure, and can be introduced to the problem through FE-simulation. In

essence, the correlation procedure and identification procedure are integrated into a one-step approach, making it distinct

from FEMU, which is a two-step approach in which post-processing of experimental images precedes the identification

procedure. Overviews of both methods are shown in Figs. 2.1 and 2.2.

2.2 Systematic Error

The dense material stacks in microelectronics only exhibit small displacements upon material or interface failure. Such fine

kinematics make full-field, DIC-based identification methods prone to systematic errors that result in biased solutions.

An important systematic error source results from inevitable interpolation steps needed in (1) the DIC procedure to correlate
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images, and (2) transposing displacement fields from the FE-discretized space to the image pixel space (in case of IDIC) or

the subset space of the measured displacement field (in case of FEMU).

To illustrate this issue, a virtual tensile test, described later in the subsequent section, on a linear elastic, cubic orthotropic

material, described by three known parameters, Ex, νxy, and Gxy, reveals the sensitivity of IDIC and FEMU to systematic

errors, when initialized with the known, reference parameters, as shown in Fig. 2.3. The goal of this study is to further

explore the influence of these systematic errors on the accuracy of the identification results of FEMU and IDIC.

Fig. 2.1 Overview of the two-step method of FEMU, which consists of two iteration loops for (1) DIC and (2) identification of parameters

Fig. 2.2 Overview of the one-step method of IDIC, which integrates DIC and the identification of parameters, resulting in one iteration loop
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2.3 Virtual Experimentation

In order to quantitatively assess the parameter errors caused by interpolation in IDIC and FEMU and exclude effects of errors

that cannot be quantified, virtual experiments were conducted. In such an experiment, an artificial speckle pattern in

reference image f x
!
; t0

� �
, is deformed by numerically simulated displacements, to produce subsequent images g x

!
; t

� �
.

The altering speckle pattern represents a virtual material that mechanically deforms over time. The finite element method

was used in this study to simulate the displacement fields by which the speckle patterns were deformed to generate images.

The acquired images were subsequently used in IDIC and FEMU, with which the mechanical parameters that govern the

virtual material’s deformation, were identified. Since the reference parameters used for virtual experimentation are known,

the accuracy of parameters, identified by IDIC and FEMU, can be quantitatively assessed.

Uniaxial tensile tests (2D plane stress simulations) were performed on a virtual tensile bar of 30 � 46 � 0.9 mm3, with

two circular notches with a radius of 11 mm, of which an illustration is shown in Fig. 2.4. The artificial speckle pattern was

stored in an 8-bit, gray-valued image of 2048 � 1536 pixels, corresponding to an imaged region of 27 � 20 mm2. The

pattern is built from random gray values drawn from three standard normal distributions with different widths that are

superposed, establishing a combination of pattern features of 2, 18, and 150 pixels in width.

The test-case corresponds to a cubic orthotropic, linear elastic material, which is described by three independent

model parameters [3]; Young’s modulus Ex ¼ 130 GPa, Poisson’s ratio νxy ¼ 0.28, and the shear modulus Gxy¼ 79.6 GPa.

The virtual tensile bar is loaded in x -direction by an applied horizontal tensile force of 2500 N. This results in sub-pixel

displacements throughout the specimen with an average value of 0.64 pixel, and a maximum strain of 0.25 % in the center

of the specimen (where the strain is largest due to the presence of the notches). Such small deformations, which are

realistic in materials, such as silicon, used in the microelectronics industry, are challenging for the identification methods,

since it puts high demands on the required resolution of the DIC method, which must be capable of capturing these

fine kinematics.

To focus the study on the influence of interpolation errors on the relative parameter errors for IDIC and FEMU, the

iterative identification procedures are initialized with perfect initial guesses for these parameters, and noiseless images are

used. Different choices are thereby used for image-interpolation and displacement field interpolation. For the former, cubic
spline and linear functions are investigated, and for the latter, cubic and linear functions are tested.

Fig. 2.3 The relative errors of

the identified parameters for

the IDIC and FEMU methods,

initialized with perfect initial

guesses for the parameters.

When larger deformations are

imposed during the virtual

test, the relative parameter

errors decrease, showing that

systematic errors become

especially influential in case

of small displacements
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2.4 Results and Discussion

The results for IDIC and FEMU, in terms of the relative errors on the three cubic orthotropic elastic parameters are shown in

Fig. 2.5. The choices for image and displacement field interpolation are listed, in that order, in the legends. For example:

“spline linear” indicates that cubic spline functions were used for image-interpolation and linear functions were used for the

displacement field interpolation.

The first conclusion is that, for both IDIC and FEMU, different choices for displacement field interpolation do not affect

the solution at all. Since the element shape functions used in the FE-simulation are linear, it is concluded that both linear and

cubic interpolation functions are accurate for transposing the displacement fields from the FE-discretization space to the

image and subset space, for IDIC and FEMU, respectively. When higher order element shape functions are used with the FE-

scheme (e.g., bicubic elements), a more pronounced influence on the parameter accuracy is expected. The interpolation

functions must at least match the order of the element shape functions.

Secondly, both methods are significantly affected by the image-interpolation functions, since when spline interpolation

functions are used, more accurate results are obtained. This is in accordance with the conclusions of Schreier et al., who

showed that higher order interpolation functions lead to more accurate DIC-results [4]. Only the FEMU result for Poisson’s

ratio νxy is an exception and could be further investigated.

Thirdly, when making a comparison between the results of IDIC and FEMU for the cases when the most appropriate

image-interpolation functions are used (higher order splines as proposed by Schreier et al.; indicated by “spline linear” and

“spline cubic” in the legends), it is observed that IDIC produces less erroneous results than FEMU. This difference is not

explained by interpolation errors but is believed to arise from extra regularization choices in the separate DIC-algorithm

used within the two-step FEMU routine. The one-step IDIC method is, by nature and automatically, very much regularized

by a small number of mechanical parameters, while regularization choices must be made in the case of FEMU, in which the

DIC-process is performed separately from the identification routine. The separate DIC-algorithm typically requires a much

higher degree of regularization, depending on, e.g., the number of local subsets, the degree of global polynomial shape

functions, or the number of connected finite elements. It is known that the choice of regularization is important in DIC and

directly affects the accuracy of the DIC-results [5, 6]. Errors made in the separate DIC-routine within FEMU propagate into

the identification results and therefore govern the difference in performance between IDIC and FEMU.

2.5 Conclusions

It was observed that displacement field interpolation does not affect the accuracy of either IDIC of FEMU. It is expected that

when the interpolation functions undermatch the order of the shape functions used with the FE-scheme, the accuracy will be

affected. Although it was observed that image-interpolation has a significant effect on the accuracy of either methods, it is

also concluded that interpolation errors do not explain the observed differences in performance between IDIC and FEMU.

Fig. 2.4 Schematic of

a tensile bar with circular

notches, used in virtual

uniaxial tensile tests,

in which loading is applied in

the x-direction. The indicated
imaged region of the tensile

specimen is used in the

identification routines
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Another factor that plays an important role, which was not thoroughly investigated here, is the degree of regularization of the

DIC-problem. Although it is known that these regularization choices affect the DIC-results, the exact influence on

the identification results is not known and could be further explored by using virtual experimentation and varying the

regularization scheme within the DIC-routine.
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Chapter 3

IGMU: A Geometrically Consistent Framework for Identification
from Full Field Measurement

J.-E. Dufour, J. Schneider, F. Hild, and S. Roux

Abstract DIC can be coupled with computational tools in order to characterize materials by using identification techniques

such as finite element model updating or integrated approaches. In this study a framework using CAD-based stereo-DIC

coupled with Isogeometric Analyses is followed to implement such identification procedures. Using both techniques allows

us to be consistent with the designed geometry and its kinematics as the NURBS formalism is kept during the whole process

and fewer degrees of freedom are needed (for the displacement field and the geometric representation of the surfaces)

than in classical (finite element) approaches. This technique can be adapted to be written within an integrated framework

(whose sensitivity fields are given by an isogeometric code).

Keywords CAD representation • DIC • Global approach • Identification • Stereo-correlation

3.1 Introduction

Identification from full-field measurement is widely used in the experimental mechanics field to calibrate material

parameters. Techniques such as Finite Element Model Updating (FEMU) [1] or Integrated Digital Image Correlation

(I-DIC) [2] can be used to extract these parameters from the coupling of numerical and experimental results.

The present work is dedicated to the development of an identification method coupling CAD-Based Stereo-DIC [3]

and Isogeometric Analyses [4] in a framework similar to FEMU to identify material parameters. These techniques

provide a geometrically consistent framework and a reduced kinematic basis as Non-Uniform Rational B-Splines

(NURBS [5]) are used during the whole process. Such type of approach will also be extended into an integrated DIC

framework.

The outline of the paper is as follows. First, a virtual experiment is created. Second, the principle of the so-called

IsoGeometric Model Updating (IGMU) framework is introduced. Last, the concept of Integrated CAD-based Stereo-DIC is

explained and the same experiment is used to show the feasibility of such an approach.

3.2 Virtual Experiment for Identification Porpuses

In order to test the developed identification procedure, a simple virtual case is designed. Using an isogeometric analysis code

[6], a tensile test is simulated on a virtual beam sample (Fig. 3.1a). Pictures for the correlation analyses are then created

(Fig. 3.1b) by projecting two faces of the beam onto 2D image planes using known projection matrices [7] and virtually

applying a gray level pattern on the considered surfaces. In the present setting, four pictures are computed for each

considered loading step of this virtual experiment.
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3.3 Iso-Geometric Model Updating (IGMU) Framework

An isogeometric model updating method is similar to FEMU in its principle, but uses Iso-Geometric Analyses (IGA) instead

of finite element simulations (Fig. 3.2). The measured (Dirichlet) boundary conditions (computed via Stereo-DIC) are

prescribed to the IGA model. As in FEMU, the simulations provide sensitivity fields (i.e., displacement field and load

variations with respect to the chosen parameters) using finite differences, to be considered in a functional to be minimized

via, for example, a Newton–Raphson algorithm.

Using this procedure on the virtual experiment, leads to identified values of Young’s modulus and Poisson’s ratio.

Figure 3.3a illustrates the change of Young’s modulus during the iterations of the identification procedure. The residual error

at convergence is 3.5 % of the reference value.

The change of Poisson’s ratio is shown in Fig. 3.3b. The error between the prescribed value and the identified parameter is

3.3 %. In both cases, acceptable error levels are reached.

The root mean square error between the simulated and measured displacement fields is shown in Fig. 3.4. At convergence,

the level (44 μm) is very small, thereby validating the proposed framework.

3.4 Integrated CAD-based Stereo-DIC

An integrated approach can be derived from the IGMU framework. In such formalism, the kinematic basis used during the

correlation process is replaced by the sensitivity fields with respect to the chosen parameters [8]. Thus the generalized

degrees of freedom become the material parameters themselves. The principle of integrated CAD-based Stereo-DIC is

illustrated in Fig. 3.5. In this approach, the kinematic basis is supplied as the sensitivity fields computed from the IGA code.

The virtual experiment is analyzed again using this integrated approach and Fig. 3.6 shows the change of the Poisson’s

ratio during iterations of the integrated code. The residual error in this case is 0.1 % of the reference value, which is

significantly lower than that observed with the IGMU approach.

Deformed configuration
a b

300

250
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150

100

50

0
50

0

-50 0 20

Fig. 3.1 Deformed model

used in the simulation (a).
Example of gray level image

created from the deformed

surface (b)
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Fig. 3.2 Principle of the identification procedure using IGMU
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Fig. 3.3 (a) Change of Young’s modulus at each iteration (blue) compared to the prescribed level (red) using IGMU; (b) Change of Poisson’s
ratio at each iteration (blue) compared to the prescribed level (red) using IGMU
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3.5 Conclusions

A geometrically consistent framework has been developed in which the identification is carried out by comparing

experimental and simulated displacement fields. As the present technique is using NURBS as generalized shape functions

for the geometric representation and displacement discretization, the number of degrees of freedom is decreased compared

to classical approaches (such as standard finite element methods). It is possible to build an integrated approach using the

same type of formalism, which improves very significantly the performance of the method when applied to a virtual

experiment.
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Fig. 3.4 Value of the root

mean square (RMS) error

expressed in mm between
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Fig. 3.5 Principle of integrated CAD-based stereo-DIC
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Chapter 4

Characterization of the Dynamic Strain Hardening Behavior
from Full-field Measurements

J.-H. Kim, M.-G. Lee, F. Barlat, and F. Pierron

Abstract The purpose of the present study is to provide a procedure for identifying dynamic strain hardening parameters

using an inverse method to determine more accurate hardening properties at high strain rates for automotive crash analysis

simulations. In order to validate the procedure, an approprate elasto-plastic constitutive model was chosen and simulated

measurements were retrieved using a finite element (FE) analysis program. The same identification procedure as that which

will be implemented in the experiments was applied. The virtual fields method (VFM) was used as an inverse analytical

tool to identify the constitutive parameters. Because accurate measurement of the applied load is not easy at high strain rates

due to the inertial effect, the identification was conducted using the acceleration fields without utilizing load information.

The identified parameters using the VFM were compared with the reference ones, which were fed into the FE simulations.

Very promising results were acquired using the VFM.

Keywords Full-field measurements • Virtual fields method • Plasticity • Dynamic hardening • Advanced high strength steel

4.1 Introduction

Crash analysis using finite element (FE) simulation is now indispensable in the automotive industry to assess automobile

crashworthiness. In order to guarantee reliable simulation results, accurate material behaviors in the range of intermedi-

ate or high strain rates should be given into the FE simulation. However, the dynamic strain hardening behavior of

materials at high strain rates is not readily achieved since precise measurement of load is difficult because of the inertial

effect [1]. In this paper, the dynamic strain hardening behavior of thin steel sheet specimens is characterized using the

virtual fields method (VFM) [2] without using the load information. Also, the VFM can retrive the plastic material

parameters from the heterogeneous stress state, enabling to acquire the true stress–strain curve at large strains after the

uniform elongation region. Generally, conventional measuring techniques and analytical formulas are only applicable up

to the maximum uniform elongation point to obtain the true stress–strain relationship due to the assumption of uniform

deformation. In this study, the methodology is introduced and a validation of the proposed identification procedure

against simulated data is given.

4.2 Identification Procedure

In the experiments, high speed tensile tests on sheet metal specimens will be conducted and full-field displacement fields will

be measured by a digital image correlation (DIC) technique [3] using a high-speed camera. In this study, virtual dynamic

tensile tests were carried out using the FE software ABAQUS/Explicit.
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4.2.1 Logarithmic (True) Strain

In order to simulate the measurement points from DIC, fine mesh size was employed first. Three nodes triangular shell

elements were used. Reference (undeformed) and deformed coordinates of measurement points were recorded and the whole

area of interest (AOI) was meshed using triangular elements as shown in Fig. 4.1.

The deformation gradient F for each triangle was calculated from the undeformed and deformed coordinates of

measurement points using the analytical approach adopted in [4] and the theory of finite deformation [5]. A plane stress

state and incompressibility (det(F) ¼ 1) in plasticity were assumed. Then the logarithmic strain tensor εlnwas obtained from
the deformation gradient F through the left stretch tensor V (V2 ¼ FTF) as in (4.1).

εln ¼
X3
i¼1

ln λið Þri � ri ð4:1Þ

where λi and ri are the eigenvalues and eigenvectors of the left stretch tensor V respectively.

4.2.2 Constitutive Model

Choosing a constitutive model which can describe the dynamic strain hardening behavior properly is important. In this

study, von Mises yield criterion for isotropic material and Swift model for a rate independent hardening law were chosen as

an initial study. The associated flow rule was assumed.

Swift model:

σs ¼ K εo þ ε p

� �n ð4:2Þ

where σs is the current yield stress and εp the equivalent plastic strain. K, ε0 and n are the material parameters to be identified.

AOI

undeformed deformed

measurement 
point

undeformed
nodal point

deformed
nodal point

Fig. 4.1 Test configuration

used in the FE simulation
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4.2.3 The Virtual Fields Method

In this study, the virtual fields method (VFM) was used for an inverse method to retrieve the constitutive parameters from the

measured deformation fields. The VFM makes use of the principle of virtual work which describes the condition of global

equilibrium. The equilibrium equation in the case of elasto-plasticity for dynamic loading, and in absence of body forces, can

be written as follows:

�
ð
V

ðt

0

_σ i jdt

2
4

3
5ε*i jdV þ

ð
S f

Tiu
*
i dS ¼

ð
V

ρaiu
*
i dV ð4:3Þ

where _σ is the stress rate which is a function of _ε (actual strain rate), σ (actual stress) and unknown constitutive parameters,

V the measurement volume, T the distribution of applied forces acting on Sf, ε* the virtual strain field derived from u*
(the virtual displacement field), ρ the density and a the acceleration.

Material parameters can be determined from the acceleration fields by choosing proper virtual fields which can get rid of

the external virtual work (EVW) term including the loads. For an elasto-plasticity problem, the identification is carried out

using an iterative procedure [6] to minimize the quadratic gap between the internal virtual work (IVW) and the acceleration

term (the right hand side of (4.3)). Since the constitutive parameters are unknown, initial guesses are required to initiate the

iteration. Then, the stress components are recalculated until the equilibrium equation is satisfied by updating the parameters.

Nelder-Mead algorithm was used for the minimization. In this study, simple virtual fields were applied to find the material

parameters as in (4.4).

u*x ¼ 0, u*y ¼ y� yminð Þ y� ymaxð Þ ð4:4Þ

where y is the vertical coordinate of the measurement points in the current (deformed) configuration. The chosen virtual

fields cancels out the EVW term. The parameters were determined in less than 5 min.

4.2.4 Speed and Acceleration

The speed fields can be obtained from the measured displacement fields using simpe finite difference.

vi tþ Δt

2

� �
¼ ui tþ Δtð Þ � ui tð Þ

Δt
ð4:5Þ

where i can be either x or y and t is time.

The acceleration fields can be computed from the displacement fields by double temporal differentiation as in (4.6). Due

to the nature of the quantities, the speed is defined at time t + Δt/2 and the acceleration is at time t.

ai tð Þ ¼ ui tþ Δtð Þ þ ui t� Δtð Þ � 2ui tð Þ
Δt2

ð4:6Þ

4.3 Results

4.3.1 FE Model

A specimen geometry was chosen as in Fig. 4.1. The dimensions of the specimen were 80 mm (height) � 30 mm (width)

� 1 mm (thickness). The width for the AOI was 10 mm. In ABAQUS/Explicit, input parameters for Swift hardening law

were; K: 1300 MPa, ε0: 0.0024, n: 0.16. Those parameters were obtained from a static uniaxial tensile test on a dual phase

(DP) 780 steel specimen. Dynamic tensile tests were simulated by constraining the lower edge and by applying vertical load

at the upper edge. During the deformation, the deformed coordinates of each measurement point were saved at evenly spaced
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time intervals (100 loading steps). Then, the logarithmic strain fields of the AOI were calculated using the procedure

described in Sect. 4.2.1.

Three different strain rates were simulated in ABAQUS/Explicit as shown in Fig. 4.2. Case A is the high strain rate, case

B the intermediate strain rate and case C the low strain rate. The time period was 0.0001 s (0.1 ms) for case A, 0.001 s (1 ms)

for case B and 0.01 s (10 ms) for case C. The magnitude of applied load was adjusted to induce the maximum strain of around

20 % in the loading direction at the central area of the AOI for all the cases. The force amplitudes as a function of time are

given in Fig. 4.3.

4.3.2 Effect of Strain Rates

The first condition investigated in this study was the effect of strain rates on the identification. Three different strain rates

were considered as shown in Fig. 4.2. For a fair comparison, the identification was conducted for all the cases when the

maximum εyy in the loading direction was around 20 % at the central area. The material parameters were extracted from the

central AOI. As can be seen in Table 4.1, the parameters of Swift hardening lawwere correctly retrieved for the cases of high and

intermediate strain rates, but the identification is unsatisfactory for the case of low strain rate. The relative error for ε0 is relatively
large. It is the most difficult term to identify accurately because the influence of ε0 on the cost function is negligible [4].

In order to check the temporal variation of speed and acceleration, the averages of speed and acceleration fields in the

loading direction are plotted in Figs. 4.4 and 4.5. The average acceleration is significantly low for case C compared to that of

cases A and B. It is considered that the acceleration information is insufficient for the identification with the VFM for case C,

low strain rate. In this case, the material parameters should be obtained using the external virtual work term including loads

instead of the acceleration term in (4.3).
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4.4 Conclusion

In this study, a new methodology has been applied to determine the dynamic true stress–strain curve of sheet metals using

the virtual fields method (VFM) without measuring loads. In the FE simulation, parameters of the Swift hardening law were

retrieved successfully from the acceleration fields by introducing appropriate virtual fields which can remove the virtual

work term including the external loads. In the future, high speed tensile tests will be carried out on sheet metal specimens

using a high-speed camera and the validation against experimental measurements will be performed. The identification

results with the Swift model at various strain rates will be compared with those from the conventional identification

procedure using a load-cell.

Table 4.1 Comparison between

target and identified parameters

(case A: high strain rate, case B:

intermediate strain rate, case C:

low strain rate, R.E. relative error)

K ε0 n

Target 1300 0.0024 0.16

Identified (case A) 1305 0.00262 0.162

R.E. (case A) −0.41 % −9.33 % −1.11 %

Identified (case B) 1299 0.00244 0.159

R.E. (case B) 0.11 % −1.51 % 0.11 %

Identified (case C) 1111 0.00247 0.291

R.E. (case C) 14.5 % −3.17 % −81.6 %
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Chapter 5

Bridging Kinematic Measurements and Crystal Plasticity
Models in Austenitic Stainless Steels

A. Guery, F. Latourte, F. Hild, and S. Roux

Abstract A digital image correlation procedure is developed to perform kinematic measurements on the surface of

316LN austenitic steel polycrystals. A sequence of images is acquired using a Scanning Electron Microscope (SEM)

during in situ tensile tests for various mean grain sizes. To enable digital image correlation, a speckle pattern adapted to

the microscopic scale is deposited onto the specimen surface by microlithography. The knowledge of the microstructure at

the surface allows for kinematic measurements to be performed using an unstructured finite element mesh consistent with

the grain boundaries. The same mesh is then used for the simulation of each tensile test on the experimental microstructure

with the measured nodal displacements prescribed as boundary conditions. A crystal plasticity law is considered to

simulate the observed strain heterogeneities. An inverse identification method is proposed for the determination of the

sought constitutive parameters based on both the local displacement fields and the material homogenized behavior. The

parameters associated with isotropic hardening at the grain level are thus identified.

Keywords Austenitic steel • Crystal plasticity • Digital image correlation • Identification • SEM

5.1 Introduction

The mechanical behavior of austenitic stainless steel needs to be well known since this material is used in Pressurized Water

Reactor (PWR) internals. In particular, to ensure the in-service strength of components, predictive constitutive models are

established in micromechanical frameworks and are designed to account for material ageing due to irradiation [1].

Experimentally, the characteristic dimensions of the polycrystalline microstructure are well adapted to study crack initiation,

transgranular fracture or cleavage often leading to the material failure. Thus, numerous crystal plasticity models have been

developed to allow for accurate descriptions of intragranular plastic strains [2]. However the identification of their

constitutive parameters remains challenging [3]. Full-field measurements can be performed at the microstructure scale by

using a Scanning Electron Microscope (SEM) [4]. It provides spatially dense experimental information that is well suited for

the validation of microstructural calculations and the identification of constitutive law parameters [5, 6]. In this paper, an

inverse method for the identification of crystal plasticity parameters is presented, which is based on both the local

displacement fields and the material homogenized behavior.

5.2 Kinematic Measurements Using Digital Image Correlation

Kinematic measurements are performed by Digital Image Correlation (DIC) on the surface of a polycrystal of 316LN

austenitic steel. For that purpose, a sequence of SEM images has been acquired during in situ tensile tests, using an FEI

Quanta FEG 600 SEM. DIC requires a gray level texture with a dynamic range as large as possible with local contrast
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variations. In the present case, because the natural texture of the material does not provide enough contrast, a computer-

generated random pattern is deposited onto the surface by microlithography [7]. The displacement fields are measured

between two consecutive images with a continuous finite element based DIC procedure [8, 9]. Thanks to a prior Electron

Back-Scattered Diffraction (EBSD) acquisition providing grain boundaries and orientations, the displacement discretization

is performed using an unstructured mesh taking as support the microstructure interfaces and overlaid on the first image of the

sequence [10] as shown in Fig. 5.1. It is composed of 3-noded triangular elements whose characteristic length is about

20 pixels (or 3 μm). The Region Of Interest (ROI) covers a 200 μm side square surface that corresponds to 1500 pixels.

The noise of SEM imaging is relatively high, namely about 2 % of the dynamic range of the image. In addition, the mesh

is fine, so that plastic strain localizations may be captured in details. For those reasons, DIC calculations are assisted with

mechanics [9] with a regularization length four times greater than the characteristic length of the mesh. The adopted DIC

technique leads to a displacement uncertainty, as a Root Mean Square (RMS) value, of 0.029 pixel (or 4.3 nm). Figure 5.2a

shows the displacement field along the loading direction (horizontal) measured when the macroscopic strain is about 5 %.

The corresponding strain field is shown in Fig. 5.2b. Strain localizations are successfully captured at some microstructure

boundaries and inside some grains, whose local level reaches about 12 %, which is more than twice the macroscopic applied

strain. The gray level residuals at this step of the loading are shown in Fig. 5.2c, proving the quality of the DIC measurement.

Fig. 5.1 Unstructured finite

element mesh compatible with

the underlying microstructure

(shown as white lines) for DIC
measurements. The scale bar

is 100 μm

Fig. 5.2 Displacement field expressed in micrometers (a) and strain field in percents (b) along the horizontal loading direction measured by DIC

for a macroscopic strain of 5 %. Corresponding correlation residuals expressed in percentage of the picture dynamic range (c). The axes are in

micrometers. The microstructure boundaries are shown as black lines
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In this figure, one may observe areas with higher values of the residual field that correspond to a change of the gray level in

some grains over time that is likely to be induced by electron channeling contrast [11].

5.3 Simulation Using a Crystal Plasticity Model

The simulation of the experimental tensile test is performed using the finite element software Code_Aster. The

phenomenological crystal plasticity law proposed by Méric and Cailletaud [12] has been chosen in this study. It implies

plastic flows (5.1 and 5.2), isotropic (5.3) and kinematic (5.4) hardening relationships expressed for each of the 12

octahedral slip systems s

_γ s ¼ _ps
τs � cαs
τs � cαsj j ð5:1Þ

_ps ¼
τs � cαsj j � rs psð Þ

k

� �n

þ
ð5:2Þ

rs ¼ r0 þ q
X12
r¼1

hsr 1� e�b pr
� � !

ð5:3Þ

_αs ¼ _γ s � dαs _ps ð5:4Þ

where c, k, n, r0, q, b, d are constitutive parameters, and hsr the coefficients of the interaction matrix between slip systems.

The brackets <.>+ denote the positive part of their argument. The three parameters associated with isotropic hardening are

identified by homogenization using the model of Berveiller and Zaoui [13] and the experimental macroscopic stress–strain

curve. The other parameters are set to previously identified values [14].

EBSD acquisitions do not provide a characterization of the microstructure in the bulk in a non-destructive way. As a

consequence, a 2D modeling of the experimental aggregate is chosen in this study. The finite element calculation uses the

same 2D mesh as that employed for the DIC measurements. This direct link between DIC and simulations allows the

experimentally measured boundary conditions with their time evolution to be prescribed without interpolation or extrapola-

tion. In addition, the assumption of plane stress condition is made, so that the 3D strain and stress tensors expected by the

crystal plasticity law can be built.

Figure 5.3 shows the gap between the displacement fields along the loading direction for a macroscopic strain of about

5 %, when measured by DIC and simulated using the initial set of parameters. This difference is rather low with an RMS

value of 0.3 μm when compared to the dynamic of the displacement field of 9.3 μm. However, when compared to the

standard measurement uncertainty (4.3 nm), the modeling error appears significant. The gap between displacement fields is

to be minimized at each time step in order to identify parameters of the crystal plasticity law.

5.4 Parameter Identification

A weighted Finite Element Model Updating (FEMU) procedure is proposed in this study in order to identify some

parameters of the crystal plasticity law. It is based on the minimization of the combination of two least squares criteria.

One is dealing with the displacement fields at the microstructural scale, denoted by χu, the other one with the load level at the
macroscopic scale, denoted χF, such as the total cost function χT reads

χ2T pð Þ ¼ 1� wð Þχ2u þ wχ2F ð5:5Þ

where w is a weight to be chosen between 0 and 1 [15], and
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χ2T pð Þ ¼ 1� wð Þ 1

2η2f Ndo f Nt

X
t

Δutf gT M½ � Δutf g þ w
1

η2FNt
ΔFf gT ΔFf g ð5:6Þ

where p is the set of parameters to identify, {Δut} the column vector of the difference at each degree of freedom at the time

step t between measured and simulated displacements, {ΔF} the column vector of the difference at each time step between

the experimental load and that obtained by homogenization with the current value of p. Ndof and Nt are respectively the

number of degrees of freedom of the mesh and the number of time steps. [M] is the DIC matrix introduced with the standard

deviation of noise of SEM images ηf in order to weight the least squares criterion since these quantities are related to the

covariance matrix [C] of the measured kinematic degrees of freedom [16]

C½ � ¼ 2η2f M½ ��1 ð5:7Þ

Similarly, the standard deviation of the load resolution ηF is introduced to normalize χF. The minimization of χTwith respect
to the parameters is performed iteratively via a Gauss-Newton algorithm.

It is now applied to the identification of the parameters associated with the isotropic hardening of Méric-Cailletaud’s law,

focusing on the case of the experimental microstructure presented before. Figure 5.4a shows the identified values of the

parameters r0 and b according to the chosen value of the weight w. This range of values is bounded by the extrema obtained

on the one hand by considering only the macroscopic load level (i.e., for w ¼ 1), on the other hand by considering only the

macroscopic displacement fields (i.e., for w ¼ 0). One may notice that with an equal weight (i.e., w ¼ 0.5), the identification

procedure is essentially driven by the minimization of χF, which is equivalent to not considering displacement

measurements. Therefore, a lower weight should be used in order to favor the decrease of the displacements gap more

than the global equilibrium gap. However, it is observed in Fig. 5.4b that decreasing w increases the gap between the

simulated homogenized behavior and experimental data. For this reason the cost function on the displacement fields needs

to be combined with the one dealing with the load level in the identification procedure to keep a realistic prediction of the

effective behavior. If the simulated stress–strain curves obtained with w ¼ 0.01 or w ¼ 0.001 do not appear realistic, the gap

between the experimental curve and the simulated one with w ¼ 0.1 remains subjectively acceptable. In terms of

displacement fields, the decrease of χu is moderate, from 21.80 when w ¼ 1–20.95 when w ¼ 1. It is worth noting that χu
would reach unity if the model were perfect and only measurement uncertainty due to imaging noise were involved in the

displacements gap.

Fig. 5.3 Absolute value

of the difference between

measured and simulated

displacement fields along

the horizontal direction for

a macroscopic strain of 5 %.

The field and the axes are

expressed in micrometers.

The microstructure boundaries

are shown as white lines
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An assessment of the effect of the mean grain size on the identification of the parameters is now presented. Four

experimental microstructures are considered, which are obtained by different rolling and heat treatments from the same

316LN plate. The microstructures over the ROI in which the DIC measurements are performed during in situ tensile tests are
shown in Fig. 5.5. From left to right in this figure, the measured mean grain size is respectively 10 μm, 50 μm, 70 μm and

millimetric.

From the identified values of r0 when the identification procedure is performed as previously but for each microstructure,

one may identify the Hall–Petch relationship at the slip system scale. Usually, this equation is derived at the macroscopic

scale from the yield stress dependence on the mean grain size. Herein, a similar dependence is sought between the critical

resolved shear stress r0 and the mean grain size d such that

r0 ¼ c1 þ c2ffiffiffi
d

p ð5:8Þ

where c1 and c2 are two constants. The result of the least squares fit is shown in Fig. 5.6 when w ¼ 1 and w ¼ 0.1. We can

see that the choice w ¼ 0.1 leads to a better fit of Hall-Petch’s law with a correlation coefficient of 0.99 against 0.91 when

w ¼ 1. This improvement tends to validate the choice of w ¼ 0.1 to optimize the simulated displacement fields.

Fig. 5.4 Values of the identified parameters r0 and b as functions of w (a). Stress–strain curves obtained by homogenization at convergence of the

identification performed with different values of w, compared to the experimental curve (b)

Fig. 5.5 EBSD inverse pole figures and grain boundary map of different microstructures over four ROI considered in this study. The scale bar is

100 μm
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5.5 Conclusions

It was proposed in this study to bridge kinematic measurements in austenitic stainless steel polycrystals and crystal plasticity

calculations. On the one hand, displacement fields have been measured on the surface of an in situ tested specimen via digital

image correlation based on a finite-element mesh that is itself tailored to the specimen microstructure as observed via EBSD.

On the other hand, finite element simulations of the same experiment have been performed using the same mesh and the

crystal plasticity law proposed by Méric and Cailletaud. The comparison between measured and simulated fields has led to

the inverse identification of parameters of the law. It consists of a weighted finite element model updating technique using

both displacement fields and load levels. It has been applied to the identification of the parameters associated with isotropic

hardening. It has been shown that the identified values depend of the relative weight given to the displacement fields or the

load levels. A weighting has been selected and has led to a very good fit of a Hall–Petch trend at the slip system scale when

four different microstructures are considered. Identification residuals remain high, which is an indication that the assumed

model is not fully consistent with the experimental observation. As a consequence, other crystal plasticity laws may be

tested. Moreover, experimental approaches for characterizing the true 3D microstructure, which was one key information

missing in the present study, may be considered in the future.
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Chapter 6

Inverse Identification of Plastic Material Behavior
Using Multi-Scale Virtual Experiments

D. Debruyne, S. Coppieters, Y. Wang, P. Eyckens, T. Kuwabara, A. Van Bael, and P. Van Houtte

Abstract Mixed numerical-experimental techniques used to identify plastic material properties of sheet metal are conven-

tionally based on experimental data (e.g. full-field data) acquired during mechanical experiments. Although those techniques

definitely enable to reduce the experimental effort for identifying plastic material properties, accurate identification of

advanced phenomenological plasticity models still requires a significant amount of experimental effort. In this paper, we

explore the opportunity to further reduce this experimental effort by replacing the mechanical experiments by virtual

experiments using a physics-based multi-scale model. To this purpose, the Alamel polycrystal plasticity model, which solely

requires the input of the initial crystallographic texture and a single tensile curve, is used to generate virtual plastic work

contours in the first quadrant of stress space. The generated virtual experimental data is then used to inversely identify a

phenomenological yield function. Finally, the predictive accuracy of the proposed method is investigated by using a finite

element code to simulate the hydraulic bulge test.

Keywords Multi-scale virtual experiments • Anisotropic yield function • Differential work hardening • Bulge test

• Sheet metal

6.1 Introduction

This paper deals with phenomenological material models which are widely adopted for numerical analysis and optimization

of sheet metal forming operations. The industrial application of advanced phenomenological material models, however,

highly depends on the experimental effort to calibrate the governing parameters. Conventionally, these experiments involve

proportional loading of the test material with different true stress ratios (σx:σy). Accurate testing under a fixed stress ratio

(σx:σy) over the large strain range requires the combination of different experiments. Cruciform specimens [1, 2] can be used

for moderately small plastic strains. Larger strains can be probed using the tube expansion test [3]. The experimental effort

required for constructing the plastic work contours consists of a number of stress-controlled material tests. Obviously, the

accuracy of the identified plastic work contour increases with the number of stress ratios probed. Figure 6.1 shows an

accurate measurement (nine stress ratios in the first quadrant of the stress space are probed) of stress points forming

normalized contours of plastic work of mild steel sheet. The experimental effort associated with Fig. 6.1 consists of the

following material tests: two tensile tests (σx:σy ¼ 1:0; 0:1), seven biaxial tests using cruciform specimens (εpleq � 0:05 and
σx:σy ¼ 2:1; 1:1;3:4;4:3 and 1:2), seven tube expansion tests (εpleq > 0:05 and σx:σy ¼ 2:1; 1:1;3:4;4:3 and 1:2) and one

bulge test (σx:σy ¼ 1:1). As such, 17 state-of-the-art material tests are required resulting in a quite extensive experimental

campaign. Mixed numerical-experimental techniques [4] can be devised to reduce the experimental effort for identifying

plastic material properties, however, accurate identification of advanced phenomenological plasticity models still requires a

significant amount of experimental effort. In this paper, we explore the opportunity to reduce the experimental effort by

replacing the mechanical experiments by virtual experiments using a physics-based multi-scale model. To this purpose, the

Alamel polycrystal plasticity model [5], which solely requires the input of the initial crystallographic texture measurement

and a single uniaxiale tensile test in one direction, is used to generate virtual plastic work contours in the first quadrant of
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stress space. Indeed, the multi-scale plasticity model can be efficiently employed to generate material response to monotonic

loadings under different stress ratios. The model can be used to generate the virtual stress points which can be used to

identify phenomenological yield functions. In this contribution, we scrutinize the quality of the contours of plastic work

predicted by the multi-scale plasticity model. Additionally, the virtual work contours are used to calibrate the Yld2000-2d

yield function [6]. Finally, the identified yield loci are implemented in a finite element code which is used to simulate the

hydraulic bulge test.

6.2 Material

In the present study a cold rolled interstitial-free steel sheet with an initial sheet thickness of 0.65 mm is used. This

material was characterized in advance using two types of biaxial tensile tests. The cruciform specimen proposed by

Kuwabara et al. [1, 2] was used to measure the plastic material response in biaxial tension in the moderately small strain

range, i.e. equivalent plastic strains up to 0.05. In order to probe larger plastic strains the Multi-axial Tube Expansion Test

(MTET) [3] was used. It must be noted that for the stress ratio σx:σy ¼ 1:1 (equibiaxial stress state) fracture occurred at

the weld line of the tubular specimen. To cope with this, the work hardening behavior for strains larger than 0.13 was

identified using the hydraulic bulge test. Figure 6.1 shows the normalized plastic work contours associated with different

values of the reference true plastic strain ε0p. It can be inferred from this figure that in the majority of the stress states the

contours of plastic work expand with increase of ε0p. Moreover, expansion of the work contours seems to be confined to

the initial deformation up to εp0=0:2. The shape of the work contours remains almost constant for 0:2 < εp0 < 0:289.
Standard tensile tests (JIS 13 type-B) were conducted to determine the work hardening properties in the rolling direction

of the sheet. The Swift hardening law, which reads as:

σeq ¼ K ε0 þ εpleq

� �n
ð6:1Þ

was fitted to the available pre-necking data and the parameters can be found in Table 6.1. In all experiments the von Mises

equivalent plastic strain rate was kept constant at approximately 5� 10�41
s.

Fig. 6.1 Measured stress

points forming normalized

contours of plastic work [7]
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6.3 Virtual Material Tests

The Alamel polycrystal plasticity model [5] is used in this section to generate virtual plastic work contours in the first

quadrant of stress space. Those calculations are based on a XRD texture measurement of the initial crystallographic texture

of the test material. Additionally, the input of a single uniaxial tensile test in one direction is required to tune the micro-Swift

hardening law within the multi-scale plasticity model:

τ ¼ k Γ0 þ Γð Þn ð6:2Þ

where τ and Γ are the critical resolved shear stress of all slip systems and the accumulated slip in a grain, respectively.

The parameters of the calibrated micro-Swift hardening law can be found in Table 6.2.

The Alamel model is then employed to generate material response to monotonic loadings under the same nine different

stress ratios as shown in Fig. 6.1. As such, nine virtual experiments are conducted to generate the virtual stress points. Next,

the latter data is used to construct the virtual contours of plastic work. To this purpose, the same approach is followed as used

to construct the experimentally obtained work contours shown in Fig. 6.1. The true stress-true strain curve in the RD was

used a reference datum for work hardening. This means that the curve was used to determine the virtual uniaxial true stress

σ0 and the virtual plastic work per unit volume W0 corresponding to particular values of the reference plastic strain ε0
pl.

The uniaxial true stress σ90 and the biaxial true stress components (σx : σy) obtained from the virtual experiments were

then determined at the same plastic workW0. Finally, the virtual stress points (σ0 : 0), (0 : σy90) and (σx : σy) can be plotted
in the principal stress space corresponding to a certain value of the reference plastic strain ε0

pl. The experimentally obtained

plastic work contours along with the virtually obtained plastic work contours at selected values of ε0
pl are shown in Fig. 6.2.

In order to quantitatively compare the difference between the shapes of the virtual work contours and the experimentally

measured work contours, the following error metric is used:

Table 6.1 Swift’s hardening law

fitted to the pre-necking data

obtained through a tensile test

in the rolling direction

Parameter Value

K [MPa] 541

ε0 0.0036

n 0.249

Table 6.2 Calibrated parameters

of the mirco-Swift’s hardening

law using the Alamel model

Parameter Value

k [MPa] 541

Γ0 0.00859

n 0.243
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Fig. 6.2 Experimentally and

virtually obtained plastic work

contours for different values

of εpl0 =0:002; 0:03; 0:1 and

εpl0 =0:289
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δ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN

i¼1
δi, vir � δi, exp
� �2h i

N � 1

vuut ð6:3Þ

Where δi, vir and δi, exp are the distances between the origin of the principal stress space and the ith virtual stress point and

experimental stress point, respectively. Figure 6.3 shows the error metric δ as a function of the reference plastic strain. It can
be inferred from this figure that the error metric is larger at the initial deformation, i.e. the first 5 %. In other words, at larger

plastic strains the shape of the virtual work contours is in closer agreement with the experimentally measured work contours.

Although the Alamel model predicts sufficiently accurate stress levels (see Fig. 6.2), a weaker differential work hardening is

predicted than experimentally observed, especially in the first 5 % plastic strain. Finally, it can be observed from Fig. 6.2 that

the Swift law (6.1) cannot accurately reproduce the initial yield stress.

6.4 Finite Element Simulation

The plastic work contours from the previous section can be used to identify the parameters of advanced phenomenological

yield functions. In this work the Yld2000-2d yield function [6] is adopted and the governing parameters are identified by

stress state fitting at different reference plastic strains ε
0

pl
. Figure 6.4 shows the virtual stress points along with the fitted

Yld2000-2d yield function at different values of ε
0

pl
.

The ultimate goal of this research is to limit the amount of experimental work associated with the identification of

advanced phenomenological yield functions. Clearly, the presented approach can only be of interest if equivalent simulation

qualities are achieved, i.e. compared to experimentally calibrated yield functions. To this purpose, the Yld2000-2d yield

function was calibrated using experimental data and virtual data predicted by the texture-based Alamel model. Hydraulic

bulge tests were performed to quantitatively evaluate the effect of the material models on the predictive accuracy of sheet

metal forming simulations.

The test material was characterized up to an equivalent plastic strain of about 0.3. In order to avoid any extrapolation of

the acquired material data, the hydraulic bulge test was limited to an equivalent plastic strain of 0.3 at the top of the dome.

Potential differential work hardening was ignored and the yield loci were calibrated for a reference plastic strain of εpl0 =0:1.
The latter value is more or less the average plastic deformation which can be expected at the top of the dome. The diameter

of the die opening was 150 mm with a die radius of 8 mm. The blank diameter was 220 mm and material flow-in was

prevented by a draw-bead with a diameter of 190 mm. The hydraulic pressure P was controlled so that the equivalent plastic

strain rate was constant at 10�41
S . The surface strain at the top of the dome was measured using MatchID-3D [8]. Abaqus/

Standard was used to simulate the hydraulic bulge test. The FE model contained a blank with a diameter of 190 mm of which

the nodal displacements along the edge were assumed to be zero to represent the draw bead. Quadrilateral four-node shell

elements, S4R, were used. The blank holder force of 60 kN was ignored and a coulomb friction coefficient of 0.3 was

assumed between the sheet and the blank holder.
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Fig. 6.3 Quantitative
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the virtual work contours and
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Figure 6.5 shows the experimentally measured true thickness strain-pressure curve along with the simulations. It can be

observed that all simulations underestimate the maximum pressure. The Yld2000-2d yield function calibrated using

experimental data (labeled as yld2000-2d) shows the closest agreement with the experiment. The difference, however,

with the Yld2000-2d yield function calibrated using virtual plastic work contours (labeled as yld2000-2d_Alamel) is small.

The latter suggests an equivalent predictive accuracy of both simulations. Figure 6.5 also shows the results obtained with the

von Mises yield criterion. Although the results can be significantly improved by taking in-plane anisotropy into account,

the simulations using anisotropic yield functions cannot perfectly reproduce the experimental observations. The result

shown in Fig. 6.5 can be only slighty improved by taking differental work hardening into account [9].

6.5 Conclusions

In this paper, the opportunity to reduce the experimental effort to identify advanced phenomenological yield functions by

replacing the mechanical experiments by virtual experiments using a physics-based multi-scale model is explored. The

quality of the contours of plastic work predicted by the multi-scale plasticity model is scrutinized. The predicted virtual work
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contours are used to calibrate the Yld2000-2d yield function. Hydraulic bulge tests and finite simulations were performed to

quantitatively evaluate the predictive accuracy of the proposed method. It has been shown that an equivalent predictive

accuracy can be achieved compared to a calibration based on experimentally aqcuired data.
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Chapter 7

An Effective Experimental-Numerical Procedure for Damage
Assessment of Ti6Al4V

L. Cortese, F. Nalli, G.B. Broggiato, and T. Coppola

Abstract A numerical model relying on triaxial and deviatoric levels of stress is used to describe ductile damage

accumulation in the Ti6Al4V alloy. To this purpose, an experimental campaign is carried out on a reasonably limited set

of tests: tensile tests on smooth and notched cylindrical bars, plane strain tensile tests on flat specimens, and torsion tests. For

all of them, FEA analysis is used to get information about the states of stress and strain anywhere in the critical section.

Moreover, the comparison between experimental evidence and numerical simulation provides the strain to fracture for each

test. The geometries of the specimens are studied, to reduce the number of different tests needed for an effective tuning of the

model. Outcomes of this optimization are detailed in the paper. Tuning of material constitutive law, and of damage model, is

achieved by means of inverse techniques, starting from global load-deflection experimental data. The damage model is

implemented in a commercial FEM code as user subroutine. Eventually, the accuracy of the elasto-plastic description and

damage prediction of the adopted formulation is investigated.

Keywords Multiaxial tests • Inverse calibration • Ti6Al4V • Damage accumulation • Large strains

7.1 Introduction

In this paper a damage model based on the stress state triaxiality as well as on a deviatoric parameter related to the Lode angle

is tuned on a Ti6A4V alloy. This goal has been achieved using a limited but effective number of multiaxial experimental tests,

relying on simple geometries and conventional facilities. Sample shapes were previously optimized to sweep the entire

domain of the damage governing parameters, and the same tests have been also used for the identification of the material

constitutive behavior. Alongside the experimental campaign, numerical models reproducing all tests have been setup. In

particular, stress–strain curves have been obtained up to large strain both from axisymmetric and torsion tests. For the former,

an inverse procedure using FE analysis was needed, while for the latter a direct post-processing has been used. To avoid

excessive complexity in the methodology, the J2 isotropic plasticity model has been chosen to describe material elasto-plastic

behavior, being available in all finite element codes. It must be pointed out that this formulation demonstrated to be not

completely accurate for several classes of ductile materials whenever medium to large strains are involved [1–7]. Particularly,

there is evidence of a Lode parameter influence on plasticity, which suggests the introduction of the J3 invariant in the

theoretical framework [8–10]. This has been also observed in this work. Improvements have been attempted in [11, 12].

Provided the constitutive law, again exploiting numerical simulation, the histories of triaxiality and deviatoric parameters

with deformation have been collected for all tests, along with the value of the strain to fracture exhibited in the critical point

of the specimen. This information allowed the calibration of a damage model whose formulation has been proposed in [13].

Moreover a custom subroutine calculating the damage has been implemented in the FEM code allowing the post-processing

and visualization of all damage related quantities. A critical discussion of the results will be presented, showing how the
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proposed method can lead to a successful tuning of numerical models to be used effectively in real industrial applications.

In this regard the subroutine will eventually represent an easy damage evaluation tool for any end user, once the model

is calibrated.

7.2 Experimental Campaign

A Ti6Al4V alloy has been investigated in the paper. Raw material was supplied in the form of a round cylindrical bar,

with cross-section diameter of 30 mm. All specimens have been extracted along the bar longitudinal direction.

Their dimensions have been chosen in order to match the testing machine range, at the same time attempting to exploit

the available material to the utmost. Different kinds of tests, both uniaxial and multiaxial, have been executed. More in

details: tensile tests on smooth round bars, tensile tests on notched cylindrical bars, with moderate notch radius (r ¼ 10 mm),

torsion tests on cylindrical specimens, and finally plane strain tensile tests on large flat specimens have been run. For all

tensile tests a 250 kN servo-hydraulic MTS machine has been used; torsion tests, instead, have been performed on a

dedicated tension-torsion equipment devised by some of the authors. Ti6Al4V stress–strain curve has been retrieved up to

large strain, disjointedly using tensile and torsion tests. Damage model has been calibrated, on the other hand, using all four

available tests. More details on these procedures are provided in the next section. Figure 7.1 reports specimen geometries

and dimensions for all tests.

In particular, a novel geometry (Fig. 7.1, d) has been chosen to reproduce plane strain conditions: traditionally, to obtain

this state of stress, large specimens with a transverse severe groove are adopted. In this work, to avoid unwanted stress

concentrations the groove has been replaced by a constant rectangular large section with limited axial extension. Each test

has been run under quasi-static loading conditions. For all tensile tests axial load and specimen gauge elongation have been

acquired. From the strain measurement, the corresponding specimen elongation has been computed. The elongation is

referred to an initial gauge length of 25 mm. Three repetitions for each test ensured the necessary confidence in the results,

given the high qualitative standard of Ti6Al4V manufacturing process.

7.3 Numerical Models Formulation and Calibration Procedure

As stated in the introduction, the von Mises plasticity has been adopted. Concerning the damage model, widely described in

[13, 14], it can be formulated as:
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D ¼
ðε f

0

f Tð Þ
G Xð Þ1n

dεp ð7:1Þ

where:

f Tð Þ ¼ C1e
C2T G Xð Þ ¼ αd

cos
π

6
β � 1

3
arccos γXð Þ

� � ð7:2Þ

T and X are the well known triaxiality and deviatoric parameters (the latter related to the Lode angle θ) which are defined as
functions of the deviatoric stress invariants:

T ¼ pffiffiffiffiffi
J2

p X ¼ cos 3θð Þ ¼ 3
ffiffiffi
3

p

2

J3

J
3=2
2

ð7:3Þ

p being the hydrostatic pressure. Whenever D equals 1, fracture occurs. Damage driving parameters (7.3) are the same of the

models proposed in [15, 16]. Material parameters C1, C2, β, γ must be tuned from experiments. In the model, n is the

exponent of a power law able to fit the tensile stress strain curve. αd is a constant which can be calculated from the others

parameters. The form of the triaxiality function in (7.2) is widely described in many works in the literature. The deviatoric

function G(X) comes from a specialization of what proposed in [17]. It can be proved that X ¼ 1 in tests (a) and (b), and

X ¼ 0 in tests (c) and (d) (see again Fig. 7.1). The deviatoric parameters X and T can be averaged over the strain path, and

regarded as constant along the tests with acceptable approximation. This is a reasonable postulate for the specific tests

performed here; they have been actually devised in order to fulfill proportional loading conditions. Given that, (7.1) can be

rewritten as a function of the strain to fracture εf:

ε f ¼ 1

C1

e�C2T
G X; β; γð Þ

G X ¼ 1,β, γð Þ
� �1

n

ð7:4Þ

To calibrate both the plasticity and damage models the following procedure has been followed. The stress strain curve has

been identified up to large strain using an inverse method, by matching experimental and numerical global quantities relative

to the tensile tests on smooth and notched geometries concurrently. This has been obtained using a dedicated C++ routine

and MSC Marc 2005 R2 code. The analytical expression used for the fitting of the work hardening has an exponential form:

σ ¼ σ0 þ A 1� e�Bε
� �þ Cε ð7:5Þ

Where σ0 represents the yield stress, and A, B, C are material parameters to be identified. Additionally, the stress–strain

relation has been also built from torsion test data, using Nadai’s expression [18] which relates torque and rotation to shear

stresses and strains through:

τ γ0ð Þ ¼ 1

2πr30
ϑN

dM

dϑN
þ 3M

� �
γ0 ¼ γ r0ð Þ, θN ¼ dθ

dz
ð7:6Þ

where the quantities are referred to the outer specimen surface. The transformation from τ � γ to σ � ε is made assuming

again the J2 plasticity hypothesis:

σ ¼ ffiffiffi
3

p
τ ε ¼ γffiffiffi

3
p ð7:7Þ

A comparison of the two curves is presented and critically discussed in the next section. The stress–strain curve from tension

is used in the following for all tests but the torsion one. For plain strain the use of a curve from tensile test is justified, given

that though the critical point has X ¼ 0, the great part of the volume exhibits X values close to unity.

Regarding the damage model, first guess parameters C1, C2 in (7.4) have been tuned from tests a) and b) in Fig. 7.1, for

which holds X ¼ 1; finite element analysis is used to retrieve the average T, as well as εf at failure. Then, β, γ first guesses
have been found using tests (c) and (d) for which X ¼ 0. Again T, εf are retrieved exploiting numerical simulation. Finally all

four parameters have been further varied together through a first order optimization algorithm to achieve the best fit.
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7.4 Results and Discussion

Material constitutive relation, in the analytical form expressed by (7.5), has been identified successfully from asymmetrical

tests. Best fit parameters are reported in Table 7.1.

The same relation has been obtained from torsion test using (7.6) and (7.7), and fitted again by an exponential expression.

Both curves are reported in Fig. 7.2.

Different constitutive curves are justified, since dissimilarities in the elasto-plastic behavior are expected for tests at

different lode parameter X. This non unicity could be addressed by a more sophisticated plasticity model [8].

Figures 7.3, 7.4, 7.5 and 7.6 show the outcome of the experimental campaign for the four kinds of tests performed, along

with the prediction from numerical simulation using the constitutive law tuned as described above. Data from the three

repetitions have been averaged for the sake of clarity. The matching is very good, suggesting that FE analysis can be

regarded as reliable. This is crucial since from them local quantities at the critical points will be estimated for all test to

calibrate the damage model.

Table 7.1 Best fit parameters

for stress–strain curve from

axisymmetric tests
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Damage model calibration has been carried out through the procedure described in the previous section. Best fit

parameters are summarized in Table 7.2. The adopted model, already successfully used for steel applications [10]

demonstrated to be capable to capture fracture of Ti6A4V alloy with fairly good accuracy, also. This is testified in

Fig. 7.7, where the model estimation is plotted against experimental data used for calibration. In the figure, sections of

the fracture surface at X ¼ 1 and X ¼ 0 are shown, for a wide range of the triaxiality parameter T. It is worth noting that this
has been obtained using only four tests, from simple geometries and equipment.

7.5 Conclusion and Further Development

With the proposed approach, the authors suggest that a fast calibration of damage models based on triaxiality and deviatoric

parameters is possible, using only four proper tests, without the need for special equipment or complex sample geometries.

Significant improvements in the methodology could come from a more accurate elasto-plastic prediction, as well as relying

on a higher number of tests, for calibration. Further validation tests should also be run, to assess the transferability of the

adopted model when used for failure prediction of Ti6Al4V components.
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Chapter 8

Identification of the YLD2000-2D Model with the Virtual
Fields Method

Marco Rossi, Frédéric Barlat, Fabrice Pierron, Marco Sasso, and Attilio Lattanzi

Abstract In this paper an inverse method, the virtual fields method (VFM), is used to identify the parameters of an

anisotropic plasticity model, the Yld2000-2D yielding criterion. Digital image correlation (DIC) is used to measure the strain

field over the specimen surface. In particular, the developed experiments are intended to investigate a region of the yielding

surface close to the plane strain condition. As first step, the YLD2000-2D yielding criterion is implemented in the VFM

framework for large strain plasticity. Afterwards, experiments are performed on steel sheet coupons and the proposed

method is used to identify the constitutive parameters. The specimens are designed in order to guarantee a good compromise

between the aspect ratio and the spatial resolution of the DIC measurement. In order to look at the anisotropic behaviour, the

specimens are cut in different orientations with respect to the rolling direction. The results achieved with the VFM using

Yld2000-2D are compared with the identification performed using the Hill48 model. The identified results are also

compared with reference values obtained from standard tensile tests.

Keywords Anisotropic plasticity • Virtual fields method • Inverse identification • Digital image correlation • Large strains

8.1 Introduction

Sheet metals under plastic deformation often exhibit an anisotropic behaviour. This is due to the texture of the metal that has

preferential orientations because of the rolling process. Anisotropy plays an important role in metal forming and other

industrial applications. Nowadays, being able to correctly simulate the behaviour of sheet metals by FE models is

fundamental for the industry. For this reason, during the years, several constitutive models have been developed to describe

the plastic behaviour in case of anisotropy. One of the first, and still widely used model, is Hill48 [1], which is a simple

modification of the standard von Mises plasticity. However, this model is rather basic and, often, is not able reproducing

the behaviour of actual materials. A more flexible and adaptable model is the Yld2000-2D model [2, 3], which overtakes the

main limitations of Hill48.

This model requires the identification of a set of constitutive parameters. The correct identification of such parameters is

fundamental to predict the behaviour of the material successfully. Usually, the identification is performed using standard

laboratory tests (i.e. uniaxial tension), however in the last years the use of inverse methods and full-field measurement is

opening new possibilities [4].

A first approach is to employ finite element model updating (FEMU), as described in [5]. Other examples of methods that

use full-field measurements can be found in [6–8]. In the present paper, the virtual fields method (VFM) [9] is used to this

purpose. The VFM has been already applied to plasticity, for instance in [10, 11]. Kim et al. [12] used the VFM to identify

the post-necking behaviour. Furthermore, applications of VFM to anisotropic plasticity are in [13, 14].

In this paper, the Yld2000-2D is implemented in the framework of the non-linear VFM at large strain, then notched

specimens are used to identify the constitutive parameters of a stainless steel sheet metal.
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8.2 Theory

The used identification method is the non-linear VFM for large strains. More details about the procedure are given in [13],

where the theoretical framework is presented for a general three-dimensional case. Here, the procedure is applied to plane

stress, using Yld2000-2D as constitutive model. According to VFM, the model’s constitutive parameters are identified

minimizing a cost function defined according to the principle of virtual work, written for large deformations [11]:

Ψ ξð Þ ¼
XNv f

i¼1

XNstep

j¼1

ð

V

T1PK
j : δF�

i dv�
ð

∂V
T1PK

j n
� �

� δvi dS
����

���� ð8:1Þ

T1PK is the 1st Piola-Kirchhoff stress tensor, δv is a virtual displacement field defined by the user, δF• is the corresponding

virtual displacement gradient tensor, V is the volume of the inspected solid, ∂V is the boundary surface and n the surface

normal in the undeformed configuration. The principal of virtual work is represented by the equation within the absolute

value. The first integral can be viewed as the virtual work of the internal forces and the second one as the virtual work of the

external forces. In condition of equilibrium, this absolute value should be zero. The cost function is computed for each

measurement step and defined virtual field, where Nstep and Nvf are the total number of measurement steps and adopted

virtual fields, respectively.

The stress field, in (8.1), is computed using the constitutive model, which, in turn, depends on a series of constitutive

parameters. Let us denote the constitutive parameters in terms of a vector ξ ¼ [ξ1, ξ2,. . ., ξN]. According to non-linear VFM,

an optimization algorithm iteratively varies the vector ξ, in order to find out the set of parameters that minimize the cost

function of (8.1). The obtained parameters are the ones that best satisfy the equilibrium equation, written in terms of the

principle of virtual work.

In this work, we used three sets of virtual fields in the cost function:

δv1 ¼ δvx ¼ 0

δvy ¼ y=L

�
δv3 ¼ δvx ¼ x

W

yj j � Lð Þ
L

δvy ¼ 0

(
δv3 ¼

δvx ¼ sin π
x
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� �
cos π

x

H

� �

δvy ¼ sin π
x

W

� �
cos π

x

H

� �

8><
>:

ð8:2Þ

L is the semi-length of the inspected area andW is the semi-width of the middle section. The origin of the coordinate system

is situated at the centre of the specimen. With this assumption, the virtual work of the external forces, for the first virtual

field, becomes:

ð

∂V
T1PK

j n
� �

� δv1 dS ¼ 2 fj ð8:3Þ

where fj is the force measured by the load cell at the time increment j. The virtual work of the external force, for the second
and the third virtual fields of (8.2), is equal to zero.

The Yld2000-2D plane stress yield function is employed to describe the anisotropic behaviour of stainless steel sheet.

Under the assumption of orthotropic material behaviour, which implies symmetry along the sheet rolling, transverse and

normal directions, this function introduces anisotropic material characteristics through two linear transformations on the

Cauchy’s stress tensor, as reported below:
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where x and y subscripts indicate the rolling and transverse direction of the sheet, respectively, and the components of L0

and L00 matrices are represented as functions of 8 independent parameters αj:
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Hence, indicating with X0
i and X00

i (with i ¼ 1,2) the principal values of linear transformations of Cauchy’s stress tensor

components, the yield function Yld2000-2D is defined as follows:

Φ ¼ φ0 þ φ00 ¼ 2σa ð8:7Þ

where σ is the equivalent stress, a represents a material coefficient depending on the crystal structure (six for BCC and eight

for FCC reticulum), φ0 and φ00 are functions defined as follow:

φ0 ¼ X0
1 � X0

2

�� ��a ð8:8Þ

φ00 ¼ 2X00
2 þ X00

1

�� ��a þ 2X00
1 þ X00

2

�� ��a ð8:9Þ

According to the associated flow rule, the direction of the plastic flow is normal to the yield surface at the yielding point, and

can be expressed as:

∂σ
∂σk

¼ 2aσ a�1ð Þ
n o�1 ∂Φ

∂σk
ð8:10Þ

The steps to compute the gradient of (8.7) are given in [3]. The hardening law is described using the following equation

(Swift’s law):

σeq ¼ K pþ ε0ð ÞN ð8:11Þ

The hardening curve is not very sensitive to parameter ε0 [12], therefore its value was set equal to 0.01 in the following

computation. Summarizing, using the hardening law of (8.11) and the Yld2000-2D criterion, there is a total of ten

independent parameters that have to be identified, i.e. ξ ¼ [K, N, α1, α2, α3, α4, α5, α6, α7, α8].
Following the steps described in [13], the strain field measured with a full-field optical technique is used to evaluate the

stress field corresponding to a given set of constitutive parameters ξ. This stress field, written in terms of the first Piola-

Kirchhoff tensor, is then used in (8.1) for the non-linear VFM.
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8.3 Experiments

The tests were conducted on three notched specimen cut in three different directions, namely 0�, 45� and 90� respect to the

rolling one. Figure 8.1 illustrates the shape of the specimen as well as the experimental set-up. An INSTRON 880 tensile

machine with hydraulic grips was used to perform the tests. The displacement field was measured by stereo-DIC [15] using a

couple of CCD cameras, able to acquire 2048 � 2048 pixels with 10-bit dynamic range.

The DIC was performed using the commercial software Vic-3D, employing a correlation window of 27 pixels and a step

of 5 pixels. A typical displacement map is shown in Fig. 8.2, the red line highlights the measurement zone used in the

identification with VFM.

Figure 8.3 shows an example of strain maps obtained from the measurement. The strain field is heterogeneous with a

strain concentration close to the notches. With the adopted DIC settings, each strain map has 201 � 101 points. For each

specimen configuration, 48 time steps were used in the identification.
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Fig. 8.1 Specimen shape and adopted experimental set-up
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8.4 Results and Discussion

The non-linear VFM was applied to the DIC strain measurement. The optimization was performed using the optimization

toolbox in Matlab®. Table 8.1 lists the identified parameters. Table 8.2 lists the parameters identified on the same data using

Hill48 as constitutive model, (see for instance [16]).

As first check, the identified parameters are used to evaluate the force measured during the experiments. This can be easily

done exploiting (8.2). In this way, the force is computed starting from themeasured strain data and the identified parameters. The

results are presented in Fig. 8.4, both Hill48 and Yld2000-2D allow to correctly reproduce the test in term of measured force.

Table 8.1 Identified parameters

for Yld2000-2D
Hardening Yld2000-2D parameters

K [MPa] N α1 α2 α3 α4 α5 α6 α7 α8

852 0.41 1.11 1.35 1.21 1.11 1.07 0.96 1.21 1.15

Table 8.2 Identified parameters

for Hill48
Hardening Hill48 parameters

K [MPa] N f g h n

735 0.41 0.49 0.45 0.55 3.56
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Fig. 8.4 Comparison of the experimental force and the computed one from the strain field with Hill48 and Yld2000-2D
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Table 8.3 shows a comparison of the two models in terms of the Lankford parameter R, which is the ratio of the transverse
to the through-thickness strain. The Lankford parameters characterizes the plastic flow in different anisotropic directions.

In this case, Hill48 is not able to reproduce the actual behaviour, while a reasonably good agreement is found using

Yld2000-2D. The reference values were obtained from simple uniaxial tests in different directions.

The inverse identification with VFM and notched tests, allows the calculation of the Yld2000-2D parameters that are

consistent with the material properties. However, this type of test only allows the investigation of a small portion of the yield

surface. In Fig. 8.5, the stress states obtained with the notched specimens in the three directions are plotted over the normalized

yield surface. Only a small portion is covered and it is not possible to investigate the biaxial or pure shear conditions. In the

future, other specimen geometries should be designed so that a larger part of the yield surface can be investigated.

8.5 Conclusion

In this paper, the non-linear VFM is used to identify the parameters of the Yld2000-2D yield function, coupled with a Swift’s

hardening law. Experimental tests were conducted on notched specimens, cut on three different directions (0�, 45� and 90�).
The strain field was measured by DIC and used to perform an inverse identification with VFM. The identified parameters are

in good agreement with the reference value for the used material, especially when compared with the results achieved using

the Hill48 model. In future, simulated experiments will be used to validate the proposed approach and quantify the

identification error and the accuracy of the technique.
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Chapter 9

Identification of Post-necking Strain Hardening Behavior
of Pure Titanium Sheet

S. Coppieters, S. Sumita, D. Yanaga, K. Denys, D. Debruyne, and T. Kuwabara

Abstract This paper deals with the identification of the post-necking strain hardening behavior of pure titanium sheet.

Biaxial tensile tests using a servo-controlled multi-axial tube expansion testing machine revealed that commercial pure

titanium sheet exhibits significant differential work hardening (DWH). The latter phenomenon implies that the shapes of the

work contours significantly change during plastic deformation which is accurately measured in the first quadrant of the stress

space up to an equivalent plastic strain of approximately 0.3. In this paper we focus on the plastic material behavior beyond

the point of maximum uniform strain in a quasi-static tensile test. To this purpose, the material is subjected to a post-necking

tensile experiment during which the strain field in the diffuse necking zone is measured using a dedicated Digital Image

Correlation (DIC) system. The key point in the identification of the post-necking strain hardening is the minimization of the

discrepancy between the external work and internal work in the necking zone. In this study, we scrutinize the influence of

DWH in the pre-necking regime on the identification of the post-necking strain hardening behavior of pure titanium sheet.

Finally, a strain hardening model which enables disentangling pre- and post-necking hardening behavior is presented.

Keywords Post-necking strain hardening • Tensile test • Differential work hardening • Pure titanium • DIC

9.1 Introduction

Pioneering work of Bridgman [1] resulted in a solution for the problem of diffuse necking in a tensile specimen. Bridgman

considered his method as a second level of approximation because the method is only concerned with the distribution of

stress and strain across the diffuse neck. He also envisioned a third level of approximation, also referred to as the “complete

solution” of the general problem, which takes the material state and the shape of the whole deforming specimen into account.

Several researchers arrived at such complete solutions using finite-element based inverse methods. From a practical point of

view, however, the coupling between the experimentally measured quantities and the numerically computed response can be

a burden. Moreover, the iterative FE simulations to predict the plastic instability are usually very time-consuming. In order

to avoid the shortcomings of the FE-based inverse method, a new method based on the complete solution to retrieve the

strain hardening behavior hidden in the diffuse necking regime was presented in [2]. The key point in this method is that

the strain hardening behavior can be identified by minimizing the discrepancy between the internal and the external work in

the region where the diffuse neck develops. The method was experimentally validated [3] beyond the point of maximum

uniform strain using the tube expansion test [4]. Kim et al. [5] presented a similar approach to identify post-necking strain

hardening behavior of sheet metal using the Virtual Fields Method (VFM). Clearly, both methods [2, 5] rely on the

computation of (actual and virtual, respectively) internal work, and, consequently, need access to the stresses associated

with the experimentally measured strains. The later requires a phenomenological material model and an appropriate stress

updating algorithm. Unlike the work of Kim et al. [5], Coppieters and co-workers [2, 3] incorporated in-plane plastic

anisotropy in their identification procedure. The assumption made in [2] that an increase of the cost function caused by

an error in the work hardening law is significantly larger than an increase caused by an error in the anisotropic yield criterion
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was scrutinized in [3, 6]. The key point to guarantee a sufficient accurate identification is that the adopted yield function

enables to describe the material response within the diffuse neck. Theoretically, the stress state in the diffuse neck

approaches plane strain which implies that a fairly large portion of the yield surface will be used in the identification of

the post-necking hardening behavior. Although, in practice plane strain is not reached during diffuse necking, the accuracy

of the yield function gains importance when biaxial stress states are probed in materials which exhibit strong plastic

anisotropy. The identified post-necking hardening behavior in the rolling direction (RD) of the materials investigated in

[2, 3] did not strongly depend on the selected yield loci. This work is an attempt to extend the method to materials which

exhibit strong in-plane anisotropy and differential work hardening.

9.2 Material

To this purpose, a commercially pure titanium sheet with an initial thickness of 0.52 mm is studied in the present work. This

material exhibits complex texture-induced anisotropy along with differential work hardening. Sumita and Kuwabara [7]

identified the differential work hardening behavior of a pure titanium sheet up to an equivalent plastic strain of 0.3 using the

servo-controlled combined tension-internal pressure testing machine developed by Kuwabara and Sugawara [4]. Figure 9.1

shows the measured stress points forming the contours of plastic work for different levels of ε
0

pl. It can be inferred that the

work contours shows significant asymmetry with respect to the equibiaxial stress state, i.e., σx=σ y. Moreover, the asymmetry

of successive work contours decreases with an increase in ε
0

pl exemplifying the so-called differential work hardening. This

material behavior is quantitatively in line with other investigations on pure titanium, e.g., [8].

Standard uniaxial tensile tests (JIS 13 B-type) were conducted to determine work hardening properties and the r-values.

The pre-necking strain hardening curve the rolling direction can be found in Fig. 9.2. This figure also shows the fitted Swift

hardening law which reads as:

σeq ¼ K ε0 þ εpleq

� �
ð9:1Þ

It must be noted that the Swift law cannot perfectly describe the strain hardening behavior in the pre-necking region. Indeed,

the Swift law cannot accurately reproduce the initial yield stress and the yield stress at maximum uniform strain.

The r-values can be found in Table 9.1. It can be inferred from Fig. 9.2 that the Swift law cannot perfectly describe the

material behavior. To be specific, the initial yield stress and the yield stress at maximum uniform strain εmax � 0:27 cannot
be accurately predicted by the Swift law. Figure 9.2 also shows the hardening behavior of the test material in the transverse

Fig. 9.1 Stress points

forming contours of plastic

work compared with

the theoretical yield loci

calculated using the

Yld2000-2d and Hill48

yield functions [7]
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direction (TD). It must be noted that the latter curve is extrapolated since the maximum uniform strain εmax in the TD is

limited to εmax � 0:05. Clearly, the strain hardening behavior in the TD significantly differs from the behavior in the RD.

Figure 9.1 also shows selected yield loci associated with specific values of reference strain ε
0

pl. The stress based Hill48 yield

function yields satisfactory results up to εpl0 =0:15. Beyond this point, however, Hill48-σ tends to overestimate the work

contours in certain stress states. The yld2000-2d yield function enables to accurately describe the work contours provided

that the variations in r0, r90 and rb with respect to ε
0

pl are taken into account in the parameter determination. Such material

behavior requires the development of new constitutive material models. Yanaga et al. [9] proposed to reproduce DWH based

on the Yld2000-2d yield function with the exponent and material parameters changing as functions of the amount of plastic

work. Implementation of such advanced yield functions within finite element codes enables to optimize sheet metal forming

processes [10]. It must be noted that accurate determination of differential work hardening requires a significant amount of

experimental effort. In this contribution, we scrutinize the necessity of incorporating DWH into the material model when

identifying the post-necking hardening through a tensile test as proposed by Coppieters et al. [2] and Coppieters and

Kuwabara [3].

9.3 Method

The method presented in Coppieters et al. [2] was originally conceived from the observation that in a quasi-static tensile test

the internal work equals the external work. As such, the key point in the method is the minimization of the discrepancy

between the internal and the external work in the necking zone during a tensile test. Computation of the internal work

requires access to the experimental strain field and the associated stress field. The experimental strain field is derived from

the experimentally measured displacement field using stereo-DIC. To do so, an element mesh is fitted to the measured

displacement field. The monitored zone in which the diffuse neck develops spanned a region of 12.5 mm � 40 mm.

This mesh contained 250 square elements (4 node bilinear elements) with an element size of 1.5 mm. The test material was

subjected to the Post-Necking Tensile Experiment (PNTE) in the RD using a standard tensile specimen (JIS 13 type-B) and

a regular tensile machine (Zwick/Roell) with a load capacity of 10 kN. The experiment was displacement controlled using a

constant cross-head speed of 0:05mms . The tensile machine was equipped with a stereo-DIC system to capture the

displacement fields at the surface of the specimen. Both cameras (8-bit AVT STINGGRAY F-201B 1/1.8) with a resolution

of 1624 � 1232 pixels2 were equipped with a Schneider 23 mm lens. The image resolution was approximately 0.08 mm/px.

The images were synchronized with the tensile force and consequently each set of pictures corresponds to a different load

step. All images were post-processed using MatchID-3D [11] via the so called subset-based method. During the PNTE full

field information was captured in 95 load steps.
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9.4 Validation: Pre-necking Hardening Behaviour

The aim of this paper is to identify the post-necking hardening behavior of pure titanium using the method presented in

[2, 3]. Before embarking on this, it should be noted that the pre-necking hardening behavior can be directly determined

solely based on the measured force and the measured elongation using simple analytical formulas. Therefore, in a first step,

the identification procedure is validated by identifying the pre-necking hardening behavior. Additionally, this step enables to

tune the element mesh required to compute the strain fields from the measured displacement fields. In this section the

experimentally acquired pre-necking data (55 load steps, i.e., the load step in which the maximum uniform strain εpleq=0:27 is
reached) are used to identify the Swift hardening law (9.1). Since the pre-necking hardening behavior is readily available

from the tensile test, the accuracy of the identification procedure can be directly assessed. First, the potential in-plane

anisotropy and DWH is ignored and the von Mises yield criterion is adopted to identify the pre-necking hardening behavior.

Figure 9.3 shows the identified pre-necking hardening behavior using the von Mises yield criterion (labeled as PNTE Swift-
von Mises (1)) along with the Swift law fitted to the pre-necking data.

It can be observed that the pre-necking strain hardening behavior is not perfectly retrieved. It was found that this error

originates from an inaccurate computation of the external work. Figure 9.4 shows the load-elongation curve of the tensile test

in the RD. Although, the stereo-DIC system was synchronized with the tensile test machine, a deviation between the

experimentally measured tensile forces occurred. The identification could be improved by using the corrected tensile force

and the result (labeled as PNTE Swift-von Mises (2)) is shown in Fig. 9.3. Second, the in-plane anisotropy of the titanium

sheet was included by using the r-based Hill48 yield criterion. It can be seen in Fig. 9.3 that this yields identical results as

those obtained using von Mises yield criterion. Consequently, the identification procedure along with the adopted yield loci

is validated in the pre-necking region.
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9.5 Results: Post-necking Hardening Behaviour

In this section we embark on the post-necking strain hardening behavior of pure titanium. 95 load steps were used to identify

the complete hardening behavior. The maximum equivalent strain probed in the experiment was εpleq � 0:8. Only diffuse

necking is taken into account. Figure 9.5 shows the results. The black solid curve (labeled EM Swift) represents the

extrapolated Swift law fitted to the pre-necking data. The same Swift law was also identified using the PNTE (labeled

PNTE Swift-von Mises) and this yield a similar behavior as predicted by the extrapolation method (EM). The latter suggests

that the Swift law is an appropriate hardening law to describe the hardening behavior of pure titanium in the RD. In order to

disentangle pre- and post-necking hardening behavior the so-called p-model [3], which is based on successive phenomeno-

logical equations, can be used:

σeq ¼
K ε0 þ εpleq

� �n
, εpleq � εmax

K ε0 þ εmaxð Þn þ Q 1� e� p ε pl
eq� εmaxð Þh i

, εpleq > εmax

8><
>:

ð9:2Þ

In this phenomenological hardening model, the parameters K, ε0 and n are identified through the available pre-necking data.
εmax is the maximum uniform strain in the tensile test. In the post-necking regime the model switches to a post-necking

hardening description. To guarantee a smooth transition a simple relation between p and Q can be found [3]. As a result, the

only unknown in the post-necking regime is the post-necking hardening parameter p. In the case a von Mises material is

assumed, the p-model (labeled PNTE p-model—von Mises) is in very good agreement with the extrapolated Swift law. If the

p-model, however, is identified using the r-based Hill48 yield criterion then the post-necking parameter increases resulting in

a slightly decreased strain hardening rate deep into the diffuse neck. Figure 9.6 shows the adopted yield loci used to identify

the hardening behavior. Clearly, both yield loci cannot accurately describe the material response of pure titanium in the first

quadrant of the stress space. However, they enable to describe the material response of titanium in the vicinity of uniaxial

tension in the RD, i.e., the stress ratio σx : σy

� �
=1 : 0.

The later means that the yield loci can be adopted to retrieve the hardening behavior when the stress ratio in the diffuse

neck remains close to σx : σy

� �
=1 : 0. However, the deviation in the post-necking regime between the results obtained by the

different yield loci indicates that the stress ratio deviates from σx : σy

� �
=1 : 0. Indeed, in the diffuse neck transverse stresses

develop, and, consequently, biaxial stress states are probed. It is inferable from Fig. 9.6 that the adopted yield loci differ

significantly hence resulting in a different identified post-necking hardening behavior. Finally, it must be noted that the

present work did not include the strain rate sensitivity of the material. Indeed, the strain rate in the diffuse neck increases

when uniform straining ceases and deformation becomes concentrated in the necking zone. It was experimentally observed

that some material points in the diffuse neck reach a strain rate of ε _pl
eq � 0:011s. Given the fact that very few material point

reach this value, however, it is currently assumed that the impact on the global identified hardening behavior will be small.
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Nevertheless, since pure titanium exhibits a significant strain-rate sensitivity [7], future work should try to include the strain

rate as a state variable in the hardening law.

9.6 Conclusions

This work is an attempt to identify the post-necking hardening behavior of pure titanium sheet through a tensile test in the

rolling direction. To this purpose, an alternative method is used which is based on the minimization of the external and

internal work in the diffuse neck of a standard tensile specimen. It is well-known that the accuracy of this identification

method depends on the adopted phenomenological yield function. Clearly, the yield function gains importance when the

material exhibits strong in-plane anisotropy and biaxial stress states are probed in the diffuse neck. In this paper, the post-

necking strain hardening behavior of pure titanium, which exhibits strong texture-induced anisotropy and differential work

hardening, is under investigation. The aim of this paper was to scrutinize the necessity of using an advanced phenomeno-

logical yield function, which enables to describe such complex material behavior, to identify the post-necking hardening

behavior. While inconclusive, the obtained results suggest that the post-necking hardening behavior of pure titanium can be

determined without incorporating a highly advanced yield function provided that the post-necking tensile experiment is

conducted in the rolling direction. A more profound analysis requires the implementation of an advanced material model

which enables to describe differential work hardening. Additionally, strain rate should be included as a state variable in the

hardening law. Research along these lines is currently conducted and will be published in a forthcoming paper.
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Chapter 10

Challenges for High-Pressure High-Temperature Applications
of Rubber Materials in the Oil and Gas Industry

Allan Zhong

Abstract As deeper and deeper wells are drilled offshore, the well temperatures are hotter, and the downhole pressures are

higher. The higher pressures and temperatures in these deepwater wells pose significant challenges for both metallic and

nonmetallic materials. These challenges are especially serious for rubber and other polymer-based materials due to

significant degradation of material properties that these extreme conditions cause. In this paper, a broad overview of the

challenges for applications of rubber and other polymer-based materials in downhole tools under high pressure, high

temperature environments will be presented along with current approaches taken by the industry to address these challenges.

The need for new material development as well as fundamental understanding of rubber mechanics under HPHT conditions

also will be discussed.

Keywords High-pressure • High-temperature • Modulus • Material degradation • Rubber mechanics

10.1 Introduction

Due to its elasticity and resilience, rubber has wide applications in the oil/gas industry, primarily as sealing components.

However, rubber properties are highly sensitive to temperature. The mechanical properties of rubbers which include

modulus, elongation at break, compression set, and fracture toughness, can degrade rapidly when their maximum tempera-

ture ranges are approached.

For example, tensile tests of size-325 Aflas O-rings (Fig. 10.1), showed that the modulus of the rubber decreases with

increasing temperature and stabilizes around 200 ˚F (93 ˚C) in air and that the elongation at break decreases monotonically

with any temperature increase from room temperature. These characteristics of rubber pose significant challenges for

downhole tool designers and material scientists in applications subjected to high temperatures.

In order to extract more oil and gas from underground, past history has shown that the depth of the higher producing wells

has been greater, and thus, depths will continue to increase steadily; consequently, downhole temperatures will also increase.

This is especially true for offshore wells. For example, the maximum depth of wells drilled from 1966 to 2003 has almost

doubled (see Fig. 10.2) [2].

Not only are the temperatures in these deepwater wells much higher than in shallower wells, the bottomhole pressures are

significantly higher as well. Thus, sealing requirements in the HPHT downhole environment poses challenges for

applications of elastomer and non-elastomer materials. In the following sections, an overview of applications of rubber

and polymeric materials in the upstream sector of the oil/gas industry is given first. The next section focuses on HPHT

related topics, where and when HPHT environments occur, and what the definition is for HPHT in the oil/gas industry.

Challenges for HPHT applications of rubber materials will be summarized along with examples concerning how the industry

addresses some of these challenges.

10.2 Applications of Rubber Materials in the Oil and Gas Industry

The main application for which rubber materials are used in the industry is static and dynamic sealing between mechanical

components. Unlike applications in most other industries, typical downhole pressures can range from 1000 to 10,000 psi.

Based on applications and sizes, sealing elements can be categorized into two groups. The measured radial clearance or
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“sealing gap” across a fluid or gas passageway for which the seal must isolate and contain differential pressure is a primary

factor the seal designer must consider when selecting an appropriate sealing system. Seals are typically installed into cavities

or seal glands which are tightly controlled-tolerance machined features in metal tool components. For small sealing gaps, the

seals are typically O-rings and their variations, which can be V-ring packing stacks, bonded seals, etc. O-ring glands are

typically characterized as a machined groove feature, while other seal types utilize longer seal gland features. O-rings rely on

resiliency properties to allow contact stress in the gland for initial sealing, and to return to their original shape when pressure

is removed for proper sealing. For large sealing gaps, thicker cross-section pressure isolating seals called packer elements

are used on production packers and on well intervention bridge plugs, and must be mechanically loaded to deploy them into

the required sealing configuration.

In the case of small sealing gaps for relatively low differential pressures typically hundreds to several thousand psi, a

properly sized O-ring is sufficient. When pressure increases to a certain magnitude, the O-ring starts to extrude through the

annulus (Fig. 10.3, Reference [3]), hence the sealing gap is typically called the extrusion gap. A common approach is to add a

backup seal ring that typically is made of a thermo-plastic material; e.g., PEEK, which is much harder than O-ring rubber to

contain the O-ring and to improve the sealing performance. An extension of an O-ring with a backup design is the typically

referred to as a Vee-packing seal; it is a more complex design with a multiple layer of seal components along the length of

Fig. 10.1 Change of rubber

stress strain curve with

temperature increase [1]
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the sealing gland. When used in the Vee-packing stack, the O-ring serves the purpose of “energizing” the vee rings for

optimum sealing when differential pressure is applied. Each layer may be of a different material and/or geometry, which has

a metal backup at the ends, plastic backups in between metal backups, and a rubber O-ring. A typical Vee-pack seal design is

shown in Fig. 10.4.

The bonded seal (or molded seal) design as shown in Fig. 10.5 provides an integrated metal backup to the elastomeric

seal, which enables control of rubber deformation and displacement in the sealing gland under differential pressure, and is

readily used in dynamic sealing applications.

For large sealing gaps e.g., the radial clearance between the production tubing and casing, which is typically a pipe

cemented into the wellbore, the chosen seal system is not usually O-ring type seals; these seals are now called packers, and

are a standard sealing component of completion tools used in oil/gas applications. Production packers are a mechanical

assemblies which provide zonal isolation in the annulus between the outside of the production tubing and the inside of the

casing or liner. Based on the application, production packers are classified into two types i.e., permanent packers and

a Applied pressure Extrusion gap Applied pressure

Example of an extrusion gap when a
single o-ring is used.

Example of a reduced extrusion gap when a single
backup is incorporated. Pressure to be applied

from a single direction, as shown.

Example of a reduced extrusion gap when two backups
are incorporated. This configuration can be used with

applied pressure in either direction.

b

c

Fig. 10.3 Examples of O-ring seals with and without backup rings [3]

Fig. 10.4 Schematics of a V-packing seal structure
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retrievable packers. Once set in the wellbore, permanent production packers are intended to remain in the well during well

production for the life of the completion and are typically removed by milling operations. Retrievable production packers

have an integral releasing mechanism and may be retrieved by service tools and workstring tubing manipulation. Service

tool retrievable packers are used only for a short period of time during well intervention services, such as well testing,

cement squeezing, well stimulation, casing perforation, etc. After service operations are complete, these packers are

mechanically retrieved or milled in place for removal.

One significant difference between packer-type seals and O-ring-type seals is that packer seal elements are not in a

sealing position when a completion tool string is initially installed in the well bore. They must be squeezed into a sealing

configuration or “set” after being placed into the designated position in the well. In order to keep packer elements in the

sealing (set) position, the packer must have an anchoring mechanism such as slips and related locking components that can

hold the packer in the set position after the setting force is removed. A typical packer system is shown in Fig. 10.6, reference

[4]; this packer has three elastomeric sealing elements, one pair of metallic backup shoes, one pair of wedges that facilitate

the engagement and “biting” of the slips into the casing ID, and a pair of slips for securely anchoring the tool into the well

casing, along with other components that work together during the setting process. For proper sealing to occur, the packer

element must maintain sufficient sealing stress along the length of the packer seal gland. This means that the contact force

between the element ID and the packer mandrel OD, and between the element OD and the ID of the casing must be sufficient

to seal against pressure differential.

Different service companies provide different packer offerings (see Figs. 10.7 and 10.8) (references [5, 6]), but they are

similar in that they all have sealing elements, backups for the sealing elements, wedges, and slips.

In addition to being used as sealing components, rubber and polymeric materials are also used for other functions, such as

a cement wiping plug (see Fig. 10.9, Reference [7]) for cleaning tubing IDs after the cement is pumped through them; an

expandable liner hanger (Fig. 10.10, Reference [8]) is an anchoring and sealing system that provides load-carrying capacity

beyond the cased hole to areas where there may be no casing. Another application of polymeric materials in downhole tools

is plastic electronic components (Reference [9]).

As discussed previously, rubber and other polymeric materials have wide applications in downhole operations. However,

their main application is for sealing. In sealing applications, rubber components are used to isolate different zones and are

Fig. 10.5 Example of molded

and bonded seal [3]

Fig. 10.6 Example of a hydrostatic set permanent packer [4]
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subject to differential pressures. The common service requirements on rubber include resistance to extrusion, resistance to

fracture, and performance at low or high temperature (relative to room temperature). The common parameters are hardness,

modulus, compression set, tear strength, tensile strength, elongation at break, and fracture toughness. Other important

parameters that are considered for determining rubber applications in oil/gas wells include compatibility with fluids, time to

exposure to the fluid, time to exposure to the temperature, and explosive decompression (in gas wells).

Fig. 10.7 An alternate design of packer [5]

Fig. 10.8 Another alternate design of packers [6]

Fig. 10.9 Cement wiper

plug [7]
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10.3 High Temperature/High Pressure Environments

As depths of wells drilled offshore increase, the well temperature gets hotter, and downhole pressure becomes higher. This

has been the case over the past 25 years. The term high pressure / high temperature (HPHT) was first coined around 1990

(References [10, 11]). However, the wells that are HPHT were drilled much earlier, and the first HPHT test well was drilled

onshore in 1965 in Mississippi (Reference [9]), with well depths reaching 19,700–22,250 ft, reservoir pressure between

17,500 and 22,000 psi, and bottomhole temperatures between 365 and 385 ˚F. A well was drilled offshore Alabama in 1981

(Reference [12]) to reach a formation that was ~20,000-ft deep with reservoir pressure between 10,000 and 20,000 psi, and

reservoir temperature exceeding 400 ˚F. Fluids produced from this well contained up to 10 % H2S, 4 % CO2, as well as

sulphur. Many North-Sea deepwater formations were discovered and explored between 1981 and 1995 (Reference [13–16]),

with depths ranging from 17,000 to 20,000 ft, formation pressures of 12,000–17,000 psi, and formation temperatures of 300–

423 ˚F. Some started production in the early 2000 s. The development of the Gulf of Mexico (GOM) Deepwater wells

(Reference [17]) started in the late 1990s through the early 2000s, with fields such as Thunderhorse, Cascade, Chinook, and

Tahiti. The reservoirs in these fields exhibited reservoir pressures from 18,000 to 19,950 psi, but the temperatures were not as

high as those mentioned earlier, as they were only up to 270 ˚F.

The development of deepwater wells in the GOM continues with well depths now reaching beyond 30,000 ft. The

Shenandoah-2 well drilled by Anadarko Petroleum Corporation in early 2013, which was located in Walker Ridge Block 51,

was drilled to a total depth of 31,405 ft in approximately 5800 ft of water (www.anadarko.com). The deepest well drilled by

Cobalt International Energy in the GOM reached a depth of 36,552 ft (www.ft.com), but no commercial quantities of oil or

gas were found.

The chart in Fig. 10.11 gives the bottomhole temperature and pressure distribution of HPHT wells drilled between 2007

and 2010 (Reference [18]). Now, deep water exploration and production has expanded from the North Sea and GOM to

Southeast Asia, Africa, and South America and is continuing to expand. Figure 10.12 shows locations of HPHT projects

around the world as of 2008; Reference [19].

The harsh environments these wells have high temperatures or high pressures or both. Different operators have had

different definitions as to what constitutes an HPHT environment. A widely accepted industry definition of HPHT conditions

is given in Fig. 10.13. However, the American Petroleum Institute; i.e., API, an oil/gas industry code organization officially

defines HPHT as conditions with pressure above 15,000 psi and temperature above 350 ˚F. This appears in code API PER
15 K. So, the official HPHT definition falls into the extreme HPHT category when comparing it to what the industry

considers the prevailing HPHT definition.

HPHT wells typically are deep wells that are onshore or offshore. There are other wells such as steam injection or steam-

assisted gravity-drainage (SAGD) wells for heavy (high viscosity) oil production that may not be very deep but can still have
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very high temperatures in their operations. In these wells, steam may be used to reduce heavy oil viscosity. Geothermal wells

are another type of well that can have extremely high temperatures. There are also wells that do not have very high

temperatures but have very high pressures, such as the wells drilled in low-temperature high-pressure salt zones in the GOM.

Rubber materials and high performance plastics are reaching their performance limits under the current HPHT

environments, and the aggressive chemicals used in the HPHT environment are further exacerbating the situation.
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10.4 Challenges for Rubber Materials in HPHT Applications

In a recent case history, a packer was used in extreme conditions—25,000 psi pressure and 500 ˚F temperature (Reference

[20]). HPHT environment leads to significant degradation of material properties for both metallic and nonmetallic materials,

and particularly to rubber and polymeric materials; thus, the available materials and designs that could meet the demanding

harsh conditions in the wells were limited. It should be noted that the industry as a whole considers seal performance as the
area in which the industry’s number one technology gap exists (Reference [21]).

One main factor that limits the application of rubber and many polymeric materials to HPHT environments is the

significant degradation of their mechanical strength, which include modulus, elongation at break, and fracture toughness.

Figure 10.14 “Temperature effect on Rubber elongation at break,” is derived from Fig. 10.1, and reveals the implicit relation

between elongation to break and temperature. The elongation at break is reduced to ~35 % at 350 ˚F from 110 % at 70 ˚F.

Similar dramatic decreases in modulus and fracture toughness are also observed. A lesser known parameter that can impact

rubber applications under HPHT environment is that their bulk modulus can decrease substantially (see Fig. 10.15), which

shows the temperature effect on rubber bulk modulus (References [22, 23]). The reduction of bulk modulus can substantially

increase rubber/polymer compressibility and reduce seal capability, which in turn, will impact the capability of the packer

element to seal, even if the seals could maintain integrity in the HPHT conditions.

These degradations lead to rubber deformation too easily, and the rubber becomes prone to fracture and extrusion during

the setting process as well as when subjected to high differential pressure. As mentioned earlier, plastic or metallic backups

are usually used to help contain rubber seals or rubber packer elements to improve their sealing performance. Under extreme

HPHT conditions, metals and plastics lose substantial mechanical strength as well. Furthermore, rubber and polymeric

materials may lose their thermal stability and chemical resistance, rendering them useless.

Some rubber and polymeric materials may function for a short time under HPHT conditions; however their material

service longevity and reliability is in doubt for permanent packers and seals. Obviously, the demand for developing high

performance rubber and polymeric materials for HPHT applications is high.

On the other hand, the limitations of acceptable rubber or polymeric materials at temperatures above 350 ˚F are partly due

to the fact that their performance limits are determined by tests conducted in air. The test results from in-air tests are

especially skewed for aging tests at temperature due to oxidation, which is usually not representative of downhole

conditions. In an anaerobic environment, it is expected that rubber and polymeric material performance limits could be

higher. Developing test methods and related test standards for in-situ conditions for testing is needed. For example, how to

evaluate seals and packer service life in an accelerated laboratory test that can be representative of their downhole service

life is needed. Lack of material data at HPHT conditions can reduce substantially the confidence level for HPHT tool

designs.

550

500

450

400

350

300

10,000 15,000

HPHT

Extreme
HPHT

Ultra
HPHT

20,000 25,000 30,000

Reservoir Pressure (psi)

R
es

er
vo

ir 
T

em
pe

ra
tu

re
 (

°F
)

35,000

Fig. 10.13 HPHT

designations defined by

reservoir pressure and

temperature [9]

72 A. Zhong



Physical tests of tools for HPHT applications are expensive and time consuming. Numerical simulations of tool

performance at HPHT conditions should help to reduce dramatically the number of physical tests needed, and thus, could

shorten product development time and reduce product development costs. In order to have high fidelity simulations of

physical tests, material behaviors at HPHT conditions should be adequately characterized and modeled. During the life of

permanent packers, they are subjected to load cycle from temperature changes and the rising and falling of pressure.

Compression set, microdamage, and local fracture from one load cycle can influence the packer’s performance in the next

load cycle. There is no material model that can accurately capture rubber and polymer behaviors at HPHT conditions, such
as compression set, damage accumulations, and change of stress–strain relation with the change of temperature. Because of

the high pressure, tool components are subject to loading deflection which changes the radial clearances and extrusion gaps

of sealing systems, and such dimensional changes must be considered in design process.

API is developing codes for HPHT equipment designs. The methods of accounting for uncertainty while not having a

“huge” safety factor or load factor in the design and design-verification process is a major undertaking for the industry. See

reference [24] for general discussions on the subject.

10.5 Some Current Approaches for HPHT Applications

Despite all the challenges for HPHT applications of rubber materials for sealing discussed in the previous section, the

industry has been moving forward with many successes through development of new materials and new design concepts.

Fig. 10.15 Temperature

effect on bulk modulus [22]
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10.5.1 Nano Material Reinforced Rubber

One way to improve sealing components for downhole application under HPHT conditions is to improve sealing component
material property using nano materials. There have been numerous attempts in this regard (see examples in [25–27] and

references cited therein). However, substantial difficulty existed in making nanomaterial-reinforced rubber perform as

expected in actual conditions. For example, in the case of nano carbon tuber (NCT)-reinforced rubber, the poor dispersion of

NCT and poor bonding between NCT and rubber matrix led to nonuniformity in material performance and low fracture

toughness.

It is reported in [28] that a multiwall carbon nanotube (MWNT) nanocomposite via “cellulation” to disperse MWNT

homogeneously and a specialized “treatment process” to optimize the surface conditions of MWNT for optimum bonding

with matrix was successfully developed in 2012. O rings made from this nano composite were reportedly capable of sealing

at 45,000 psi and 500 ˚F (260 ˚C). In [29], a different approach; i.e., application of nano thin film to commercial rubbers, was

taken to improve rubber’s fluid compatibility, resistance to swell, and resistance to downhole chemicals.

10.5.2 Improved PEEK for HPHT Backup

Rubber materials suitable for HT applications (Reference [9]) include fluroelastomers such as Viton, and Aflas and FFKM

materials such as Kalrez. They have good thermal stability and meet chemical resistance requirements. However, since they

are rubber materials, their moduli are lowered at higher temperatures and are susceptible to extrusion through the annulus

they are supposed to seal off. As discussed earlier, metallic or plastic backups are used typically to contain seal or packer

elements by reducing extrusion gaps, preventing extreme deformation, and thus, improving their sealing capacity. PEEK is a

commonly used thermoplastic material for plastic backup. Under HPHT conditions, plastic backups themselves frequently

fail due to fracture or extrusion. So another approach to improve HPHT seal performance is to improve the design of backups

through development of better thermoplastics and better geometry of the backups. One effort is to enhance PEEK’s HPHT

performance (Reference [10]). This enhanced PEEK was demonstrated to have the usual excellent resistances to downhole

chemicals, with substantially increased high-temperature strength, stiffness, and creep resistance (see Fig. 10.16), which

shows change in break strength at 450 ˚F in ISO fluids, Fig. 10.17, which shows the change in shear strength at 450 ˚F in ISO

fluid, and Fig. 10.18, which shows the change in creep resistance.

The improved PEEK performance is also demonstrated in seal HPHT tests with FKM-O rings, which are concave design

backup rings, made of the enhanced PEEK. The tests were conducted in a pressure vessel (shown in Fig. 10.19) with water-

based control-line fluid (HT2), 40,000 psi pressure and 450 ˚F temperature for 48 h. The enhanced PEEK has been shown to

dramatically lower the magnitude of extrusion, when compared to standard PEEK (see Fig. 10.20, which compares extrusion

test results).
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Fig. 10.16 Interval plot of

break strength [10]
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10.5.3 Improved Packer Designs for HPHT Applications

The improvements in packer design for HPHT applications are similar to those made for seals; i.e., improvements in rubber

materials, backup materials, and in geometric designs.

One example of a successful packer HPHT application was discussed in [30]. An HPHT element package for a 9-7/8-in.

packer was designed (See Fig. 10.21 to see this successful HPHT packer element design), which included three Aflas

elements, and an HPHT backup system. The backup system consists of two wire mesh anti-extrusion rings, two Teflon anti-

extrusion rings, and two pairs of metal back-up shoes—one pair was made of brass, and another pair was made of low-alloy

steel. This backup system allows for gradual stiffness change from elastomeric elements to steel backup shoes, and thus, it is

compliant to component deformation. It provides full 360˚ support for Aflas elements and enables the elements to have the

necessary HPHT sealing capability. The packer was tested at 450 ˚F and maximum differential pressure of 15,000 psi

through temperature and pressure cycles. It was qualified for a 450 ˚F/15,000 psi rating and was successfully deployed in a

North Sea HPHT well.

There are many ways to improve packer element design, and a different HPHT element design was proposed in SPE-

159182 [31]. This element design is shown in Fig. 10.22 and resembles that of a molded seal with and integrated backup and

element. The element is set via expansion of the element mandrel on a ramp. The rubber for the packer seal was

perflouroelastomer (FFKM), which has good thermal stability and chemical resistance. Nickel alloy C-276 was chosen as

the seal material carrier (element mandrel), because it has excellent ductility, corrosion, and fracture resistance.

This second packer element design was reportedly tested to seal 25,000 psi differentials from above and below at both

250 and 500 ˚F.

Fig. 10.20 Cross-section view of concave design back-up rings before and after testing [10]

End Element Metal Back-up shoes

Teflon Back-Up
Ring

Center ElementWire-mesh Anti-
Extrusion Ring

Fig. 10.21 HPHT packer element system [21]
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10.5.4 Alternate Seal Design Concepts

So far, the main focus to improve seal designs for oil/gas well completion and production has been to develop high-

performance rubber and thermoplastics for HPHT environments. The efforts in this regards have achieved many successes as

illustrated in the previous sections.

However, some feels that a total shift of paradigm may be more effective and efficient, and that is to switch from rubber/

metal seals to metal-to-metal seals. In this way the drastic degradation of material properties and low stiffness … at HPHT

conditions can be alleviated significantly or eliminated. There are applications of metal-to-metal seals in many projects, but

metal-to-metal seals have not been widely used for primary zonal isolation—a function that packers with rubber elements

still dominate. Metal-to-metal sealing capability relies primarily on plastic deformation between the mating surfaces. There

are some good reasons for the low acceptance of metal-to-metal seals, and these reasons include problems such as their

effectiveness in the presence of debris, and their sealing capacity when there are grooves or scratches on one of the metal

sealing surfaces; e.g., casing inside surface.

One patent pending technology [32] for expandable liner hanger without elastomer or with minimum rubber was

proposed and was physically tested successfully. It was shown that metal-to-metal seal at packer element scale can be

achieved, which is significantly less sensitive to high temperature when compared to rubber and polymeric seals. This

resulted in a new product offering [33], VersaFlex XtremeGrip Expandable Liner Hanger System.

10.6 Concluding Remarks

To make robust, long service life downhole seals and packers under high pressure high temperature (HPHT) conditions, it is

of high priority to develop new thermally stable rubbers for sealing elements and high strength thermoplastics for

intermediate backups. In addition to material development, it is necessary to develop new test methods that can assess

rubber and polymeric material behavior in realistic downhole HPHT conditions. It is also necessary to improve the material

constitutive models that can capture rubber and polymer HPHT behavior accurately so that designs, design verification, and

numerical simulations of product performance can be carried out with high confidence.

Run in Position

Set in Casing

Fig. 10.22 Expanding packer sealing system [31]
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It is noted that challenges HPHT impose on oil/gas industry are many, and are not limited to nonmetallic material

performance.

Despite tremendous challenges, the oil/gas industry has made steady progress in HPHT sealing technology through new

material development and new concept designs.
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Chapter 11

Full-Field Strain Imaging of Ultrasonic Waves in Solids

C. Devivier, F. Pierron, P. Glynne-Jones, and M. Hill

Abstract Lamb waves are well-known guided waves propagating in thin plates. They are often considered as a convenient

tool for non-destructive testing but one of the major challenges consists in measuring them [1]. Several techniques allow one

to do this. First, ultrasonic transducers provide point measurement of the vibration amplitude. However, this is only a point

measurement and does not provide very much spatial resolution even if several transducers are used simultaneously.

Shearography on the other hand does provide a map of surface slopes that can for instance be related to the presence of a

delamination. However, this technique does easily not allow for time-resolved measurements. Finally, the most versatile is

certainly scanning laser Doppler vibrometry (SLDV) which provides excellent temporal resolution. The spatial resolution

arises from the scanning of the surface. This takes time and requires periodic loading with stable excitation over the duration

of the scan. More details about these techniques can be found in [1].

Keywords Lamb waves • Deflectometry • High speed imaging • Ultrasonic testing • Vibrations

11.1 Introduction

Lamb waves are well-known guided waves propagating in thin plates. They are often considered as a convenient tool for

non-destructive testing but one of the major challenges consists in measuring them [1]. Several techniques allow one to do

this. First, ultrasonic transducers provide point measurement of the vibration amplitude. However, this is only a point

measurement and does not provide very much spatial resolution even if several transducers are used simultaneously.

Shearography on the other hand does provide a map of surface slopes that can for instance be related to the presence of a

delamination. However, this technique does easily not allow for time-resolved measurements. Finally, the most versatile is

certainly scanning laser Doppler vibrometry (SLDV) which provides excellent temporal resolution. The spatial resolution

arises from the scanning of the surface. This takes time and requires periodic loading with stable excitation over the duration

of the scan. More details about these techniques can be found in [1].

This article proposes an alternative based on deflectometry, a full-field slope measurement method.

11.2 Experimental Set-Up

Deflectometry relies on the principle of deforming mirrors. If a grid pattern is reflected off a flat shiny surface, any variation

of the local slope of this mirror-like surface, caused for instance by bending loads or flexural waves, will cause a local shift in

the grid image. By calculating the full-field displacement of the grid image using spatial phase-shifting algorithms (here, a

windowed discrete Fourier transform with triangular weighting), the two components of the slope field of the mirror-like test

specimen can be imaged. More details can be found in [2]. It has been shown that this technique could resolve micro-radians.

From the slopes, numerical integration provides the deflection and numerical differentiation leads to the curvatures. Here,

the curvatures have been multiplied by half the plate thickness to obtain surface strains according to thin plate theory.

The experimental set-up is shown in Fig. 11.1. The specimen is a piece of flat mirror glass lightly fixed into a vice, to hold

it but not clamp it. A piezoelectric transducer is bonded on its back face to provide excitation at 43.3 kHz. This frequency

was selected as it provided a larger response of the plate (close to a resonance). A 2 mm pitch cross-hatched grid was printed

on a piece of A3 paper, bonded onto a metallic plate and positioned opposite the tested specimen. An ultra-high speed
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Shimadzu HPV-2 camera was used to record images at 1 μs interframe time and flash lights were used to illuminate the grid

during the short acquisition time. The camera has a spatial resolution of 312 � 260 pixels2. Each period of the grid is

sampled by 5 pixels providing a field of view of 60 � 50 mm2, as shown in Fig. 11.2.

To provide a check of the results, scanning laser Doppler vibrometry (SLDV) was used over a grid of 15 � 17 points,

which were then linearly interpolated to a grid of 40 � 50 points similar to what deflectometry provides. The deflection was

then differentiated once to provide slopes, and twice to derive curvatures, hence surface strains.

11.3 Results

Figure 11.3 shows the two components of the slope field obtained through deflectometry, scanning laser Doppler vibrometry

and finite element modelling. There is an excellent correlation between the two measurement techniques, both in terms of

spatial wavelengths and amplitudes of the waves, though it is clear that the spatial resolution of deflectometry is far superior

to that of SLDV. The simulation provides very similar spatial wavelengths but far larger amplitudes but this is not so

surprising as material properties input into the model were only approximate, in particular damping. In any case, the

objective here was not to develop an accurate FE model but just to provide an additional sanity check.

Fig. 11.1 Schematic of the inertial impact test

Fig. 11.2 Dimensions of the

specimen (thickness: 1.9 mm),

field of view and schematic of

excitation
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Figure 11.4 shows the deflection derived from the measured slopes for deflectometry, directly measured from SLDV and

output from FE results. Again, an excellent match is found between the two techniques, with the same distance to the FE

model. It is worth noticing here the very small amplitude of these vibrations, about 400 nm peak to peak. A noise floor study

has shown that the limit of resolution of deflectometry in the present configuration was about 0.5 nm, so much smaller

amplitudes could be measured (higher excitation frequencies, or smaller excitation currents).

Finally, surface strains are provided in Fig. 11.5. This is where the superiority of deflectometry is obvious. The SLDV

map is degraded by double spatial differentiation and though the orders of magnitude of the strains are the same, the spatial

resolution is really degraded. Much larger scan grids could have been used but the current measurement of 15 � 17 ¼ 255

data points already takes 5 min, so a 40 � 50 grid of 2000 points would take nearly an hour. And the double spatial

differentiation would still amplify measurement noise.

Fig. 11.3 Comparison of the horizontal and vertical slopes between scanning laser Doppler vibrometry, deflectometry and finite element

simulation for the mirror sample excited at 43.3 kHz

Fig. 11.4 Comparison of the out-of-plane displacements between scanning laser Doppler vibrometry, deflectometry and finite element simulation

for the mirror sample excited at 43.3 kHz
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11.4 Conclusion

The present paper reports for the first time the use of deflectometry to image Lamb waves at the surface of a plate. This

technique relies of specular reflection of a grid pattern onto the smooth and shiny surface of a test panel. This technique was

shown to provide higher quality data than scanning laser Doppler vibrometry in a much shorter time as it is a one shot full-

field technique, so no scanning is required. Coupled to ultra-high speed imaging, the technique provides the unique

capability of simultaneous temporal and spatial resolution, allowing to follow transient waves for instance. The main

current limitation of deflectometry is that it requires a specularly reflective surface and that it is for the moment limited to flat

panels. Work is underway to address these limitations. The next step is to couple these measurements with recently

published procedures to either identify pressure distributions from plate surface response [3] (for aero-elastic problems

for instance) or detect defects [4].

Fig. 11.5 Comparison of the horizontal, vertical and shear strains between scanning laser Doppler vibrometry, deflectometry and finite element

simulation for the mirror sample excited at 43.3 kHz
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Chapter 12

Acoustic Emission Analysis in Titanium Grade 5 Samples
During Fatigue Test

C. Barile, C. Casavola, G. Pappalettera, and C. Pappalettere

Abstract In this paper fatigue test results are presented for titanium grade 5 specimens subjected to uniaxial sinusoidal

loading. Specimen were previously machined in order to obtain notches of known size and geometry. The sample was

equipped by a couple of strain gages to monitor the deformation of the sample during the test. At the same time also a couple

of piezoelectric sensors were attached on the surface of the sample in order to allow detection of acoustic signals generated

inside the material during the whole test and obtain linear localization of the emission source. A data acquisition system

allowed to record, during the whole test, information about the acoustic activity in terms of cumulative hits number recorded

by each sensor, localization of the acoustic event, energy of the event and the associated waveform. Results of the fatigue

behaviour of the analyzed material beside the acoustic emission track are presented and discussed.

Keywords Titanium grade 5 • Acoustic emission • Crack propagation • Fatigue

12.1 Introduction

Nowadays Titanium grade 5 (Ti6Al4V) is a material of great interest in many fields. It has a very good strength-to-density

ratio and a very high resistance to corrosion. Due to these reasons it is very appealing for the aircraft industry which is

spending many efforts on the introduction of new materials that can allow to get lighter structural elements. This would lead

in fact to a reduction in fuel consumption and, as a consequence, to costs and greenhouse emissions reduction [1–3].

Titanium grade 5 is also highly compatible from a biological point of view and this occurrence enlarges its applications also

to other fields like biomechanical ones where it can be successfully used for manufacturing prostheses. However still few

data on fatigue characterization of titanium alloy are presented in literature [4–7] and much more insight is required to fully

understand fracture mechanisms in this material. Having this in mind, in this paper, results in terms of acoustic emission

(AE) recorded during sinusoidal uniaxial fatigue testing of Ti grade 5 are presented. Acoustic Emission (AE) is a

phenomenon which takes place when a sample or a structure is subjected to an external stimulus: mechanical, thermal,

thermo-mechanical etc. A release of energy follows the structural modifications occurring inside solid materials that appears

in form of a stress wave. These acoustic signals can be related to several sources i.e., motion of dislocations, crack

nucleation, crack propagation etc. The acoustic emissions technique detects stress waves produced during the transient

release of energy in materials subjected to heat treatments such as local annealing [8–11] or mechanical stresses [12–14], it is

a non-invasive technique that can act both in active and in passive way. AE are detected in the ultrasonic range of

frequencies by using high sensitivity piezoelectric sensors having the resonance frequency close to the frequency of the

ultrasound signal to be monitored. In this work, in fact, a live monitoring of acoustic emission behavior during the whole

fatigue test was performed.

12.2 Materials and Methods

Experimental tests were carried out on eight Ti grade 5 samples with rectangular cross section 40 � 4 mm2 and 200 mm

long. Two notches were cut in the middle of the samples, symmetrically with respect to the median line, in order to identify a

precise location for monitoring both crack nucleation and propagation. Notches were obtained by means of laser cutting and

had a radius of curvature r ¼ 5 mm.
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Fatigue tests were carried out using a Instron servo-hydraulic machine equipped with a 200 kN loading cell. A sinusoidal

loading was applied to the samples having a loading ratio R ¼ �1. The loading frequency was set to 3 Hz. Two strain gages

with a 3 mm base length were placed near the notches and their signals were acquired by the StrainSmart 5000 acquisition

system. The acquisition frequency was set to 10 Hz. Also two piezoelectric sensors were placed symmetrically to the

transverse median line crossing the two notches (Fig. 12.1). Acoustic emission events are identified by a set of shots (hits)
[15]. The hits represent the number of times the voltage generated from the PZT sensor overcomes a given threshold. In this

work the threshold voltage was fixed, after preliminary test to Vth ¼ 45 dB. This value was good to eliminate most of

the noise and at the same time to detect the acoustic events of interest. Every shot is characterized by an intensity value

proportional to the energy of the detected event. Two Mistras Pico-sensors (Table 12.1 [16]) were placed on the surface of

the specimen; the two sensors were about 80 mm far apart one from each other (Fig. 12.1) and at the same distance from the

notches. The difference in the time of arrival recorded at the two sensors allow to calculate the longitudinal position of the

acoustic event that is to say to get the d1y and d2y distances of the event from the two sensors. Figure 12.2 shows a detail of

the instrumented specimen.

d
x

y

d1y

1 2
E

d2y

Fig. 12.1 Schematic of

acoustic sensor locations

on the specimen

Table 12.1 Main characteristics

of the Pico Sensor
Peak sensitivity 54 dB

Operating frequency range 200–750 kHz

Resonant frequency 250 KHz

Temperature range �65 to 177 �C
Size 5 � 4 mm

Fig. 12.2 Ti grade 5

specimen equipped with strain

gages and PZT acoustic

emission detectors
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The experimental plan is defined so that three specimen were tested at �18 kN corresponding to a maximum

nominal stress Δσ0 ¼ 300 MPa. Three specimen were tested at �15 kN corresponding to a maximum nominal stress

Δσ0 ¼ 250 MPa. One specimen was tested at �11 kN corresponding to a maximum nominal stress Δσ0 ¼ 183.4 MPa.

12.3 Results and Discussion

In Table 12.2 are summarized the main working parameters and the results obtained during the fatigue tests. Also indication

about the occurrence of rupture of the specimen after the reported number of cycles is indicated. In Fig. 12.3 is reported the

W€ohler diagram corresponding to the tested specimens.

In Fig. 12.4 the typical behavior observed for the cumulative number of hits is displayed. Data are referred to the specimen

number 4 subjected to �15 kN, however analogous trends were observed for all the tested samples. Both sensors display

almost the same trend. The cumulate number of hits increases almost constantly in the first part of the test while it tends to a

constant by going on with the experiment. Figure 12.5 displays the 3D histogram plot representing the Hits distribution as

a function of the time and of the linear y position of the detected events. The graph is referred to the sample 4, however, similar

features were found in all the other samples. As it can be inferred by looking at the graph there is a position where acoustic

events appear to be concentrated. This position corresponds to the location where notches are presents. In this region the

motion of the dislocations is higher due to the higher stress concentration and this leads to higher acoustic activity. Activity

appears to be concentrated in the first part of the test while it is strongly reduced starting from about 16·104 s from the

beginning of the test (about 50,000 cycles). Acoustic activity keeps low for about the same amount of time and then it starts to

increase again, once more in correspondence of the region where notches are present. Final rupture occurs a few cycles after

1000

100
100000 1000000 10000000

Δσ0= 1656N-0,13

Δσ
0 
[M

P
a]

Ncycles

Fig. 12.3 Δσ0 vs. Ncycles

diagram obtained by testing Ti

grade 5 specimen subjected to

uniaxial sinusoidal loading

Table 12.2 Working parameter and results obtained in fatigue tests on Ti grade 5 samples

Specimen # Load (kN) Number of cycles R Applied stress Δσ0 (MPa) Δε (με) Frequency (Hz) Broken samples

1 �18 518,367 �1 300 1550 3 Yes

2 �18 538,476 �1 300 1500 3 Yes

3 �11 5,221,715 �1 183,4 860 3 No

4 �15 1,079,732 �1 250 1220 3 Yes

5 �15 5,228,503 �1 250 1200 3 No

6 �18 723,921 �1 300 1490 3 Yes

7 �15 4,345,696 �1 250 1280 3 Yes
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Fig. 12.4 AE activity recorded by the two sensors placed on the specimen: (up) Hits VS. Test time, sensor 1; (down) Hits vs. Time, sensor 2
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the restart of the acoustic activity. In view of this observation the AE technique appears to be reliable in detecting the position

of the cracks and in providing some information about motion dislocations and crack propagation in Ti grade 5 [17–20].

12.4 Conclusions

In this paper crack propagation during fatigue tests was analyzed. The samples subjected to uniaxial loading fatigue tests all

displayed a well detectable acoustic activity. Most of the acoustic events are concentrated in the region of higher stress i.e.,

next to the notches. Data recorded provide precise information about the crack localization, the direction of propagation, also

some indication about the motion of the dislocations and crack propagation are inferable.
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Chapter 13

Analysis of High-Frequency Vibrational Modes Through Laser Pulses

G. Lacidogna, S. Invernizzi, B. Montrucchio, O. Borla, and A. Carpinteri

Abstract The authors are currently doing fatigue tests, by using sonotrodes working at 20 kHz, and compression tests on

solid samples of rock materials. The specimens are monitored by laser sources focused on spots of the external surface.

The main purpose is to identify in the crystal lattice mechanical oscillations in a frequency range higher than the Acoustic

Emission (kHz) and comprised between MHz and THz. Such vibrational modes in the THz regime will be the signature of

developing anomalies in piezoelectric or piezomagnetic materials, such as neutron and/or alpha particle emissions, and

compositional changes. Moreover, it is also known that laser current pulses should be effective in exciting vibrational modes

in the high-frequency range in conductive samples.

A photodetector connected to an usual oscilloscope, measuring the intensity of reflected light, detects vibrations in the

range from MHz up to few GHz. To reduce the limitations in the ability to acquire high frequency signals, additional

experiments are planned exploiting the Raman effect. Through the scattered light spectrum analysis, capable of detecting

radiation in the visible light field, it should be obtained information on the intermolecular interactions that during

solicitations induce resonant vibrations in the field of THz.

Keywords Raman spectroscopy • Electromagnetic emission • Neutron emission • Ultrasonic vibrations • Laser

measurements

13.1 Introduction

This paper presents the results obtained through different experimental tests which are aimed to examine the structural,

chemical and thermal behavior of particular rock specimens. These tests are linked to previous experimental analyses, in

which energy emissions in brittle material samples under mechanical loading were evaluated in detail. Indeed, when

catastrophic failures develop in quasi-brittle materials such as granitic rocks, acoustic emissions (AE) [1–9] and electro-

magnetic radiation (EM) [10–19] together with bursts of neutron emission (NE) arise.

If the first two effects are well-known, specifically in Geophysics with regard to rock fractures, volcanic eruptions and

earthquakes, neutron emissions are quite unexpected, at least until some years ago when the first studies started to describe

them [20–24]. Such emissions are due to piezonuclear reactions depending on the modality of energy release. For specimens

characterized by a large size and/or slenderness, the high probability of neutron emission at the failure time is directly

connected to the relatively high energy release. Therefore, being NE clearly connected to fracture, they can be considered, as

AE and EM, an important precursor of critical events [18, 19].

The production of neutrons could be caused by resonance phenomena of nuclei occurring when the state of the matter is

excited by EM waves whose frequency ranges between Hz and MHz, up to microwave frequencies. As remarked also by

Widom et al. [25, 26], subsequently to micro-cracking, the elastic energy release involves ultrasonic vibrations, measurable

with AE instrumentation, which are converted into electromagnetic oscillations; the latter are able to accelerate the

condensed matter allowing the emission of neutrons and neutrinos.

In this paper the authors describe the experimental results obtained by examining different rock specimens under various

loading conditions, in order to analyze the matter vibration in a very high frequencies field, up to THz. In particular, two

analyses are performed: with respect to calcite and quartz crystal. During compression tests, variations of crystal lattice
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structure are evaluated by means of Raman spectroscopy. The specimens, which are represented as small bricks with a

volume of about 4–10 cm3, are investigated exploiting a system of measurement mainly composed by an oscilloscope, a

photodiode, a monochromator, and a laser ray.

On the other hand, with respect to cylindrical “Luserna Stone” samples (ϕ ¼ 50 mm; H ¼ 93 mm), a sonotrode is used to

transfer mechanical vibrations with a frequency of 20 kHz. In this case, the purpose is twofold: on one hand, to assess the

heat produced in the rock during the test through a thermographic camera; on the other hand, to examine how much energy

emission—AE, EM, NE—occurs as a consequence of a micro or macro cracking. More detailed information on the

presented experimental procedures are reported in the following sections.

13.2 Compression Tests on Calcite Samples by the MTS Machine

Preliminary tests on prismatic specimens are performed to evaluate the structural behavior of pure calcite. The aim of the

tests is twofold: on one hand, the acquisition of the load–displacement curve from which information regarding the stiffness,

the peak load and the post-peak behaviour up to the complete fragmentation of the specimens, are acquired; on the other

hand, to perform a Raman spectroscopy of the fragments to evaluate possible variations from the original crystalline

structure. Such tests are executed at the Materials & Structures Laboratory of the Politecnico di Torino, whereas the Raman

spectroscopy at the “G. Scansetti” Laboratory of the University of Turin.

The specimens are prisms of calcite having an average area of about 4.4 cm2 and a height of about 1.4 cm. Such rocks are

subjected to uniaxial compression test to assess information regarding their ultimate strength and post-peak behaviour

(Fig. 13.1). To this aim, a MTS servo-hydraulic press having a maximum capacity of 500 kN is used. The specimens are

arranged with their top and bottom surfaces in contact with two rigid plates, by means of which the press transmits the load.

The machine is also equipped with control electronics to perform tests in displacement control.

In particular, two different types of test are developed: the first one (Test N. 1) is aimed to evaluate the peak load and the

post-peak behaviour as the specimen is gradually pulverized.

In this case, a preload with a velocity of 0.1 mm/s is set up, until a total final load of 1 kN is reached. After that, the test is

carried on with a velocity equal to 0.001 mm/s. Once obtained the full stress–strain curve, during which the specimen has

been crushed down to a heap of fragments (Fig. 13.2a), the load is increased once again (Fig. 13.2b). Finally, the test is

stopped when a load about sixteen times higher than the peak load is reached (Fig. 13.2b). In the diagram of Fig. 13.2b the

slope of the load versus displacement curve coincides with the testing machine stiffness.

In the second case (Test N. 2), defined by the same preload, the test is driven with a velocity of 0.02 mm/s. The press is

stopped when in the post-peak branch the load tends to zero, getting only the specimen fragmentation and not its

pulverization. Detailed information regarding these tests are reported in Fig. 13.3.

From the load vs. displacement diagrams represented in Figs. 13.2a and 13.3, a sufficiently ductile behavior of these small

specimens can be seen. The maximum loads to which the material can be subjected are 28.8 kN and 6.4 kN, respectively in

the first and in the second case. Therefore, it is also interesting to note the wide dispersion of the compressive strength values

of the calcite, ranging from about 65 MPa in the first case to about 14 MPa in the second one.

Fig. 13.1 Calcite rock sample

subjected to compression

under monotonic

displacement control
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13.3 Raman Spectroscopy

Raman spectroscopy is based on inelastic scattering of light by matter. Monochromatic light scattered by matter contains

radiations with frequencies different from the exciting light. This effect, predicted by Smekal (1923), was demonstrated by

Raman (1928) and named after him [27].

A Raman spectrum is the plot of light intensity expressed as arbitrary units, or counts, versus the frequency of scattered

light (i.e., Raman vibrational modes) expressed in frequency units (wave-numbers ~ν ¼ ν/c ¼ 1/λ in cm�1, where c is the

velocity of light).

The Rayleigh scattered frequency (i.e., light-source wave-number) lies at 0 cm�1, whereas Raman frequencies are

expressed as relative wave numbers, or Raman shifts (Fig. 13.4).

In Raman technique, spectra frequencies correspond to the energy levels of different molecular vibrations and are

independent from the wavelength of the laser beam. A spectrum comprises one or more bands which correspond to the

vibration energies of the molecules of the analyzed sample; these in turn are related to the nature of the bonding. The most

important molecular vibrations include stretching and bending modes, stretching frequencies being generally higher than

bending frequencies.

In order to obtain precise references for the test in compression on calcite specimens, some measurements with Raman

spectroscopy before and after their fracture are carried out. The analyses are performed at the Interdepartmental Center

“G. Scansetti” of Università di Torino where a Micro-Raman device is installed.

The equipment is composed by an optical petrographic microscope (Olympus BX41), a motorized table sample holder, a

spectrometer (Horiba Jobin Yvon HR800), a CCD detector, two polarized lasers (HeNe red—λ ¼ 633 nm, 20 mW; Nd solid

state green—λ ¼ 532 nm, 250 mW) together with a set of interference filters, a console managing the laser and a PC

workstation equipped with Labspec 5 software.

In order to ensure the repeatability in the measurements pre and post fracture, on the three orthogonal faces of the specimens

parallel lines of different colors (red, blue and black) are drawn (Fig. 13.5a). In total on a single intact sample thirty Raman

spectra are acquired (Fig. 13.5b). No differences in terms of frequency shift between the Raman spectra on the three analyzed
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faces are found, while differences with regard to the intensity of individual peaks can be observed. Fourmain Stokes peaks of the

Raman spectrum of calcite, located approximately at 156, 283, 715 and 1087 cm�1 can be clearly identified (Fig. 13.6).

After the previously described fragmentation tests, new analyses aimed to find any variance in the Raman spectra are

developed.

As it was previously mentioned, at the end of the compression Test N. 2, the sample is divided into numerous small

fragments; only pieces attributable to the red and black faces can be efficiently examined. On the black face, perpendicular to

the direction of the mechanical stress, the intensity of the main peak decreases of about 21.6 % compared to the initial value,

as demonstrated by Fig. 13.7. Whereas, considering the red face, parallel to the direction of the mechanical stress, the peak

value increases of about 14.1 % (see Fig. 13.7). As the peaks are related to a very specific vibration mode of the considered

chemical species, such modes proves to be inhibited by the pressure on a face (black) and amplified on the other (red).

As regards the analysis on the powders coming from the specimen of the compression Test N. 1, in general a reduction of the

peaks of about 20 % is found.

Fig. 13.5 Calcite specimen with the orthogonal faces painted by different colors lines (a). Raman spectroscopy on the same calcite sample (b)
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13.4 Compression Tests on Crystal Samples by a Manual Press Machine

Further tests on calcite and quartz rocks are planned in order to verify the properties of the materials during a monotonic

compression test. In this case, the procedure considers a specimen subjected to an increasing load, applied gradually by

means of a manual hydraulic press machine. During the loading steps the sample is monitored by an apparatus specially

designed to perform Raman analysis.

In each different test stages, developed in a completely dark environment, the transparent crystal sample is crossed by a

conveniently filtered laser ray which is originally pointed towards a monochromator able to stop all the electromagnetic

waves, with the exception of the one characterized by a specific wave length. Such wave is, finally, caught by a photodiode

and processed by a connected oscilloscope (Figs. 13.8 and 13.9). The monochromator is designed so that its properties can be

easily modified to allow the transit of waves having different frequencies. In this way, the entire system functions as an

adjustable wave receiver.

Initially, the measurement devise is set up so that only the laser red ray, defined by a wave length of about 636 nm, can be

observed by the instrumentation. Subsequently, its properties are modified in order to find the frequency of further waves

generated as a consequence of the interaction between the laser and the sample (Raman Scattering).
In the case of calcite rock, when the external load is zero, the oscilloscope allows to identify a maximum signal

corresponding to a wave length of about 652.2 nm. Such value unequivocally describes the characteristics of the inspected

material, as demonstrated by Raman himself [28, 29]. Starting from this configuration, the uniaxial compression test is

executed. With the increase of the load, the scattered light is described by an intensity different from the original and, in

particular, it decreases after each load step, as shown in Fig. 13.10.

In the case of quartz rock, the oscilloscope identifies a maximum signal when the reference wave length of the

monochromator is equal to about 650 nm. Also in this case, such signal decreases as the external load increases; then,

when the action is suddenly removed, the initial signal is restored after a few seconds (Figs. 13.11a and 13.12). On the

contrary, if the reference wave length of the monochromator is set up higher, e.g., 652 nm, without external load

the measured amplitude is clearly lower than the previous case. Nevertheless, after the loading process, an increase of the

amplitude can be observed (Fig. 13.11b).

The observed phenomena can be easily explained by considering the scheme of Fig. 13.13: two curves describe the same

sample in the unloaded and loaded condition. Let us suppose to fix on the monochromator the value λ1 which determines the

maximum amplitude of the signal when the sample is unloaded (point a on the first curve); by applying the load, the second
curve is considered and, therefore, the amplitude suddenly decreases (point b on the second curve). On the contrary, let us

suppose to fix the value λ2 > λ1 for which, in the unloaded case, the amplitude proves to be smaller than the previous case

(point c compared to point a on the first curve). In this case, when the load is applied, the amplitude increases (point d on the

second curve).

Therefore, starting from the experimental results, such simple scheme suggests that the frequency (wave length), which

unequivocally describes in the unloaded case the material as demonstrated by Raman spectroscopy, undergoes a downward

(upward) shift after the application of a compression load.
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Fig. 13.9 Calcite specimen

between steel plates and

crossed by a laser ray

Fig. 13.10 Calcite sample. Unloaded condition (a). During the loading process, each step corresponds to a negative jump of the signal amplitude (b)

Fig. 13.8 Picture of the

experimental test
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Fig. 13.11 Quartz sample. After the loading process, the initial condition is restored as the load is removed (λ ¼ 650 nm) (a). After the unloading
process, the initial condition is restored by some load steps (λ ¼ 652 nm) (b)
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This phenomenon of reducing frequencies by increasing the compressive applied stress is already known in the structural

mechanics [30]. This deduction shows as the matter is subject to the same mechanical laws both at the nanoscale, as well as

the scale of the structures.

13.5 Ultrasonic Tests Performed by a Sonotrode

Preliminary tests are devised to validate the instrumentation and the experimental procedure which is aimed to excite rock

specimens with a specific high frequency and examine if micro or macro cracks arise in the material, combined with

emission of neutrons.

With this aim, the evaluation of the ultrasonic vibration of rock specimens, which are rigidly connected to an high

intensity ultrasonic horn, is performed at LADISPE Laboratory of Politecnico di Torino.

The ultrasonic horn (Bandelin HD 2200, Figure N) is a sonotrode working at 20 kHz, able to guarantee a constant

amplitude whose range is comprised between 10 and 100 %. It is composed by an inner generator which converts electrical

energy to 20 kHz ultrasounds and by a transducer able to commute the energy into mechanical vibrations defined by the same

frequency. As the rock specimens are fixed to the horn, such frequency is supposed to be transmitted to the same sample

without significant variations.

The oscillations of the specimens are caught by using a Lasiris 635 nm—10 mW, class III, laser ray and a Tektronix

oscilloscope, that delivers powerful features as maximum sample rate equal to 10 GSa/s, coupled with a photodiode. This

latter component works as an optical sensor able to recognize a specific electromagnetic wave length, and to change it into an

electric signal, which is processed by the oscilloscope. The electromagnetic wave intercepted by the photodiode is

represented by the laser ray reflected on the sample surface. Therefore, during the ultrasonic test, the specimen vibrations

are measured by the oscilloscope which analyzes the variation of the electric signals produced by the photodiode

(Fig. 13.14).

In this case, the investigated sample is a cylindrical body made of “Luserna Stone” (Gneiss), having a circular section of

about 50 mm and a total height of 93 mm. Such element is designed so that its shape allows the resonance exactly in the

frequency range of the sonotrode, based on measured density and speed of sound propagation.

The output data provided by the oscilloscope are reported in Fig. 13.15. In the first, the laser ray is switched off and the

obtained information are referred to a background level; the second image describes the ongoing test and the other main

Fig. 13.14 Experimental set-up. The “Luserna Stone” specimen connected to the sonotrode and the laser-photodiode analyzer
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frequencies of the ultrasonic devise can be clearly observed, in particular the peaks at 20 kHz (point a) and 40 kHz (point b).

Such comparison demonstrates the effectiveness of the instrumentation and of the experimental procedure in the evaluation

of the correct frequencies of the vibrating system.

However, considering a more wide range of frequencies other peaks, although with decreasing amplitude, up to few tens

of MHz are noticed. This does assume that the specimens response to the mechanical wave generated by the sonotrode is not

only represented by a sinusoid with an exactly frequency of 20 kHz. It would be a periodic function with higher order

harmonics at very high frequency. In other words, the corresponding Fourier spectrum, with its different harmonic, could

present components on the THz frequencies, with amplitudes significantly reduced, but still able to excite the matter and

obtain neutron and/or alpha particle emissions, as already demonstrated in [22–24].

Finally, in parallel to the previous analyses, a thermal estimation is conducted on the same specimen by using a

thermographic camera. As can be seen from Fig. 13.16, the sample becomes warmer and warmer, already after a few

minutes from the initial condition; in particular, it is evident that most of the heat is concentrated in the middle of its height,

where a peak of about 72.0� Celsius after 5 min is reached.

Fig. 13.15 Output data provided by the oscilloscope when the laser ray is switched off (a) and during the test (b)

Fig. 13.16 Output data provided by the thermographic camera. Diagrams of Celsius temperatures across the center line and across the maximum

temperature point
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13.6 Conclusions

Calcite and quartz rock specimens are evaluated by means of Raman spectroscopy [27]. Calcite crystal samples are analyzed

before and after fracture tests. In addition, other experiments on calcite and quartz crystal samples are carried out precisely

during compression tests. During the loading steps the samples are monitored by an apparatus to perform Raman analysis.

The purpose is to analyze, during solicitation, the vibrational energy levels of the matter portions in a very high frequencies

range, up to the THz regime.

In both cases, variations in energy levels and crystal lattice structure are evaluated. In general, the main original

observation is that the signal intensity, on the typical Raman frequencies of calcite and quartz crystals, decreases with

increasing pressure. In addition, it is also experimentally found that a reduction in the frequency takes place by increasing the

compressive applied stress. This phenomenon, that is already known in macroscopic structural mechanics [30], shows how

the matter is subject to the same laws also at the nanoscale.

Even in the tests conducted with the sonotrode, it is observed how the specimens response to the generated mechanical

wave is not only represented by a sinusoid with a frequency of exactly of 20 kHz. It would be a periodic function with higher

order harmonics at very high frequency. Moreover, from the thermal estimation, conducted by using a thermographic

camera, it can be seen how during the solicitation the sample becomes warmer and warmer in few minutes.

This information on the molecular interactions may be important in an attempt to induce, in subsequent experiments,

resonant vibrations of matter in the range of THz. On the basis of the encouraging results obtained in this preliminary

analysis and from previous experiments conducted with the sonotrode [22–24], this objective could be achieved by applying

dynamic solicitations, rather than static loads, to the matter.

Since the piezonuclear phenomena are induced by pressure waves at THz frequencies [31] a promising way for observing

them is that of selectively producing highly excited vibrations in condensed matter. Such vibrational modes in the TeraHertz

regime will be exceptionally effective for developing anomalies, such as neutron and/or alpha particle emissions, and

compositional changes. To directly trigger the piezonuclear phenomena, without the intervention of fracture, laser sources

working in the tens of TeraHertz range will be used. It is well-known, in fact, that high energy short laser pulse pulses are

effective in exciting conductive materials [32]. Our purpose will be that of triggering heat generation from piezoelectric and

piezomagnetic materials.
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Chapter 14

Acquisition of Audio Information from Silent High Speed Video

Jason Quisberth, Zhaoyang Wang, and Hieu Nguyen

Abstract A method to construct audio information from silent high speed video is presented. While an audio sample is

played, an object’s small vibrations generated by the sound waves are recorded by a single high-speed camera at high frame

rates. Images are then analyzed using a Digital Image Correlation (DIC) scheme, where subsets of pixels are observed for

displacement in two dimensions. The displacement data can be mapped to audio signals over time. Prior DIC analysis

applications rely on artificial speckle patterns for observations, whereas the proposed method can employ natural patterns on

objects, such as those on a piece of newspaper or a myriad of other common objects. Thin, flexible, and lightweight objects

were found to output audio signals with less audible noise than other objects. Experiments have concluded that this method is

a rapid and effective dynamic measurement process that results in acquisition of audio information that was not captured

during high-speed recording.

Keywords Digital image correlation • Image matching • Vibration • Audio extraction • High speed video

14.1 Introduction

Image matching techniques have been an important topic in a variety of fields. With the exponential growth of digital

technology, the devices used to capture images have increased in detail, file size, and accuracy. This has allowed the

emergence of high-speed camera imaging a practical approach in many fields of metrology. A popular image matching

technique called Digital Image Correlation (DIC) has been used extensively in the field of experimental mechanics. In the

evaluation of cracks and material imperfections common to experimental mechanics, micro and even nanoscale precision is

accomplished from this technique [1]. DIC techniques have even allowed strain measurements within open-cell structures

such as bones in our bodies. Verhulp et al. describes the application of DIC in measuring the trabecular bone in the nanoscale [2].

Another group from the University of Texas at Austin has develop a method to measure deformation of rotating blades, such

as those on helicopters, using DIC [3].

Inspiration to investigate acquisition of audio came from the news attention given to a group who developed the visual

microphone from The Massachusetts Institute of Technology which uses video in order to extract complex spatial sub-bands

which are then mapped into motion data [4]. The proposed method seeks to use a simpler, faster, and more well-established

method in the form of DIC. Using high speed cameras, it is possible to record displacement data at a very high frame rate.With

sound, a medium is stimulated and caused to vibrate at frequencies related to pitch. Such mediumsmay include pieces of paper

or plastic bags. These vibrations, while sometimes invisible to the human eye, can easily be seen by the high speed cameras.

Traditional methods of sensing vibrations of objects are typically divided into contact and non-contact methods which fall

into the field of acoustics. Contact microphones measure vibration from structures such as that of electrically-stimulated

vibrating metal discs common in piezo devices. A very popular use of a contact method in measuring vibrations is seen in

non-audible murmur microphones such as the one demonstrated by the works of Nakajima et al. [5] which features a device

attached to the skin of a patient and is used in a similar fashion as a medical stethoscope. Non-contact microphones do not

requires the adherent of measurement devices on an object but can rather depends on lasers. In interferometry, Laser Doppler
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vibrometers require delicate setup of sophisticated lasers, beam splitters, and photo detectors in making vibration

measurements. Measurement of vibration comes from amplitude changes related to Doppler shifts in frequency.

Applications of Laser Doppler vibrometers in experimental mechanics include bridge structural health monitoring [6].

Since vibrations are simply displacements which can be periodic, capturing of images at high frame rates would allow for

vibration measurement. DIC measurement focused on accuracy typically require artificial patterns to be imprinted on the test

subject so frames of reference may more easily become established. The proposed method will only make use of natural

patterns as seen on printed papers (such as this one if printed out). Key advantages of the proposed technique include a

singular sensor in the high speed camera, no need for artificial patterns on the object, and rapid results due to a reduced

region of interest (ROI).

14.2 Acquisition Process

The acquisition process can be divided into a series of four simple steps. This section will explain each in the order

enumerated below.

i. Capture images of test subject using a high speed camera

ii. Specify region of interest, subset size, and reference parameters

iii. Employ DIC to obtain displacement data and calculate means

iv. Using mean displacements per frame, convert displacement into audio wave amplitude

Using a high speed camera, images are recorded over a set period of time at a high frame rate. This high frame rate is

typically around 1000 frames per second. The test subject is to be a thin and flexible object that allows for displacement

while stimulated by audio. A case study involving subjects of various material characteristics has already been conducted

and used in determining preferable objects for audio acquisition experiments [4].

The specification of a region of interest (ROI) greatly reduces computational work required. In the proposed method, the

ROI is divided into subsets of pixel groups. Displacement is the correct mapping of the movement of these subsets in

particular the center pixel. Analyzing the entirely of the image of the subject will only be redundant as long as an appropriate

region of interest is declared. In experimental mechanics, if a test subject is put under stress, then the ROI would typically be

located around the areas of high stress gradients [7]. In experiments, the center of the images are designated as the ROI. The

ROI is also divided into a point grid which features pixels as points and reduces processing time by measuring displacement

using these points within the grid rather than pixels. Image 1 demonstrates the ROI division.

In reference to Fig. 14.1a demonstrates the static reference image, (b) is the target image which changes per iteration, (c)

is the grid and subset division of the ROI, (d) represents displacement in the horizontal direction, (e) represents displacement

in the vertical direction, and (f) is a combined displacement amplitude. Figure 14.1d–f use color maps in order to show

disparity amongst displacement.

Employing DIC to the images outputted from the high speed camera will allow for displacement data to be obtained.

Vendroux et al. describes that sub-nanoscale precision can be obtained with 640 � 480 camera resolution [9]. Traditionally

it was thought that DIC is limited to pixel precision, but using interpolation methods such as the bi-cubic or b-spline

interpolation, sub-pixel precision is easily attainable. Data in the proposed method’s DIC algorithm outputted as two

dimensional planar displacement. The first image is used as the reference from which displacement will be measured from.

The overall cost function which is used for correlation criteria as introduced by Pan et al. [10] is written as:

C ¼
XN
i¼�1

a f xi, yið Þ þ b� g x
0
i, y

0
i

� �h i2
; ð14:1Þ

where N is the total pixel count of a subset, a is a scaling factor, b is an intensity offset, and f(xi, yi) represents the i
th pixel

intensity value of the reference subset and g(xi
0
, yi

0
) represents the ith intensity value of the matching pixel within the target

subset.
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Fig. 14.1 ROI division into equally spaced subsets with point grid [8]
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x
0
i ¼ xi þ ξþ ξxΔi þ ξyΔi

y
0
i ¼ yi þ ηþ ηxΔi þ ηyΔi

(
ð14:2Þ

Equation (14.1) can be re-written into a more compact form to further illustration its use as an iterating function.

C pð Þ ¼
XN
i¼�1

ξi pð Þ½ �2 ð14:3Þ

In (14.3), a transposed vector presented by p = ξ, η,ξx,ξy,ηx,ηy
� �T

summarizes there parameters involved in (14.1) and

(14.2). Within (14.3), the function of parameter p is written as:

ξi ¼ a f xi, yið Þ þ b� g x
0
i, y

0
i

� �
; ð14:4Þ

where the right side of this equation is the information inside the brackets of (14.1). The compressed form of (14.3) allows

for the application of a commonly used iterative approach known as the Gauss-Newton algorithm [11]. The Gauss-Newton

algorithm is an iterative algorithm which is used to solve non-linear least squares problems. It is useful when attempting to

solve for the minimum value of a function. The goal of this method is to minimize (14.3) as much as possible. When dealing

with the minimization of a multivariable function, the Jacobian must be calculated in order to determine the next iteration’s

input. The next iteration’s input pnþ1 may be written as:

pnþ1 ¼ pn �
XN
i¼1

JiJ
T
i

" #�1

:
XN
i¼1

ξi pð ÞJi
" #

; ð14:5Þ

where the Jacobian is expressed as:

Ji ¼ ∂ξi pð Þ=∂p ¼ � gx0
i
,gy0

i
,gx0

i
Δxi,gx0

i
Δyi,gy0

i
Δxi,gy0

i
Δyi, � f i, � 1

h iT
; ð14:6Þ

Audio wave amplitude is obtained using the equation below, where S denotes a grid pixel count, ξ represents horizontal

displacement, and η represents vertical displacement of the center of subsets. Displacement in the x and y direction are

averaged in the equation that obtains audio wave amplitude. Averaging of displacement data allowed for reduction of

audible noise obtained during the image capturing process.

A ¼ 1

S

XS
j¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ξ2j þ η2j

q
ð14:7Þ

These wave amplitudes should then be normalized in order to attain the range [�1, 1] such that volume may be adjusted to be

made audible.

14.3 Experimental Procedure

Once a test subject is selected for audio acquisition, it is placed within the experimental setup. The experimental setup

includes a high speed camera and a speaker. The high speed camera used for this manuscript is the Phantom V310 high speed

camera. The speaker used is a generic shelf computer speaker whose specifics are not necessary. The resolution at which the

high speed camera obtains images is 256 � 256 and they are taken at a frame rate of 1000 frames per second. Audio samples

used in experimentation were the following: Symphony 40 by Mozart, Fur Elise by Beethoven, and a commercial by

GEICO.

The audio samples are played by the speaker and their sound is transmitted to the test object. The high speed camera takes

images for durations ranging from 4 to 6 s. The outputted images are then taken as inputs into the DIC scheme. A ROI is set
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at starting from the center and is divided into 21 � 21 subsets which are equally spaced by a distance of 15 pixels.

Figure 14.1 demonstrates how images are analyzed using an ROI and subsets.

Iterating for each subset within the ROI, pixels are matched according to the correlation criteria in (14.2). The first image

is used as a reference image where displacement is measured. Matching of the reference’s current subset’s center to the

current frame’s subset’s center is how displacement in two dimensions is acquired. The Newton–Raphson algorithm is

employed in order to iteratively determine planar displacement. The convergence tolerance is set to 0.001 which typically is

reached under ten cycles. The algorithm is given an iteration limit which is 30. This iteration limit prevents divergence and

caps the processing time per frame. For those iterations that surpass the iteration limit, they are discarded from the final

result. Some pseudo-code is shown below to further explain the pixel matching process.

Algorithm 1. DIC Pixel Matching Algorithm.

—————————————————————————————————————————————————

1:. procedure PIXELMATCH(a, b)
2:. for sub : ROI do
3:. p ¼ [0, 0, 0, 0, 0, 0, 1, 0]

4:. numIter ¼ 0

5:. while numIter < 30 do

6:. min(Eq. (14.3))

7:. if tol < 1.0e�4 then

8:. return

—————————————————————————————————————————————————

Figure 14.2 displays output waveform normalized amplitudes over time. The image does not tell much about the audio

other than the acquired audio now includes audible noise which can be heard. The power spectral density plot in Fig. 14.3

consists of the power spectral densities of both audio files. This plot is a study of the variance of amplitudes with respect to

frequency. The data is superimposed on one another in order to view overlaps over time. It is clear to see sections where the

circles and X’s overlap indicating matches in output audio. Areas where little correlation is observed is partially in due to

the simplification of the assumed proportional relationship between planar motion and audio waveform amplitude. Within

the frequency range of 250 and 1000 Hz there is a not as much overlap due to this region consisting of great audible noise.

Figures 14.3 and 14.4’s purposes are to give the reader a clearer view as to the correlation between original and acquired

audio. In the case of those figures, we observe the frequency domain.
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Fig. 14.2 Audio waveform output: the top plot is original audio and bottom plot is acquired audio
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14.4 Conclusion

The proposed method proved a great success. The acquired audio from silent video was clearly audible even when played to

subjects who have not heard the original audio sample. In the case of the GEICO commercial, each word can be clearly

distinguished. These results were produced in about 2 min of processing time. Results may be obtained in under a minute

given a larger ROI and coarser grid but accuracy may suffer. If the goal is to acquire audio signals of higher quality, then the

frequency of image capturing should be increased. This increase, however, will result in greater processing times.

Spectrograms provide more quantifiable information as to correlation between original and acquired audio. Spectrograms

are graphical representations of frequency with respect to time or another variable. It is common to graph frequency vs time

as to determine the frequency composition over time. Spectrograms prove useful when studying audio signatures and

acoustic fingerprints which allow for identification of music. Acquisition of audio signatures is describes in the works of

Radhakrishnan et al. which observes projections of various spectrograms [12]. A popular music identification software is

called Shazam which allows for users to submit a snapshot of audio which is then sent to the software and returns a title of a

song and artist [13]. It is shown that DIC is not just limited to the field of experimental mechanics. Wang et al. [14] describes

its practicality and various compliments with the field of computer vision.

It would be even more beneficial to obtain a singular value for correlation measurement ranging from the range [0, 1],

where 0 is no match and 1 is a perfect match. From there, one may observe various material properties of potential test

subjects and attempt to construct an equation that related audio acquisition correlation to material properties such as density,

hardness, and stiffness. Future work should also include case studies amongst various image resolutions as to determine ideal

resolutions. An iterative approach may be employed that tests various resolutions and maximizes audio acquisition

correlation. The proposed method should be automated starting from video recording up to calculation of audio acquisition

correlation. Future improvements on the method include ways of optimizing performance to meet real-time processing

requirements. If the system would reach real-time performance, applications in this method would increase exponentially as

more work in done involving DIC and audio acquisition.
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Chapter 15

Overview of the Effects of Process Parameters on the Accuracy
in Residual Stress Measurements by Using HD and ESPI

C. Barile, C. Casavola, G. Pappalettera, and C. Pappalettere

Abstract Several researches have been recently carried out about the feasibility of adopting optical methods, such as

Electronic Speckle Pattern Interferometry (ESPI), in combination with hole-drilling. Using this kind of approach instead of

adopting strain gage rosette, as usual, can be advantageous in view of the fact that costs and time of the measurement can be

reduced. However it should be taken into account that several parameters involved in the whole measurement process can

significantly determine the final accuracy of the measurement. In this paper an overview of the effects of some of those

parameters is presented: errors on the knowledge of some of geometrical paramters, direction of the sensitivity vector of the

system with respect to the principal stress direction, drilling rotation speed.

Keywords Electronic speckle pattern interferometry (ESPI) • Hole drilling method (HDM) • Process parameters • Residual

stress • Titanium grade 5

15.1 Introduction

Residual stresses are present in almost all materials [1]. They may be created during the manufacture or during the life of the

material. If not recognized and accounted for in the design process, residual stresses can be a major factor in the failure of a

material, particularly if subjected to alternating service loads or corrosive environments. Residual stress may also be

beneficial, for example, the compressive stresses produced by shot peening.

The hole-drilling strain-gage technique is a practical method for determining residual stresses [2]. It involves attaching a

strain gage rosette to the surface [3], drilling a hole at the geometric center of the rosette, and measuring the resulting

relieved strains. The residual stresses within the removed material are then determined from the measured strains using a

series of equations. It is a consolidated approach for stress determination and it is ruled by the ASTM test standard [1].

Although their wide application, strain gauges have some disadvantages: the surface of the material has to be accurately

prepared, the specimen surface has to be flat and smooth so that the rosettes can be attached, the hole has to be drilled exactly

in the center of the rosette in order to avoid eccentricity errors, and costs and time associated with installing rosettes are

remarkable. Furthermore the amount of available data is limited: for each measurement, only three discrete readings are

available (six in the case of some special rosettes), just sufficient to fully characterize the in-plane residual stresses.

The application of optical techniques could promisingly overcome the difficulties connected with the use of strain gauges

[4]. In the last years different methods were explored for implementing hole drilling with optical devices. Several techniques

can be used to generate fringe patterns, from which the local displacements, in the neighborhood of the hole, can be

calculated. The use of moiré interferometry to determine residual stresses was investigated in many scientific papers since

McDonach et al. [5] and Martı́nez et al. [6]. Even if bonding a grating could also be time consuming. The feasibility of using

holographic interferometry was shown by Antonov [7]. Hung et al. [8] have used shearography combined with a small ball

indentation instead of a hole and also a phase shift shearography [9] was adopted. Also the possibility to release residual

stresses by using local heat treatment, as in [10], was used by Pechersky et al. [11] combined with digital speckle pattern

interferometry (DSPI). Instead Zhang [12] has investigated the practicability of the combination between DSPI and hole

drilling. Electronic Speckle Pattern Interferometry (ESPI) which is an optical method based upon the speckle effect [13] has

been increasingly used in the last decades. ESPI was successfully used to measure displacement fields in anisotropic

specimen made by selective laser melting [14–16], or orthotropic materials [17] as laminated wood [18] but also in

combination with hole drilling method to evaluate the residual stress relieving [19] avoiding rigid-body motions [20].
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In this paper the advantages of using ESPI technique in contrast to the classical method are underlined. Moreover all the

parameters connected with the use of the ESPI technique that could become source of errors are investigated. In defining

the set-up it is necessary to have a good control of all the geometrical parameters involved, such as the angles that define the

illumination and detection directions. If their values are not properly evaluated this introduces an error in the determination

of the displacement field which introduces an error in the calculation of the stress field [21]. Another factor that must be

taken into account is the sensitivity vector of the ESPI, that represents the vector along which displacement are measured.

In this paper the influence of the relative angle between the sensitivity direction and the principal stress is evaluated.

Fundamental is also the choice of the drilling rotation speed [22]. It can affect the heat input to the material during the

drilling process modifying the plasticization zone and introducing problems connected with the choice of the internal radius

of analysis area [23]. Also the combination of these effects [24, 25] must be taken adequately into account if high accuracy

measurements are required.

15.2 Sources of Errors in ESPI-HDM

In this section the set-up will be described as well as the list of potential sources of errors connected with the system, the

analysis technique and the hole drilling process. Also the magnitude of the potential errors introduced will be estimated.

The ESPI hole-drilling measurement system used in this work is schematically reported in Fig. 15.1.

A beam from a DPSS laser source is splitted into two beams and focused into two monomode optical fibers. One beam is

collimated and illuminates the sample, while the second beam passes through a phase shifting piezoelectric system and then

it goes to the CCD camera where it interferes with the light diffused by the optically rough surface of the specimen. Initial

phase and final phase are evaluated by the four-step phase shifting technique, which allows to calculate the amount of

displacement of each point into the analysis area at each step of the hole-drilling process. The holes are drilled by means of a

high speed turbine, electronically regulated; turbine is mounted on a precision travel stage in order to allow accurate

positioning of the drilling device. Experimental measurements were performed on a Ti6Al4V specimens.

15.2.1 Geometrical Parameters

The geometry and mutual position of laser, CCD and specimen should be accurately defined to correctly measure the

displacement map. The xyz reference system of the specimen and the x0y0z0 reference system of the CCD camera

Fig. 15.1 ESPI + HDM

set-up
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are considered as shown in Fig. 15.2. To exactly calculate stresses from measured displacements, it is necessary to evaluate

the pixel size along x and y directions, this means that the angles of CCD camera with respect to the specimen reference

system xyz are needed. The α2 angle defines the x axis and the x0 axis; the β2 angle defines the z axis and the z0 axis; the γ2
angle defines the y axis and the y0 axis.

Moreover, to calculate stresses from measured displacements, it is necessary to know the phase changing of the pattern,

detected during tests, and the sensitivity of the optical set-up that depends on the geometry of the illumination system. Due to

the cylindrical symmetry of the illumination beam around the propagation direction of the laser, only two angles are

necessary in this case to relate the specimen reference system and the illumination reference system. Being x00y00z00 the
illumination beam reference system, the α1 angle defines the x axis and the x00 axis, while the β1 angle defines the z axis and
the z00 axis. These geometric angles can be initially measured by a goniometer. The uncertainty in this measurement is

estimated to be Δ ¼ �2� because of the difficulties to correctly positioning the goniometer inside the measurement system.

In order to assess the influence that an error in measuring geometrical parameters can have on the results in terms of

measured stress, simple experimental tests were run. Rectangular cross section titanium specimen was subjected to three

point bending load and induced stresses were measured as shown in Fig. 15.3.

The profile of the induced stresses was measured. The angle values were α1 ¼ 42.5�; β1 ¼ 0�; α2 ¼ 24�; β2 ¼ 0�;
γ2 ¼ 0�. Then stress profile was recalculated by hypothesizing an error �2� on each of the considered angles and compared

in order to detect the error on stress values Δσxx.
It was found that a �2� of the in-plane detection angle α2 can introduce the higher error on the measured stress profile

with respect to the other angles. Figure 15.4 shows the effect of an error Δα2 ¼ �2� while in Table 15.1 are reported the

numerical results and the effects in terms of percentage error on the calculated stress profile.
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Fig. 15.2 Schematic of the

geometrical set-up with the
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specimen
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Clamping system

Milling cutter
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Fig. 15.3 Top view of the

three-point bending load

frame
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15.2.2 Sensitivity Vector

In the measurement system displayed in Fig. 15.1 the in-plane displacements consequent to the stress relaxation are measured

only along the x direction. This is an important consideration to take into account, since it describes the sensitivity vector of

the set-up. For this reason the system appears to be different respect to the strain gage rosette where each extensimeter grid

measures strain along different directions. The measured amount of displacement depends on the angle between the relieved

stress and the sensitivity vector. If a perfect uniaxial load is applied, as tensile or simple bending test, the stress field can be

identified by the maximum principal stress σ1 while the minimum principal stress, σ2, can be set equal to 0. If measurements

are executed with σ1 direction overlapped to the sensitivity vector one, the relieved strain is proportional to σ1 according to

the Hooke’s law. On the other hand if the sample is put in the measurement system with σ1 direction perpendicular to the

sensitivity vector, the relieved strain results proportional to ν.σ1, according to the transversal contraction of the material.

Starting from these observations it seems to be relevant the investigation of the effects of the principal stresses’ orientation

with respect to the ESPI sensitivity direction, on the accuracy of the measurement. To this scope specimen were bent in a

four-points bending frame to obtain an uniaxial stress state with an applied stress σ1 ¼ 133 MPa and σ2 ¼ 0 MPa.

Results can be summarized as follows:

• in all cases the θ angle between the maximum principal stress and the x axis was correctly identified and with a small

percentage error. It was found a value of θ ¼ �0.45� for measurement in which the specimen is oriented with the maximum

principal stress parallel to the x axis and θ ¼ �89.76� when the specimen is oriented perpendicularly to the x axis;
• the measurement of the maximum principal stress is not significantly affected by the orientation of the specimen; the

entity of the error is about 10 % and this is a value consistent with errors reported in other studies [26, 27];

• concerning with the measurement of the minimum principal stress and in particular to its value along the thickness it was

found that better results are obtained when the longitudinal axis of the specimen is oriented at 90� with respect to the x
direction, that is to say when the minimum stress is oriented along the sensitivity direction of the ESPI system

(Table 15.2).

Fig. 15.4 Percentage differences in calculated σxx in correspondence of an error of Δα2 ¼ +2� and Δα2 ¼�2� with respect to the measured angle

Table 15.1 Calculated stress σxx for measured α2 ¼ 24� and percentage errors for Δα2 ¼ � 2�

Depth [mm] σxx [MPa] (α2 ¼ 24�) σxx [MPa] (α2 ¼ 22�) σxx [MPa] (α2 ¼ 26�) Δσxx % (Δα2 ¼�2�) Δσxx % (Δα2 ¼ +2�)
0.16 �393 �396 �389 0.6 1.2

0.32 �314 �321 �305 2.2 2.9

0.48 �268 �279 �255 3.9 5.0

0.80 �213 �229 �195 7.5 8.4
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Results seem to be in contrast with the general theory that encourages the overlapping of σ1 with the sensitivity vector, but
this attitude could be justified considering that the amplitude of load applied in all cases is large enough to be detected at all

orientations. The limit condition could be reached decreasing the four-point bending load up to reduce at minimum the

number of fringes in correspondence of different angles with respect to the sensitivity vector [28, 29]. This attitude is

underlined when minimum principal stress is measured with sensitivity vector oriented at 90� respect to its own direction.

15.2.3 Drilling Speed

The effects of the drilling speed have been analyzed too. An electronic controlled drilling machine is used to drill the holes.

Holes are drilled at three different velocities: 5000, 35,000, and 50,000 rpm. The first and the last values represent,

respectively, the minimum and the maximum rotation speed attainable by the drilling system. ESPI was used to detect

the displacement map in correspondence of each drilling step. Also in this case specimen were loaded in a four-point bending

frame in order to introduce a well-known stress field, whose expected average value is 143.6 MPa. As it can be inferred from

Table 15.3 the average value of the measured stress state is coherent with the expected theoretical value but data

corresponding to lower speed appear more scattered than data recorded at the maximum speed. In fact the standard deviation

for the measurement at 5000 rpm is about 20 % of the expected value. This value decreases at 35,000 rpm being about 6 % of

the nominal expected value and it reaches the minimum at 50,000 rpm where it is less than 3 % of the expected theoretical

value. In other words the accuracy and the repeatability of the measurement diminishes by decreasing the rotation speed,

because the quality of the hole at low drilling speed is worse than at higher rotation speeds.

15.3 Conclusions

Hole-drilling method is one of the most useful and reliable approach for measuring residual stress and it can take advantages

by its application in combination with ESPI because this can result in cheaper and faster measurements. However getting

accurate results with this technique requires a good control over the many factors that can affect the final results. In this paper

a review of some major sources of errors were presented and their effects were evaluated for the case of measurements on

grade 5 Titanium samples. A good evaluation of the geometrical parameters it is relevant. In particular, for the adopted

configuration, it is important to correctly determine the illumination angle α2. It was found that an error of �2� on this

parameter can introduce an error varying between 0.6-8 % on the final calculated stress. Finally it should be reminded that

the final quality of the drilled hole is a key factor in determining a good measurement. This issue is strictly connected with

the particular material under study, its machinability and the use of proper drilling material. However, final quality is also

related with the proper choice of the drilling rotation speed, that must be optimized as a function of the material under study.

It was found that, for Ti6Al4V, much better quality is obtained by using higher velocity (50,000 rpm), which is suggested

Table 15.2 Results of the measurement of the minimum principal stress, σ2, at 0.4 mm

Specimen angle [�] σ2 ESPI [MPa] σ2 expected [MPa] Δσ2 [MPa]

0 13.2 2.3 10.9

90 5.7 2.3 3.4

Table 15.3 Values of measured stress at the different rotations speed of the cutter

σx at 5000 rpm [MPa] σx at 35,000 rpm [MPa] σx at 50,000 rpm [MPa]

118.0 153.8 152.6

152.8 165.2 145.2

170.2 171.2 150.2

147.0 163.4 149.3 Mean value

26.6 8.8 3.8 Std Dev
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therefore for measurements on this specific material. Care must be taken, however, to avoid that fine chips resulting from

drilling operations, at this speed, stick to the material degrading the quality of the speckle fringe pattern and, as a

consequence, the accuracy of the measurement itself.
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Chapter 16

Near Weld Stress Analysis with Optical and Acoustic Methods

Sanichiro Yoshida, Tomohiro Sasaki, Masaru Usui, Shuuichi Sakamoto, Ik-keun Park,

Hyunchul Jung, and Kyeongsuk Kim

Abstract Residual stress induced by brazing and bead welding have been analyzed based on acousto-elasticity and optical

interferometry. Acousto-elasticity is to probe compressive or tensile residual stresses from acoustic velocity measurements

and optical interferometry is to measure strain induced by an external tensile load. It has been theorized that a compressive

residual stress increases the elastic modulus and that an external tensile stress reduces the increase in the elastic modulus.

From the tensile stress that brings back the elastic modulus to the nominal value, the residual stress can be estimated.

Compressive residual stresses have been estimated in this fashion for a butt-brazed and a butt-bead-welded steel specimens

to be of the order of 5 MPa and 50 MPa respectively.

Keywords Residual stress • Electronic speckle-pattern interferometry • Acousto-elasticity • Welding • Brazing • Strain

analysis

16.1 Introduction

Welding processes always cause stresses on the work. The material near the weld is thermally expanded by the welding torch

as it passes by and compressed by ambient air as the torch leaves. Since these heating and cooling off processes occur not

uniformly, they create stresses known as residual stresses. When dissimilar materials of substantially different thermal

expansion and thermal conductivity are butt-welded, the effect is significant. A number of methods have been developed for

analysis of residual stresses [1–3], and many studies have been reported for residual stress due to welding [4–7]. The

fundamental difficulty is that residual stresses are locked in the material. Unless the locking mechanism is removed, the

stress does not change and therefore the residual stress is invisible. From this standpoint, residual stress analysis is

essentially invasive, or at least needs some action to change the stress status.

Nondestructive techniques are also available for residual stress analysis. X-ray diffraction and acousto-elastic methods

[8, 9] are most popular techniques to estimate residual stresses. The former measures averaged inter-atomic distance of the

region where the residual stress is to be analyzed. The latter estimates the residual strain from the change of elastic modulus

from the non-stressed state via acoustic velocity measurement. Both methods measure residual strain and estimate the

corresponding stress with the use of an elastic modulus. They do not directly measure the residual stress.

The idea that this study attempts to demonstrate is a combination of the acousto-elastic technique and the electronic

speckle-pattern interferometry. An acoustic transducer is used to measure acoustic velocity at various location of the

specimen to identify spots of residual stresses. Tensile/compressive residual stress is identified as a decrease/increase in the

acoustic velocity from the nominal (non-stressed) value. Subsequently, low-level tensile/compressive loads are applied to

the specimen and resultant strain is measured with ESPI (Electronic Speckle-Pattern Interferometry.) The loads are applied

stepwise with a small increment, and the strain measurement is made at each step by evaluating the deformation occurring
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between the steps. When a tensile/compressive load is applied, the region of compressive/tensile residual stress show smaller

strain as the applied load neutralizes the residual stress. We have conducted a series of experiments based on this idea. The

aim of this paper is to report on some preliminary results.

16.2 Theoretical

Details of the acousto-elastic techniques can be found elsewhere. The gist of it is provided here. The potential energy of

elastic media generally has a quadratic dependence on the inter-atomic distance near the equilibrium, and steeper/less

steeper dependence on the shorter/longer side of the equilibrium as illustrated schematically by Fig. 16.1. Considering the

force-displacement relation for a unit volume, we can Taylor expand the potential energy function around the equilibrium as

follows.

U εð Þ ¼ U0 þ C 1ð Þεþ C 2ð Þε2 þ C 3ð Þε3 ð16:1Þ

Here, U(ε) is the potential energy of the unit volume as a function of strain ε, U0 is the reference potential energy, C
(i) is the

coefficient of the ith-order term of ε, and 4th-order and higher terms are ignored. By differentiating (16.1) with respect to ε,
we obtain the stress σ as a function of ε.

σ ¼ dU εð Þ
dε

¼ C 1ð Þ þ 2C 2ð Þεþ 3C 3ð Þε2 ð16:2Þ

By differentiating (16.2) once again with respect to ε, we obtain the constitutive relation of the medium.

dσ

dε
¼ 2C 2ð Þ þ 6C 3ð Þε ð16:3Þ

In (16.3), the first term on the right hand side is a constant known as the Young’s modulus E = 2C 2ð Þ. The second term

represents the non-linear behavior of the elasticity. Since compressive strain (ε < 0) makes the slope of the potential curve

Fig. 16.1 steeper, the coefficient of the second term 6C 3ð Þ � � A < 0. When the displacement from the equilibrium is small

and hence ε � 1, the second term is negligible. This is the case where the deformation dynamics can be treated with the law

of linear elasticity.

In the context of residual stress, even if the strain due to the external load satisfies the condition of ε � 1, the second term

of (16.3) cannot be neglected if the residual strain is substantial. Putting the residual strain as εres, the strain due to external

force as ε where ε � εres, we can express the constitutive relation as follows.
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dσ

dε
¼ E� A εres þ εð Þ ð16:4Þ

Consider the equation of motion for a unit volume experiencing residual stress. Setting up a coordinate axis x parallel to ε,
we can express the differential force acting on the unit volume as follows.

dσ

dx
¼ dσ

dε

dε

dx
¼ ðE� AεresÞ dε

dx
ð16:5Þ

Here ε is dropped on the rightmost hand side as ε � εres. Using displacement ξ and ε = dξ=dx, we can put the equation of

motion in the following form.

ρ
d2ξ

dt2
¼ dσ

dx
¼ E� Aεresð Þ d

2ξ

dx2
ð16:6Þ

Here ρ is the density of the elastic medium. Equation (16.6) yields a longitudinal wave solution that travels with phase

velocity vph in the following form.

vph ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

E� Aεres
ρ

s

ð16:7Þ

With the assumption that the residual stress does not alter the density, (16.7) indicates that a tensile residual stress εres > 0

decreases the phase velocity of an acoustic wave and a compressive residual stress εres < 0 increases it from the nominal

value of vph0

vph0 ¼
ffiffiffi

E

ρ

s

ð16:8Þ

This is the operation principle of the acousto-elastic techniques for residual stress analysis. In principle, from the deviation of

the acoustic phase velocity from the nominal value the residual stress can be evaluated. However, in reality, the residual

stress evaluated in this method is substantially greater than a possible value. Among various causes for the discrepancy,

possible causes include the accuracy of the coefficient A. Even if the value is accurate for a given elastic medium under the

condition where the medium is under a purely elastic deformation, it is likely that the region of residual stress where

the acoustic wave is applied for the velocity measurement can be represented by a pure nonlinear elasticity. It is likely that

some portion of the region is plastically deformed or within the region the residual stress varies greatly so that it cannot be

represented by a single value of εres. To overcome this problem, the present idea is to apply an external load just to cancel the

residual stress so that the elastic modulus returns to the nominal value. Apparently, the applied load must be small enough

not to cause plastic deformation.

16.3 Experimental

The specimen was a steel (skh51) plate of 18.5 mm wide, 50 mm long and 3.37 mm thick and a cemented carbide (cc) plate

of the same dimension butt-brazed on their 18.5 mm sides and finished with grinding work. Thus, after the brazing,

the specimen was 18.5 mm wide, 100 mm long and 3.37 mm thick (Fig. 16.2). The acoustic phase velocity measurements

were made with the use of an ultrasonic transducer (Olympus M110 RM for the longitudinal wave and M156-RM for the

shear waves) driven by square wave pulser/receiver (Model 5077PR) and a scanning acoustic microscope (Olympus UH3).

The acoustic transducer had two types of sensor head, one operates in the longitudinal mode and the other in the shear mode.

The sensor head was applied on the in-plane surface of the specimen for the measurement of the longitudinal wave velocity

in the z-direction and of the shear wave velocity. Here, in accordance with (16.7), the longitudinal and shear wave velocities
probed the elastic moduli along the thickness and parallel to the xy-plane, respectively. For the elastic modulus along the x-
and y-axis, the sensor head was rotated by 90� about a line perpendicular to the specimen surface. Figure 16.2 shows
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an arrangement for the measurement of shear wave oscillating along the x-axis or the elastic modulus in the x-direction.
The scanning acoustic microscope (SAM) used an acoustic lens with focal plane 250 μm or less from the xy-surface of the
specimen; thus, it probed the elastic modus of the subsurface region.

The external tensile load was applied along the x-axis to the specimen, and the resultant strain was measured with an in-

plane displacement sensitive dual beam Electronic Speckle-Pattern Interferometric (ESPI) setup. The displacement was read

out based on the analysis of dark fringes; a fringe order was assigned to each dark fringe and the displacement between the

dark fringes was estimated via interpolation. A system of carrier fringes was introduced prior to the application of the tensile

load (Fig. 16.3a). This was important for two reasons. First, when a tensile load was applied to a butt-joint specimen

perpendicular to the joint, the specimen tended to stretch more on one end of the joint than the other end due to the non-

uniformity in the joint strength. This made the displacement contours practically parallel to the tensile axis (in other words,

the deformation involved bodily rotation) and therefore the number of fringes along the tensile axis small making the

interpolation difficult. Second, since the elastic modulus of the cemented carbide (cc) was higher by a factor of three, the

displacement on the cc side is much smaller than the skh side. With the introduction of the carrier fringes, the displacement

due to tensile load could be read as the change of the dark fringe location, as Fig. 16.3b indicates. The tensile load was

applied with an increment of 0.2 kN, or an average stress of 3.2 MPa.

16.4 Results and Discussions

Figure 16.4 plots the acoustic wave velocity measured for the z-direction (a), the x-direction (b) and y-direction (c), along

with the nominal values [(16.8)] of the skh and cc specimens. The wave velocity in the z-direction was measured with the

SAM and the acoustic transducer in the longitudinal wave mode. The wave velocities in the x- and y-directions were

measured with the acoustic transducer in the shear wave mode. The measurements were made along the three reference lines

a, b and c shown in Fig. 16.2.

Analyze the acoustic velocity data presented in Fig. 16.4. Consider the cc side first. Along all three reference-lines

in common, the normalized acoustic velocity appears lower than the nominal value in the z-direction, and higher the x- and
y-directions. These trends are rather uniform over the entire length of the cc side. As indicated by Fig. 16.1, the elastic

modulus of a medium becomes higher/lower when it is compressed/stretched. According to (16.7), the higher/lower elastic

modulus increases/decreases the acoustic velocity. The observed changes in the acoustic velocity from the nominal values

on the cc side indicate that this side of the specimen is stretched along the thickness and compressed along the xy-plane

Fig. 16.2 Specimen and

transducer head
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Fig. 16.3 Carrier fringes (a) and carrier fringe plus deformation fringes (b)
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uniformly. On the skh side, on the other hand, the situation is different. Unlike the cc side, the acoustic velocity changes from

the nominal values are not uniform for all the three directions. In the near joint regions highlighted by an arrow in Fig. 16.4a

(�20 < x < 0 mm), the normalized acoustic velocity appears to be greater than the nominal values in all three directions,

indicating that the skh plate is compressed three-dimensionally in this region. In the rest of the skh side, the acoustic velocity

is somewhat lower than the nominal value in the z-direction, and similar to the nominal values in the x- and y-directions.
These observations all together are illustrated in Fig. 16.5 and can be explained as follows. During the brazing operation,

two plates to be joined were held at the far ends from the joint. Consequently, the plates had less constraint to be thermally

expanded along the thickness than along the x- or y-axes. The more uniform nature of the thermal deformation observed on

the cc side can be ascribed to the higher thermal conductivity in cc than skh. The compressive deformation along the x- or
y-axes represents the Poisson’s effect where the medium selects the z-axis to be the preferred axis of thermal expansion due

to the less constraint. The observations on the skh side can be explained accordingly. The lower thermal conductivity of skh

makes this side to be heated more slowly and less uniformly than the cc side. Skh has a lower elastic constant and a higher

thermal expansion coefficient than cc. Consequently, the skh side responds to the heat input by the brazing operation in the

following way. As the joint region is heated, the cc side expands faster than the skh side. When the cc side is thermally

expanded as discussed above, it tends to expand towards the skh side because it is softener along the xy-plane than the cc side
because of the lower elastic modulus and higher thermal expansion coefficient. While this thermal deformation is taking

place on the skh side near the joint, the region closer to the end at x ¼�50 mm is colder than the near joint due to the low

Fig. 16.4 Acoustic velocity in z (a), x (b) and y (c) directions
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thermal conductivity. These all situations make the near joint region of the skh side be compressed by being sandwiched by

the thermally expanding cc side and relatively cold and rigid skh near end region. The constraints at the x ¼�50 mm end

enhances this sandwiching effect. Table 16.1 summarizes the material constants of cc and skh pertinent to the discussion.

Figure 16.6 plots the normalized acoustic velocities along the z- and x-axes as a function of x measured for all the three-

reference lines. For the velocity along the z-axis, the data obtained with the acoustic transducer and SAM are compared. As

mentioned above, in the present study the SAM probed the elastic modulus of the subsurface region (<0.25 mm from the

surface for the thickness of 3.37 mm). The agreement between them indicates that the observed trend is uniform along

the thickness. The normalized acoustic velocity along y-axis shows a very similar behavior to the x-axis, indicating that the
thermal effect and resultant deformation is similar to each other.

The x-component of the displacement resulting from the tensile load is plotted in Fig 16.7 as a function of x for reference
line a (Fig. 16.2). Also plotted is the acoustic velocity along the x-axis measured with the acoustic transducer. Near

x = � 10 mm where the acoustic velocity has a peak and therefore the skh presumably experiences compressive residual-

stress along the x-axis, the displacement from 0 to 0.2 kN shows a small hump. The displacement from 0.2 to 0.4 kN does not

have such a hump, making the space between these two displacement curves greater than other range of x. The greater space
between the two displacement curves indicates that the skh is deformed less when the load was increased from 0 to 0.2 kN

than from 0.2 to 0.4 kN. Notice that in the displacement from 0.2 to 0.4 kN, the displacement curve in the near x = � 10 mm

range indicate more or less uniform deformation. These observations can be interpreted as that the compressive residual

stress near x=�10 mm region is neutralized by the external tensile stress when the external load of 2.2 kN was applied.

Assuming that the residual compressive stress is neutralized by the applied stress when the load is 0.4 kN, the residual stress

can be estimated as 0.4 kN/(18.5 � 3.37 mm2) ¼ 6.4 MPa.

Figure 16.8 plots the results of a similar tensile experiment with an in-plane displacement sensitive ESPI setup where a

dog-bone shaped, welded steel (ASTMAH 36) specimen was pulled in a similar fashion. The central portion of the specimen

was 70 mm long, 12.5 mm wide, 6 mm thick, and the middle of the 70 mm portion (i.e., 35 mm from one end of the shoulder)

was butt-welded with CO2 shielded bead welding. The current of the welding arc was varied in a range of 120–150 A. The

vertical axis labeled “elastic modulus” was evaluated by dividing the averaged stress by the strain of the fusion zone on the

tensile axis. Here the averaged stress was obtained by dividing the applied load by the cores sectional area of the fusion zone,

and the strain was by dividing the stretch of the fusion zone along the tensile axis at the center of the weld by the weld length

along the tensile axis. The lowest plot labeled “base” is the same plot for the non-welded specimen of the same material and

dimension. The fact that the elastic modulus is constant for the base data indicates that the applied load did not cause plastic

deformation. This constant value is 200 GPa, which is reasonable for AH 36 steel.
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Fig. 16.5 Acoustic velocity profile (top) and resulting thermal expansion and compression (bottom). The left is for the z-direction and right is for
the x-direction. The acoustic velocity profile for the z-direction show both those measured with the acoustic transducer in the longitudinal wave

mode and with the scanning acoustic microscope

Table 16.1 Material constants

Elastic modulus (GPa) Thermal expansion (10�6 K�1) Thermal conductivity (Wm�1 K�1)

High speed steel (skh 51) 219 11.9 23.0

Cemented carbide (V30) 580 5.3 67.0
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In most welded cases in Fig. 16.8, the elastic modulus decreases as the applied load is increased, showing a minimum in

the range of the applied load. The minimum elastic modulus increases with the welding current, indicating that the specimen

became more rigid with the increase of the welding heat. As compared with the base case, the increases in the elastic

modulus is more than 5 GPa, or 5/200 ¼ 2.5 %. Using a typical value of 500–800 GPa for the third order elastic coefficient

[9] [6C(3) in (16.3)], the corresponding residual strain is 0.6–1 %, or the residual stress is 200 � 0.006 to 200 � 0.01 or

1.2–2 GPa. This value is an order of magnitude higher than the ultimate tensile strength of steels, and it is impossible that the

residual stress causes this. The reason of this behavior is unclear at this time.

The decrease in the elastic modulus toward the minimum can be interpreted as the compressive residual stress is being

reduced as the increase of the applied load. It is interesting to note that the minimum appears at a lower external load in the

120 A case than the 150 A case. When the current is 120 A/150 A, the minimum appears when the load is 9 kN/12 kN.

From the measured cross-sectional areas of 7.88 � 10�5(m2) and 1.06 � 10�4(m2) for the 120 and 150 A cases, the

corresponding increases in the stress from the 6 kN load to the respective loads for the minimum can be estimated as

[(9�6) � 103] (N)/7.88 � 10�5(m2) ¼ 38 (MPa) and [(12�6) � 103] (N)/1.06 � 10�4(m2) ¼ 56 (MPa), respectively.

This value is an order of magnitude higher than the above-argued case of the brazed steel specimen.
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In these two cases, the curve tends to increase with the load after the minimum. This observation can be interpreted as

follows. After the compressive residual stress is neutralized by the applied tensile stress, the fusion zone starts to be stretched

with the nominal elastic modulus. While this happens some other part, presumably the mostly heat-affected zone, starts to be

deformed plastically. This makes the deformation of the fusion zone relatively smaller, and that makes the curve rises with

the increase of the load.

16.5 Conclusions

Compressive residual stresses induced by brazing and welding joint processes were analyzed based on acousto-elasticity and

optical interferometry. The brazed specimen was a butt joint of dissimilar materials, and the welded specimen was a butt

joint of similar materials. Increase and decrease in the acoustic velocity from the nominal value were observed at different

locations on the specimen, indicating distribution of compressive and tensile residual stresses. The observed distribution of

the residual stresses was explained qualitatively through consideration of thermal expansion and the difference in the

thermal conductivity and elastic modulus between the dissimilar materials. The optical interferometer was used to measure

the strain induced by an external tensile load. Both specimens showed a behavior that can be interpreted as the external

tensile stress neutralized the residual stress. Based on this interpretation, the compressive residual stresses were estimated to

be of the order of 5 and 56 MPa for the respective specimens.
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Chapter 17

Nondestructive Characterization of Thin Film System
with Dual-Beam Interferometer

Hae-Sung Park, David Didie, Daniel Didie, Sanichiro Yoshida, Ik-Keun Park,

Seung Bum Cho, and Tomohiro Sasaki

Abstract A dual-beam Michelson interferometer has been built with two thin-film specimens configured as end mirrors.

The two specimens have been prepared by coating a 10 nm thick titanium film on a silicon substrate and coating a 100 nm

thick platinum over the titanium film. For one of the specimens, the silicon surface has been treated prior to the coating

(the treated specimen). Each specimen is oscillated from the rear surface of the substrate with an acoustic transducer at a

driving frequency ranging from 6 to 14 kHz, and the resultant film surface displacement is measured with the interferometer.

The dual-beam configuration is important to compare the treated and untreated specimens under the same experimental

conditions. The oscillation amplitude of the transducer’s surface has been calibrated so that the specimens can be oscillated

with the same acoustic amplitude for the entire frequency range. The study has confirmed our previous observation that the

film-substrate interface of the treated specimen shows a resonance-like behavior near 8 kHz, exhibiting higher oscillatory

displacement than the untreated specimen.

Keywords Thin-film • Opto-acoustic technique • Adhesion strength • Metal-silicon interface • Michelson interferometer

17.1 Introduction

Thin film systems are used in a variety of applications ranging from microelectronic products to artificial joints. In all these

applications, without an exception, the adhesion strength of the film onto the substrate is an extremely important factor that

determines the life of the product. As an example, slight degradation of the interface region between thin-layers of dissimilar

materials used in a microelectronic assembly can cause a fatal malfunction of the devise. The quality control of these

interfacial layers is more important than ever. On the other hand, the evaluation of the adhesion strength of dissimilar

materials is not a simple task. In particular, nondestructive evaluation of the adhesion strength, which is obviously much

more preferable than destructive methods, is complex. Most nondestructive methods in this field use ultrasonic techniques.

The ultrasonic waves are used to either detect abnormality in the interfacial region or probe the elastic behavior of the

interfacial layers. While the ultrasonic technologies used in these applications are matured and reliable, these techniques

have limitations. The detection of abnormality is possible only after a problem occurs; the method cannot predict generation

of abnormality. Often abnormality such as a micro-crack is generated during the routine use of the device, causing

immediate failure of the functionality. In the technique to probe the interfacial elastic behavior, the operation frequency

has an intrinsic issue. Normally, these techniques excite ultrasonic wave inside the film and substrate materials, and probe

the interfacial strength from analysis of the wave’s propagation characteristics. The recent trend of thin-film systems is to

reduce the film thickness for better performance as the whole system. Accordingly, the ultrasonic frequency tends to be

increased. The acoustic velocity in the film or substrate materials is typically in the range of km/s. If the film thickness is

100 nm, for example, the wavelength must be of the order of 10 nm, leading to the operation frequency of 100 GHz.

The elastic modulus of the interface is normally orders of magnitude lower than the film or substrate. As a simple physical
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consideration would indicate, this means that the response of the interfacial region is expected to be very low. Figure 17.1

illustrates the power spectra of two harmonic oscillators, one with high stiffness and the other with low stiffness. Consider

the system consisting of these two harmonic oscillators is driven at the two frequencies indicated in the figure. If the driving

frequency is high (frequency 2), the oscillator with the low stiffness (low k) would exhibit lower oscillation amplitude than

the other. If the driving frequency is low (frequency 1), the oscillator with the lower stiffness would exhibit higher oscillation

amplitude. In the context of a thin film system, if the specimen is driven at an ultrasonic frequency, the output signal is

dominated by the response of the substrate and film materials rather than the interface. To probe the elastic behavior of the

interface, it is important to lower the driving frequency so that the interfacial region would respond more sensitively.

Figure 17.2 schematically illustrates the situation where the substrate and film as rigid bodies are connected with the spring-

like interface. More description regarding this spring model will be provided in a later section.

Considering this situation, we started a project in which we use acoustic energy to oscillate thin film specimens and read

out the response of the interface with an optical interferometer. The idea is that with the use of an acoustic frequency low

enough to oscillate both the substrate and film as rigid bodies and high enough to excite spring-like vibratory motion in the

interfacial region with reasonably high amplitude. We configured a Michelson interferometer with one of the end mirror

replaced with a thin film specimen having the film-side surface inward, oscillated the specimen from the rear side of the

substrate and read out resultant film surface oscillation as relative optical path length difference with the other interferomet-

ric path reflected from a still optical reflector [1]. Using this setup, we previously analyzed the interfacial elastic behavior for

several types of thin film specimens. With the driving frequency ranging from 5 to 30 kHz, we tested several pairs of thin

film systems of identical substrate and film materials and dimensions, one coated on a pre-coating surface treated substrate

(called the treated specimen) and the other on the same substrate without surface treatment (called the untreated specimen).

Consequently, we observed resonance-like behavior in both types of specimens [2]. The treated specimen was considered to

generate stronger adhesion, and past ultrasonic analysis [3] verified it at a certain frequency. More recently, in a specimen of
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platinum-titanium coated on a silicon substrate, we found the treated specimen showed substantially higher interface

displacement amplitude in a certain driving frequency range than the untreated specimen. In these experiments, we tested

uncoated silicon specimens for comparison, and observed that the surface oscillation was much lower than the film surface,

confirming that the coated specimens revealed the interfacial behaviors. Figure 17.3 [4] shows the decrease in the optical

fringe contrast due to the film surface oscillation. The specimen is a 10 nm thick titanium (Ti) film coated on a silicon (Si)

substrate with a 100 nm thick platinum (Pt) film coated over the Ti film. In Fig. 17.3, the lower the value, and the greater the

oscillation amplitude is, and the data points are normalized to the value for the bare silicon case.1 Thus, the plot effectively

represents the transfer function from the Si surface displacement to the film surface displacement. Our previous results

indicated the possibility that those valleys as the one observed in Fig. 17.3 near 10 kHz for the treated specimen represent

resonance of the interface oscillation [1, 2].

Although we had anticipated that the film surface of the treated specimen could oscillate greater than that of the

untreated specimen in a certain frequency range, it was a bit surprising to us that the treated specimen showed greater

oscillation amplitude than the untreated specimen at the level shown in Fig. 17.3. There were two uncertainties regarding

the experiment that produced Fig. 17.3. The first was the transducer’s frequency characteristics. In the past experiment,

we used constant voltage amplitude to operate the transducer and constantly observed that the interferometric fringe

contrast decreased drastically when the driving frequency was lower than 10 kHz. It was not clear if it was because the

optical setup has resonance in or near this frequency range or the transducer oscillates with too largely so that it motion

itself lowers the fringe contrast. Since in Fig. 17.3 the data for the treated and untreated were normalized to the bare

silicon case, the absolute amplitude of the transducer oscillation was theoretically cancelled. However, it was possible

that in the low frequency range the transducer’s amplitude was so large that the interferometric arm was misaligned to

cause an extra factor to decrease the fringe visibility. If this was the case, the treated specimen, which showed the

resonance-like valley in the lower frequency range, could have the extra factor to decrease the fringe contrast.

Apparently, it was much better to calibrate the transducer’s motion so that its oscillation amplitude was constant over

the frequency sweep. However, we were unable to measure the transducer’s oscillation absolutely. The other uncertainty

was the temporal fluctuation of the fringe contrast. In these past experiments, we evaluated one specimen at a time. We

were aware that the fringe contrast fluctuated over time even if the transducer was turned off. This caused the comparison

of the treated and untreated specimens inaccurate.

To solve the above problem, we recently made two modifications. First, we measured the transducer’s displacement

as a function of the driving frequency so that we can oscillate the specimen with the same input amplitude in the actual

thin-film analysis. Second, to compare the untreated and treated specimens under as close as possible conditions, we

introduced an additional pair of interferometric paths in the optical interferometer and captured the fringe images of both

specimens exactly at the same time. Consequently, we confirmed that the Ti-Pt film on the treated Si substrate oscillated

with greater amplitude than on the untreated substrate in the near 9 kHz frequency range. The aim of this paper is to report

on these recent results.
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17.2 Theoretical

17.2.1 Physical Model

When metal atoms are deposited on the surface of a silicon substrate, various chemical bonds are formed [5]. The potential

well of all these chemical bonds is approximately quadratic near the equilibrium position, and therefore the force associated

with small displacement from the equilibrium position can be considered as elastic force. Depending on the quantum

mechanical configuration, each bond has its own stiffness. The interface can be modeled as parallel and serial connections of

these springs, and hence, as a single spring of the combined spring constant (Fig. 17.2). It is a good assumption that the

spring constant of the interface is lower than the film or substrate. Otherwise, when a peeling-off force is applied to the film

surface, the film or the substrate would stretch more than the interface. It is unlikely. Based on this assumption, it is possible

to argue that if the entire thin-film system is subject to vibratory motion at a frequency low enough to oscillate the substrate

and film as rigid bodies and high enough to induce vibration in the interface region the interfacial displacement is

substantially greater than the substrate. In other words, the interface spring is stretched/compressed more than the substrate

or film, making the displacement of the film surface is substantially greater than the substrate surface. If such vibratory

motion is induced by an acoustic transducer attached to the rear surface of the substrate, the film surface oscillation indicates

the interfacial vibration. The method we use is based on this idea, where the film surface oscillation is read out optically as

relative optical path change in a Michelson interferometer. The optical configuration and the principle of operation will be

described in the following section.

17.2.2 Michelson Interferometer and Principle of Operation

Figure 17.4 illustrates the Michelson interferometer schematically. Two pairs of interferometric paths, labeled 1 and 2,

respectively, share the same laser source and the beam splitter. Each pair consists of light beams reflected off a mirror and

a specimen. The beam reflected off the specimen is slightly tilted with respect to the beam from the mirror, as the close-up

illustration on the right indicates for path 1, so that an interferometric fringe pattern consisting of parallel dark fringes is

formed on the screen. Here ϕ is the optical phase, l10 is the path length for the beam off the mirror and l1 is that from the

specimen, d is the amplitude of the film-surface oscillation, Ω is the driving frequency of the acoustic transducer, and k is
the wave number of the laser light. On the screen, the relative optical phase is a linear function of x where the x-axis is

on the screen
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perpendicular to the dark fringes. As the film surface oscillate with amplitude d, the optical path varies as a function

of time as l1 tð Þ = l10 þ d sinΩt. Consequently, the dark fringes oscillate at the same frequency. Since the digital camera

that captures the fringe pattern has a frame rate much lower than Ω, this fringe motion decreases the contrast of the

fringe pattern.

The decrease in the fringe contrast is evaluated in the frequency domain. Spatial intensity variation along a line

perpendicular to the dark fringes (i.e., along the x-axis in Fig. 17.4) is Fourier transformed. The top left plot of Fig. 17.5

shows power spectrum densities of three sample cases where the profile with the highest peak is the case when the

transducer is turned off, the profiles with the medium and low peaks are respectively the cases when the film surface

displacement is medium and large. The peak frequency corresponds to the fringe interval (see the insert in Fig. 17.4) or

the spatial frequency of the dark fringes. As the film oscillation amplitude d increases, the dark fringe shifts largely on the
screen, making the fringe pattern more blurry at the camera’s frame rate an order of lower than the frequency of the film

surface oscillation. Consequently, the spectrum peak decreases. The three fringe patterns shown in Fig. 17.5 indicate the

highest, medium, and lowest fringe contrasts, corresponding to the three peaks in the power spectrum plot. The decrease in

the fringe contrast can be quantified as a function of the film oscillation amplitude and the wave number.

S / J0 δð Þ ¼ J0 kdð Þ ð17:1Þ

Here δ = kd is the optical path length change due to the film surface displacement of d, J0(δ) is the Bessel function of the first
kind with order 0. The top right plot of Fig. 17.5 show the change in the spectrum peak for the three cases as a function of the

amplitude of the voltage applied to the transducer; as the voltage increases, the amplitude of the transducer surface increases

in proportion, decreasing the fringe contrast.
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17.3 Experimental

17.3.1 Information of Pt Specimens

The thin-film specimens we used in this study were prepared with the sputtering method. On top of a silicon (Si) substrate cut

along the [100] plane, first a 10 nm layer of titanium (Ti) was coated followed by 100 nm of platinum (Pt) over the Ti layer.

For comparison, bare silicon specimens were tested as well. One specific question we are interested in answering through

this project is the effect of pre-coating surface treatment. Oxygen-plasma bombardment is a common technique used to

strengthen the adhesion between a metal film and a silicon substrate. There are two prevailing theories regarding the

strengthening mechanism; the first is that the oxygen atoms knock off hydrocarbon on the Si surface making the surface

hydrophobic and therefore more favorable for the metal atoms to be attached with the higher polarity. The other explanation

is that the plasma bombardment makes the silicon surface rough, effectively increasing the surface area. Detailed

mechanism has not been understood.

17.3.2 Operation Acoustic Frequency and Transducer Calibration

Figure 17.6 plots the amplitude of the transducer surface ξ0 measured with a capacitive position sensor (MicroSense, Model

4810) as a function of the reciprocal of the square of the driving frequency, ξ0 / f�2, along with a linear trend line. The

amplitude of the driving voltage was kept constant at 5 V peak-to-peak. The observed linearity of the oscillation amplitude to

the driving frequency can be explained as follows. The acoustic transducer used in this study is magnetic or a speaker. The

inductive reactance of the solenoid increases in proportion to the frequency, making the electric power at a given voltage

decreases in proportion to the frequency;Pe / f�1V0. The mechanical power necessary to oscillate the transducer surface is

proportional to the product of the kinetic energy of the film and the oscillation frequency. Here the film velocity is the time

derivative of the displacement or in the form of the product of the displacement amplitude and the angular frequency, or

proportional to fξ0. Thus, the kinetic energy is proportional to the square of the velocity, and the overall mechanical power

has cubic dependence on the oscillation frequency; Pm / f f ξ0ð Þ2 = f 3ξ0
2. Since the mechanical and electric power are

proportional to each other,ξ0
2 / Pm f

�3 / Pe f
�3 / f�1V0

� �
f�3 = V0 f

�4. So, under the condition of constant V0,ξ0 / f�2.

To test the fluctuation of the spectrum peak signal, we kept running the interferometer with the acoustic transducer off for

1 h. Figure 17.7 shows the result. The spectrum peak appears to fluctuate approximately by 20 % over a period of 10 min.
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Any fluctuation in the relative path length difference between the two interferometric paths can cause the change in the

spectrum peak. Based on (17.1), the observed spectrum peak change of 20 % corresponds to dδ = 0:9 as J0 0:9ð Þ = 0:80.2

From λ0 = 632:8 nmð Þ for the He-Ne laser, dδ = kdl = 0:9 leads to dl = 90nm. This defines the precision of the interferometer

under the given noise presented by Fig. 17.7. It is interesting that the maxima appearing with this period in Fig. 17.7 are at

the same level. This indicates that the maxima correspond to the situation where the interferometer condition maximizes the

fringe contrast, and that the condition is reproducible. Below we discuss the cause of the relative optical path responsible for

the fluctuation shown in Fig. 17.7 semi-quantitatively.

The optical path over a physical distance l can be given by (17.2).

OPL ¼ 2π
l

λ
¼ 2π

l

λ0
n ¼ 2π

λ0

� �
ln ð17:2Þ

Here n is the refractive index of air, λ0 is the reference wavelength corresponding to n = 1. The change in the optical path

length, whatever the cause may be, is due to a change either in the physical length or in the refractive index, and can be

written as follows.

dOPL ¼ 2π

λ0

� �
dlnþ ldnð Þ ¼ k dlnþ ldnð Þ ð17:3Þ

As for the change in the physical length of the interferometric arm, dl, seismic noise is the most likely cause. However, in

Southeast Louisiana where the experiment was carried out, the seismic noise has a peak around 50 mHz, or 20 s in the period.

This period is a factor of 30 smaller than the period of 10 min observed in Fig. 17.7. The seismic noise cannot be a significant

cause for the observed fluctuation in the spectrum peak.

As far as the change in the refractive index of air, dn, is concerned, the ambient temperature fluctuation is the most-

likely cause.

dδ ¼ kldn ¼ kl
dn

dT
dT ð17:4Þ
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2 The maximum spectrum peak value corresponds to J0 0ð Þ = 1 or δ = 0. As δ increases from 0, the spectrum peak decreases as the top right plot of

Fig. 17.5 indicates.
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Assuming that ambient temperature change is responsible for the optical path length changedδ = 0:9, using the round-trip
arm length of the interferometer 13.0 cm and the temperature coefficient of refractive index for air dn=dT = 1� 10�6 (1/�C)
for room temperature, we can calculate dT = 0:7 �C as the relative air temperature change in the two interferometric arms.

Our actual air temperature measurement near the interferometer arm indicates the absolute fluctuation of approximately 2 �C
over a period of 10 min. With the absolute temperature change of this level, the relative temperature change ofdT = 0:7 �C is

realistic. It is possible that the 20 % fluctuation of the spectrum peak value observed in Fig. 17.7 is due to ambient air

temperature fluctuation.

17.3.3 Experiment with Treated/Untreated Ti-Pt Thin-Film Specimens

We conducted experiment to compare the treated and untreated Ti-Pt thin-film specimens by mounting each specimen for

the two interferometric paths 1 and 2 shown in Fig. 17.4. To investigate the resonance-like behavior observed in the treated

specimen in Fig. 17.3, we focused on a driving frequency range of 7–14 kHz. To use the same transducer surface

displacement for all frequencies, we varied the applied voltage based on the inverse quadratic dependence on the frequency

observed in Fig. 17.6 and discussed above. The test procedure was as follows. We set the amplitude of the voltage applied to

the transducer at 6 V peak-to-peak at the highest frequency of 14 KHz, and reduced the voltage amplitude as 6� f=14ð Þ2V.3
Here f is a driving frequency in kHz and 14 denotes the reference frequency of 14 kHz. We repeated this procedure for

multiple frequency windows, always using 6 V peak-to-peak for the maximum frequency of the window. The use of multiple

windows was necessary because if the frequency window was too large, the voltage at the lowest frequency became too low.

This procedure resulted in applying different voltages for the same driving frequency; for instant, 6 V (peak-to-peak) was

used for 10 kHz when the frequency window was 5–10 kHz, but 1.5 V was used if the window was 10–20 kHz.We calibrated

the spectrum peak values resulting from these different frequency windows using the Bessel function dependence on the

applied voltage shown in Fig. 17.5.

From Fig. 17.6, it is found that the voltage amplitude of 6 V at 14 kHz, and normalized for other frequencies accordingly,

drives the transducer surface with amplitude of 58.3 nm. Note that this is lower than the optical path fluctuation of 90 nm

caused by ambient noise discussed in Fig. 17.7. From this standpoint, the oscillation of the transducer surface can be

assumed null in the assessment of the film-surface displacement.

Figure 17.8 shows the spectrum peak values obtained with the above procedure. The results of Bare Si case are shown in

this figure for comparison. The two plots labeled “Bare Si” are from the two optical paths 1 and 2. The treated specimen

shows the highest spectrum peak value at the lowest frequency of 7 kHz, sharply decreasing toward the minimum at 8 kHz,

and gradually increases with the driving frequency. The untreated specimen, on the other hand, shows a minimum around

12–13 kHz. It is interesting to note that the maximum spectrum peak value for the treated and untreated specimens

respectively approaching to the two Bare Si cases. It is possible that this is just a coincidence, but it may indicate that the

film surface of the treated and untreated specimen did not show displacement relative to the substrate surface when they were

driven at frequency far from the resonance.

The right plots in Fig. 17.8 are normalized to the maximum value for each data series. Note that the untreated frequency

dependence appears sharper than the treated, indicating that the resonance behavior of the untreated case is a higher in the

quality factor (less damping) than the treated case. This observation agrees with our previous experiment in which we used a

Doppler Vibrometer to evaluate the resonance behavior of untreated and treated specimens with a single frequency

measurement [6].

Figure 17.8 Spectrum peak observed with treated and untreated Ti-Pt specimen along with Bare Si. The left plots present

raw data and the right plots are normalized to the maximum of each data series.

3 At 7 kHz, for instance, the applied voltage was 6� 7=14ð Þ2=1:5V, peak-to-peak.
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17.4 Summary

The present study confirmed our previous preposition that the treated specimen had a resonance-like peak in the frequency

dependence of the film surface oscillation, and thereby could exhibit greater oscillation amplitude than the untreated

specimen when driven at or near the resonant frequency. The dual-beam Michelson interferometer setup along with the

transducer calibration provided us with the opportunity to conduct the interferometric experiment under better-controlled

conditions. The untreated specimen also exhibited a resonance-like behavior at a higher frequency. The treated specimen’s

resonance curve seems to be broader than the untreated case, agreeing with our previous observation made with the use of

Doppler Vibrometry at a single driving frequency.
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Chapter 18

Effect of Horn Tip Geometry on Ultrasonic Cavitation Peening

Tomohiro Sasaki, Kento Yoshida, Masayuki Nakagawa, and Sanichiro Yoshida

Abstract The ultrasonic horns with cylindrical concave surfaces (concaved horn) have been designed and the effect of the

concave on cavitation bubbles generation in water has been investigated. High speed camera observation was made on

the vibrating horn tip in water and the generation behavior and the impact force of the cavitation bubbles were investigated.

In the measurement of impact force, load vibration occurred as the cavitation bubbles collapsed, and peak frequencies were

observed at the vibratory frequency of the horn and its harmonic frequency. The impact force was evaluated based on the

above peak frequency. The result showed that the concaved horn provide the higher impact force compared to the horn

without the concave. Frequency analysis of the load vibration showed that the concaved horn enhanced the generation of

cavitation bubbles in the number. The distribution of cavitation bubbles on the horn-tip was evaluated using high-speed

image. It was confirmed that the cavitation bubbles flow was effectively converged to the center of concave.

Keywords Cavitation • Peening • Ultrasound • Surface treatment • Fatigue

18.1 Introduction

In recent years, applications of cavitation have received considerable attention in various fields such as metalworking,

industrial cleaning and biochemistry. “Ultrasonic cavitation peening” has been developed as a means of surface treatment

for fatigue life improvement [1, 2]. In this technique, cavitation bubbles are generated by an ultrasonic horn submerged in

water and impact force induced by the cavitation bubbles upon collapsing on the work is utilized to cause compressive

deformation of the surface layer. Compressive residual stress induced by the surface deformation improves the fatigue life of

metals by counteracting on the crack initiation. In particular, the cavitation generation using ultrasonic vibration has the

advantages of compactness of the equipment and ease of the control by electrical power. However, compared to the other

cavitation techniques that utilize cavitation jet flow [3–6], the impact force of ultrasonic cavitation bubbles is small due to

small momentary pressure variation. The present study focuses on the surface geometry of horn tip at which the pressure

variation occurs to generate the cavitation bubbles. Horns with cylindrical concave surfaces were designed in order to

enhance the cavitation generation. The effect of the tip geometry on the generation behavior and the impact force was

investigated with high-speed camera observation.

18.2 Experimental Procedure

Figure 18.1 shows a schematic illustration of the equipment of ultrasonic cavitation. An ultrasonic transducer with the power

of 2.5 kW and the resonance frequency of 17.5 kHz was used for the vibration source. The vibration of transducer was

amplified by a stepped ultrasonic horn. The cavitation bubbles are generated by rapid momentary pressure variation at the

horn-tip. The amplitude of horn vibration can be controlled by adjusting the supplying voltage to the transducer. The horn-tip
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diameter was 15 mm. In this study, the horn-tips were machined into faces having cylindrical concaves with the radii of

1 mm to 4 mm as shown in Fig. 18.2. The depth of concave from the horn-tip was constant at 1 mm. To evaluate the impact

force due to the cavitation bubble collapse, a piezoelectric force sensor with the resonance frequency of 200 kHz was placed

under the ultrasonic horn, and the voltage change output by the load sensor during the cavitation occurrence was measured

for 0.5 s with an oscilloscope. The diameter of the sensitive face was 20 mm. The measurement was conducted five times per

vibratory condition, changing the distance between the sensitive face and the horn-tip.

The behavior of cavitation bubbles on the applied surface was observed by a high-speed camera, as shown in Fig. 18.3.

The observations were conducted in a vertical direction and a horizontal direction to the horn surface. In Fig. 18.3a,

a transparent acrylic resin sheet was placed instead of the work piece or the force sensor, and the surface of horn was

observed from the bottom of the equipment via a mirror. Light irradiated from a halogen light was introduced in the direction

horizontal to the cylindrical axis. In addition, the horn-tip face was observed in the direction horizontal to the horn surface

with the light irradiation from the bottom (Fig. 18.3b). The frame rate and the capture time were 100,000 fps and 1.0 s,

respectively.

Transducer

Ultrasonic
horn

Water

Piezoelectric
force sensor

15mm
Osyloscope

Fig. 18.1 Ultrasonic

cavitation equipment

Depth 1mm

R = 1mm R = 4mmR = 2mm R = 3mm

Fig. 18.2 Horn-tips with

concaves used in this study

Ultrasonic
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Water

Glass plate

Mirror

High speed camera

Light

Light

High speed 
camera

Vertical arrangement

a b

Horizontal arrangement

Fig. 18.3 Schematic illustration of high speed camera observation
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18.3 Result and Discussion

18.3.1 Impact Force Caused by Cavitation Bubbles

Figure 18.4 shows an example of the voltage change output by the force sensor during the cavitation occurrence in the

horn-tip with a flat surface (no concave). Positive voltage change indicates compressive force to the sensitive surface.

Waveform turbulence occurred periodically during the vibration, as shown in Fig. 18.4a. The pair of dashed lines in

Fig. 18.4a indicates the duration of ten cycles of the ultrasonic vibration applied to the horn. In the enlarged view of

the turbulence shown in Fig. 18.4b, load peaks were observed within one cycle of the ultrasonic vibration. These peaks are

presumably due to the impulse of cavitation bubbles collapse. Amplitude spectrum obtained by analyzing the frequency of

the waveform of Fig. 18.4 through FFT is shown in Fig. 18.5. A peak frequency at 17.5 kHz, which corresponds to the

vibratory frequency of ultrasonic horn, and peaks of its higher harmonic frequencies (35.0 and 52.5 kHz) were confirmed

in the FFT spectrum. Thus, the following arguments can be made regarding these three frequencies. The amplitudes at

load vibration of 17.5, 35.0, and 52.5 kHz obtained from the FFT spectrum are plotted against the output voltage of the

10 cycles

a b

1 cycle

Fig. 18.4 (a) Voltage change of load sensor during cavitation in the flat surface horn. (b) is an enlarged view of the waveform shown in (a) by
dashed lines
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transducer in Fig. 18.6. In addition, the vibration amplitude of the horn-tip in the air measured by a capacitance type

displacement sensor is shown along with the load vibration. The vibration amplitude of the horn-tip almost linearly

increased with the output voltage. In contrast, the load vibration on the load sensor was not observed up to the voltage of

40 V. The amplitude of load vibration rapidly increased up to 40 V and then flattened out. The occurrence of cavitation

bubbles corresponded to the change in load amplitude; the cavitation bubbles were not observed at the load amplitude

lower than 20 μm (supplied voltage 40 V). This trend was observed in the all peak frequencies as shown in Fig. 18.6a–c.

Therefore, the peak frequencies observed in the FFT spectrum can be regarded as the result due to the impulse of

cavitation collapses. It was found that the impact force due to the cavitation bubbles was independent on the horn

amplitude.

18.3.2 Effect of Concave Radius on Impact Force

The load amplitude at 17.5 kHz, and the harmonic frequencies were observed in the horn-tips having concaves as well as

the flat-surface horn. Figure 18.7 shows changes in the load amplitudes with the distance between the horn-tip and the

sensitive surface, dh. In the frequency of 17.5 kHz shown in Fig. 18.7a, the load amplitude linearly decreased with

increasing dh for the all horn-tips. In addition, at 17.5 kHz, there was little difference in the horn geometry. On the other

hand, in the harmonic frequencies of 35.0 and 52.5 kHz shown in Fig. 18.7b, c, the load amplitude of the concaved horn-

tips showed larger values especially in the smaller dh below 1.5 mm. These results indicates that the impact force of

cavitation bubbles increased by using the concaved horn-tips. The concaved horn-tip with the radius of 4 mm showed the
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largest amplitude in this study. There are two possible causes of the higher impact force in the concaved horn-tip: an

increase in the number of cavitation bubbles generation on the sensitive surface, and an increase of the impact force due to

each bubble collapse. Thus, frequency of cavitation bubble occurrence was estimated from the number of load peak.

Figure 18.8 shows the frequency distribution of the load peak measured in the waveform in dh ¼ 1.0 mm where the large

difference was observed. The number of positive voltage peaks representing compressive force was counted. The result

showed that the number of peaks was higher in the concaved horn-tips for the all peak heights. The sensitive face of load

sensor had a diameter of 20 mm which was much larger size than that of the cavitation bubble. Although it cannot

be clearly confirmed whether each load peak is attributed to the impact force by a single cavitation bubble or not, it can be

stated that the concaved horn-tip increased the frequency of cavitation generation on the sensitive face, and the sum total

of the impacts due to the cavitation bubbles increased.

18.3.3 Behavior of Cavitation Bubbles Near Horn-Tip

Figure 18.9 shows an example of the high-speed camera images in which the surface of horn-tip was observed from the

bottom. Time interval between frames was 10 μs, and the time for about six frames corresponds to the vibratory cycle

(57.1 μs) of the horn. Cavitation bubbles were observed in white color and the intensity of pixels changed in

accompanying with the horn vibration. Light irradiated in the direction vertical to the vibration direction is reflected on

the surfaces of cavitation bubbles and enters the camera. Thus, the change in light intensity implies the cavitation

generation. The captured images in Fig. 18.7 indicate that the cavitation bubbles repeated generating and collapsing on

the horn surface. In addition, the momentary distribution of cavitation bubbles was inhomogeneous on the surface.

Figure 18.10 shows the high-speed camera images observed sidewise in the horn vibration. In the flat horn shown in

Fig. 18.10a, the cavitation bubbles were observed between the horn-tip and the glass plate. The larger bubbles which may

be indicative of bubbles collapse were confirmed near the surface of glass. It is considered that the cavitation bubbles were

generated near the horn-tip and collapse on the surface flowing down to the surface of glass surface. On the other hand,

in the concaved horn-tip (Fig. 18.10b–d), the generation of cavitation bubbles were concentrated near and under

the concaves.

In order to evaluate the frequency of cavitation bubbles distribution, the distribution of pixel intensities in the captured image

was computed by a following process. First, to neglect background intensity of the image, nominal intensity was obtained by

calculating the time and spatial average of pixel intensity of the movie. The nominal intensity is expressed as follow.

Fig. 18.8 Frequency

distribution of load peak

at the horn-tip/ sensitive

face, dh ¼ 1.0 mm
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Fig. 18.9 High speed camera images captured in the vertical direction to horn surface in case of flat surface horn

Fig. 18.10 High speed camera images captured in the horizontal direction to horn surface
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Inominal ¼

Xm

i¼1

Xn

j¼1

XT

t¼1

Ii, j, t

mnT
ð18:1Þ

where m, n, and T are height and width of image in the number of pixel, and capture time, respectively. Normalized pixel

intensity in the images was obtained by dividing each pixel intensity, I/Inominal.
Figure 18.11 shows the normalized intensity profile in the direction vertical to the concave obtained by the images in which

the surface of horn-tip was observed from the bottom. The profile in the concaved horn-tips had a peak at the center of concave.

This result indicates that the frequency of cavitation generation was higher and the flow of bubbles converged to the center of

concave. It is noted that the wavelength of acoustic wave in the water estimated from the vibration frequency (17.5 kHz) ismuch

larger than the distance between the horn-tip and the surface of specimen. Thus, focusing of acoustic wave by the concaved lens

is probably not the major cause of the increase of impact force. In the flat surface, the cavitation flow may be dispersed on the

surface of specimen, while in the concaved surface, the cavitation flow is trapped in the concaved. Therefore, the larger impact

force measured by the load sensor can be explained in term of the convergence effect of the cavitation flow.

18.4 Summary

Horn-tip of ultrasonic horn was machined into the concaved face and the effect of concave on the ultrasonic cavitation was

investigated. Cavitation bubbles were generated by phase transformation caused by the water pressure variation. In this

study, generation of cavitation bubbles was observed in the horn amplitude greater than approximately 20 μm. The impact

force due to the cavitation collapse was independent on the horn amplitude. In contrast, the concaved horn-tip showed the

higher impact force than that in the flat surface horn. This means that changing the horn-tip geometry is more effective in

increasing the impact force. It was found that the increase of impact force were mainly the results of the increase of

occurrence frequency on the applied surface. In addition, as observed by the high speed camera, cavitation bubbles flow was

converged to the concave. The reason for the increase in occurrence frequency is not well understood, the above observation

implies that the control of cavitation flow and the enhancement of bubbles nucleation are effective for the improvement of

the ultrasonic cavitation.

(a) Flat surface (b) R = 1 mm (c) R = 2 mm

(d) R = 3 mm (e) R = 4 mm

Horn center Horn center Horn center

Horn center Horn center

[pixel] [pixel] [pixel]

[pixel] [pixel]

Concave Concave

ConcaveConcave

Fig. 18.11 Intensity profile on the image of cavitation bubble
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Chapter 19

Fatigue Damage Analysis of Aluminum Alloy by ESPI

Tomohiro Sasaki, Shun Hasegawa, and Sanichiro Yoshida

Abstract In this study, Electronic Speckle Pattern Interferometry (ESPI) and acoustic microscopy were applied to analysis

of the fatigue of aluminum alloy. Effect of fatigue damage on the macroscopic deformation behavior during a tensile test has

been analyzed with the interferometric fringes. Resultant fringe pattern showed that the elastic compliance in the damaged

area increased as the fatigue cycle before the tensile test (Pre-fatigue cycle) increased, resulting in the occurrence of strain

localization. In order to know the relation of between the deformation behavior and the microstructural change of the

specimen, the acoustic property on the surface has been investigated by a scanning acoustic microscope. It was found that

the surface acoustic velocity in the load direction in the pre-fatigue test increased with increasing the pre-fatigue cycle. The

results have been discussed based on the fatigue stages of the change in residual stress, local plastic deformation, and the

crack initiation.

Keywords Speckle interferometry • Aluminum alloy • Deformation measurement • Fatigue • Acoustic property

19.1 Introduction

Fatigue of metals has been intensively studied because of the importance in industry. It is well known that the micro-

cracks which occur in materials subjected to cycling loading cause a macroscopic fracture of metal components.

A number of fatigue diagnosis techniques using X-ray, ultrasonic wave, and acoustic emission have been proposed

[1–4]. These methods inspect the fatigue damage by detecting the micro-cracks and monitoring their lengths. However,

evaluating individual cracks is a time-consuming process. In addition, the micro-crack is generated through

microstructural changes such as crystal slippages and increase dislocation density deformation. Most of fatigue life of

metals is generally spent by the process before the crack initiation. Thus, it is difficult to inspect the fatigue damage and

diagnose the fatigue life at the earlier stage.

Electronic speckle pattern interferometry (ESPI) is a technique capable of measuring displacement fields on the surface

of materials, and has been developed as a non-destructive and full field method of deformation materials. Our previous

studies demonstrated that strain localization due to the occurrence of micro-cracks or the local plastic deformation affects

to the macroscopic deformation behavior of metals [5–7]. These results suggest that the fatigue diagnosis might be

possible by analyzing the correlation between the deformation behavior and the microscopic change. In the present study,

the effect of fatigue damage on the deformation behavior of aluminum alloy has been analyzed with ESPI. Two-

dimensional displacement fields on the surface were measured as images consisting of fringe contours. Microscopic

changes were investigated by measurements of the acoustic property with a scanning acoustic microscope. The changes in

the mechanical properties have been discussed on the basis of the fatigue stages of the local plastic deformation and the

crack initiation.
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19.2 Experimental Procedure

19.2.1 Specimen

The material used in this study was industrial aluminum alloy sheet, AA7075 with 3.0 mm in thickness. Specimens for

fatigue test were cut from the sheet into a neck shape as shown in Fig. 19.1 using electronic discharge machining. The yield

strength of specimen measured by a static tensile test was 13.5 kN. The specimens were subjected to cyclic loadings within

the fatigue life (Pre-fatigue test). The pre-fatigue test was conducted under load control condition at tensile load ratios from

0.1 to 0.5, with a sinusoidal waveform of 40 Hz. The fatigue life (cycles) of specimen measured under this fatigue condition

was approximately 24,000 cycles. Thus, the number of cycles applied in the pre-fatigue test (pre-fatigue cycle), NP, were

determined to 10, 100, 1000, 10,000, and 20,000.

19.2.2 Observation of Deformation Behavior of Pre-fatigued Specimen

The pre-fatigued specimens were deformed by a tensile test and the deformation process was observed with ESPI. The dual

beam ESPI setup used in this study is shown in Fig. 19.2. Two optical interferometers were arranged to the vertical direction

(y-axis) and the horizontal (x-axis) direction to the tensile machine. Optical paths in the two interferometers are shown by

solid line and dashed line in Fig. 19.1. Each interferometer was sensitive to in-plane displacement component along only its

parallel direction. The laser beam (semiconductor lasers with the wavelength of 660 nm) was expanded by an optical lens

and split into two paths by a cube beam splitter. The surface of specimen was irradiated by the two beams via two reflective

mirrors. The angle of incidence used in this study was 30�. Superposed speckle pattern on the irradiated surface resulting

from the two optical arms was captured by a CCD camera. Since the optical intensity received by each pixel of the CCD

changes depending on the in-plane displacement on the surface, the displacement field on the measured surface can be

obtained as fringe contours by computing the intensity difference. The speckle pattern during the tensile test was captured by

the CCD camera at a constant frame rate of 16.7 fps. The fringe contours for a certain time interval was calculated by

subtracting each frame of image from a frame captured at a later frame. The individual fringe contour along the x or y

direction was captured by switching the light source of interferometer being synchronized with the CCD camera at its frame

capture. In addition, a system of carrier fringes [8] was introduced to the interferometer in the horizontal direction because

the displacement vertical to the tensile direction (x-axis) is relatively small. A glass window with 5.2 mm thick and the

refraction index of 1.53 was placed after the mirror for the one interferometric arm. Since the laser beam in the interferome-

ter was expanded by the optical lens, the optical distance of the laser beam which passes through the glass window varies

8

t=3

84

25Fig. 19.1 Specimen used

in this study
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depending on its incident angle as shown in Fig. 19.3a. This leads to a gradient of optical distance in the x-direction on the

irradiated surface. Consequently, as shown in Fig. 19.3b, the carrier fringes parallel to the tensile direction appear by rotating

the window due to the difference in optical distance. When the horizontal displacement occur, the fringe contours represents

the superimposing displacement resulting from the carrier and the horizontal displacement. The window was rotated at every

20 frames of the CCD capture, and eight carrier fringes were introduced.

19.2.3 Measurement of Surface Acoustic Wave Velocity

Surface acoustic wave (SAW) velocity on the surface of fatigued specimen was measured by a scanning acoustic

microscope (Olympus UH3). The SAW velocity can be obtained by analyzing the relation of an electrical signal detected

by the transducer and the distance between the specimen surface and an acoustic lens [9, 10]. As shown in Fig. 19.4,

ultrasonic wave generated by an acoustic lens propagates into the specimen via a coupling medium (pure water).

Mirror

Beam splitter

Laser
(Horizontal)

Laser
(Vertical)

Specimen

Beam expander

Illuminated area

Tensile load

Stationary end

CCD camera
Glass window

Stepping motor

Fig. 19.2 Experimental arrangement of 2D-ESPI

Fig. 19.3 Carrier fringes method
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The incident ultrasonic wave obliquely on the specimen surface causes SAW, and this propagates on the surface of

specimen (B0-B1-B2-B3 in Fig. 19.4). This SAW interferes with the reflected longitudinal wave propagating the medium

(A0-A1 in Fig. 19.4), electrical signal resulting from the interference was detected at the transducer. The voltage change at

the transducer, V, was measured changing the distance between the specimen surface and the focal point of the acoustic

lens, Z. The SAW velocity, vR, was calculated from the V (Z) curve by (19.1) [6].

vR ¼ vw

1� 1� vw
2 fΔz

� �2
( )0:5

ð19:1Þ

Where, vW and f are the sound velocity in the coupling medium, and the vibratory frequency of the transducer.

A cylindrical surface lens with the vibration frequency of 200 MHz was used in this study. The obtained data using the

cylindrical lens indicates the SAW velocity propagating along the direction vertical to the cylindrical axis. The SAW

velocities on the specimen surface were measured in the horizontal and vertical directions (x�y).

19.3 Result and Discussion

19.3.1 Influence of Fatigue Damage on Macroscopic Deformation

Figure 19.5 shows a load displacement curve and the fringe patterns observed in the tensile test of the specimen before the

pre-fatigue test. The fringe patterns of Fig. 19.5 (y1)–(y5) were obtained at various load levels indicated in the load

displacement curve by 1–5. The patterns represent displacement along the tensile axis resulting from a constant time interval

of 3.3 s (50 frames in CCD capture). The fringes of the y-displacement (y-fringe) concentrate to the neck of specimen with

increasing the tensile load, resulting in a formation of white band due to the strain concentration at the yielding. The strain

concentration at the neck can be confirmed in the fringes to the x-displacement (Fig. 19.5 (x5)) as a discontinuous region.

Figure 19.6a, b show the changes in the fringe pattern for the pre-fatigued specimens of NP ¼ 10,000 and 20,000. In the

y-fringe, all the pre-fatigued specimens except for the pre-fatigue cycle NP ¼ 20,000 showed the similar change to the non-

fatigued specimen. The specimen of NP ¼ 20,000 showed asymmetric fringe patterns before the yielding as observed in

Fig. 19.6a,F ¼ 12.0–13.0 kN, and the formation of white band occurred at the smaller tensile load. This indicates that the

strain concentration occurs at one side of the neck. Figure 19.7 shows an optical micrograph of the specimen of NP ¼ 20,000

after the tensile test. A crack with approximately 250 μm length was observed on the neck part. Therefore, it was confirmed

that the deformation behavior of NP ¼ 20,000 was due to the presence of the major crack. In the x-fringes including the
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carrier fringes showed a wavy shape with the occurrence of strain concentration to the crack (Fig. 19.6b,NP ¼ 20,000).

On the other hand, as observed in Fig. 19.6b,NP ¼ 10,000, the x-fringe in the specimens of NP < 10,000 showed slightly

curved shapes, and their curvature increased as the pre-fatigued cycle increased. These curved fringes in the x-fringe imply

the occurrence of shear deformation in the neck part, and are probably due to the fatigue damage. Thus, the strain analysis

was conducted on the neck part of specimen.

The mean value of shear strain in the 4.0 mm � 8.0 mm area near the neck part was computed from the fringe patterns

observed in the tensile test. The result is shown in Fig. 19.8. The data was plotted against the tensile load. The shear strain

rate dεxy/dt represents the strain for the time interval which corresponds to the frame interval of the subtraction. dεxy/dt,
monotonically increases with the increase of tensile load, reaching the maximum at the yielding. There was no difference

in the yield strengths of the pre-fatigued specimen, while dεxy/dt began to increase at smaller tensile load in greater NP.

The shear strain may be caused by the local plastic deformation before the macroscopic yielding. The result means that the

pre-fatigue load enhanced the local plastic deformation.

19.3.2 Surface Acoustic Velocity on the Surface of Pre-fatigued Specimen

SAW velocities of the non-fatigued and the pre-fatigued specimens are shown in Fig. 19.9. The result of Fig. 19.9a, b

respectively indicate the sound velocity propagating in the tensile direction, y, and the direction vertical to the tensile

direction, x. The sound velocity in the direction y decreased as the pre-fatigue cycles increased up to 10,000, then, it showed

a slight increase at NP ¼ 20,000. In contrast, the sound velocity in the direction x showed an increase. In theory, the sound

velocity which propagates in solid materials depend on the density and the elastic modulus, (E/ρ)1/2. In addition, the elastic

modulus in atomic scale depends on stress because of the non-linear relationship between the elastic modulus and the

interatomic distance. Thus, the sound velocity in the material is essentially affected by the microscopic factors such as

dislocation density in metals, crystal orientation and residual stress. In particular, it has been reported that the tensile stress

leads to a decrease in the sound velocity propagating in the tensile direction [11]. In this study, the tensile load during the

pre-fatigued test may causes the crystal slips in a local area resulting in the increase of tensile residual stress. Since almost no

change was confirmed in the microstructure after the pre-fatigue test except for NP ¼ 20,000, the decrease in the SAW

velocity in the direction y is considered to be due to the increase of tensile residual stress. Moreover, the increase in the

horizontal SAW velocity may be caused by the decrease in the interatomic distance by the Poisson’s effect. The slight

increase of the SAW velocity in the y-direction at NP ¼ 20,000 is surmised to be due to the stress relaxation by the

occurrence of micro-crack as observed in Fig. 19.7 and the increase of the dislocation density around the crack tip. From the

above results, the pre-fatigue of NP < 10,000 can be interpreted as an increasing process of the tensile residual stress. When

the pre-fatigued specimen is subjected to a tensile load, the residual stress due to the pre-fatigue is applied to the specimen in

addition to the tensile stress. Thus, the localization of plastic deformation observed in the macroscopic deformation behavior

may be a consequence of the tensile residual stress in the fatigued region.

Fig. 19.5 Load–displacement curve and fringe pattern observed in tensile test of a non-fatigued specimen. The tensile load is indicated in the

load–displacement curve by “1–5”
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Fig. 19.6 Fringe patterns in tensile test of pre-fatigued specimen. (a) and (b) are fringe patterns showing displacement field in the tensile

direction, y, and in the horizontal direction, x. In the pattern of horizontal direction, eight fringes are introduced to as the carrier fringe
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Fig. 19.7 Crack observed

in a pre-fatigued specimen

of NP ¼ 20,000
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19.4 Summary

The deformation behavior of pre-fatigued aluminum alloys was visualized using ESPI. The strain concentration behavior

during the tensile test was dependent on the pre-fatigue cycle, NP. In the pre-fatigued specimen, the strain localization

occurred before the macroscopic yielding, and the resultant optical fringe showed a curved shape. The strain analysis by the

fringe contours showed that the strain localization began at the lower tensile load as the pre-fatigue cycle increased. This

trend appeared in the lower NP than 10,000 cycles at the earlier fatigue stage in which no crack was observed. The SAW

velocity measurement suggested that the residual stress in the tensile direction induced by the pre-fatigue, and this enhanced

the strain localization in the tensile test. The result indicated that the microscopic change due to the residual stress can be

detected by the evaluation of the macroscopic deformation behavior using ESPI.
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Chapter 20

Dynamic Failure Mechanisms in Woven Ceramic Fabric
Reinforced Metal Matrix Composites During Ballistic Impact

Brandon A. McWilliams, Jian H. Yu, and Mark Pankow

Abstract The complex interaction of dynamic stress waves during ballistic impact provides the opportunity to

simultaneously observe the high strain rate loading response under various triaxialities including tension, compression,

and shear. In this work the dynamic failure mechanisms of woven ceramic fabric reinforced aluminum metal matrix

composites (MMC) during ballistic impact are experimentally investigated. In addition to experimental characterization,

an orthotropic elastic-plastic constitutive model with hydrostatic pressure dependent yield is implemented in an explicit

finite element code to quantify the stress states present during the progressive damage and failure of the MMC during the

penetration and perforation process.

Keywords Metal matrix composites • Penetration mechanics • Dynamic failure mechanisms • Failure modeling • High

strain rate behavior

20.1 Introduction

Ceramic fiber reinforced metal matrix composites (MMC) combine the high stiffness and high strength of ceramics with the

plastic dissipation energy capacity of metallic alloys which offers promise as lightweight alternatives to traditional high

strength monolithic metallic alloys. These materials have the added benefit of tunable properties in which mechanical

properties, such as Young’s modulus, tensile strength, and elongation, can be altered to meet design requirements by varying

the volume fraction of reinforcement phase [1–3]. Unidirectional continuous fiber reinforced MMC offer the greatest

increase in stiffness and strength in the longitudinal direction [4, 5]. However the resulting transverse properties are typically

poor [6, 7], which is remedied by designing laminated cross ply or woven fabric structures. In this chapter, the effect of

weave architecture on the impact response of two different woven fabric MMCs is investigated. Numerical modeling is used

to offer insight into the damage mechanisms occurring during ballistic impact of woven fabric reinforced MMC.

20.2 Experimental

An inert gas pressure infiltration casting process by CPS Technologies (Norton, MA, USA) was used to produce fabric

reinforced aluminum metal matrix composite plates of 0.2500 (6.35 mm) nominal thickness. The matrix alloy used was

aluminumwith 2% copper (0.01 wt% Si, 0.01 wt% Fe and 2.17 wt%Cu). The fabrics were woven using rovings consisting of

continuous Nextel 610TM (3M, St. Paul, MN, USA) alumina (Al2O3) fibers. The ceramic fiber is greater than 99 % α-Al2O3

with a diameter of 10–12 μm, density of 3.9 g/cm3, tensile modulus of 380 GPa, and tensile strength of 3100 MPa [8]. Two

fabrics with different weave architectures were investigated in the present study, which are shown schematically in Fig. 20.1.

In the first fabric, 2D fabric plies consisting of 3000 denier rovings woven in an 8-harness satin weave configuration plies were

laid up such that all rovings were in a 0/90 configuration prior to infiltration (will be further referred to as 0/90 3K). 2D fabric

plies consisting of 20,000 denier rovings woven in a 2D plain weave configuration which were laid up such that all rovings

were in a 0/90 configuration (will be further referred to as 0/90 20K).
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Ballistic impact testing was conducted on all MMCmaterials to determine the effect of weave architecture on the ballistic

limit of the targets. The MMC targets were 8 � 8 � 0.25 in. plates mounted on a square frame and clamped rigidly 1 cm on

all sides. The MMC targets were impacted by 0.30 caliber fragment simulating projectiles (FSP) launched from a smooth

bore gas gun with a plastic sabot. The target stand is located 0.5 m from the gun muzzle. The velocities of the projectiles

were determined by a high speed video camera shooting at 100,000 frames per second perpendicular to the flight path of the

projectile at the point of impact. The projectile impacted on the target surface with less than 5� of obliquity. The shot

locations on each target were carefully spaced to ensure that the ballistic performance of the target from one impact was not

affected by the damage caused by the other neighboring impacts. The validity of the shot spacing was verified non-

destructively via post-test c-scan (ultrasound) testing [9]. The ballistic limit velocity (V50
BL) for each target was calculated by

averaging the striking velocities of the three lowest complete penetrations and three highest partial penetrations per target

according to the guideline fromMIL-STD-662 F [10]. The targets were sectioned post mortem for analysis of the penetration

cavities generated by the impact and penetration of the FSP to observe dynamic damage mechanisms occurring in fabric

reinforced MMC.

20.3 Numerical Modeling

A 3D finite element model (FEM) was used to conduct ballistic impact simulations of the 0/90 3K fabric reinforced MMC

plate in order to validate a newly developed constitutive model and to gain physical insight into the progression of failure

observed during the experiments. Simulations were conducted on a plate considered as a homogeneous continuum through

the thickness (individual plies were not explicitly modeled) using a quarter symmetry model in the commercial software

package ABAQUS/Explicit (Fig. 20.2). The projectile and MMC plate were both modeled as Lagrangian parts. Rigid

displacement boundary conditions were applied to the outer 1 cm of the perimeter to emulate the clamping used during

testing. Eroding contact between the projectile and the target was modeled as frictionless.

An elastic-plastic orthotropic material model with progressive damage and failure was developed to model the continuum

response of the 0/90 3K fabric MMC. A hydrostatic pressure dependent yield surface was implemented via a user subroutine

Fig. 20.1 Schematic of the ceramic weave architectures used as reinforcement in the MMCs investigated in this chapter: 8-harness satin weave

with 3K denier tows laid up in 0/90 configuration (a), and plain weave with 20K denier tows (b)

Fig. 20.2 Finite element model for FSP impact on MMC panel; full view (a); close up of FSP and impact region mesh (b)
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to capture the asymmetric plastic behavior that this material exhibits in tension versus compression and is commonly

observed in other MMC materials [11, 12]. The properties used in the simulations are summarized in Table 20.1. ρ is the

density; E11 ¼ E22 are the in-plane elastic moduli; σy is the initial yield strength; σu
t is the ultimate tensile strength; εf

t is the

tensile failure strain [7]; E33 is the through thickness (normal to plane of fabric weave) modulus; and σu
c is the compressive

strength from quasi-static compression testing using ASTM standards [13]. An equivalent plastic strain failure criterion with

triaxiality dependence was used to define damage initiation of the MMC in tension, compression, and shear modes. The in-

plane (matrix) shear failure strain (εf
12) was obtained from ASTM standard tensile testing of 0/90 samples tested at a 45�

orientation to the weave of the fabric [13]. The FSP was modeled with elastic-plastic material response using Johnson-Cook

rate dependent plasticity with constants obtained from literature for 4340 steel [14].

20.4 Results and Discussion

The experimentally determined ballistic limit for the two Al2O3 woven fabric composite materials investigated were

statistically the same with an average of 65.7 (m/s) per pound per square foot (areal density). The results were determined

in a per weight basis to account for small variations in thickness due to processing. This result suggests that the particular 2D

weave pattern does not significantly affect the overall response to dynamic impact at or near the ballistic limit as the 3K

fabric had an 8-harness satin weave while the 20K fabric had a plane weave pattern. This result also suggests that the denier

of the reinforcement yarn (3 vs. 20K) does not play a significant role in the dynamic impact behavior of these materials. Both

MMCs exhibited generally brittle behavior with damage dominated by their inherently low in-plane tensile elongation [7].

All impacts that completely penetrated the panels created smooth entrance holes roughly the same diameter as the FSP, and

varying degrees of spall on the exit holes indicating that the dominant failure modes were a combination of shear plugging

and tensile failure through spalling.

The targets were cross sectioned in order to conduct post-mortem analysis of the fracture surfaces generated by the

ballistic impact and penetration of the projectile and investigate the damage mechanisms occurring in the material. Both

MMCs qualitatively exhibited the same deformation and damage characteristics as a result of the ballistic impact. SEM

micrographs of different regions of the impact fracture surface are presented in Fig. 20.3. In both cases, high compressive

loading directly under the projectile, and confinement by the surrounded material, results in shear plugging and the fracture

surface observed in Fig. 20.3a. The grooves that can be observed are indicative of the hard 4340 steel FSP cutting through the

comparatively soft Al-2 %Cu matrix. This failure mode occurred through approximately the first 50 % through thickness

behind the target’s strike face. At the mid-plane of the target the failure mode transitions sharply from shear plugging to

tensile failure. It is believed, and will be demonstrated with the simulation results, that this is where damage initiates when

the tensile wave reflected off the rear surface of the target interacts with the incident compression wave. As a result, spall

failure initiates when the in-plane tensile strength of the MMC is exceeded and tensile fracture of warp and weft rovings is

observed as the dominant damage mode. The tensile fracture is very similar to that observed in uniaxial tension tests [7] with

the exception that the fractured yarns and regions of unreinforced matrix are typically deformed out of plane by the ballistic

impact as seen in Fig. 20.3b. The out of plane deformation is caused by travel of the projectile as it passes through the

thickness of the target. The out of plane plastically deformed matrix material can be seen covering fractured MMC yarns

(Fig. 20.3b) that clearly failed in an in-plane tensile mode. This result indicates that the spall failure of the rear surface occurs

early in the impact event. The spalling creates void space behind the intact material which is under compression directly in

front of the projectile which allows material to be deformed into the space created by spalling and covers the previously

fractured fibers. Additional MMC damage mechanisms are active in the material and contribute to the overall energy

Table 20.1 Summary of material

properties used in ballistic impact

simulations

ρ (g/cm3) 3.2

E11 (GPa) 139

E22 (GPa) 139

E33 (GPa) 120

σyT (MPa) 52.5

σuT (MPa) 326

σuC (MPa) 377

εfT 0.0041

εfS 0.036
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absorbing capacity of the targets. In nearly all micrographs evidence of interfacial decohesion between the fibers and the

matrix and the rovings (fiber bundles) and the matrix can be observed. This is consistent with prior work [7] which

demonstrated that interfacial decohesion is a major contribution to the overall damage progression in longitudinal and

transverse loading of MMC rovings. In some areas there is evidence of ductile matrix deformation (dimpling) where fibers

have pulled out of the weft rovings (Fig. 20.3c) indicating good adhesion was formed between the fibers and matrix. Axial

splitting of the alumina fibers was observed in both MMC targets investigated and is shown in Fig. 20.3d. This damage

mechanism has not been observed at low strain rates but is expected based on prior work on high strain rate testing of

unidirectional Al2O3 reinforced composites [15] and contributes to the overall energy absorbed by the target during ballistic

impact.

The simulation results offer valuable insight into the progression of damage mechanisms that were experimentally

observed after impact testing. Figure 20.4 presents hydrostatic pressure contours in order to visualize the regions of

compression and tension. In this case tensile stress states are black while color contours represent regions of compressive

hydrostatic stress. It can be seen in Fig. 20.4a that tensile failure near the mid plane of the target initiates very early in the

impact event. Damage initiates at this location which is where the reflected tensile wave interacts with the incident

compression wave. The material directly under the projectile is under high a level of compression which leads to the

smooth failure surface representative of shear plugging observed in the experimental fracture surfaces. As the impact event

progresses (Fig. 20.4b) it can be seen that the tensile damage rapidly progresses in the material near the exit surface. As more

material is spalled from the rear, there is less intact material directly in the path of the projectile. Eventually, the volume of

intact material becomes thin enough that it can be deformed plastically down into the void created by the tensile spall failure

which creates the regions of deformed fractured MMC yarns visible perpendicular to the original plane of the weave seen in

the fracture surfaces in Fig. 20.3.

Fig. 20.3 SEM micrographs of post ballistic impact fracture surface of 0/90 3K MMC showing various damage mechanisms: shear plugging (a),
in-plane tensile failure of roving and fibers and out of plane plastic deformation of matrix (b), fracture of transverse rovings and ductile damage

(dimpling) of matrix where fibers have pulled out (c), and axial splitting of Al2O3 fibers (d). Direction of projectile travel is from top to bottom in

all micrographs
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20.5 Conclusions

The effect of weave architecture on the ballistic impact response of two ceramic fabric reinforced aluminum composites was

characterized. The underlying damage mechanisms occurring during ballistic impact with an FSP were characterized and

found to be dominated by shear plugging with a sharp transition, about the mid-way through the specimen thickness, to an in-

plane dominated tensile failure (spall) near the rear surface. A finite element model incorporating orthotropic plasticity and

failure was developed to offer insight into the progression of damage mechanisms through the course of the impact event.
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Fig. 20.4 Simulation predictions of hydrostatic pressure (Pa) during ballistic impact indicating regions of compressive (+, grayscale) and tensile
(�, white) stress states at 2.5 μs (a) and 10 μs (b) which show the progression of tensile failure through spalling in the rear face, and high

compression with shear plugging in the strike face of the 0/90 3K fabric MMC target
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Chapter 21

Digital Image Correlation Analysis and Numerical Simulation
of the Aluminum Alloys under Quasi-static Tension after Necking
Using the Bridgman’s Method

Jian H. Yu, Brandon A. McWilliams, and Robert P. Kaste

Abstract The Bridgman method of true stress correction in tensile loading is revisited. With the current advances in 3D

DIC technique, the implementation of the Bridgman method becomes very simple. The equivalent true stress-strain relation

from the correction is readily and directly implementable into FEM simulation. The Bridgman method can yield a high

degree of accuracy in predicting flow stress in post-necking for some aluminum alloys, especially where the radius of

curvature around the neck is small before failure. However, if the actual triaxiality deviates too much from the uniaxial

assumption that it is constant across the neck radius, the Bridgman’s correction would still over estimate the equivalent

stress. Subsequent FEM simulation can determine whether the Bridgman’s correction is adequate to predict the true stress-

strain relation beyond necking.

Keywords Bridgman’s correction • Digital image correlation • Necking • FEM • Tensile • Stress-strain

21.1 Introduction

Finite Element Method (FEM) has become an indispensable and a prevalent engineering tool in solving mechanical

problem, material design, and product development. In solving non-linear plastic problems, FEM requires the input of

the von Mises equivalent stress, σeq, as function of equivalent plastic strain, εeq. The standard quasi-static tensile test is the
simplest experiment to obtain this relation:

σeq ¼ F

Ao
eεeq ð21:1Þ

where F is the loading force and Ao is the initial cross-sectional area. However, at the onset of necking, the stress state on the

test specimen is no longer uniform nor uniaxial. Equation (21.1) is no longer valid.

There are a few ways to obtain the correct true stress-strain relation. Zhang and Li used a reiterative optimization model in

FEM to match the simulated load vs. strain relation to the referent experimental data [1]. Although an accurate true stress-

strain modeling curve can be obtained using this method, the implementation of optimizing a nonlinear model is rather

complex. Joun et al. simplified the reiterative method to predict the necking process by extrapolating a reference true stress-

strain curve using the Hollomon’s constitutive relation [2].

For isotropic cylindrical specimen under tensile load, Bridgman had formulated a geometric approximation to obtain the

equivalent stress-strain relation on the onset of necking and after necking, under the assumption that the von Mises strain is

independent of the radial position across the neck [3]:
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σeq ¼ F

A
1þ 2R

ra

� �
ln 1þ ra

2R

� �� ��1

ð21:2Þ

and

εeq ¼ ln
Ao

A

� �
ð21:3Þ

where R is the radius of curvature of neck, ra is the radius of the neck, and A is the cross-sectional area of the neck (Fig. 21.1).

The reliability of the Bridgman method is weighted heavily on accuracy in measuring the R value. In this report, 3D

Digital Image Correction (3D-DIC) technique was used to obtain all the necessary geometric properties of a cylindrical

tensile specimen, which are required in determining the Bridgman’s correction to the true stress-strain relation. The obtained

equivalent stress-strain relation was then input into a finite element method (FEM) model to simulate the tensile experiment.

Subsequently, these results were used to validate the applicability of the Bridgman method.

21.2 Material and Methods

Cylindrical specimens were machined from three different aluminum alloy plates: AA-5456, AA-7017, and AA-2040. These

three alloys were chosen to illustrate the different degrees of strain hardening and subsequent necking. Figure 21.2a shows

the nominal dimension of the machined specimens. A thin layer, 0.01–0.02 mm, of speckled paint pattern was sprayed onto

the surface of the specimen for 3D DIC (Fig. 21.2b).

A two-CCD camera stereovision system was used to perform the 3D DIC on the tensile experiment. The angle between

the two cameras was 17�. Nikon lenses (Nikkor AF) were attached to the two CCD cameras. The f-stop and the focal length

were set to f/8 and 105 mm, respectively. Figure 21.1b is an actual image that was taken from the camera viewing from

the left. A pair of stereo images (640 � 480 pixels) was taken every second with an exposure time of 1/100 s during the

experiment. The specimen was tested in a tensile loading frame (Instron Model 1331) at a cross-head speed of 0.02 mm per

second. The recording of the force loading, F, was synchronized with the cameras’ acquisition at 1-s intervals.

The stereo images were analyzed using the commercially available photogrammetric software program Vic-3D

(Correlated Solutions, Inc.). Seventeen pairs of calibration images were used to calibrate the cameras. The overall average

error for the stereo system is 0.038 pixels. For the 3D DIC analysis, the subset size and the step size were set to 11 pixels

and 7 pixels, respectively. All other DIC parameters were set to the built-in default settings. The standard deviations of the

3D positional calculation were 0.006, 0.006, and 0.030 mm for x, y, and z displacements, respectively. The Cartesian

coordinate system was transformed to a cylindrical coordinate system in which the Cartesian y-axis became the central axis

Fig. 21.1 An idealized

illustration of necking
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of the cylinder. The standard deviation of the calculated radial position was 0.031 mm. The local curvature of the cylinder

surface during necking was calculated using the built-in post-processor tool.

21.3 Analysis

For brevity, this paper presents only the DIC analysis for AA-7017 alloy as an example. The onset of necking occurs when

the strain hardening of the material exceeds the load-bearing capacity of the material due to reduction of the cross section

area due to Poisson effect. The strain at which this plastic instability occurs and strain starts to localized thus is given by

Considere’s criterion:

dσt
dεt

¼ σt ð21:4Þ

where σt and εt are the true stress and strain, respectively. In our analysis, we fit a smooth spline to the loading force as a

function of the elongation. Where the first derivative of spline function equals zero, it demarcates the beginning of strain

localization—the onset of diffuse necking. In terms of constitutive modeling importance, the uniaxial stress-strain curve can

be considered valid as an equivalent stress–equivalent strain curve prior to this point and must be corrected to account for

triaxial stress state after this point.

Figure 21.3 shows the 3D DIC full-field contour plots for the radius and the local curvature of the AA-7017 alloy

specimen. The contour plots of the change of radius illustrate that the deformation of the cylindrical specimen is uniform

until the onset of necking. After necking initiates, a very distinct band of curvatures develops on the middle of the specimen.

The values of 2R and ra are taken at the r, θ-plane of the cylinder, where ra has the smallest value. Until the diffused neck is

fully developed, the values of the curvature are quite scattered, particularly just after the onset of necking. This is due to the

limitation of the spatial resolution of the cameras. The curvature is too small to detect at the onset of necking. However, these

scattered data do not significantly affect the calculation of the correction factor. The limit is rapidly converging to unity

as 2R approaches large values. The correction value is sensitive to small values of 2R. After the corresponding values of R

and ra were obtained, the Bridgman correction was applied to the true stress. AA-5456 has a minimal degree of necking

before failure; on the other hand, AA-2040 necks severely before failure. The final necking area reduction percentages

are �21, �33 and �46 % for AA-5456, AA-7017, and AA-2040, respectively. It can be observed on stress-strain relation

that AA-2040 is the most strain-hardening material among the three alloys. It also has the greatest neck reduction and the

Fig. 21.2 (a) The dimensions of the cylindrical specimen are in millimeters; (b) the speckled pattern on the specimen surface
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smallest curvature diameter before failure. On the other hand, AA-5456 has a curvature diameter greater than 20 before

failure, which means the correction factor, C, is close to unity; the correction is almost not needed.

3D finite element simulations were used to model the quasi-static tension experiments up to and including failure of three

aluminum alloys using Abaqus/Explicit. Predicted engineering stress–engineering strain curves were then compared to the

experimental results in order to validate the constitutive material models obtained using the correction for post-necking

behavior. In addition, simulations using the raw (uncorrected) stress-strain data from the experiment (true stress obtained

from instantaneous area measured by DIC) were conducted to quantify the increase in accuracy obtained when using the

correction.

Fig. 21.3 3D full-field strain DIC results used to determine local change in radius (top) and the maximum principal curvature (bottom)
for AA-7017 alloy
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21.4 Results and Discussion

Figure 21.4 presents the comparison between the simulated and experimental results for the three aluminum alloys. It shows

how well the simulation model is able to predict the engineering stress-strain behavior.

The AA-5456 specimen failed just after necking. The Bridgman’s correction was very small for AA-5456, which

means the correction was almost not necessary. There was a significant improvement in simulating the AA-7017

specimen in terms of predicting the engineering failure strain and reducing the mean square error after applying the

Bridgman’s correction. For the most severely necked specimen, AA-2040, the Bridgman’s correction had reduced the

mean square error; however, it still over-predicted the engineering stress and failure strain. The further the specimen

deviates from pure uniaxial tension, the lesser the effectiveness the Bridgman’s correction is to the stress-strain relation.

The equivalent strains as a function of the radial position are becoming less and less constant across the necking area.

The Bridgman’s correction method assumes the strain is constant across the neck. It is not so surprising that the

Bridgman’s correction method cannot be applied successfully for localized necking that has a highly non-uniform strain

distribution.
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Fig. 21.4 Comparison among simulated and experimental data: (a) AA-5456; (b) AA-7017; (c) AA-2040
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21.5 Conclusions

Bridgman’s correction method of true stress correction in tensile loading is revisited, and its suitability for use in

determining the post-necking constitutive behavior of three aluminum alloys exhibiting various degrees of strain hardening

is quantified. With the current advances in 3D DIC techniques, the implementation of the Bridgman method becomes a

convenient method to directly determine the constitutive behavior of aluminum alloys after the onset of diffuse necking. It

was shown that the equivalent true stress-strain relation in the post-necking regime from the correction is readily obtained

and suitable for direct use in FEM simulation for aluminum alloys that exhibit moderate necking behavior. As long as R and

ra are accurately measured, the Bridgman method yields a high degree of accuracy in predicting flow stress in the post-

necking regime for some aluminum alloys, especially where the radius of curvature around the neck is small before failure.

However, if the strain-hardening behavior of the alloy leads to significant strain localization and reduction in cross-sectional

area, the Bridgman’s correction would still overestimate the equivalent stress. It is noteworthy that the full-field 3D strain

data obtained in this work can be used to apply additional techniques, such as inverse methods, to obtain more accurate

constitutive parameters than could be obtained by using 1D or 2D strain data sets.
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Chapter 22

Robust Intermediate Strain Rate Experimentation
Using the Serpentine Transmitted Bar

W.R. Whittington, A.L. Oppedal, D.K. Francis, and M.F. Horstemeyer

Abstract The stress-strain behavior of a material at intermediate strain rates (between 5/s and 500/s) is important for

characterizing dynamic deformation events. A material’s mechanical behavior can be strain rate dependent; calibrating

constitutive models at actual strain rates of interest are essential for high fidelity simulations. Strain rates below 5/s are easily

accomplished with conventional electro-mechanical or servo-hydraulic load frames. Strain rates above 500/s are typically

performed with the split Kolsky/Hopkinson pressure bar (SHPB) and other devices depending upon the strain rate.

The intermediate strain rate regime is a difficult test regime in which researchers have tried to extend the use of specially

instrumented servo-hydraulic load frames or very long Hopkinson bars. We describe a novel design of a serpentine

Hopkinson transmitted bar that allows for accurate and robust load acquisition in the intermediate strain rate regime. This

design produces repeatable stress-strain results without the stress oscillations typical of a specially instrumented servo-

hydraulic load frame and produces data for a longer test time than a conventional Kolsky/Hopkinson bar of the same length.

Keywords Intermediate strain rate • High strain rate • Kolsky bar • Split Hopkinson pressure bar

22.1 Introduction

Deformation of many materials is known to depend on strain rate [1]. In high strain rate testing (500–5000/s), the Hopkinson

techniques are widely used to extract the stress-strain behavior [1–6] of these materials. In Split Hopkinson Pressure Bar

(SHPB) experiments, a shock wave is imparted to the specimen and by using stress wave theory, stress-strain relations can be

extracted from strain gages mounted on the bars. One drawback of SHPB setup is the total time duration of the test is limited

based on the length of the bars. If strain rates in the intermediate strain rate regime (5–500/s) are of interests, then the testing

apparatus would become too large to fit in conventional laboratories. Some select laboratories do have the ability to

implement intermediate strain rate bar systems on the order of 30 m in length and researchers have been successful in

producing this limited data [7, 8]. Other researchers have modified conventional SHPBs to provide a long loading duration

with hydraulic or other means with load acquisition using multiple strain gages on each bar to monitor the stress strain

relationship. In these systems, a multi-gage solution to the stress wave propagation extends the total time duration even if

the relatively long stress waves traverse the bars multiple times [9, 10]. This method, however, presents a new problem as the

strain rate jumps at every instance that the wave traverses the bars and comes into contact again with the specimen. Also, the

many oscillations during the tests may show unfavorable stress strain rendering at intermediate strain rates.

Still other researchers approach testing materials in the intermediate strain rate regime by modifying existing hydraulic

load frames [11, 12]. In these systems, deformation of the specimen is induced by high speed servo-hydraulics while the

sample grips and fixtures are modified to improve the load acquisition [11, 12]. The modified grips and fixtures are intended

to improve the load train with a natural frequency as high as reasonably possible which allows the machine to reaches

equilibrium early in the tests. The load then can be measured by a strain gage mounted on the fixture or grip section of the

specimen, or by use of a small piezoelectric load washer [13]. These test setups have achieved acceptable data up to

approximately 100/s [11, 12]. Shown in Fig. 22.1 is a comparison of a purchased high rate testing apparatus from a

manufacturer (Fig. 22.1a) and the best case modified improvement to the system (Fig. 22.1c). Although modified servo-
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hydraulics are typically rated for high loading rates (>10 m/s), at strain rates above 100/s these systems become unreason-

ably difficult to acquire load data. To extend the achievable strain rates some researchers perform data filtering and curve

fitting techniques to remove undesirable oscillations [12].

Due to the aforementioned bar systems having a minimum strain rate limitation in the intermediate regime and modified

servo-hydraulic systems having a maximum strain rate limitation also in this regime, improvements to one or both systems is

paramount to provide significant strain rate overlap between the testing practices. The main objective of this paper is to

provide a solution that acquires accurate load data in the intermediate strain rate regime without complex implementation, in

an effort to provide laboratories with an avenue of load acquisition in this environment. A more substantial paper on this

intermediate strain rate testing method will be published shortly [15].

22.2 Design Strategy

22.2.1 Bar System Methodology

As previously discussed, a major issue with intermediate rates by use of bar techniques is due to the size limitation. This

issue is mainly due to the stress wave propagating along the length of the bar, reflecting off of the free end, and returning to

the specimen [9]. Once the stress wave reaches the specimen, the energy applied to the specimen changes, and can then

change the applied strain rate. Hopkinson bar experiments are typically performed at such a high rate that the specimen has

deformed to the desired amount before the stress wave traverses the bar. Conventional Hopkinson Bar techniques then have a

lower strain rate limit determined by the time duration of a single traversing stress wave. The minimum strain rate that can be

achieved with a single continuous applied load to conventional bar system can be estimated by:

_εmin ¼ εmaxc

2L
ð22:1Þ

where L is the length of the transmitted bar, c is the longitudinal wave speed of the bar material, and ɛmax is the maximum

strain incurred by the specimen. To reduce the minimum strain rate of these experiments, the longitudinal wave speed of the

bar could be reduced by changing the bar material. However, materials with lower wave speeds, such as polymeric materials,

also have a significant reduction in strength; this reduction in strength nullifies its use for testing metals which are much

stronger than the bars themselves. Another parameter in (22.1) that is possible to change is the bar length. Changing the bar

length can be performed only to the extent that a laboratory can accommodate such a testing apparatus. As previously

mentioned, some researchers [7, 8] have adopted this practice by increasing their length (~30 m). However, the majority of

labs would have to undergo infrastructure changes to acquire these systems.

Repackaging the bar system in a way that allows conventional laboratories to perform intermediate strain rate tests would

be beneficial and that is the purpose of our design. Many labs that perform SHPB experiments can house a system of 6 m but

need the capabilities of a longer system (>18 m) for smooth load acquisition durations in the intermediate strain rate range.

The time duration of a bar with length of 18 m would be enough for testing nominal strain rates of about 70/s for a specimens

6a b c

5

4

3

2Lo
ad

 (
kN

)

1

0

6

5

4

3

2Lo
ad

 (
kN

)

1

0

6

5

4

3

2Lo
ad

 (
kN

)

1

0

0 2 4 6 8
Time (msec)

SPRC35R, 50/sec SPRC35R, 50/sec SPRC35R, 50/sec

10 12 0 2 4 6 8
Time (msec)

10 122 4 6 8
Time (msec)

10 12

Fig. 22.1 Tensile load ringing in three different modified servo-hydraulic specimen fixtures at three different natural frequencies: (a) 2500 Hz,

(b) 4800 Hz, (c) 13,000 Hz [Reproduced with permission from Huh et al. [14]]
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tested to 0.5 strain if a metallic bar (c¼5000 m/s) was used. Because modified servo-hydraulics are capable of strain rates up

to 100/s, this technique could provide enough overlap for complete testing throughout the intermediate strain rate regime if a

laboratory had acquired both systems.

22.2.2 The Serpentine Bar Approach

Figure 22.2 shows the setup of a serpentine, or folded, bar that can provide increased time duration to achieve large strains.

A serpentine bar has the advantage over a conventional long bar in the since the stress wave, propagating from the sample,

can be transferred into a series of tubes. These tubes are impedance matched to the original solid bar to eliminate the

reflection due to the added tubes, and the joint is made small and stiff to reduce the reflections at the joint. Tubes have been

successfully used previously to trap the stress wave energy in recovery Hopkinson bar setups [16]. The recovery Hopkinson

bar uses a tube that is located near a flange on the free end of the bar to allow a certain amount of bar movement before the

stress wave enters the tube and is trapped from returning to the specimen. Furthermore, this setup has been shown to transmit

the stress wave very well when careful consideration is taken in designing the transfer flange. Here, we adapt this concept for

increasing the stress wave possible in a given bar length, rather than trapping a shorter stress wave inside a detachable tube.

The main difference in our setup is that in the serpentine bar, a series of tubes are rigidly connected at alternating ends of the

bar. The setup shown in Fig. 22.2 shows a serpentine bar with two attached tubes that multiply the effective length of the bar

by a factor of three. If manufacturing techniques permit, any number of tubes can be attached to increase the effective length

of the bar. With attachment of this bar to a direct Hopkinson bar loading system as the transmitted bar, or to the fixed end of a

servo-hydraulic load frame, elimination of high frequency ringing with long time duration can be achieved efficiently in a

bar of substantial reduced length.

22.3 Prototype Fabrication

A serpentine transmitted bar with a single attached tube, designed for compression testing, was selected to provide a

conceptual demonstration. This setup was also compared directly to a longer bar of equal effective length, detailed in the

Experiments section. The serpentine bar was built using a 15 mm diameter rod of 1.5 m length with a 1 m long tube (giving

an equivalent length of 2.5 m), both being the same grade 350 maraging steel. The diametrical gap between the tube and the

rod was 1.5 mm and the tube was machined to match the effective cross sectional area of the solid rod. Joining the bars was

performed using a gas-tungsten arc welding (GTAW) process without filler. Threaded connections between the bars were

also attempted but the load did not transmit smoothly through the joint. Bronze rings were placed in the gaps in between

the bar and tube at 300 mm intervals to ensure rigidity of the bar inside the tube. Two gage stations were placed near the

specimen approximately 300 mm apart from each other with the closest strain gage 100 mm from the sample to provide load

sampling and monitoring of any reflections that may occur. The entire bar was then mounted on a SHPB frame in a similar

fashion to conventional Hopkinson bar mounting. Images of the fabricated serpentine bar are shown in Fig. 22.3.

The physical limitations of making a serpentine bar became clear during the fabrication of the prototype. If each tube would

have the same characteristic impedance, i.e. cross sectional area, then the tube’s thickness becomes very small as the number of

tubes increases. A practical limitation of two tubes for a 12–15mmdiameter bar was observed during the project. However, and

initial larger diameter rod would allow more attached tubes. A 25 mm diameter rod may be able to achieve four tubes.

Fig. 22.2 Setup of our

proposed serpentine

transmitted bar loaded in

compression, with two strain

gage stations (blue), the
specimen location (white), and
bushings (grey)
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22.4 Experiments

22.4.1 Dynamic Joint Behavior

When constructing the serpentine bar, the authors’ hypothesized that the welded joint may cause unwanted reflections of the

stress wave to propagate towards the specimen and subsequently produce unwanted ringing in the specimen. The Lagrange

diagram, shown in Fig. 22.4a, shows the theoretical position versus time of the transmitted stress wave front, as well as an

illustration of the gage positions in the bar. The tube is shown unfolded for viewing purposes of the stress wave frontal.

Using an experimentally determined bar wave speed of 4783 m/s, a hypothetical first order reflected wave from the welded

joint was anticipated to be captured by Gage A after 0.00057 s of record time. To investigate this notion, an experiment was

constructed on the serpentine bar prototype in which a striker bar of 0.6 m long was fired at the serpentine bar. The striker bar

length was chosen to allow the initial wave to transmit through the joint and enter the attached tube while any reflection from

the joint could be monitored without interference. The striker, originally moving at 10 m/s, was fired at the serpentine bar,

which had a small 3 mm thick aluminum pulse shaper inserted between the two bars, to eliminate dispersion effects [9].

Notice in Fig. 22.4b that the stress wave generated is smooth in nature and ends at a time of approximately 0.00047 s.

After this time, the signal should remain null if no reflections from the joint occur. However, at 0.0005385 s, a small wave

was detected which is negative (tension) and then positive (compression) in nature. A single wave of this size is not likely to

affect the specimen strain rate behavior; however, this wave could pose a problem for data analysis. If the final design also

has a reflection wave of this size, Gage B, depicted in Fig. 22.4a, can be placed at an appropriate distance from Gage A can

be used to provide more accurate accounting of the stress versus time. The data reduction method by a two point strain

methodology proposed by Zhao and Gary [9] is suitable. The form of the equations used to solve for the actual elastic strain

in the serpentine bar near the specimen is the following:

ε tð Þ ¼
εA t� LA=cð Þ for t < 2 L� LAð Þ=c
εB t� LB=cð Þ for 2 L� LAð Þ=c � t < 2Lþ LBð Þ=c
εA t� LA=cð Þ for 2Lþ LBð Þ=c � t

8
<

:

9
=

;
ð22:2Þ

where L, LA, and LB are the distances from the sample to joint, Gage A, and Gage B, respectively. By providing an

appropriate distance between Gage A and Gage B, the stress wave, free of the reflection of the joint, can be produced using

Fig. 22.3 Schematic of the serpentine bar (a, b). Front half of the two pass bar (c) and close-up of the welded joint at the far left of the serpentine
bar (d)
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the appropriate strain gage signal at the appropriate time. This will not remove the inflection due to the reflected wave

bouncing off of the specimen, as this is a real stress existing on the specimen bar interface.

If the reflection for the final design does not show a significant reflection, Gage B is not needed and a single strain gage

can be used to monitor the stress history similar to long bar systems [8].

22.4.2 Intermediate Strain Rate Experiment

To investigate the robustness of the new serpentine bar in operation, an intermediate strain rate compression test was

performed on a 6061-T6 aluminum sample material. For this experiment, a long striker of 2.5 m was used. A compression

specimen was placed at the end of the transmitted bar and impacted by the long striker at the free end of the specimen at 2 m/

s in a direct Hopkinson bar fashion. The striker bar velocity was chosen to give a nominal strain rate in the intermediate strain

rate regime. The aluminum specimen was machined to a right cylinder of 12.7 mm diameter and a high elongation EP style

strain gage was attached to the specimen to monitor strain. For monitoring of load, the previously used transducer class strain

gages, Gage A and Gage B, were mounted to the bar at selected locations, shown in Fig. 22.4a. Figure 22.5 shows the raw data

from the test.

Figure 22.5 exhibits the bar strain vs. time as recorded from the two strain gages mounted on the bar. In Fig. 22.5, the

Specimen Gage record becomes static at approximately 0.001 s. At this time at which the stress wave has traversed the entire

bar length, including the tube, and has finally unloaded the specimen. This is the time that both Gage A and B now

significantly drop, except for some ringing due to the stress wave now free to ring in the bar. The Gage B record is slightly

shorter in time duration than Gage A due to the wave not reaching Gage B until after Gage A (because it is further away from

the specimen) and then Gage B dropping off before Gage A (because it is closer to the free end of the bar). Notice at the time

between 0.0005 and 0.001 s that there are two inflections in the Gage A and Gage B results during the specimen loading.

Also, the inflections in Gage B are separated by a larger distance than in Gage A. This is due to Gage B being placed further

from the specimen end of the bar. These inflections in the data appear to be a direct result of the joint. The signals show

promise as compared to long bar and servo-hydraulic systems [7, 8, 10–12].

22.4.3 Long Bar Verification Experiment

To compare signals of the serpentine bar to that of a traditional long bar system, an experiment was conducted using a long

transmitted bar of equal effective length to the serpentine bar. A 2.5 m solid bar was instrumented with a single strain gage in

Fig. 22.4 Stress wave position diagram in the serpentine bar prototype (a) and the experimental data gathered from Gage A (b) from an impact of

a striker bar with pulse shaper. The serpentine bar illustration is shown with the attached tube in reverse direction for comparison to diagram
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the same approximate distance from the sample as Gage A in the serpentine bar arrangement. Stress in the specimen was

calculated by gathering the transmitted bar strain gage data as a force measurement. This force in the specimen-bar interface

is related to the raw transmitted bar strain gage record by the relationship:

F tð Þ ¼ ε t� Lg=c
� �

EA ð22:3Þ

where ɛ(t−Lg/c) is the transmitted bar strain gage record at some time t−Lg/c. Lg is the distance from the transmitted bar strain

gage to the specimen-bar interface, c, E and A are the wave speed, elastic modulus and cross sectional area of bar, respectively.

True stress and true strain cures were then calculated for both the long bar and the serpentine bar tests and are shown in

Fig. 22.6. Figure 22.6 shows that the stress-strain curves and strain rate-strain curves compare very well to each other for the

two different systems. The two point strain data reduction method employed for the serpentine bar experiments improved the

stress strain curve by removal of the first inflection in the data. A key aspect of the serpentine bar experiment is that robust

stress strain data in the intermediate strain rate regime is achieved without filtering or curve fitting. Figure 22.6b also shows

Fig. 22.6 (a) Comparison of a compression stress-strain curves and strain rate-strain curves of the solid 2.5 m long bar (solid bar) and the new

serpentine bar (transmitted bar), and (b) comparison of the serpentine bar data with published compression data at a higher and lower strain rate for

the same sample material with results from Tucker et al. [18] and Agarwal et al. [17] for a 6061-T6 aluminum alloy

Fig. 22.5 Raw strain

gage data from a direct

compression test of 6061-T6

aluminum with a striker

impact at 2 m/s using

the serpentine bar
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that the serpentine experimental data for a 6061 aluminum alloy compares well with other high and low strain rate data

with the exception of the hardening rate [17, 18]. The hardening rate drop is likely due to the drastic drop in strain rate during

the direct Hopkinson bar experiment. However, many of the researchers have worked diligently at providing constant strain

rate experiments using hydraulic or other means [9, 13].

22.5 Conclusion

The design of a serpentine, or folded, Kolsky/Hopkinson bar, is described that can produce useful stress-strain measurements

in the intermediate strain rate regime. The device produces results free of stress oscillations that are typical of a modified

servo-hydraulic load frame and is able to reach lower strain rates and longer test times than Kolsky/Hopkinson bar devices of

the same length. Experimental stress-strain results of 6061-T6 aluminum at a strain rate of ~300/s on the device reproduce

nearly exactly published conventional Kolsky/Hopkinson bar results [18]. This serpentine Hopkinson transmitted bar design

can be useful in providing longer recording times than conventional bars of the same effective length. This method may

be employed for intermediate strain rate experiments in laboratories that cannot house a long bar system. Furthermore, this

system may be employed when load ringing exists in experiments performed using modified servo-hydraulics systems.

Acknowledgments The authors would like to acknowledge the Center for Advanced Vehicular Systems (CAVS) at Mississippi State University

for supporting this work.
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Chapter 23

Testing Program for Crashworthiness Assessment of Cutaway Buses

Michal Gleba, Jeff Siervogel, Jerry W. Wekezer, and Sungmoon Jung

Abstract The State of Florida acquires over 300 cutaway buses every year. The increasing popularity of such buses raised

concerns about passenger safety and overall crashworthiness of this transportation mode. An extensive research program

was initiated at Crashworthiness and Impact Analysis Laboratory (CIAL) to facilitate experimental testing and computa-

tional mechanics as two integral parts for crashworthiness evaluation of the cutaway buses. The major objective of the

evaluation program is to ensure that bus structures perform well during actual accidents, especially rollovers. Multi-level

testing program includes testing of: small samples for material characterization, larger passenger compartment connections,

impact testing of wall panels, as well as full scale roll-over and side impact tests of the inspected vehicles. Due to dynamic

nature of rollover accidents, the program was originally based on dynamic testing. However, further research led to

introduction of several simpler yet equivalent, quasi-static tests. Testing data is also used to support verification and

validation of detailed finite element models of the buses, which are developed for LS-DYNA—an explicit, non-linear finite

element solver. The program was well received by cutaway bus industry and it resulted in strong commitment and

collaboration with bus manufacturers.

Keywords Testing techniques • Dynamic behavior of materials • Experimental user facilities • Vehicle crashworthiness

• Cutaway bus rollover

23.1 Introduction

Cutaway bus transportation in North America in increasing in popularity as each state acquires more of these vehicles each

year. However, this increasing trend has raised concerns about passenger safety and overall crashworthiness of this

transportation mode.

Themain safety concern is that cutaway buses are designed and built in a specific way which distinguishes them from other

types of commonly used buses in transportation. The most significant difference is their assembly process. Unlike large

coaches, the cutaway buses are built in two separate stages [1]. In the first stage, the vehicles chassis with the driver’s cab is

built by a major car manufacturer. Next, a smaller company adds a passenger compartment structure per client request. The

main issue of such a process is that the smaller companies in contrast to major automotive manufacturers cannot afford

conducting the same level of R&D and testing. Another feature that makes these vehicles unique is the lack of applicable

crashworthiness standards in the United States. Cutaway buses often exceed the 10,000 lbs. Gross Vehicle Weight Rating

(GVWR) which in combination with the two stage manufacturing process exempts them from most federal safety standards.

In order to improve the safety and crashworthiness of this transportation node an extensive research program was initiated in

1999 by the Crashworthiness and Impact Analysis Laboratory (CIAL) located at the FAMU-FSU College of Engineering in

Tallahassee FL. Experimental testing procedures and computational mechanics studies were initiated in order to accurately

assess the overall crashworthiness of the cutaway buses [2]. The multi-level testing program includes testing of: small

samples for material characterization, larger passenger compartment connections, impact testing of wall panels, as well as full

scale roll-over and side impact tests of the inspected vehicles [3].
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23.2 Initial Testing and Material Characterization

The evaluation of the cutaway buses begins with the characterization of the structural members from which the passenger

compartment is composed. Parameters for the steel and composite members are obtained using a simple tension test with

dog-bone shaped samples (Fig. 23.1). Results are utilized in further investigations using Finite Element methods.

Other testing methods for material characterization include: testing of bus skin glued to steel member components, static

three point testing and impact testing of structural members. The testing setup for static bending and impact testing is shown

in Fig. 23.2 An impactor for dynamic testing was designed and fabricated by the Crashworthiness and Impact Analysis

Laboratory (CIAL). The height and mass of the impacting hammer are adjustable and can be modified according to testing

needs.

Fig. 23.1 (a) Steel specimens prepared for tensile testing (b) specimen with extensometers in testing grips of the INSTRON machine

Fig. 23.2 (a) Static bending test setup (b) impact testing machine with the impacting hammer
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23.3 Component Testing

After several years of the cutaway bus testing program it became apparent that crashworthiness of structural connections is

critical especially during roll-over accidents [4]. It was also found out that cutaway buses with low floors may be prone to

side impact accidents. Figure 23.3 shows a typical cutaway bus with indicated components which are being tested as a part of

the component testing program. The aim of the test is to measure the energy needed to deform the element until its failure

(failure is defined as a critical angle for which the element deformation penetrates the so called ‘survival space’).

The testing methods and devices were designed and fabricated by the Crashworthiness and Impact Analysis Laboratory.

Figure 23.4 shows a schematic representation of a wall to floor connection test with a set of prepared connection samples.

The width of the floor panel is equal to the typical longitudinal distance between two adjacent columns (vertical tubes). The

vertical part of the tested specimen consists of only one column (tube or open channel). The column is cut at the level just

under the window or the waistrail of the tested vehicle. During the tests the floor panel is fixed to the ground and the loading

is applied to the column along the direction going through a fixed point, as it is shown in Fig. 23.4.

The wall to floor test requires the panel to dissipate a minimum of 290 J per meter of panel length over 16.7� of rotation [5].
Similar testing is carried out for the roof to wall connection. However, in the later case the panel is required to dissipate at least

140 J per meter. The test setup and the failure mode of some of the samples is shown in Figs. 23.5 and 23.6 respectively.

Fig. 23.3 (a) View of a typical cutaway bus (b) key structure components examined in the component testing program (1—wall to floor

connection, 2—roof to wall connection, 3—sidewall)

Fig. 23.4 (a) Schematic representation of the wall to floor connection, (b) connection samples prepared for testing
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The panel component test is the last test in the component testing section. The major objectives of the impact tests

on panels are to check dynamic characteristics of plastic zones at the waistrail connection and to evaluate the amount

of energy which can be absorbed by the bus outer skin. This data is also used to support validation and verification

efforts for finite element models of the buses developed for computational mechanics studies. Experience shows that

the waistrail connection, especially with a discontinuous pillar (divided by a continuous rail), can be very vulnerable

during the rollover test. The dynamic performance of such flawed connection can be worse than static due to the

notch effect generated at the welds. The sidewall panels are required to dissipate 600 J of energy per meter of panel

length with less than 150 mm of residual deflection [5]. An actual testing apparatus with a placed specimen is shown

in Fig. 23.7.

Fig. 23.5 Roof to wall connection test setup

Fig. 23.6 Selected failure modes (a) wall to floor connection (b) roof to wall connection
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23.4 Full Scale Testing

There are two major full scale tests performed by the Crashworthiness and Impact Analysis Laboratory. The first one is a

rollover test where a cutaway bus is positioned on a specially designed tilt table and tilted until it falls freely onto a concrete

slab 800 mm (31.5 in) below. The tested vehicle is equipped with a data acquisition system and additional load ballast

dummies (75 kg each) to simulate the weight of passengers. Water ballasts are belted to the bus seats with seat belts.

Additional ballasts are used to represent two disabled passengers seating in wheelchairs. During the test deformation of the

sidewalls is measured using previously attached string transducers to examine the level of the passenger compartment

deformation and to check for possible penetrations into the ‘survival space’ (a predefined space for which no intrusion is

allowed [6]). The test setup is shown in Fig. 23.8, whereas Fig. 23.9 depicts bus deformation after the rollover.

The second full scale test is designed to evaluate the crashworthiness of the cutaway bus during a side impact scenario.

The test setup is comprised of a stationary cutaway test bus struck on the driver’s side with an impactor. The impactor

consists of a crash bogie cart fitted with an IIHS deformable barrier in front. The impactor is suspended from two towers and

is raised and swung into the bus in a pendulum motion. The impactor with its deformable barrier weighs a minimum of

4400 lbs. and has an impact velocity of 30 mph. The impactor strikes the bus orthogonally on the driver’s side, which

represents a tee bone accident of a bus impacted by a full size pickup. High speed cameras are placed around the bus to

capture the test in detail. Figure 23.10 shows a screen capture from the experiment just after the moment of impact.

23.5 Computational Testing

All experimental tests are supported with detailed computational analyses using LS-DYNA, a non-linear Finite Element

code. Finite Element models for each test are developed. Validation and verification of the models exhibit high level of their

compliance with the actual experiments. An example of a Finite Element model from the wall panel component testing is

shown in Fig. 23.11.

Fig. 23.7 Sidewall panel testing apparatus
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Complete Finite Element models of the cutaway buses were also developed. Detailed models are composed from more

than one million elements. All models were validated and verified using experimental results from actual tests. Figure 23.12

shows one of the Finite Element models and its deformation after a computational rollover test.

Fig. 23.9 (a) Rear view of the bus after the rollover test (b) front view of the bus after the rollover test

Fig. 23.8 Test setup for the full scale rollover test
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Fig. 23.12 (a) Finite Element model of the cutaway bus (b) deformation of the bus after a computational rollover test

Fig. 23.11 Finite Element model of a wall panel after testing it in the wall panel component testing apparatus

Fig. 23.10 Frame capture from the side impact experiment



23.6 Summary

The crashworthiness assessment program presented in this paper was well received by paratransit bus operators and cutaway

bus industry. It resulted in strong commitment and collaboration with bus manufacturers. Several full scale rollovers were

performed and multiple component tests are being carried out every year. The Crashworthiness and Impact Analysis

Laboratory provides detailed reports and feedback to bus manufacturers and the Florida Department of Transportation

which results in increasing safety of passengers travelling with this transportation mode.
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Chapter 24

In-Situ DIC and Strain Gauges to Isolate the Deficiencies in a Model
for Indentation Including Anisotropic Plasticity

Jacob S. Merson, Michael B. Prime, Manuel L. Lovato, and Cheng Liu

Abstract A 60-mm diameter disk of 2024 aluminum was indented by opposing steel indenters over a central 10 mm region.

Residual stress measurements made using neutron diffraction and the contour method matched each other, but not a finite

element (FE) model with a calibrated model for plastic anisotropy of the aluminum. Since residual stresses are only the

endpoint of the process, in situ data was needed to determine which portion of the load/unload process was causing model

deficiencies. The indentation process was repeated on a new specimen with three-dimensional Digital Image Correlation

(3D-DIC) to map full-field strain information and with resistance strain gauges to obtain high fidelity strain information at

discrete locations. The DIC data was too noisy to extract strains, so displacements were analyzed after rigid body motion was

removed. The deformation field revealed geometric imperfections of the indenters that were within tolerance, but had

significant effect on the stress state. An updated FE model including geometric imperfections in the indenters gave better

agreement with the DIC data. It did not however allow the material model to become the dominant effect and thus model

calibration was unsuccessful.

Keywords Residual stress • Digital image correlation • Plastic anisotropy • Finite element model • Strain gauges

24.1 Introduction

Residual stresses play a significant role in many material failure processes like fatigue, fracture, fretting fatigue, and stress

corrosion cracking [1–3]. Residual stresses are the stresses present in a part free from external load, and they are generated

by virtually any manufacturing process. Because of their important contribution to failure and their almost universal

presence, knowledge of residual stress is crucial for prediction of the life of any engineering structure. However, the

prediction of residual stresses is a very complex problem. In fact, the development of residual stress generally involves

nonlinear material behavior, phase transformation, coupled mechanical and thermal problems and also heterogeneous

mechanical properties [4–15].

This paper discusses in situ data collection to improve a process model used to predict residual stresses. It shows how the

use of different measurement techniques and multiple channels of data can help improve problem understanding.

24.2 Backstory

To provide specimens for development and validation of techniques for residual stress measurement, solid disks were

indented plastically by opposing, hardened-steel indenters, see Fig. 24.1, a process occasionally used to introduce residual

stresses for testing purposes [16]. A first set of specimens had 316 L stainless steel as the disk material and the residual

stresses were measured using neutron diffraction and the contour method [17, 18]. An early finite element (FE) model,

which used a calibrated stress-strain curve but assumed isotropic hardening, did not match the measurements very

well [19]. Further testing of the 316 L steel revealed a modest Bauschinger effect in cyclic stress-strain data. After

calibrating a combined hardening model to the cyclic data, the FE model was able to match the measured stresses quite

well [17].

Additional specimens were later made with the same indentation process but using 60-mm diameter, 10-mm thick disks

of 2024-T351 Aluminum [20]. Based on the experience with 316 L steel, a combined hardening model was calibrated on
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cyclic data, but the resulting FE model did not agree very well with measured residual stresses and strains. Further testing

revealed that the 2024 Aluminum was mildly plastically anisotropic, see Fig. 24.2, with lower strength in the in-plane

direction transverse to the rolling direction of the original plate material, and higher but equal strength in the other two

directions. An anisotropic plasticity model was calibrated to the data in Fig. 24.2 and used to model the indentation.

Figure 24.3 shows that neutron diffraction measurements were made along orthogonal paths along the rolling and transverse

directions in the disk. Figure 24.4 shows residual hoop stresses along those two measurement scans (note that unplotted

contour method [21] and slitting method [22] measurements validate the neutron results [20, 19]). Switching to the

anisotropic plasticity model significantly improved the model prediction, which now matches the difference in the residual

stresses along the two measurement directions, but the predictions are still off of the data by about 50 MPa.

Loading direction

Loading direction

Disk

Indenters (A2 steel)

r

z

Fig. 24.1 Indented disk

residual stress specimens

were made using 2024-T351

Aluminum disks

Fig. 24.2 Mild plastic

anisotropy in stress-strain

curves for 2024 Aluminum

184 J.S. Merson et al.



24.3 Purpose

The work in this paper aims to improve the FE model prediction shown in Fig. 24.4. Several possible issues with the model

have been discounted based on previous work:

• The anisotropic constitutive model already matches uniaxial compression data in all three material directions.

• Calculational studies have demonstrated that the Bauschinger effect in 2024 Aluminum, measured in uniaxial cyclic

testing, does not seem to have any effect on the prediction.

• Since there is significant hydrostatic compression under the indenter, a model for pressure-dependent plasticity in 2024

Aluminum [23] was implemented, and also shown to not significantly improve the model prediction [24].

The current data on these disks, mostly residual stresses and strains, only give information about the end state of the

indentation process. End state data is insufficient to identify when during the process the model is deficient. The approach in

this work, therefore, is to identify the deficiencies in the model by taking in situ data throughout the loading and unloading

process of indentation in order to hopefully identify where the model has gone wrong and then fix it.

Fig. 24.3 Neutron diffraction

scans were made along two

orthogonal directions

Fig. 24.4 Even the

anisotropic plasticity model

does not agree well with

the neutron measurements

Fortunate, because modeling combined hardening simultaneously with anisotropic plasticity is quite limited using only the built-in functionality in

the Abaqus commercial finite element code.
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24.4 Methods

24.4.1 Experimental

The opposed indentation test sketched in Fig. 24.1 was conducted with a 2024-T351 aluminum disk in an MTS 1125 load

frame. The overall setup is shown in Fig. 24.5. The indenters were coated in Molicote lubricant to reduce friction. Two

PMMA rings were used to center the indenters on the disk. To accommodate DIC measurements, the top centering ring was

removed before loading the sample. The crosshead was moved at 0.14 mm/min to reach a maximum load of 99.5 kN in about

10 min. Once maximum loading was achieved, the crosshead was reversed until the disk was completely unloaded.

Strain gauges were used on one face of the disk, and the locations of strain gauges were optimized to be most sensitive to

material modeling. A finite element model was run with several variations on the anisotropic material model for Al 2024.

The predicted strain output at many locations was compared for the various material models to see where the differences

were most significant. Based on the simulations, strain gauges were placed at five discrete locations shown in Fig. 24.6.

Three locations used stacked gauges to measure both hope and radial strain and the two other locations measured radial

strain, for 8 total channels of strain. Most of the gauges were along either the plate rolling or transverse directions, with some

10 mm from the center and others at 15 mm, and one gauge was at 45˚ to these axes in accordance with [24]. Strain was

recorded at a sampling frequency of 1 Hz. The 8 strain gauges were calibrated, and the data was collected with two Vishay

model P3 Strain Indicator and Recorders.

In order to get a full field deformation map an optical technique called three-dimensional digital image correlation (3D-

DIC) was used. DIC uses a computer vision approach to get a deformation field by comparing a set of before and after

pictures. To capture the in situ strain field a series of images are taken and compared to the initial image. In order to capture

out of plane motion a stereoscopic two camera system is used. A more detailed description of the DIC technique can be

found in literature e.g. [26]. To measure the strain field the internal camera parameters must be calibrated. These parameters

include the focal length, image center, distortions, skew, etc. Also, the relative positions and orientations of the cameras

must be known for triangulation. Calibration allows calculation allows calculation of parameters such as accuracy,

uncertainty, and sensitivity.

To use 3D-DIC a speckle pattern must be added onto the surface of the disk. Black spray paint was used to create the

speckles directly on the aluminum surface, see Fig. 24.7. The thickness of these speckles is on the order of 1 μm. Since the

black highly contrasted with the aluminum color, no background painting was necessary. In this experiment, the central

15 mm and far half of the aluminum disk are hidden from view by the indenter and load frame during the indentation.

Fig. 24.5 Experimental setup

prior to inserting the top

indenter
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However, pictures taken before and after the test allowed the final deformation to be determined over the full 360˚ disk

surface minus the central 15 mm where the indenter had contacted the disk. During the indentation process DIC images were

recorded at a frequency of 0.5 Hz.

Quantitative investigations regarding the confidence margins and errors in experimental measurements using DIC, both

2D and 3D, have been carried out in recent years [27–29]. One detailed investigation found a resolution in determining the

in-plane motion within 0.006 pixels and the resulting variability for in-plane strain in the range of 20–90 με [28]. However,
there are many factors that will affect the resolution and accuracy of DIC measurement, and the more significant uncertainty

comes from the calibration of the 3D-DIC system. In our particular system, the calibration process indicates the uncertainty

is less than 0.05 pixels. With spatial resolution of 45.5 μm/pixel, we expect the uncertainty in the in-plane displacement

measurement to be about 2.3 μm and out-of-plane displacement measurement to be about 4.5 μm, which is twice of that in-

plane uncertainty [27]. Scaling up from the reported results for 0.006 pixel resolution [28] to our value of 0.05 pixels, we

estimate strain variability in the range 170–750 με.

Fig. 24.7 The disk specimen

shown during the indentation

test. The DIC speckle pattern

is visible on the top face

of the disk

Fig. 24.6 A total of

8 resistance strain gauges

were used to measure hoop

and radial strain in multiple

directions
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LED lights are used to provide sufficient light on the testing specimen for DIC measurements. The load cell and the DIC

cameras use a synchronized clock and the clock on the strain gauge data is matched using a manual timing synchronization

(e.g. strain gauges started at t¼0s, loading starts at t¼30s) and this is confirmed by matching the time of peak loading.

Due to the relatively low deformations because of the highly constrained nature of the loading conditions, the strains

measured with DIC were very noisy and were not very informative, see Fig. 24.8. Therefore, displacements were used for

comparing with the finite element model. To compare displacements, rigid body motion in the DIC of the part was calculated

using a least squares fit of Q and b in (24.1).

Y ¼ QX þ b ð24:1Þ

Where Y is the position vector e:g: Yð = xþ u, yþ v, zþ wð ÞÞ, Q is a third order orthogonal (rotation) tensor, X is the

original position of each point, and b is the translation vector. From the DIC outputs, Y and X are known. Therefore, the

displacement with no rigid body motion U can be written as (24.2).

U ¼ Y Qxþ bð Þ ð24:2Þ

These rigid body motions were subtracted from the deformation field, and a transformation into a cylindrical coordinate

system was done for visual inspection of the deformation field. This inspection gave a good comparison of the deformation

field to the finite element model.

Considering that the loading was nominally axisymmetric but that the aluminum was anisotropic as shown in Fig. 24.2,

the deformation field was expected to be different in the rolling and transverse directions but symmetric about those

two axes. Instead the deformation was asymmetric, as is shown later in Fig. 24.12, with the transverse-direction

deformations notably greater on one side of the indenter than the other. This asymmetry indicated that the loading was

not as axisymmetric as intended.

In order to investigate and quantify this asymmetry the indenters and disk indentations were inspected using a

coordinate measuring machine (CMM). Figure 24.9 shows the results for the bottom surface of the disk. Using least

squares fit of a plane on the bottom of the indent, a tilt of 0.064˚ was estimated, which translates to about 15 μm of tilt over

a 15 mm diameter, or about 60 % of the average indent depth. This is within the specified machining tolerances of the

indenters, but is significant relative to the assumption of axisymmetric loading. The indent on the top surface of the disk,

the surface measured by DIC in Fig. 24.7, was tilted by about 0.019˚ relative to the surface of the disk, corresponding

to about 5 μm of tilt or 20 % of the indent depth. On both the top and bottom surfaces, the low point of the indentation

Fig. 24.8 A plot of radial

strain from the DIC shows that

the strain is low and, therefore,

too noisy to be helpful
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aligned with neither the rolling or transverse axis but was rather between the two. Inspection of the two indenters revealed

that the indentation surfaces were tilted 0.033 and 0.008˚ relative to the opposite surface if the indenter, but the precision

of the alignment of the platens on the load frame is not known, so it is not clear what angle the indenter actually

makes with the disk surface. Indenter tilt turns out to be an important factor which must be accounted for in the finite

element models.

24.4.2 Finite Element Modeling

The disk indentation process was modeled as a quasi-static process in Abaqus/Standard finite element code. All models were

assumed to have nonlinear geometries. In previous work, the model progressed from a 2D axisymmetric model [19], which

could only look at isotropic material behavior, to a 1/8th symmetry 3D finite element model in order to model material

anisotropy. Based on DIC and inspection results (e.g., Fig. 24.9), a 1/8th symmetry model was no longer adequate so a full

3D model which accounted for indenter tilt and in-plane angle (where the low point of the indenter was aligned) was created.

Table 24.1 shows the number of 20 noded reduced integration elements (C3D30R) used in the rough and fine meshes. The

rough mesh, shown in Fig. 24.10, was used for most of the calculations in this paper as the difference in the strain and

contour outputs was negligible. The mesh in the contact zone was selected to be fine enough to help reduce local

perturbations at the edge of the contact region.

Determining the boundary conditions for problem was challenging. A displacement condition was used to apply the load

on the indenters, and the displacement value was adjusted so the total load matched the experiment (99.5 kN). The indenter

had rotation about its own axis constrained as we assume the friction between the platen and indenter is strong enough to

oppose rotation. The disk was constrained so it couldn’t rotate out of plane because unconstrained models predicted such a

rotation (Fig. 24.11) and failed to match observed indentation patterns. We believe that the PMMA fixture used to align the

indenter and disks provided sufficient constraint to prevent such rotation.

Table 24.1 Number of elements in rough and fine meshes used in finite element calculations

Part Elements in rough mesh Elements in fine mesh

Top indenter 384 4032

Bottom indenter 384 3976

Disk 7794 70,686

Total 8562 78,694
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Fig. 24.9 CMM inspection

data on the bottom of the

indented disk. The data is

plotted such that the top of the

surface is approximately flat at

a height of 0. The bottom of

the indent is tilted
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Correctly modeling the contact also presented a challenge. Abaqus surface to surface contact was used with a stabilization

factor of one, and end of step stabilization factor of 0.1. These stabilization values were chosen to maximize solution speed

while keeping the associated dissipative energies below 1 % of the total system energy.

24.4.3 Material Models

The material modeling was similar to previous efforts to model this indentation process [24]. The indenter material used was

A2 tool steel characterized by a high hardness (58 HRC) and a high yield stress (about 1300 MPa), so the indenter

was modeled as elastic with Young’s modulus of 204 GPa and Poisson’s ratio of 0.3. For the Al 2024, the Young’s modulus

was 73.2 GPa and Poisson’s ratio was 0.33. As discussed previously, an anisotropic plasticity model using isotropic

Disk (fre
e to rotate)

Indenter
with tilted

tip

Fig. 24.11 Unconstrained

models allowed a disk rotation

that was not observed

experimentally. Hence,

constraints were added to the

model

Fig. 24.10 The mesh for the

indentation process model

is most refined in the

indentation region where

the largest gradients occur.

In this graphic, half of the

upper indenter is removed to

expose the underlying mesh
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hardening (no Bauschinger effect) was used. Plastic anisotropy was modeled using Hill’s potential function [24] in

ABAQUS. Because the conversion of uniaxial stress-strain curves to effective-stress—effective-strain curves depends on

the R ratios, the ratios between the strengths in different directions, an iterative process was used to fit the R ratios to the data [24].

This fit was applied in ABAQUS using the *POTENTIAL function to define the anisotropy and a tabular description of the

stress-strain curve.

24.5 Results and Discussion

The finite element model was able to reasonably reproduce the tilt in the bottom of the indentation (e.g., Fig. 24.9) measured

by the CMM. The model predicted a tilt of 0.055˚ on the bottom indent compared to the measured value of 0.064˚, and the

predicted tilt on the top surface was 0.022˚ compared to the measured value of 0.019˚, so both within 16 % of experiment.

Because the alignment of the platens in the load frame is uncertain, it would be reasonable to iterate on the initial indenter tilt

until even better agreement was achieved. However, the current level of agreement is sufficient to evaluate the effects on

indenter tilt on predictions of deformation and strain.

Figure 24.12 shows the radial deformation field at the end of the indentation and unloading process measured by 3D-DIC,

after removal of rigid body motions. Visually inspecting the deformation field shows that the areas of maximum radial

deformation are asymmetric, being greater on one side (upper right quadrant of Fig. 24.12) than the opposite side. This key

observation led to the inescapable conclusion that the load was asymmetric, which led to geometry quantification using

CMM measurements, and then model refinement. Figure 24.13 shows that the finite element model including indenter tilt

predicts a similar asymmetry in the deformation field.

It was challenging to get useable DIC data since the strains resulting from indentation were very small. Practical use of

DIC data required analysis of the deformations and thus removal of the rigid body motion. The process used to remove rigid

body motion from the before and after picture with full disk visibility did not work on the in situ measurements when only

half of the disk was visible. For the in situ deformation field, further work must be done to remove the rigid body motions so

that the results can be compared with FEM.

We now present comparisons of the FE model to representative strain gauge data. The title of each plot identifies which

strain gauge from Fig. 24.6 is shown using three identifiers in order at the end of the plot title:

Fig. 24.12 Radial

deformation field from

DIC results. Note that the

asymmetry around the indent

helped to diagnose the tilt in

the indenter
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• The radial distance from the center of the disk to the strain gauge center, either 10 or 15 mm

• The location of the gauge, either rolling axis (along the blue line in Fig. 24.6), transverse (red line in Fig. 24.6) or 45˚.

• The component of strain being measured, either hoop or radial.

The comparisons will also show two variations on the anisotropic plasticity model. “Anisotropic plasticity 1” was an

earlier rough version of the model, with slightly greater strength and anisotropy than version 2, which better matched the

calibration data. For the case of anisotropic model 2, predictions are presented with and without indenter tilt. For an isotropic

plasticity model, and anisotropic model 1, results are only presented for a flat (untilted) indenter.

To aid interpretation of the strain plots, one should first understand the basic deformation modes [17]. During indentation,

the material under the indenter is compressed thinner and therefore wants to expand radially. The material radially outside

the indenter (where the strain gauges are) then deforms like a ring under internal pressure: compression in the radial direction

and tension in the hoop direction.

Figures 24.14 and 24.15 show the only load-strain curves where adding the indenter tilt made a notable improvement

to the prediction, and even there the improvement is debatable. These are the two radial strain measurements closer to

the indenter (r¼10 mm), and they show an unusual shape. Unlike all the other curves, these two have a change in the sign of

the slope during loading, and unlike we just described in the previous paragraph, these radial strain start out positive.

Near but outside the indenter region, the surface material of the disk is pulled axially towards the disk mid thickness,

which stretches that material into tension. Later, the aforementioned radial expansion of the material under the indenter

begins to dominate and turn the trains towards compression. Adding the indenter tilt has improved the model prediction near

the peak load, although in the case of Fig. 24.14, all of the models do a poor job of predicting the data.

Both of those figures, along with Fig. 24.16 and others show that adding the indenter tilt predicts a significant nonlinear

transient at early loads. The data generally shows linear elastic behavior, especially all the data taken at r¼15 mm. At this

time, the reason for the discrepancy is not fully understood, but it is striking. It appears to be a geometric nonlinearity before

there is any yielding, and may have something to do with the contact numerics.

The tilted-indenter model also did not significantly change the residual stress prediction of Fig. 24.4, which was the main

purpose of this effort. Therefore, the effort to model the indenter tilt and related geometric issues may have been an

unproductive effort—a red herring. Adding indenter tilt did improve comparison with two sets of data: the DIC deformations

and the CMM-measured shapes of the indentations. Adding the tilt generally made the strain predictions worse. Adding the

tilt did not change the most important comparison with data: the residual stresses. Overall, the tilted indenter model gave a

very mixed result with better agreement on only two out of four measures.

Fig. 24.13 Contour Plot of

radial deformation (in mm)

from finite element model.

Here the transverse axis is

pointing down. Note

asymmetry in the deformation

field around the indentation
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Figures 24.15 and 24.16 show that changing from an isotropic plasticity model to either of the anisotropic models has

significantly improved the prediction, which is encouraging. In a few cases, like Fig. 24.14, there is no noticeable

improvement from an anisotropic model although it is also no worse.

Some of the strain data is also quite sensitive to the variations in the material model. To see this compare the untilted (flat)

predictions of the two anisotropic models. In some cases, like Fig. 24.17 and Fig. 24.18, anisotropic model 1, gives a

noticeably superior prediction. In other cases, like Fig. 24.16, model 2 is superior and in others, like Fig. 24.19, none of the

models predict the data well.

Fig. 24.14 Load vs. strain

curve at 10 mm on the rolling

axis in the radial direction

Fig. 24.15 Load vs. strain

curve at 10 mm on the

transverse axis in the radial

direction
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Fig. 24.16 Load vs. strain

curve at 15 mm on the

transverse axis in the radial

direction

Fig. 24.17 Load vs. strain

curve at 15 mm on the 45˚

axis in the radial direction
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The inability of the titled indenter model to match more of the data was disappointing and led to further investigation.

The previous CMM data had been collected independently on each face of the disk. More CMM data was collected but on

both faces simultaneously. It was determined that the disk faces were tilted 0.024˚ in relation to each other, which is

significant relative to the indentation tilts measured relative to each face (0.064 and 0.019˚). These face tilts could have a

significant impact on the measured strain field because it will affect the loading alignment with the tilted indenters. However,

we do not expect that changing only that issue in the models would results in a wholesale improvement of the prediction.

Fig. 24.18 Load vs. strain

curve at 10 mm on the rolling

axis in the hoop direction

Fig. 24.19 Load vs. strain

curve at 15 mm on the rolling

axis in the radial direction
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In this indentation process the hydrostatic loading conditions (stiff indenter on a stiff disk with deformation constrained in

all three directions under the indenter) lead to high sensitivity to small geometric changes. The strain gauges are able to

capture these changes with high sensitivity. The full-field DIC data is able to capture global physics; however in comparison

to the strain gauges it has limited sensitivity.

One important aspect of this work is the use of multiple types and locations of data to create a unique inverse problem.

This is important because it allows confidence that when agreement is found all of the underlying physical phenomenon have

been captured. In this case, we have not achieved satisfactory agreement.

24.6 Conclusions

In this paper the use of multimodal data allowed a much deeper understanding of the problem physics at hand:

• Only the full field data from 3D-DIC was able to identify the key geometric issues (tilting) in the indenters. This would

not have been discovered through the strain gauge data alone.

• Only the strain gauges had sufficiently high precision to be sensitive to small changes in geometry and material model.

• Unfortunately, the unexpected sensitivity to small geometric perturbations made it too difficult to isolate material

modeling effects and study those.

As seen above, the strain gauge data improved in some locations and got worse in others while the DIC deformation

field was insensitive to these changes. This shows that if we had collected data at only one or two points, then we might

have matched our experimental data without getting the correct solution. Using many sources of data to interpret

model agreement allows us to be certain that we have created a unique inverse problem (reduced the likelihood of falsely

matching data).

In the end, we were unable to isolate all errors in the model and improve the prediction of residual stresses.

If we could capture all the geometric details perfectly, we might be able to isolate the effects of the material model.

One approach would be to repeat the test with better controls. We could use the inspection data from the indenters to make

the orientation and magnitude of the indenter tilt a known quantity. Also, to make the boundary conditions on the disk more

obvious, both the top and bottom centering rings could be removed during the experiment and additional displacement

measurements could be taken to check boundary conditions. On the other hand, a specimen re-design could be even more

helpful. In order to remove geometric issues with the indenter tilt an indenter with a curved surface could be used. However,

with this highly stiff and constrained loading configuration, other alignment issues might still be significant.
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Chapter 25

Analysis of Laser Weld Induced Stress in a Hermetic Seal

Ryan D. Jamison, Pierrette H. Gorman, Jeffrey Rodelas, Danny O. MacCallum,

Matthew Neidigk, and J. Franklin Dempsey

Abstract Laser welding of glass-to-metal electrical connectors is a common manufacturing method for creating a

hermetically sealed device. The materials in these connectors, in particular the organic glass, are sensitive to thermal

induced residual stress and localized heating. An analytical laser weld model is developed that provides simulation and

analysis of both thermal and mechanical effects of the welding process. Experimental studies were conducted to measure the

temperature at various locations on the connector. The laser weld is modeled using both surface and volumetric heating

directed along the weld path to capture the thermal and mechanical response. The weld region is modeled using an elastic-

plastic weld material model, which allows for compliance before welding and stiffening after the weld cools. Results from a

finite element model of the glass-to-metal seal are presented and compared with experimental results. The residual

compressive stress in the glass is reduced due to the welding process but hermeticity is maintained.

Keywords Laser weld • Residual stress • Hermetic seal • FEA • Thermomechanical

25.1 Introduction

Glass-to-metal hermetic seals are found in many engineering applications, such as semiconductor electronics, thermostats,

optical devices, switches, and electrical connectors. The hermetic seal is traditionally created using one of two methods [1].

First, “matched seals” are seals in which the glass and metal packaging have similar coefficients of thermal expansion (CTE)

and rely on chemical bonds between the glass and metal oxide to provide a seal. Second, compression seals, or “mismatched

seals,” are designed such that the metal surround will shrink more rapidly than the glass, putting the glass in compression and

creating a seal. Hermetic seals used as electrical connectors typically involve a metallic shell, contact(s) and sealing glass.

A common approach for designing hermetic connectors is to use a contact material whose CTE matches that of the sealing

glass and a shell material that creates compression seal around the glass and contact. Figure 25.1 shows an example of a

hermetic connector. In the figure, the hermetic connector consists of a metallic shell, sealing glass, and single contact.

Because the hermetic seal is created by taking the connector through a glass sealing cycle at temperatures typically greater

than 500 �C, residual stresses are commonly present in the sealing glass and need to be carefully characterized to determine

design margin.

Hermetic connectors must be attached to surrounding material using a method that will maintain an airtight seal. Methods

used to mount hermetic seals include laser, TIG, or MIG welding. One of the most common methods is to laser weld the

hermetic seal to the surrounding bulkhead. Laser welding has been studied extensively and many methods have been

developed to allow for finite element simulations of the laser welding process [2–6] as well as residual stress in weld

members [7–9]. The strategies and implementation of laser welding and residual stress calculations vary in complexity, such

as only considering conduction during welding to capturing the fluid-solid interaction during keyhole formation. When

welding the hermetic connector, large amounts of energy are deposited locally in the connector, which can result in large

temperature gradients and high-localized temperatures. This change in temperature magnitude and distribution can result in

transient thermal stresses in the connector. Because of the nature of the “matched” and compression seals found in hermetic

connectors, the residual stress in the glass is sensitive to large changes in temperature. Therefore, it is import to understand

the residual stress state in the sealing glass after the sealing cycle and welding process.

In this paper, experimental work to characterize the temperature distribution through a hermetic connector and finite

element simulations to determine the residual stress in the sealing glass is presented. The experimental setup and results are

discussed in Sect. 25.2. Finite element simulations of the glass sealing cycle are discussed in Sect. 25.3. Also in Sect. 25.3,
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the finite element simulation of the laser weld with resultant temperature distribution and residual stress is. Finally,

concluding comments are in Sect. 25.4.

25.2 Experimental

25.2.1 Experimental Procedure

Laser welding is a high-energy density process that produces high heating and cooling rates during welding. The purpose of

this study is to capture the peak welding temperatures and cooling rates in the hermetic connector during the welding

process. The laser system used is an IPG YLS-2000, Ytterbium-Doped Fiber Laser System (1070 nm) with motion control

and work station integrated by Mundt & Associates, Inc. Laser power measurements were performed using an Ophir power

meter 5000W-ROHS. Tack welding of specimens was performed on the LaserStar Model 1900 spot welder. Temperature

data was captured using the iOtech Personal DAQ3000 with a sample rate of 520 Hz. The Type K (Chromel/Alumel) 0.01000

diameter thermocouples were attached to the hermetic connector and test plate using a Unitek Model 350 resistance welder.

Measurements of thermocouple placement were performed on the Vision Engineering Hawk Elite Mono Dynascope.

Prior to welding the hermetic connector, a series of weld bead on sheet experiments were conducted. These experiments

were used to provide insight into the power settings of the laser in association with the materials of used in the hermetic

connector. The sheets used were type 304L stainless steel. Weld passes at power levels of 300, 350, 400, 450, and 500 W

were done. Metallography was performed on the 300, 400, 450, and 500 W samples to visualize the cross-section of the

resulting weld bead. For example, Fig. 25.2 shows the cross-section of the weld beads for 300 and 400 W. The weld depth is

135 and 640 μm for the 300 and 400 W samples, respectively. Since metallography was not performed on the specimen

welded at 350 W, the 300 and 400 W samples provide a bound of what the weld bead may look like at power levels

associated with welding the hermetic connector (350 W).

The hermetic seal was welded to a 0.500 thick 304L stainless steel test plate. A hole was machined in the center of the test

plate, with geometric features representing a weld flange. Four thermocouples (channels 0–3) were placed at 90� increments

on the underside of the connector (opposite the side that is welded). One thermocouple (channel 4) was placed near the weld

joint on the underside of the test plate and another (channel 5) was placed on the topside of the test plate near the weld joint,

directly opposite of channel 4. The placement of the thermocouples is shown in Fig. 25.3. In the figure, the white circle in

image b highlights the location of the weld joint.

The hermetic connector was cleaned with isopropyl alcohol and thermocouples were resistance welded to the 304L sheet.

Inert gas shielding (argon) was delivered to the hermetic connector coaxially with the laser beam at a flow rate of 100 cfh.

Fig. 25.1 (a) Photo and (b)
cross-section of the single

contact glass-to-metal seal

analyzed in this paper
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Prior to welding, the connector was tack welded to the test plate at 90� increments around the perimeter of the connector.

The sample was welded at 33.8 mm/s (80 in/min) travel speed at a nominal power of 350 W (338 W measured at the weld).

The weld was performed using continuous wave output without modulation. After traveling the full circumference of the

connector, the weld was overlapped by 40� at full power and then the power was ramped down to zero over an additional 40�.
The weld penetration was nominally 508 μm and the weld spot size was approximately 280 μm. Traditionally, when welding

a hermetic seal, only one weld pass is required. Since the connector used in this study is for experimental purposes only and

in an effort to gather more data, two weld passes were made directly on top of each other; the second after the first had cooled

to room temperature.

25.2.2 Experimental Results

The temperature at six thermocouple locations was measured during the welding process. The temperature at each

thermocouple for both weld passes is shown in Fig. 25.4. During the first weld pass (image a), the weld transitioned

Fig. 25.2 Metallography of weld bead on 304L stainless steel sheets for power levels of 300 and 400 W

Fig. 25.3 (a) The underside of the connector showing thermocouples #0 through #4 and (b) the topside of the connector showing thermocouple #5

located on the test plate near the weld joint
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between conduction and keyhole mode welding [10]. At 338 W, the laser power density was too low for the unwelded joint,

causing the jump between welding modes. As a result, energy transfer efficiency varied along the weld length. The high

temperatures in the shell of the hermetic connector are because the virgin weld joint minimizes heat transfer from the

connector to the test plate. During the second pass, the peak temperatures are lower due to an increase in allowable heat

transfer through the shell and test plate.

25.3 Finite Element Model

Though the experimental technique described above is capable of evaluating the temperature in the shell of the hermetic

connector during the welding process, it remains difficult to evaluate the temperature of the sealing glass or contact. Also,

because of the small size of this particular hermetic connector, it is also difficult to gather any meaningful strain

measurements during the welding process. Therefore, finite element modeling is used to analyze the temperature and

residual stress in the hermetic connector. The finite element model is composed of two parts—thermal and mechanical. Both

codes are built on the SIERRA framework, a massively parallel, finite element code. The thermal modeling of the laser weld

is performed in Sierra Thermal/Fluid [11], which specializes in incompressible flow and heat transfer modeling. The residual

thermal stresses are calculated using Sierra Solid Mechanics [12], a three-dimensional solid mechanics code capable of

modeling nonlinear materials, large deformation, and contact. SIERRA allows the laser weld induced stress analysis to be

performed fully coupled or uncoupled.

25.3.1 Material Models

The materials used in the hermetic connector presented here are those commonly found in many applications. The shell is

type 304L Stainless Steel, the contact is Paliney 7, and the sealing glass is Schott S8061. The room temperature thermal and

mechanical properties used in the finite simulations are shown in Table 25.1. Due to a lack of thermal material data at

elevated temperatures, and because the temperature in the glass and contact remain low, room temperature data is used for

both Paliney 7 and Schott S8061 for the thermal simulation. Temperature dependent specific heat and thermal conductivity

is assumed for the type 304L Stainless Steel.

Three separate solid mechanics material models are used in calculation of the thermal residual stress. All materials

models used are rate independent. The 304L Stainless Steel is modeled as a thermoelastic-plastic material with temperature

dependent Young’s modulus, yield stress, and hardening modulus. Paliney 7 is modeled as an elastic-plastic material. Schott

S8061 is modeled as a thermoelastic material with temperature dependent Young’s modulus. Glass is actually a viscoelastic

material, but the glass transition region is significantly higher than the peak temperature of the sealing cycle (460 �C) and the
viscous behavior is negligible. A temperature dependent elastic assumption for the Schott S8061 is therefore appropriate.

a b

Fig. 25.4 Experimentally measured temperature at thermocouple locations for (a) first weld pass and (b) second weld pass
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The thermal strain profile over the sealing cycle temperature range (�55 �C to 460 �C) for each material is shown in

Fig. 25.5. Lastly, the model assumes the materials are perfectly bonded at all material interfaces and glass menisci are

neglected.

25.3.2 Boundary Conditions

Modeling thermal induced residual stresses in a hermetic connector requires both thermal and mechanical simulations. The

laser weld modeling capability was developed to evaluate the performance of hermetic connectors and other glass-to-metal

seals subject to laser weld heating. In both simulations, the welded joint is modeled as a thin layer of elements that connect

the hermetic shell to the surrounding bulkhead. The solid mechanics material model is assumed elastic-plastic. This

assumption allows for simplicity in creating the finite element model while not decreasing the effectiveness of the overall

simulation.

In the thermal simulation, the heat transfer in the hermetic connector is modeled assuming Fourier’s law heat conduction,

surface convection, and black body radiation. The laser weld itself is modeled using both surface and volumetric flux

boundary conditions. The surface flux is assumed circular in shape and applies a flux normal to the surface of the weld joint.

The radius of the surface flux is assumed to be the spot size of the laser. The volumetric flux is assumed cylindrical in shape

and applies a flux to any nodes found within the cylinder. The depth of the volumetric flux is modeled as the nominal

penetration depth of the weld and the radius is the same as the spot size (if experimentally measured weld profiles are

available, actual depth and radius at base of the keyhole is used). Both surface and volumetric fluxes move in unison in a

prescribed path to simulate the welding process. The magnitude of the flux is equal to the measured laser power. To account

for losses through the system, both the surface and volumetric flux magnitudes can be scaled independently. The combina-

tion of both a surface and volumetric flux is capable of creating a melting zone that approximates the keyhole shape that is

Table 25.1 Room temperature thermal and mechanical material properties for the hermetic connector

Material Property 304L SS Paliney 7 Schott S8061

Density, ρ (kg/m3) 8,000 11,790 260

Young’s modulus, E (GPa) 193a 117 68a

Poisson’s ratio, ν 0.26a 0.30 0.21

CTE (ppm/�C) 18.5 15.1 9.5

Yield stress, σy (MPa) 241a 620 -

Specific Heat, cp (J/kg-K) 502a 240 837

Thermal Conductivity, k (W/m-K) 9.4a 71.8 1.05

Melt Temperature, Tm (K) 1,873 - -
aTemperature dependent

Fig. 25.5 Linear thermal

strain as a function of

temperature over sealing cycle

temperature range
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characteristic of a laser weld. The material at the weld joint is assumed to be the same as the bulk material, i.e. the keyhole

shape of the laser weld is not explicitly meshed and provided with melt zone specific properties.

The residual stress calculation in the hermetic connector is composed of two simulation steps. The first step consists of

isothermal cooling of the entire hermetic connector from 460 �C to room temperature. The model is assumed to be stress free

at 460 �C. As the connector cools, residual stress is generated in the shell, sealing glass, and contact. This modeling step

generates accounts for compression in the sealing glass. The second step consists of applying the resulting temperature field

from the thermal simulation. The temperature field from the thermal laser weld simulation is passed to the solid mechanics

code as a temperature boundary condition to calculate the thermal residual stress. Prior to heating the weld joint has nearly

zero stiffness. Upon heating to melt temperature and subsequent cooling, the material stiffens, producing weld distortion at

the weld joint. Combining simulations that include the weld distortion, thermal expansion of the surrounding material, and

the sealing cycle residual stress more accurately predicts the final stress state of the hermetic connector.

25.3.3 Sealing Cycle

Isothermally cooling the hermetic connector from 460 �C to room temperature produces residual stress in the shell, contact,

and sealing glass. The residual stress is caused by the mismatched CTE in the sealing glass, contact, and shell. Traditionally

for a hermetic connector, it is desired to minimize the maximum principal stress (SMAX) in the sealing glass and prevent

(or minimize) plastic strain in the contact and shell. Figure 25.6 shows the deformed state of the hermetic connector

(magnified�50) and the maximum residual stress in the sealing glass post sealing cycle. The shell and contact have a greater

CTE than the sealing glass, compressing the seal in both the radial and axial directions. In Fig. 25.6b, the image is colored

such that only tensile stress is emphasized. The gray represents compressive stress in the connector.

The stress in the glass post sealing cycle is dominantly compressive. Both “matched” and compression seals require that

the sealing glass remain in a compressive state. Tensile stress in the sealing glass can lead to glass fracture and loss of

hermeticity. For this particular connector, the peak maximum principal stress is less than 1 MPa, which is sufficiently low to

be of no concern. The ring of tensile principal stress that forms (Fig. 25.6b) is dominated by an axial stress component;

therefore, there is little concern of loss of hermeticity in the connector. During the sealing cycle, the contact remains elastic

and there is a small amount of plasticity developed at the shell-glass interface.

Fig. 25.6 Hermetic connector post sealing cycle (a) deformation magnified �50 and (b) maximum principal stress in sealing glass in a deformed

state (�50 magnification) where grey represents compressive stress
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25.3.4 Laser Weld

The experiment outlined in Sect. 25.2 was able to capture the temperature on the surface of the shell at various locations. The

temperature data was used to calibrate the finite element thermal model inputs. The finite element model provides insight

into the temperature and stress throughout the sealing glass and contact. The maximum temperature anywhere in the sealing

glass and contact is shown in Fig. 25.7. The peak temperature in the sealing glass is approximately 80 �C and peak

temperature in the contact is 55 �C. The peak temperature in the contact occurs at the axial center of the contact near the

contact-glass interface. Furthermore, the peak temperature in both the sealing glass and contact occur after the welding

process has completed.

The temperature distribution throughout the glass is shown in Fig. 25.8. The temperature is shown at the time

corresponding to the peak temperature anywhere in the glass (see Fig. 25.7). The temperature in the glass is not uniformly

distributed and there is a large portion of the glass at or near the peak temperature. The peak temperature occurs near the

location of the Ch. 0 thermocouple, which corresponds to the overlap portion of the weld. The resulting temperature gradient

in the sealing glass is as high as 40 �C. The peak temperature in the glass is sufficiently below the glass transition temperature

to avoid any viscoelastic effects.

The increase in temperature and asymmetric distribution can lead to an increase in residual stress in the sealing glass.

Furthermore, the welding process can affect the radial compression of the sealing glass. Figure 25.9 shows the post-weld

residual maximum principal stress in the sealing glass as well as the radial compression at the shell-glass and contact-glass

Fig. 25.7 The maximum

temperature anywhere in

the sealing glass and contact

during the laser weld and

post-weld cool down

Fig. 25.8 Temperature

distribution in the sealing

glass caused by the laser

weld at the time

corresponding to the peak

temperature in the glass
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interface. The maximum principal stress is shown at the time corresponding to the peak stress during the welding process.

The solid lines show the radial compression prior to welding at room temperature and the dashed lines show the radial

compression post welding at room temperature. The abscissa of Fig. 25.9b represents the axial distance along the shell-glass

and contact-glass interface starting at the bottom increasing to the top of the glass (ref. Fig. 25.9a). The difference in stress in

the sealing glass during the welding process is less than 5 %. Though the change in maximum principal stress is small, the

radial compression decreases by nearly 70 MPa at both the contact and shell interfaces (Fig. 25.9b). The laser weld appears

to cause the shell to contract at the weld location, effectively decreasing the compression imposed on the sealing glass and

contact.

25.4 Conclusion

An experimental and numerical analysis of the temperature and residual stress in a hermetic glass-to-metal connector due to

laser welding has been conducted. The hermetic connector was welded to a test plate at nominally 350 W and the

temperature in the hermetic shell and test plate was measured. It was found that at 350 W, the weld transitioned between

keyhole and conduction mode welding. The connector was welded a second time, resulting in a consistent keyhole mode

weld. The temperature at the exterior of the shell measured as high as 200 �C. A laser weld modeling technique has been

described that allows for modeling the laser welding process and evaluating the temperature and stress in a hermetic

connector. The temperature of the glass reached as high as 80 �C during welding. It was shown that there was little change in

the residual stress of the sealing glass before and after the laser welding process. The radial compression in the sealing glass

was decreased by as much as 70 MPa due to laser welding.

Acknowledgements Sandia National Laboratories is a multi-program laboratory managed and operated by Sandia Corporation, a wholly owned

subsidiary of Lockheed Martin Corporation, for the U.S. Department of Energy’s National Nuclear Security Administration under contract

DE-AC04-94AL85000. The authors would like to acknowledge Derek Luu for his support of this project. Also, the authors would also like to thank

Kurtis Ford and Russell Teeter for their advice and guidance.

References

1. Glenair Inc: Introduction to Glenair Hermetic Connector Products, www.glenair.com. 2013

2. M.R. Frewin, D.A. Scott, Finite element model of pulsed laser welding. Weld. Res. Suppl. 78, 15–22 (1999)

3. A. De, S.K. Maiti, C.A. Walsh, H.K.D.H. Bhadeshia, Finite element simulation of laser spot welding. Sci. Technol. Weld. Joining 8(5),
377–384 (2003)

Fig. 25.9 The post-weld room temperature (a) maximum principal stress (SMAX) in the sealing glass and (b) pre and post-weld compression

along the shell-glass and contact-glass interface

206 R.D. Jamison et al.

http://www.glenair.com/


4. A.P. Mackwood, R.C. Crafer, Thermal modelling of laser welding and related processes: a literature review. Opt. Laser Technol.

37, 99–115 (2005)

5. B.S. Yilbas, A.F.M. Arif, B.J. Abdul Aleem, Laser welding of low carbon steel and thermal stress analysis. Opt. Laser Technol.

42, 760–768 (2010)
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Chapter 26

A Summary of Failures Caused by Residual Stresses

E.J. Fairfax and M. Steinzig

Abstract Residual stress (RS) is often implicated in the failure of parts or assemblies, but there has not been any

quantification or statistics collected on RS induced failures. Using the ASM Failure Analysis Database™, 147 individual

case histories of failure analysis involving residual stress were identified and categorized based on various criteria.

Information about the type of failure, material, processing, severity, date and other pertinent facts were extracted from

the failure write-ups and the statistics on date of publication, material type, and failure type are compiled here. This

information is used in conjunction with other compiled information on residual stress induced failures to estimate the impact

of various residual stress induced problems in manufacturing and industry.

Keywords Residual stress • Failure • Statistics • Database • Industry

26.1 Introduction

Mechanical failures involving residual stress are of interest to many sectors of industry as they can occur in a wide variety of

metals and alloys [1]. Using the ASM Failure Analysis Database™ [2], 147 unique accounts of mechanical failure due at

least in part to residual stress were identified and the articles documenting each failure compiled for statistical analysis. The

failures discussed here are examined in the context of severity, type of failure, material affected, and occurrence date. The

statistical analysis of these failures was conducted to provide insight into patterns in the causes and conditions surrounding

the failures that may help guide efforts to reduce the overall impact of the failures.

26.2 Methods

The ASM Failure Analysis Database™ was searched for the key words “residual stress.” After that initial search all of the

articles returned were read and it was determined whether residual stress was implicated as a cause of the failure, or

discussed in some other context in the article. Of those where residual stress was implicated as a cause of the failure, the

articles were then read again to determine if there were multiple articles documenting a single instance of failure. At the end

of the sorting, it was determined that there were 147 unique articles in the ASM Failure Analysis Database™ that implicate

residual stress as a cause of failure.

The 147 articles were then used to generate a spreadsheet tabulating the article name, year of publication, type of failure,

and material affected Fig. 26.1.

First the articles were analyzed temporally by year of publication. The year of publication of the articles was then binned

into three decades: 1970s, 1980s, and 1990s. The ASM Failure Analysis Database™ did not contain articles published past

2004 at the time of the analysis, so any articles published between 2000 and 2004 were discarded from the temporal analysis

due to the fact that the 2000s decade had an incomplete record.

Second, the articles were analyzed according to type of failure. The articles were categorized based on the type(s) of failures

that occurred as described in the text of the articles. The failure types identified in the articles were stress corrosion cracking,

joining-related failures, brittle fracture, fatigue fracture, intergranular fracture, hydrogen damage and embrittlement, intergran-

ular corrosion, transgranular fracture, corrosion fatigue, surface treatment related, pitting corrosion, mixed-mode fracture, creep

fracture, stress rupture, casting-related failures, liquid metal induced brittlement, high temperature corrosion, metalworking

E.J. Fairfax (*) • M. Steinzig

Los Alamos National Laboratory, Los Alamos, NM 87544, USA

e-mail: fairfaxe@lanl.gov

# The Society for Experimental Mechanics, Inc. 2016

S. Bossuyt et al. (eds.), Residual Stress, Thermomechanics & Infrared Imaging, Hybrid Techniques and Inverse Problems,
Volume 9, Conference Proceedings of the Society for Experimental Mechanics Series, DOI 10.1007/978-3-319-21765-9_26

209

mailto:fairfaxe@lanl.gov


related failure, and thermal fatigue fracture.Many of the articles hadmore than one failure type, and were counted once for each

failure type they implicated. For example, if an article listed stress corrosion cracking and corrosion fatigue as failure types, it

would be included in both the total number of incidences of stress corrosion cracking as well as in the total number of incidence

of corrosion fatigue failures. The most common failure type (stress corrosion cracking) was examined in more detail to

determine if there are any commonalities between the articles citing that failure type.

Finally, the articles were analyzed by material type. To determine the material type, the specific materials affected by the

residual stress were extracted from each of the 147 articles. The specific materials were then binned into 6 general

categories: steel, aluminum, non-metal, brass, cast iron, and other. Several of the articles listed more than one material

affected. In those cases where more than one material was affected, the article was counted once for each material type

listed. In the event that an article listed two specific materials that fall under the same material type, i.e. two varieties of

stainless steel, then the article was counted only once under the general material category, “steel.”

26.3 Results and Discussion

The results of each analysis method (temporal, failure type, and material type) are shown in the subsections below.

Any patterns illuminated by the analysis are discussed. Special attention is paid to the possible implications of the results

for persons in manufacturing or industry with an emphasis on information that could reduce the magnitude or frequency of

high impact failures.

26.3.1 Temporal Analysis

The articles accounting for unique individual residual stress failures were binned into decade of publication and the results of

that are shown in Fig. 26.2.

It was clear looking at the data that the number of documented case histories of residual stress induced mechanical

failures has increased steadily over the past three decades. However, it cannot be assumed that this is because there are

more residual stress induced mechanical failures occurring. It is possible that the sheer number of failures has remained

constant or even decreased, but they have been better documented as time goes on.

Fig. 26.1 Examples of residual stress induced mechanical failures (a) Fractured aircraft component examined in a case history in the ASM Failure

Analysis Database™. (b) Example of mechanical failure due to stress corrosion cracking caused by residual stresses in aircraft components.

Note the intergranular mode of branching typical of stress corrosion attacks at the grain boundaries. Images courtesy of J.B. Shah [3]
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Regardless of whether the actual number of residual stress induced failures is increasing, decreasing, or remaining

constant, the fact that more of them are being documented implies that more information is becoming available to people in

industry and manufacturing. With more information publicly available from the increased number of articles documenting

the details of the failures, it should become easier to predict and avoid conditions that lead to these failures. By keeping up

with the latest articles published, persons in industry and manufacturing should be able to use the historical mechanical

failure instances to better inform their current processes and procedures.

Another take away point from the temporal analysis is that the types of failures and materials affected did not vary

significantly by decade. The distribution of those two characteristics was roughly even over all three decades, which implies

that no one material is performing better with advancing material production technologies, and that no types of failure have

been successfully mitigated with advancing material processing and treatment technologies. Details on why there is such an

even distribution of failure type and material affected amongst the examined case histories over time is beyond the scope of

this analysis, and is a possible avenue for further research.

26.3.2 Material Analysis

The articles accounting for unique individual residual stress failures were binned by material type and the results of that are

shown in Fig. 26.3.

It is clear that materials that fall under the steel category account for the largest portion of residual stress induced failures.

In total, 118 out of the 147 total failures examined listed some type of steel as an affected material.
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Interestingly, a variety of types of steel were implicated. Case histories ranged from common type 304 stainless steel

failures in everyday applications like ice cream mix drinkers [4] to the high impact failures of ultra-high strength steel

leading to aircraft landing gear failure [5] and bridge collapse [6]. Steel is often chosen as a material in many industrial and

manufacturing projects due to its low cost, high strength, and ease of machinability [7].

However, the material analysis of the ASM Failure Analysis Database™ clearly shows that steel is most often the metal

affected by residual stress related failures. Whether this is because steel is more prone to failure than other materials or

because steel is simply used more often cannot be determined from the data. Regardless, persons who choose steel to be their

main structural material should be made aware of the fact that residual stress needs to be monitored closely cradle to grave

throughout its useful life Fig. 26.4.

The variety of steels that failed due to residual stresses included stainless steels, carbon steels, welded steels, low carbon

steels, chromium plated steels, structural steels, high strength steels and heat treated steels. The fact that there was such

variety shows that it is not just standard stainless steel that is prone to these types of failures, but is instead indicative that

residual stresses are a serious consideration for persons using any variety of steel.

26.3.3 Failure Mechanism Analysis

The articles accounting for unique individual residual stress failures were binned by failure mechanism and the results of that

are shown in Fig. 26.5.

Of the 147 case studies examined, 111 of the failures involved stress corrosion cracking, followed by 55 joining-related

failures, 48 brittle fractures, 46 fatigue fractures, and 40 intergranular fractures. Stress corrosion cracking occurs in more

than twice the number of case histories as the next common failure mechanism, so a more in depth look at the stress

corrosion cracking failures is warranted.

It is non-trivial that the material most commonly affected was steel and the mechanism of failure was most often stress

corrosion cracking. Stress corrosion cracking generally speaking is a failure mechanism where a crack formation grows in

corrosive environments. It is known for causing sudden, often unexpected failures of ductile metals (such as stainless steel)

when they are subjected to tensile stress [9]. The correlation between the high number of steel failures and the high number

of stress corrosion cracking failures is predictable, although the question still remains as whether the high number of steel

failures is caused by the high rate of steel usage or if steel is an inherently more failure prone material.

The source of the tensile stress in stress corrosion cracking failures is often residual stresses, so its high prevalence in

residual stress case histories is also predictable. The residual stresses can be relieved by annealing and other surface

treatments, however it is not easy to completely relieve all residual stresses from a machined part such as those used in

manufacturing and industry [10].

Fig. 26.4 (a) A failed ultra high strength steel aircraft landing gear. (b) An electron micrograph showing the brittle intercrystalline fracture in the

ultra high strength steel aircraft landing gear in (a). Images courtesy of W.L. Holshouser [8]

212 E.J. Fairfax and M. Steinzig



26.4 Impact of Failures on Industry

In summary, steel is the material most often cited as failing due to residual stress. This is likely correlated, if not caused by

the fact that steel is very commonly used in a wide variety of applications in manufacturing and industry. These failures are

most often cause by stress corrosion cracking, a mechanism of failure that requires three things: a susceptible ductile

material (such as steel), the presence a specific corrosive agent (such as chlorides, even in low concentration), and tensile

stresses. The tensile stresses are often simply residual stresses from the formation processes that have not been fully relieved

by annealing or other surface treatments.

The upfront cost of relieving residual stresses in every single component or part made from steel is no doubt steep.

However, many of the case histories in the ASM Failure Analysis Database™ citing both steel and stress corrosion cracking

are those that describe high impact failures.

The impact of a failure can be thought of in two ways: in terms of danger to human life and in terms of financial cost of the

failure. Several case histories would be considered high impact in both regards—such as the failure of the high strength steel

frame in a U.S. military fighter aircraft [8]. In fact, six of the examined case histories describe aircraft part failures that cite

both stress corrosion cracking and stainless steel [3, 5, 8, 11–13].

Another case history describes the failure of a bridge [6]. Clearly these examples demonstrate that something as

seemingly small as residual stresses can cause very high impact failures.

A number of the case histories describe failures of pipes or storage tanks for a variety of liquids and also cite steel and

stress corrosion cracking. While these failures tend to be lower impact in terms of danger to human life (with the exception

of three case histories describing failures in tanks at nuclear power plants [14–16]), they can be very expensive in terms of

financial costs. When a pipe or storage tank fails, the response often includes repairing or replacing the failed part, clean-up

of any leaked fluids, and sometimes the shutdown of operations until the failed part is dealt with. When the failed part is

underground, the cost of excavation and reburying is added [17].

As persons in manufacturing and industry make decisions regarding the preventative measures taken to avoid failures

involving residual stresses, there are many variables to consider. Particularly for those who work with steel that may be

exposed to corrosive environments, the risk of residual stress involved failures has been shown in this paper to be a serious

consideration. Even so, the best course of action in response to these findings is still quite complicated. To take every

precaution possible would not be effective because it would be simply too financially expensive and time consuming. To

take no precautions would be irresponsible considering the historical record of high impact—both financially and in terms of

danger to human life—residual stresses related failures.
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When establishing processes and procedures for a given operation, it would be prudent to perform a quick search of the

ASM Failure Analysis Database™ and identify all residual stress case histories similar in nature. Using the information

contained in the articles regarding specific conditions of failure, preventative measures taken, effectiveness of the measures,

etc., a balance between upfront preventative costs and potential for high impact failures can be achieved.
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Chapter 27

Comparative Analysis of Shot-Peened Residual Stresses Using
Micro-Hole Drilling, Micro-Slot Cutting, X-ray Diffraction
Methods and Finite-Element Modelling

B. Winiarski, M. Benedetti, V. Fontanari, M. Allahkarami, J.C. Hanan, G.S. Schajer, and P.J. Withers

Abstract Micro-Hole Drilling (μHD) and Micro-Slot Cutting (μSC) methods for the measurement of residual stress at the

micron scale have recently been proposed but have yet to be evaluated and validated against other methods such as X-ray

Diffraction (XRD). In this paper near surface and sub-surface residual stresses were measured in ceramic-shot peened and

fatigued Al-7075-T651 double notched samples using μHD and μSC methods, and compared to XRD micro-diffractometer

results and Finite-Element (FE) predictions. The micron-seized sampling volumes enabled the stress to be evaluated in

individual impact craters (dimples) showing significant point-to-point variation (~�150 MPa) (with certain dimples even

recording tensile stresses). At a depth of around 30 μm the heavily deformed region had largely been removed and the stress

became much more homogeneous. At this depth the μHD and μSC results were in good accord with those from XRD and FE

modelling showing a stress of around 150 MPa far from the notch with stress increasing at the notch being to about 200 MPa

for the blunt (2 mm) notch and 500 MPa for the sharp (0.15 mm).

Keywords XRD • FEA • focused ion beam (FIB) micro-slot cutting • FIB micro-hole drilling • Shot-peening

27.1 Introductions

Residual stresses (RS) are induced by almost all manufacturing and surface finishing processes, e.g. plastic forming, casting,

welding, friction-stir welding, grinding, polishing, etc. [1]. In many cases they can be neglected but in others they can extend

or shorten component lifetimes. For large components they can vary over meter dimensions but they can also be present at

the micron scale. Such stresses can significantly affect the performance of thin-films [2, 3], the durability micro-welds of

electronic devices [4], mechanical properties of micro/nano-electro-mechanical systems (MEMS/NEMS) [5], etc.

For many years residual stresses have been evaluated by a variety of destructive (hole-drilling (HD) [6], slitting technique

(SC) [7], contour methods (CM) [8], etc.) and non-destructive (X-ray diffraction (XRD) sin2ψ method [9], synchrotron and

neutron diffractions [10], Raman, ultrasonic, magnetic, etc., see [11]) residual stress measurement methods. The most

common, well-established and reliable techniques for RS evaluation are the hole-drilling, slitting technique, and X-ray

diffraction which usually show good agreement [12]. Discrepancies can arise because of spurious peak shifts associated with

changes in strain free lattice spacing, geometrical effects on entering/exiting the surface or elastic/plastic anisotropy effects

on the diffraction side [13] or plasticity effects associated with material removal [12, 14]. Experiments show that when the

residual stresses exceed 60–70 % of the materials yield’s strength, the plasticity incurred using HD can cause stresses to be
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overestimated 8–15 % [12, 14]. The SC method is less sensitive to yielding, particularly if the cuts are shallow with respect

to the sample thickness [15].

There is currently a strong interest in quantifying the local residual stresses (RS) in variety of amorphous and crystalline

components and micro-devices by Micro-Hole Drilling (μHD) [16–18], Micro-Slot Cutting (μSC) [19–22] and other [23–26]
mechanical relaxation methods scaled down to the micron scale using Scanning Electron Microscope-Focused Ion Beam

(SEM-FIB) dual beam systems. Applying μHD and μSC methods at the same measuring point for amorphous materials leads

to fairly consistent results [18, 19]. An attempt has been made to compare the performance of SEM-FIB ring-core method

for crystalline thin film chromium nitride against X-ray diffraction (XRD) sin2ψ method [26]. Here the analyses

shows somewhat comparable results (qualitative) of the both methods when taking into account residual stresses >4 GPa,

RS gradients in the film, and highly anisotropic crystal elastic properties [27], which are not normally considered using

the ring-core method. Our recent work on mapping intragranular residual stresses by the micro-slotting method shows that

cubic crystals with low elastic anisotropy (Zener ratio <1.5) can be accurately measured assuming isotropic elastic

properties in the stress calculation procedures [22].

The present experimental study is intended to investigate the reliability of the μHD and μSC methods for measuring

ceramic-shot peened and fatigued residual stresses compared to micro-diffractometer XRD and finite-element simulations as

reported in [27–30]. The residual stress field in the vicinity of the notch of ceramic-shot peened fatigue specimens was

measured. For the purpose of this study we choose fairly isotropic Al-7075-T651 (Zener ratio <1.5 [22]) with the maximum

residual stresses much lower than the yield strength of material (515 MPa) [30]. This allowed us to minimise sources

of errors related to the plasticity effect and the anisotropy of elastic properties. The effects of the notch shape, ceramic-shot

peening on the residual stress field are presented and discussed in details in our accompanying paper [29], whereas the

fatigue aspects are presented in [27].

27.2 Materials and Methods

An 4 mm thick rolled plate of aeronautical grade aluminium alloy Al-7075-T651 [27, 29] was used in these investigations.

Plain and double notch shape specimens were electro-discharge machined (EDM) from the plate (Fig. 27.1) according to the

ISO 3928 standard, with the notch fillet radius R of 2 mm (blunt notch), 0.5 and 0.15 mm (sharp notch).

Both sides and the notch regions of the central parts of specimens were shot-peened at 90� impingement angle using small

ceramic (ZrO2 and SiO2) beads of 60–120 μm diameter and Almen intensity of 4.5 N; details of the experimental setup are

presented in [30, 31]. This treatment leads to a gentle and near surface RS profile, giving higher fatigue performance as

compared with that peened using larger shots [32, 33].

Three sets of XRD measurements were carried out on plain samples to investigate the in-depth residual stress profile, as

reported in [27]. For this purpose, an AST X-Stress 3000 X-ray diffractometer operated with Cr Kα radiation was used. The

region of interest was limited by a collimator to 1 mm2 in area. Depth profiling was conducted step-by-step by removing a

very thin layer of material in a 2 mm � 2 mm region by electropolishing. The classical sin2ψ method was applied using of

9 ψ angles between �45� and +45� for each measurement. The<311>diffracting planes were chosen (i) in order to obtain

Fig. 27.1 Geometry of specimens and locations of shot-peened areas (between dashed lines)
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high angle measurements (2θ angle 139.0�) with higher strain sensitivity, and (ii) because they do not accumulate significant

intergranular stresses and hence exhibit similar behavior to that of the bulk.

Subsequently, load-controlled cyclic (R ¼ 0.05) 4-point bending tests were carried out under ambient conditions;

as reported in [27]. Tests were undertaken at the stress level of σmax ¼ 240 MPa and 108 cycles with a nominal frequency

of 110 Hz using a resonant testing machine (Rumul Mikrotron 20 kN) equipped with a 1 kN load cell.

The residual stress field was reconstructed in the companion paper [29] on the basis of experimental measures. For

this purpose, a FE model of the notched samples has been set up with the ANSYS 15 commercial code using 8 nodes

isoparametric brick elements. In order to take advantage of the symmetry, only one eighth of the specimen has been

modelled. The mesh in the surface region was particularly refined with the purpose of better reproducing stress and strain

gradients in the hardened layer due to the peening treatment. The minimum thickness of the elements in the surface

region was 10 μm.

Next, μXRD measurements were carried out on notched specimens to map the residual stress field in the X-direction in

the vicinity of the notch root along the line between the two notch roots (as shown in Fig. 27.2b). This was done using a

Bruker’s D8 Discover XRD2 micro-diffractometer (Fig. 27.2a) equipped with General Area Diffraction Detection System

(GADDS) and Hi-Star 2D area detector. Tube parameters of 40 kV/40 mA using Cu-Kα radiation at a detector distance

of 30 cm were used. This setting covers approximately the area of 20� in 2θ and 20� in γ with 0.02� resolution was used.

A motorized five axis (X, Y, Z (translation), ψ (tilt), φ (rotation)) stage was used giving 12.5 μm position accuracy and 5 μm
repeatability. The gauge area was limited using an 800 μm pinhole collimator. Exposure time per frame was 120 s. For the

given angular resolution of 0.01�, a residual stress with magnitude of �1.04 MPa was measured. The surface residual stress

profile between the two notches was mapped through 11 measurements spaced 50 μm apart starting from the notch tip

(Fig. 27.2b). The penetration depth of Cu Kα is about 40 μm, thus each XRD measurement gives an average values of the RS

over this depth, as reported in [27, 31].

After XRD measurement the longitudinal stress was mapped at the same locations using SEM-FIB Micro-Hole Drilling

and Micro-Slot Cutting methods directly on the as-peened surface and about 30 μm below the peened surface after polishing

away the top surface. These measurements were performed using a FEI Nova NanoLab 600i Dualbeam SEM-FIB

microscope with digital image correlation of Pt features. Since the residual stress profile changes with the depth from the

surface (reported in [27, 33]), the second set of measurements are designed to sample at the same depth as that probed by

XRD. This is important because the slotting and hole drilling measurements sample much smaller gauge volumes than XRD

(μHD:5 � 5 � 0.5 μm3 and μST 30 � 30 � 5 μm3 [19] compared with 800 � 800 � 40 μm for XRD).

To reduce the rate of re-deposition of the excavated material, improve the topographic contrast and prevent overexposure

to Ga+ [18, 19, 34] when FIB milling we used a Gatan PECS 682 etching-coating system equipped with a Gatan 681.20000

thickness metre to sputter a ~10 nm-thick carbon film on the specimen surface prior to FEGSEM imaging and FIB milling.

The carbon target was exposed to a broad argon-ion beam of the current of 550 μA accelerated with the electric potential of

10 kV in a vacuum environment of ~2 � 10–5 Torr.

Fig. 27.2 (a) XRD2 micro-diffractometer used to map the residual stress line profile in the notch specimen along the notch bisector [27]; (b) SEM
image showing the measurement locations
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Next, platinum (Pt) nano-dots (diameter ~20 nm) were laid down as illustrated in Figs. 27.3 and 27.4. The Pt

nano-dots enhance the topological contrast of FEGSEM imaging and improve the accuracy of DIC displacement/strain

measurement [34].

A series of 6 � 0.5 � 0.1 μm3 micro-slots (depicted in Fig. 27.3b) and then 1 μm diameter by 0.5 μm deep micro-holes of

(depicted in Fig. 27.4b), spaced about 4–5 times the slot length, were milled (48 pA at 30 kV) along the notch bisector near

the notch root (as shown in Fig. 27.2b). A sequence of FEGSEM images (Dt ¼ 3 μs, 8 frames averaged, ETD detector) of the

patterned areas were then acquired at 0� stage tilt before (Figs. 27.3a and 27.4a) and after milling (Figs. 27.3b and 27.4b).

The dimensions of the holes and slots were selected so, that the gauge volumes are similar.

After milling each slot, an end trench is milled at 52� stage tilt in order to monitor the depth and shape of each FIB-

processed slot (Fig. 27.3c), whereas the actual hole depths were measured from FEGSEM directly after hole milling

(Fig. 27.4c). Monitoring the depth is important because it is not possible to excavate deep micro-slots having perfectly

rectangular walls, and the predefined slot depth may vary substantially from the actual depth since the FIB milling rate

depends both on the material milled and its crystallographic orientation [35]. Later FEGSEM images and the actual shapes of

slot and holes were used in the automated stress calculation algorithms for the μSC [19, 22] and μHD [17] methods using

LaVision Davis 8.1 DIC to calculate full-field 2D displacements in the stress estimations. Based on arguments in [22]

isotropic elastic properties (E ¼ 73 GPa, ν ¼ 0.33) were used in these calculations.

After the measurements on the top surface, the samples were polished using sand papers (800, 1200, 2500), aqueous silica

suspensions (9, 6, 3, 1, 0.25 μm) and finally 0.05 μm colloidal silica. Then the samples were cleaned in ethanol. After drying

the samples were carbon coated and the μHD and μSC measurements were repeated at the same locations.

Fig. 27.3 FEGSEM images show patterned area before (a) and after (b) micro-slotting. The slot size is 6 � 0.6 � 0.1 μm3. The actual slot depth

is measured from an end trench FIBed after slotting (c)

Fig. 27.4 FEGSEM images show patterned area before (a) and after (b) micro-hole milling. The hole is 1 μm diameter and 0.5 μm deep as

measured from SEM image taken at oblique angle (c)
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27.3 Results and Discussion

The longitudinal residual stress (σxx) variation with the depth from the bead-pinned surface measured by AST X-Stress 3000

X-ray diffractometer has a typical peened shape with the peak of compressive stresses at a depth about 15 μm (in Fig. 27.5).

When taking in to consideration that the D8 Discover XRD2 averages the residual stresses over about 40 μm depth is it

clear from Fig. 27.5 that this average residual stress is close both to the RS measured at the surface and RS measured at depth

of about 30 μm. This implies that RS determined by micro milling, where the depth is a micron or so, should be similar to

that from XRD if measured at a depth of about 30 μm.

Figure 27.6 shows comparison between residual stress profiles along the notch bisector inferred by FE simulations, XRD

measurements and the micro-milling methods for two samples notch radii of 0.15 and 2 mm. The results for 0.5 mm notch

are presented in our companion paper [29], and herein are omitted for space saving reason. For the sharp notch there is fairly

good agreement between FE and XRD measurements up to 300 μm from the notch root. The detailed analyses of the role of

the residual stress field ahead of the notch root is beyond of the scope of this paper and can be found elsewhere [27, 31]. The

micro-milling methods display large variations of residual stress results. Taking into account the complex deformation state

introduced by the impact of individual 60–120 μm shot [36] it is not surprising that the residual stresses are heterogeneous

very close to the surface.

While bead-peened surfaces are typically much smoother than shot peened ones [30, 31], these surfaces have consider-

able surface roughness with pattern of overlapping dimples, see Fig. 27.7. The surface roughness determines the locations

where micron-size slots/holes can be introduced. In this case, micro-slots and micro-holes were introduced at the bottom of

dimples on a concave surface, as shown in Fig. 27.7, spaced apart at least 4–5 times the slot length. In several locations the

dimples were too small to accommodate two measurement points, thus these were milled in the adjacent dimples (see

Fig. 27.7b).

Inspections of the surface also reveal a network of surface cracks (marked with chequered arrows in Fig. 27.7). Sub-

surface investigation by FIB cross-sectioning in the vicinity of one of the cracks clearly shows that cracks propagate and

branch below the surface to a depth of at least 6 μm where distinctive material deformation patterns could be observed; as

illustrated in Fig. 27.8c. Multiple voids of size of hundreds of nm and light grey Al2CuMg eutectic phase precipitates are

observed as well; depicted in Figs. 27.3c and 27.8c. Bearing in mind the heterogeneous and damaged topography (Fig. 27.8)

and the means by which it was introduced the scatter in the surface micro-milling measurements is not surprising. Indeed the

micron sized footprints of the slots and holes have enabled a measure the heterogeneity in residual stress (~�150 MPa) at the

surface to be quantified for the first time.

Given the microstructure of the dimples one would expect by St Venant’s principle the microstresses to decay quickly

with distance from the surface to give the long range stress field typically sampled by XRD. We found that by

electropolishing to a depth of ~30 μm it was possible to remove the highly deformed and defective layer to obtain a

Fig. 27.5 Depth profile of

residual stress in bead-pinned

Al-7075-T651 measured by

AST X-Stress 3000 X-ray

diffractometer [29]
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smooth surface. Figure 27.9c shows FEGSEM images FIB-ed cross-section near a micro-slot on the polished surface. The

cross-section reveals little evidence of damage of severe plasticity with uniformly distributed Al2CuMg precipitates and

large aluminium grains. The residual stress profiles measured at 30 μm below the peened layer are presented in Fig. 27.10.

As one might expect the micro-milled stress profiles are now much smoother and are in good agreement with the XRD

measurements which are representative of a similar depth. The scatter measured for the μSC and μHD is associated with

three factors: (a) the relatively small gauge volume of both methods, which is similar to, or smaller than, the grain size. RSs

varies from grain to grain (as recently measured by the μSC in [22]); (b) each grain is elastically anisotropic and this has not

been accounted for here (c) the Al2CuMg eutectic phase precipitates are twice as stiff as the Al-rich matrix [37], and these

are not taken into account in RS estimates. Since the Al-rich grains are fairly isotropic (the Zener ratio is 1.2 [22]) thus

(a) and (b) may have small impact on the RSs scatter (discussed in details in [22]). The large Al2CuMg precipitates are of

the comparable size particularly to the micro-hole, thus the effective elastic modulus in the gauge volume is different than

the matrix material and measurement taken from the immediate vicinity of large participate can be considerable altered [22].

Fig. 27.7 FEGSEM images show micro-slot of size 6 � 0.6 � 0.1 μm3 (yellow arrows) and micro-hole of 1 μm diameter and 1 μm deep (white
arrows) introduced at the bottom of bead-peened dimple: (a) in the same dimple, (b) in adjacent dimples. Note end trenches milled for each slot.

Chess-patterned arrows indicate surface cracks

Fig. 27.6 Comparison between stresses (σxx) measured at the peened surface (1 μm depth) by μHD and μSC as well as those sampled over the

penetration depth (~40 μm) by XRD alongside numerical (FE) predictions for peened samples with (a) a 0.15 mm and (b) a 2 mm notch radius
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Fig. 27.8 FEGSEM images show surface cracks (a) and FIBed cross-section that reveals the scale of sub-surface damage, (b, c), caused by the

peening treatment. Note light grey areas are Al2CuMg precipitates

Fig. 27.9 FEGSEM images show polished surface of R0.15 specimen with SEM-FIB-DIC measurement locations (a, b), and FIBed cross-section
that reveals sub-surface severe-damage-free microstructure near a micro-slot (c). Note light grey areas are Al2CuMg precipitates
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27.4 Conclusions

In this paper, a comparison between XRD, FE, and SEM-FIB-DIC micro-hole drilling and micro-slotting residual stress

measurement methods has been performed. The μHD and μSC methods have much smaller measurement volumes that the

X-ray diffraction. Consequently it was possible for the first time to record the heterogeneity of residual stresses (�150 MPa)

in the overlapping dimples caused by the shot impacts material. The stress is much more homogeneous at a depth of 30 μm
giving much smoother μHD and μSC profiles. While these are still affected by scatter they compare well XRD

measurements.

The analysis of the measurement clearly showed that the most critical factors to be considered when planning and

performing the experimental measurements using the SEM-FIB-DIC based methods are:

(a) the size of representative gauge volume and its microstructural features. In cases where, the gauge volumes are of the

same size inclusions, precipitates, etc. the residual stress estimates can be significantly altered if their different elastic

properties are not accounted for in the analyses. For micron-size gauge volumes elastic anisotropic behaviour of a

specimen is dominant, therefore the proper choice of the elastic modulus to be used for stress evaluations in the SEM-

FIB-DIC methods represents an additional source of error. Further the gauge volumes could be corrupted by existence of

micro-cracks, voids, thus generating misleading stress estimates.

(b) the depth of penetration with respect to the stress gradients. μSC and μHD methods average residual stress over the

excavated depth (the penetration depth). Therefore the results obtained by these methods can be directly compared for

the same penetration depth. Alternatively, for different penetration depths the incremental variants of micro-hole drilling

and micro-slotting methods, i.e. IμSC [21] and IμHD [18], can be used.
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Chapter 28

Thermal Deformation Analysis of an Aluminum Alloy
Utilizing 3D DIC

Jarrod L. Smith, Jeremy D. Seidt, and Amos Gilat

Abstract The thermally induced behavior of a 6000 series Aluminum Alloy is investigated in this study. The objective of

this experiment is to replicate the deformation and the heating cycles a sheet of the Aluminum Alloy is subjected to during

production. Various surface strains are achieved by introducing the sample geometries to different loading conditions. Axial

strains are induced in thin flat dogbone specimens via static tension tests with varying displacement. In addition, bending

strains are generated in thin flat rectangular specimens via a three point bend test with varying punch radii. The specimens

are then placed in a furnace with a heat cycle that ranges from 130 to 190 �C. Three dimensional digital image correlation is

used to measure the surface strain during the initial deformation and heating cycle for all experiments. The resulting surface

strain and temperature data is used to investigate the effect of temperature and initial strain on the permanent thermally-

induced strain from the heating cycle.

Keywords 3D-DIC • Thermal deformation • Residual strain • Thermal buckling • Aluminum

28.1 Introduction

Competition throughout the automotive industry has been a driving force for research and modification of manufacturing

processes. Recently the focus of the industry has been centered on reducing the weight of each vehicle to increase the fuel

efficiency, improve driving performance, and meet the meet the strict requirements of energy saving and environmental

protection outlined by governing bodies [1]. To accomplish these goals considerable efforts were taken to replace the steel

body panels of cars with aluminum. An estimated 50 % total energy savings from production to end of service life was

obtained for every 20 t of steel replaced by 1 t of aluminum [2]. Initially, several car manufacturers selected 2000 series

aluminum-copper alloys for the outer body of the car while Magnesium-based 5000 series aluminum alloys is used for the

inner body elements of each vehicle [3]. However, the 2000 series alloys were incompatible with the 5000 series alloys in

recycling processes due to their differences in composition. Also, the 2000 series alloys strain hardened during paint-bake

heating cycle of 180 �C for 30 min while the 5000 series alloys experienced softening effects. A new Magnesium-Silicon

based Aluminum 6000 series alloy with was developed to assist in recycling compatibility while retaining paint-bake

strengthening properties [1]. As the need for weight reduction has increased, the thickness of the 6000 series alloys sheets

has decreased dramatically creating a need for better understanding the response of the sheet to prestrained conditions,

differences in paint-bake cycle, and the boundary conditions emplaced on the sheet during assembly. The behavior of several

6000 series aluminum alloy sheets during the paint-bake cycle has been simulated by several researchers to better understand

the mechanical property changes of the material. Balderach et al. [4] cold rolled three different Al-Mg-Zn alloys to a sheet

thickness 4.1 mm and subjected the tension and disk samples to four different types of aging treatments combining natural

and artificial aging. After heat treatment the samples were subjected to Vicker’s hardness, tension, and differential scanning

calorimetry tests. Samples subjected to the paint-bake cycle of 175 �C for 30 min were found to have an increase in ultimate

tensile strength and hardness when compared with the solution-treated condition. Natural aging of the samples for 1 year

after the simulated paint-bake cycle increased the hardness and ultimate tensile strength by 41–78 %. Zhen and Kang [5]

studied the effects of pre-aging on two Al-Mg-Si alloys under a paint-bake condition. After cold rolling the specimens were

solution treated and then quenched at room temperature. Each set of specimens was then subject to either a natural aging for

three months, a pre-aged condition at 150 �C for 5 min or a combination of the two and then half were subjected to the 180 �C
simulated paint-bake cycle for 30 min. The yield strength of each alloy was increased by the paint-bake cycle but the greatest

increase came from samples that were pre-aged due to the increase in density of precipitates. Birol [6] prepared uniaxial
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samples and subjected them to a uniaxial strain between 0 and 5 %. A paint-bake treatment of 180 �C for 30 min was then

applied to each specimen and the microhardness of each sample was recorded. It was discovered that as the amount of

prestrain increased, the hardness of the sample increased as well. Lastly, Ratchev et al. [7] recrystallized tension and disk

specimens of Al-Cu-Mg alloy by means of a 550 �C salt bath treatment to study the effects of 4 different cooling rates from

2 to 500 �C/s on the strength and precipitation behavior of the material. Several of the tension samples were baked at 180 �C
for 30 mins to compare to the recrystalized samples. Baking each sample increased the strength of the material, however the

yield stress after baking was nearly constant and did not depend on the cooling rate. Interrupted tensile tests were also

performed on uniaxial specimens to give a uniaxial prestrain between 0 and 10 %. In general, the strength of the material

increased with increasing prestrain due to work hardening of the material while specimens subjected to a paint-bake cycle

displayed greater strength due to the nucleation of precipitates along dislocations. The goal of the current study is to relate

the amount of permanent thermally-induced strain to the test variables to improve modeling efforts and to avoid excessive

deformation during production.

28.2 Experimental Procedures and Techniques

28.2.1 Tension Experiments

Tension tests are performed on an aluminum 6000 series alloy to study the material response to various prestrains, loadings,

thermal cycles, and boundary conditions. The experimental test plan for the tension tests is shown in Table 28.1 Experi-

mental test plan for uniaxial specimens.

Thermal testing consists of two soak periods at a specified temperature followed by a return to 30 �C during two cooling

periods. A summary of the thermal profiles is displayed in Table 28.2.

A 20 % uniaxial prestrain is induced in a uniaxial tension specimen subjected to an A-type heat cycle. Thermal buckling

tests are completed by prestraining a specimen from 0 to 20 % and constraining the sample using a specially designed plate

before exposure to a C-type thermal heat cycle. The uniaxial samples for the uniaxial expansion, failure behavior, thermal

buckling, and combined strain tests are predeformed to strains of 0–20 % using the set-up in Fig. 28.1.

Tests are conducted using a 20 kip servo-hydraulic load frame at a strain rate of 1 � 10�3 s�1. The specimen is placed in

two slotted adapters and pinned in place. The slotted adapters are connected to two Inconel 718 push rods which are mounted

to the LVDT and 20 kip load cell. Two Point Gray Research 20S4M-C cameras equipped with a Schneider 30 mm lens are

positioned 1.5 ft away from the sample to capture images at 2 frames per second while fiber optic lamps provide illumination

on the specimen surface. Approximately 430 images are taken of each deformation event and are processed by Correlated

Solutions VIC-3D 7 software to calculate the displacements on the specimen. The specimen is loaded by placing the

controller in stroke control and displacing the actuator at a rate of 1.2 � 10�3 ft/s a pre-determined distance of 0.17000 or
0.31700 depending on the desired prestrain of 10 % or 20 % respectively. Failure testing and DIC is conducted on prestrained

and unstrained uniaxial samples at room temperature and 190 �C using a furnace attached to the load frame. Rust-oleum

High Heat paint is used to provide a base coat and speckle pattern on each specimen. Digital image correlation is used to

Table 28.1 Experimental test

plan for uniaxial specimens
Test no. Test type Axial prestrain (%) Heat cycle

1 Uniaxial 20 A

2 Combined 10 C

3 Thermal Buckling 0 A

4 20

Table 28.2 Overview of thermal profiles

Thermal cycle First Dwell temperature (�C) Second Dwell temperature (�C) Cooling temperature (�C) Dwell hold time (min)

A 190 160 30 20

C 160 160 30 20
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measure and record displacements and strains. The engineering and true stress and strain to failure are calculated for each

specimen using the collected data from the load cell and DIC analysis.

28.2.2 Bend Testing

Bend tests are completed on uniaxial and bend specimens to observe the behavior of combined and bending strain states in an

aluminum 6000 series alloy under thermal cycle loading. A summary of the bending experiment plan is shown in Table 28.3.

Samples undergo bending strains of 0, 10, and 20% before being exposed to A and C type thermal cycles. Samples are also bent

in the transverse direction to study the effect of material anisotropy on thermal expansion. Lastly, samples that were previously

prestrained with a uniaxial strain of 10 % are subject to a bending strain of 20 % to observe the effects of combined loading.

The procedure for prestraining the bend samples is displayed in Fig. 28.2. The apparatus is based upon the ASTM 190 and

290 standards for guided bend tests [6, 7] and was designed in collaboration with HRA to allow DIC measurements on the

surface of the bend specimen during mechanical testing. The base plate provides a platform for a mirror fixture that sits 45�

from the shoulder plates and allows DIC measurements on the outer surface of each specimen during deformation.

Two different plungers were designed with radii of 0.17700 and 0.07900 to create bending strains of 10 and 20 % in the

aluminum strips. Bend testing is carried out by attaching the entire bend apparatus to an Inconel 718 push rod and the load

cell of the servo-hydraulic load frame. Next, the plunger with the appropriate bending radius for the desired strain is attached

Fig. 28.1 Uniaxial prestrain

experimental setup

Table 28.3 Experimental test

plan for bending experiments
Test no. Test type Bending prestrain Heat cycle

1 Bending 10 % A

2 C

3 20 % A

4 C

5 Combined C
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to the actuator with a 100 steel rod. The surfaces of the plunger and the shoulders are greased using a high pressure resistant

G-N Metal Assembly Paste to ensure the sample can bend without seizing.

28.2.3 Thermal Testing

Each specimen is subjected to a specific temperature profile meant to replicate the paint-bake cycle experienced during

manufacturing. Thermal cycle profiles remain within �5 �C of the prescribed temperature as measured by a K-type

thermocouple while soak times are to be +1/�0 min from the specified times. The thermal cycles are applied to the

specimens by a modified split-box furnace as shown in Fig. 28.3.

Fig. 28.2 (a) Overview of bend test experimental setup (b) specimen placement (c) DIC setup

Fig. 28.3 (a) Furnace setup for thermal cycle testing (b) inside of furnace
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The oven has a 4 � 500 optical quartz window in the door to allow DIC measurements to be taken from cameras outside

the furnace. Temperature measurements are taken at 0.1 Hz by attaching a K-type thermocouple to each specimen using

Omega CC high temperature cement.

The displacements and strains for each specimen during deformation and the thermal cycles are recorded using a

combination of 100 extensometers and data points. For each uniaxial tension test an extensometer was placed over the

gage section and a data point was located at the point of maximum strain for prestraining operations or the failure point for

mechanical tests to failure. During bending prestrain experiments a data point was used to capture the strain along the bend

axis and the vertical displacement of the specimen during deformation. Throughout thermal cycle testing a single data point

was placed in the center of the bend for samples prestrained to 10 and 20 % bending strain as shown in Fig. 28.4

28.3 Experimental Results

Experimental results from a data point center of a uniaxially prestrained dogbone and an undeformed bend sample are

presented in Fig. 28.5. The strains are measured in both the deformed (X-direction) and transverse (Y-direction) and

compared to the estimated strain due to thermal expansion. After cooling to room temperature the specimens show no

noticeable signs of residual thermal strain.

Fig. 28.4 (a) 3D DIC images for a Bending sample. (b) Transverse specimen. (c) Combined specimen
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The representative curves for bending specimens prestrained to 10 and 20 % bending strain, are shown in Figs. 28.6

and 28.7. The strains around the bend axis of the sample are shown in (a) and the strains parallel to the bend axis are

shown in (b). The estimated thermal expansion curve is once again used for comparison against the measured strains. The

different heating cycles are also represented in each graph and are evident in the difference in strains during the first

temperature dwell. A negative residual strain exists around the bend axis for all specimens when they are returned to room

temperature after heating.

Fig. 28.5 Strains measured at

the center of a 20 % uniaxially

prestrained dogbone sample

subjected to a A-type thermal

cycle
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Fig. 28.6 Experimental data from a 10 % prestrained bending specimen during A and C thermal cycles: (a) Strains measured around the bend axis

compared to the estimated thermal strain. (b) Strains measured parallel the bend axis compared to the estimated thermal strain
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The measured strains for the combined and transverse specimens are presented in Fig. 28.8. The directions for the strains

on the surface of each sample is shown in Fig. 28.8a. Each specimen was subjected to a C-type thermal cycle. The dwell

strains for both the combined and transverse bending specimens decrease during the first heat cycle stage. Residual strains

for the combined and tranverse specimens range from 1500 μ. The measured negative residual strain in all samples is due to

the unwrapping of the bend due to stress relaxation.

A comparison of the strain offset between the estimated thermal strain due to thermal expansion and the measured strains

for each specimen subjected to varying heat cycles is shown in Fig. 28.9. The average strain offset for all of the experiments

is �617.90 μ/�C and the 95 % confidence interval lies between �312.71 and �923.10 μ/�C. The plot displays that for

unstrained specimens or unstrained specimen directions residual strains are held to a minimum. Once the strain offset occurs

after the initial cooling sequence the subsequent reheating of the sample to 160 �C has a minimal effect on the residual

strains in each specimen. This plot also suggests that the residual strain is not sensitive to level of non-zero strain, prestrain

type, nor the heating profile.

The radius of curvature was calculated around the bend for each sample throughout the thermal testing process as shown

in Fig. 28.10. As the temperature of each specimen increased the radius of the sample increased as well. After the initial

increase in radius due to the first dwell of the heating cycle, a residual increase in radius remained in the sample after cooling

and was not affected by the second dwell of the heating cycle. Overall, the increase in radius for each specimen was small

but the specimens with the largest increase also had the largest residual strains. The increase in strain supports the

assumption that the bend is unwrapping during thermal cycling. A summary of the increase in radius for each specimen is

displayed in Table 28.4.

The vertical displacement at the center of the gage section for a dogbone specimen subjected to uniaxial prestrains of 0

and 20 % then bolted to a steel plate and subjected to an A type thermal cycle is displayed in Fig. 28.11. The displacements

after the two separate cooling periods show little deviation. The amount of prestrain also has little effect on the residual

displacements as each experiment lands between 0.1 and 0.2 mm. Initial modeling of the metal under these conditions

adequately predicts the out of plane deformation as well as the residual strain in the specimen.
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Fig. 28.8 (a) Representation of the measured strain directions on the surface of each bend. (b) Measured strains for a combined specimen

compared to the estimated thermal strain. (c) Measured strains for a transverse specimen compared to the estimated thermal strain
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Fig. 28.10 Measured

increase in bend radius

for a 20 % prestrained

bend specimen

Table 28.4 Overview of bend radius values for varying bend specimens subject to A and C type thermal cycles

10 %-A 10 %-C 20 %-A 20 %-C Transverse-C Combined-C

Radius change at first cooling period (in.) 2.10E-04 3.00E-04 2.45E-04 3.88E-04 5.13E-04 6,69E-04

Radius change at second cooling period (in.) 2.08E04 4.11E-04 2.65E-04 4.19E-04 6.12E-04 6.89E-04
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Fig. 28.11 Vertical displacement of the centerpoint of the gage section for dogbone specimens in the (a) undeformed and (b) 20 % prestrained

conditions during an A-type thermal cycle
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28.4 Summary and Conclusions

The thermal strain behavior of a 6000 series aluminum alloy is studied under a variety of different prestrains, specimen

orientations and temperatures. Uniaxial dogbone specimens were tested to failure in tension under different prestrains and

different temperatures. Bend specimens were subjected to bending strains of 0–20 % while uniaxial specimens were subject

to 20 % axial strains and a combination of 10 % axial strain and 20 % bending strain then placed in a furnace and exposed to

a thermal cycles that replicate the conditions of a paint-bake cycle during manufacturing. Uniaxial samples were bolted to a

steel plate to observe the effects of thermal buckling. After each thermal cycle a residual strain and vertical displacement was

seen in the gage section of the sample. The amount of displacement and strain was not sensitive to the prestrain in each

sample. The recorded displacements and strains will be used in conjunction with the material property study to create an

LS-DYNA model for the effects of thermal cycles on 6000 series aluminum alloys.
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Chapter 29

Hybrid Full-Field Stress Analysis of Loaded Perforated
Asymmetrical Plate

S. Kurunthottikkal Philip and R.E. Rowlands

Abstract This chapter demonstrates the ability to determine experimentally the complete state of stress throughout a

compressively-loaded rectangular aluminum plate containing an irregularly-shaped asymmetrically orientated hole. This is

achieved by processing the recorded associated stress-induced temperature information with a stress function and discretely

imposing the boundary conditions. The challenges include handling the total lack of symmetry and satisfying the traction-

free conditions on the edge of the irregularly-shaped inclined hole.

Keywords Thermoelasticity • TSA • Stresses • Holes • Asymmetry

29.1 Introduction

Thermoelasticity (TSA) is a contemporary method of determining the stresses in loaded structures and machine components

[1, 2]. Advantages of the stress analysis technique include that one neither needs to know the values of the elastic constitutive

properties nor differentiate the measured information. However, and not unlike most experimental methods, traditional

TSA does not provide accurate edge results, rendering it difficult to determine reliable stress concentrations. This edge issue

is circumventer here by ignoring temperature data on and near the edges of the analyzed member, processing the recorded

temperature information away from the edges using an applicable Airy stress function and satisfying the traction-free

boundary conditions discretely on the edge of the hole. The particular situation here is the compressively loaded plate of

Fig. 29.1.

29.2 Prior Relevant Analyses

References [3–6] are previously relevant experimental stress analyses whereupon measured information was combined with

a stress function. Reference [3] used TSA to determine the stresses in the neighborhood of a round hole beneath an edge load.

While enjoying symmetry about the vertical axis, the analysis used a complicated stress function which was developed by

superposition to account for the contributions of the applied top concentrated load and the traction-free circular hole.

Reference [4] provides the stresses at and near holes utilizing simpler stress function. References [5, 6] used recorded

temperature or displacement data to evaluate the stresses in loaded plates containing elliptical holes. Although the cases of

References [3–5] had symmetry about the vertical axis, that of Reference [6] does not. However, the perforated shapes in

References [4–6] were all simple, i.e., circular or elliptical, thereby simplifying the task of satisfying the traction-free

conditions on the edge of the cutout. Reference [7] combined TSA and a stress function to evaluate the stresses in rectangular

plate containing an irregularly-shaped, but symmetrically orientated hole. Having symmetry about the vertical axis again

simplified the analysis.

Processing measured information using a stress function for unsymmetrical situations like the present, Fig. 29.1, is

aggregated by the need for a more extensive stress function, more Airy coefficients and the implication of needing more

measured input data. However, this demonstrates the ability to thermoelastically analyze a very general and practical class of

engineering problems.
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The state of stress at and in the neighborhood of a discontinuity in an unsymmetrical structure is achieved by coupling the

measured stress data with an Airy’s stress function and applying traction-free boundary conditions analytically on the edge

of the hole. Combining these two features to form a hybrid provides the individual components of stresses.

The Airy stress function ϕ of (29.1), which is a solution of the bi-harmonic equation∇4ϕ ¼ 0 so as to satisfy equilibrium

and compatibility, is applicable for the unsymmetrical loaded plate of Fig. 29.1.

ϕunsym ¼

a0 þ b0 � ln r þ c0 � r2 þ A0 � θ
þ a1 � r þ c1

r
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From (29.2, 29.3, 29.4), the individual polar components of stress can be written as in (29.5, 29.6, 29.7), Fig. 29.2 [7].

Combining (29.5, 29.6, 29.7, 29.8) gives the components of stress at points on the boundary of the hole in the directions

normal, ξ, and tangential, η, to the edge of the hole, i.e., (29.9) and (29.10). The angle ψ in the transformation matrix of

(29.8) is the angle between the normal, ξ, and the polar radial, r, directions, Fig. 29.3 [7].
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ð29:4Þ

Fig. 29.1 Irregularly and

unsymmetrically perforated

supported plate subjected

to top concentrated load
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Fig. 29.2 Polar and Cartesian

coordinate systems

Fig. 29.3 Coordinate system

representation
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σξ ¼ σξη ¼ 0 at boundary of the irregularly� shaped hole
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For proportional loading under plane stress, the recorded TSA system signal, S*, is related to the change in the isopachic

stress, σ = σrr þ σθθ according to

S* ¼ K*Δσ ð29:11Þ

where K is a thermal mechanical coefficient.

29.3 Experimental Details

Figure 29.4 shows some strain gages which were bonded on the transverse curved surface of the hole while Fig. 29.5 is a

TSA thermogram of the plate of Fig. 29.1 recorded at 25 Hz. The 25 Airy coefficients employed were evaluated from

(29.11), 45,156 recorded values of S* from throughout the TSA image of Fig. 29.5 and satisfying the traction-free conditions

Fig. 29.4 Strain gages on

edge of hole
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at 288 locations on the edge of the hole according to (29.9) and (29.10). Knowing the magnitudes of the Airy coefficients, the

stresses available from (29.5, 29.6, 29.7) were determined. Figures 29.6 and 29.7 show TSA and ANSYS determined hoop

stresses, whereas Table 29.1 compares the hoop stress on the edge of the hole at θ ¼ 60o and 330o. Reliability of the TSA

results is confirmed by those from FEM and strain gages.
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Table 29.1 Comparison of results from TSA, FEM and strain gages

Stress values (MPa) at a boundary of the hole at a static load of 889.64 N (200 lbs)

Angle (degrees) Strain gage TSA ANSYS

60 �8.28 �8.302 �8.3194

330 �5.679 �5.413 �5.4706
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Chapter 30

Automated Detection of CFRP Defects by Infrared
Thermography and Image Analysis

Terry Yuan-Fang Chen and Guan-Yu Lin

Abstract Carbon fiber reinforced polymers (CFRP) have experienced widespread use in the aerospace industry. However,

the very different internal structure and properties of woven composites presents a challenge to defect detection in such

structures. An automated scheme for determination of the location and size of defects using image processing techniques is

reported. The scheme includes local thresholding to binarize the image and reduce non-uniform thermal energy effect,

morphology procedures to reduce larger noises and separate the defect from the specimen. Test of the scheme on various

specimens having artificial defects embedded in different depth is shown. The contrast is lower as the defect is embedded

deeper. Nevertheless, the defects can be detected accurately from the IRT images while comparing to the observed ones.

Keyword CFRP • Defect detection • Infrared thermography • Image analysis • Local thresholding

30.1 Introduction

Carbon fiber reinforced polymers (CFRP) have experienced widespread use in the aerospace industry. The advantages of

composites over other materials include high strength/weight, high fatigue resistance, low thermal expansion, and good

resistance to corrosive damages. However, the nature of the material is susceptible to internal defects, foreign bodies and

glued adverse that affect the aviation safety. Therefore, it is necessary to detect the defect regions in advance and improving

them before usage.

Infrared thermography (IRT) inspections have become a widely accepted method for inspecting these composite

structures due to nondestructive and wider detecting area. However these methods must provide inspectors with the ability

not only to detect defects, but also has automated scheme to quantify the defects to eliminate the human error, and thus

improve the system’s detection accuracy and effectiveness. A wide variety of image processing methods has been adapted

for analyzing thermographic image to evaluate the defects quantitatively. A good review of preprocessing, processing and

quantification levels for pulsed thermography methods can be found in Ref. [1, 2]. The detection is based on the calculation

of the first time and second time derivative images. Further development of automated fuzzy expert system which can

effectively eliminate the error of the human eye to improve detection capability, and improve the system of detection

capability on specific defect size is also reported [3].

In this study, an automated scheme for determination of the location and size of defects using image processing

techniques is reported. The scheme includes local thresholding to binarize the image and reduce non-uniform thermal

energy effect, morphology procedures to reduce larger noises, extract connected set and separate the defect from the sample,

the area and size of defects can be identified automatically. Test of the scheme on various samples having artificial defects

embedded in different depth is shown and discussed.
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30.2 Materials and Methods

30.2.1 IRT

Objects will emit infrared above 0K, when the light passes through the lens of IR camera, the IR sensors receive infrared

light and generate electrical signal that is proportional to the radiation energy received. After signal amplification, it will be

converted into temperature data by the data conversion circuit. In general, different IR sensor has its own energy detection

wavelength range and the detection range. The temperature range and emissivity for testing the object need to be set and

calibrated before starting the measurement.

30.2.2 IRT Experimental System

A photograph of step heating experimental system is shown in Fig. 30.1. It consists of an IR camera, a computer system, and

a hood with 4000 W of heat source lamp at the top inside. The IR camera (TAS-G100EXD, NEC, Japan) used in this study

has wavelength of 8~14 μm and temperature range�40 to 1500 �C, with a resolution of 0.04 �C and a measurement accuracy

of �2 % or 2 �C of reading, 320 � 240 pixels and 30 frames/s. A shutter is set at the bottom of hood to extract after

preheating. Since the conversion of grey-level image to temperature field in not linear, a self-designed calibration method

was applied to transfer the gray-level value image into a temperature image accurately [4].

30.2.3 Specimens and Test

The most common defects in CFRP are delaminations, voids, inclusions, and regions having non uniform distribution of

fibers [5]. The CFRP sample used is shown in Fig. 30.2. Artificial defect was made by inserting Teflon film of size

8 mm � 8 mm between layer 2 (0.05 cm), layer 4 (0.1 cm), and layer 6 (0.15 cm) at known locations. The size of specimens

Fig. 30.1 Step heating

experimental system
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is 250(L) � 25(W) � 3(T) mm. One face of the specimen was subjected to a constant and uniform heat flux, and the surface

temperature response was recorded on the same face. The hood was preheated for 5 s and applied for 5 s with heat source,

and then the specimen was allowed to cool down. The IR camera recorded the data from the start of the heat flux application

and up to 5 s after the heat source was turned off. The recorded IR image was fed into computer directly for further

examination and image processing.

30.2.4 Software Development

The IRT images (Fig. 30.3a) are typically analyzed for temperature difference which may indicate the suspected defects.

Usually the contrast of defect in IRT image is low, image enhancement process can be applied to make the defect more

visible (Fig. 30.3b). For automated detection, the image having the highest temperature difference among the 300

temperature-time history data is chosen for further detection of defects. Since noise of multiple nature and non-uniform

distribution of thermal energy could make the interpretation of the defect difficult, the reduction of noises on the image

selected by using median filtering and/or neighborhood averaging is required. Figure 30.3c shows the filtered IRT image.

Image binarization methods usually select one threshold to distinguish the desired target or background from image.

However, if the image is affected by non-uniform distribution, it’s hard to distinguish the desired targets correctly. Niblack

thresholding method [6] can effectively eliminate uneven areas and distinguish the desired target and background from

image was adopted to reduce the non-uniform thermal effect. Niblack method calculates a pixel-wise threshold by sliding a

rectangular window over the gray level image. The threshold is determined based on the local mean m(x, y) and the standard

deviation s(x, y) of all the pixels in the window as given by (30.1) below:

Flat CFRP

2.5cm

25cm
0.8 cm x 0.8 cm

0.3cm

12 layers

Embedded in layer 2, 4, 6

Teflon

Fig. 30.2 Schematic of CFRP sample

Fig. 30.3 (a) Original IRT image of a specimen after being (b) enhanced, (c) filtered, (d) binarized, holes filled, and (f) edge filled
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T x; yð Þ ¼ m x; yð Þ þ k � s x; yð Þ ð30:1Þ

where k is the coefficient of variation which is an empirical constant, and can be adjusted according to demand. The window

size can be selected as the smallest defect size approximately. Figure 30.3d shows the binarized IRT image with defect area

clearly distinguished from the background. There are some noises mainly due to thermal diffusivity changes in the CFRP

orthotropic material. Niblack method tents to generate noise. With larger value of k, the noise will be reduced but the

sensitivity of the target will also be reduced.

Morphology operations change the structure of objects in an image. Its main principle is using a structuring element to

remove or increase the area of the object. Using the conditional dilatation to fill the enclosed region Xk in the binary image,

the definition given below can be applied

Xk ¼ Xk�1

M
S

� �
\ Bc ð30:2Þ

Where Xk�1

L
S means Xk�1 is dilated by S, Bc is the complement of B set. When Xk=Xk�1, the iterative computation

is ended, and small holes in the image can be filled. Figure 30.3e shows the result after those noisy holes, being filled.

The resulting image after edge filled is shown in Fig. 30.3f

Finally a 8-adjacent element connected set extraction procedure can be applied to obtain the connected set, and separated

by 8-adjacent element eroding first and dilated by using 4-adjacent element for defect size measurement. Figure 30.4 shows

the flowchart of automated defect detection algorithm. The software was coded by LabView [7].

Thermal image input

Thresholding, k=0.2
window size 3x3

Erosion, dilation

Separation, N=1

The connected set extraction

Fill hole
Removal border

All pixels are checked?

(Window size-
defect size)>0

Output

Window size
(n+1)x(n+1)

N=N+1

No

No

Yes

Yes

Image enhancement

Averaging filter

Median filter

Fig. 30.4 Automated defect detection algorithm flowchart
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30.3 Test Results and Discussion

Using the IRT temperature-time history data, the image having the largest temperature difference was found around 5–6 s for

the three kinds of specimens. In general, the time is longer as the defect is embedded deeper. The enhanced and processed

IRT images of the three specimens are shown in Fig. 30.5. The number listed below the processed image represents the

window size used for Niblack binarization. The window size varies a little It can be seen that the contrast of defect become

Fig. 30.5 Enhanced and processed IRT images of three specimens with defect embedded in (a) layer-2, (b) layer-4 and (c) layer-6

30 Automated Detection of CFRP Defects by Infrared Thermography and Image Analysis 247



worse as the defect deposed deeper. The shape is also changed more from the original artificial shape. Nevertheless, the

location and shape of the detect defects resemble to the ones observed in the enhanced original image. The size of defects of

layer-2 specimen detected are 57.1 mm2, 56.6 mm2, 52.3 mm2, and that for layer-4 and layer-6 are 57.7 mm2, 63.6 mm2,

66.2 mm2, and 50.4 mm2, 47.3 mm2, 47.5 mm2, respectively. The sizes of most detected defects are smaller than the Teflon

film size of 64 mm2.

30.4 Conclusion

An automated scheme for determination of the location and size of defects using image processing techniques is reported.

The scheme includes local thresholding to binarize the image and reduce non-uniform thermal energy effect, morphology

procedures to reduce larger noises, extract connected set and separate the defect from the specimen. Test of the scheme on

various specimens having artificial defects embedded in different depth is shown. The contrast is lower as the defect is

embedded deeper. Nevertheless, the defects can be detected accurately from the IRT images while comparing to the IRT

image observed. Further study of the difference between the defect on IRT image and the embedded Teflon size maybe

required.
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Chapter 31

Modelling the Residual Stress Field Ahead of the Notch Root
in Shot Peened V-Notched Samples

M. Benedetti, V. Fontanari, M. Allahkarami, J.C. Hanan, B. Winiarski, and P.J. Withers

Abstract The knowledge of the residual stress field in the vicinity of the notch of shot peened fatigue specimens is of

paramount importance to understand the fatigue resistance of components carrying stress raisers and subjected to surface

treatments aimed at introducing compressive residual stresses. For this purpose, residual stresses were measured along the

notch bisector using two experimental techniques, namely micro-XRD and FIB-DIC micro-slot cutting and micro-hole

drilling. The measurements were used to reconstruct the residual stress field through FE analyses. The obtained results

accord with both experimental techniques and indicate an increasing concentration of the longitudinal residual stress

component with increasing sharpness of the notch. The proposed approach can be very useful to estimate the notch fatigue

resistance of shot peened component on the basis of local stress and fracture mechanics approaches.

Keywords Shot peening • Notch fatigue • Al-7075-T651 • Residual stresses

31.1 Introduction

Residual stresses arise in most materials as a consequence of processing and/or in-service loading. Depending on their sign,

magnitude, spatial distribution, and the scale over which they equilibrate, residual stresses can alter the mechanical and

functional performances [1]. Consequently, their quantification is of great importance across many sectors. For instance,

residual stresses are intentionally introduced into the surface layers of mechanical components to enhance their fatigue

resistance. In fact, compressive residual stresses hinders crack nucleation owing to mean stress effect and retards the

propagation of physically-small cracks [2]. Shot peening is a surface treatment that is commonly used to exploit the

beneficial effects of residual stresses on the fatigue resistance of metallic materials. Shot peening proved to be particularly

effective in enhancing the fatigue response in the presence of stress raisers, like notches in laboratory samples or holes, fillets

and grooves associated with machined elements. In such cases, the concomitant increment in fatigue strength and the

reduction in notch sensitivity are mostly attributed to compressive residual stresses [3]. However, the few papers published

in the literature [4–6] do not seem to provide a convincing explanation of both the spatial distribution and the effect of

residual stresses on the notch fatigue strength. Until now, attempts to estimate the fatigue resistance of peened notched

components were done (1) by considering nominal residual stresses measured far from the notch [7], or (2) by adopting

fatigue design codes based on empirical correction factors to account for surface treatment effects on notch fatigue [8], or (3)

by reconstructing the notch residual stress field on the basis of Finite Element Analyses and XRD residual stress

measurements on plain specimens [3], or taking (4) in-situ measurements of the residual stress field at the notch tip using

experimental techniques suitable for far-field measurements [6]. To date the first three approaches lack experimental

validation, while the last approach encounters considerable experimental challenges to stress measurement; namely, the

shallow treatment depth (some hundreds of microns) and high lateral residual stress gradients (on the order of MPa/μm)

meaning that most experimental techniques are not suitable. For instance, blind-hole-drilling, contour and slitting methods
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can be applied only to macroscopic through-thickness residual stress fields in work-pieces of simple geometry; conventional

X-ray and neutron diffraction probe regions of millimetre dimensions which are too large to resolve steep residual stress

gradients [3]. In recent years, a few techniques have emerged for micron scale residual stress evaluation. Micro X-ray

diffraction (μXRD) allows for the examination of very small sample areas using highly focussing optics [9] but the depth

sampled is limited to tens of microns in most metals. The advent of dual beam focused ion beam—scanning electron

microscope (FIB-SEM) imaging/milling systems in combination with digital image correlation (DIC) analysis has made it

possible to carry out very fine excisions and to record the resulting displacements with nanometre precision. Recently, this

has led to the development of a number of micro-scale analogues of conventional mechanical stress measurement methods,

e.g. micro-slot cutting (μSC) [10, 11] and micro-hole (μHD) drilling [12] and ring-core methods [13]. Such micro-

mechanical methods can determine residual stresses at micron scales laterally and as a function of depth.

In the present paper, we map the residual stresses in shot peened prismatic Al-7075-T651 specimens carrying two edge

V-notches along the notch bisector using complementary microscopic techniques, namely μXRD, μHD and μSC with the

aim of faithfully reconstructing the residual stress field by finite element modelling. A measure of the residual stress

distribution in the presence of a notch is needed to evaluate the notch fatigue resistance on the basis of local stress and

fracture mechanics approaches [3, 14]. A specific aim of this paper is to verify the method proposed in [3] where thermal

eigenstrains were determined from in-depth residual stress measurements undertaken on plain specimens and then trans-

ferred to the notched geometry, neglecting the contribution of the peening treatment on the lateral surface at the notch root.

Unfortunately, the resulting residual stress distribution was not validated through in-situ residual stress measurements, so the

effect of the peening treatment on the lateral surface could not be estimated.

31.2 Material and Experimental Procedures

31.2.1 Sample Preparation

The experimentation was performed on the aluminium alloy Al-7075-T651, widely used for aeronautical applications,

supplied in the form of 4 mm thick rolled plate. Microstructure and monotonic tensile properties are reported in [15]. The

fatigue characterization of the material was carried out using prismatic specimens, whose geometry is shown in Fig. 31.1.

The results of the fatigue tests are reported in [16]. The specimens were extracted from the plate with the stress axis parallel

to the L-direction of the microstructure. Particular attention was paid in accurately electro-discharge machining the two edge

V-notches (with aperture angle of 90�), which significantly affect the stress distribution. The notch root fillet radius was set

to 2 mm (“blunt” notched samples), 0.5 mm (“sharp” notched samples) and 0.15 mm (“very sharp” notched samples), so that

the theoretical stress concentration factor is 1.5, 2.4 and 3.7, respectively.

The fatigue specimens were subjected to a controlled shot peening treatment, whose process parameters are summarized

in Table 31.1. Details about the air-blast machine used for shot peening can be found in Ref. [14]. The treatment employs

small ceramic beads leading to a gentle and superficial effect, which allow for higher fatigue performance as compared with

larger shots and better coverage of small geometrical details. All the specimen sides, including the notch root, were treated.

Fig. 31.1 Geometry of notched specimens used in this study. All dimensions are given in mm. Three types of notched samples were used; the

notch root fillet radius R is 2, 0.5 and 0.15 mm in the blunt-notched, sharp-notched and very sharp-notched samples, respectively
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In [14], the residual stress field produced by the peening treatment was characterized through in-depth XRDmeasurements

carried out in the centre of plain (unnotched) coupons. Measurements were made with Cr Kα radiation (penetration depth

�12 μm) in the longitudinal direction in the gage region. The analysis zone was limited by a collimator of 1 mm2 in area. The

classical sin2 ψ method was applied for stress evaluation with the use of 9 diffraction angles (2θ) scanned at tilt angles ψ
comprised between�45� and +45�. The h311i diffracting planes were chosen in order to obtain high angle measurements (2θ
angle 139.0�) with higher strain sensitivity. The in-depth measurements were conducted step-by-step using an electro-

polishing device by removing a very thin layer of material in a region (2 mm � 2 mm) localized at the gauge section of the

specimen. Three measurements (dotted values) were performed in order to account for the variability in the residual stress

field. The obtained residual stress profiles are shown in Fig. 31.2. The solid line represents the average in-depth profile, while

the dashed lines identify the 1σ uncertainty band. The residual stress profile displays a sub-superficial compressive residual

stress peak located nearly 15 μmbelow the surface and a depth of the surface layer interested by compressive residual stresses

equal to about 50 μm. The average residual stress profile was corrected for the penetration depth of the radiation used for the

XRD measurements and shown in figure as a dash-dotted line. It can be noted that the surface residual stress value decreases

and the compressive residual stress peak is shifted to a deeper position, located about 20 μm below the surface.

31.2.2 Stress Field Around the Notch

In the present paper, we characterized the residual stress field in the notched peened samples by measuring residual stresses

along the notch bisector through two complementary experimental techniques. (1) μXRD measurements were made using

CuKα radiation with higher penetration depth (�40 μm) to capture information about residual stresses throughout the entire

surface layer modified by the peening treatment. (2) μHD and μSC measurements were made on specimens that had been

previously polished to remove the outer 30 μm thick surface layer. In this way, information was obtained in a region of high

Table 31.1 Shot peening parameters

Treatment Material Bead size (μm)

Bead hardness

(HV1)

Bead

composition

Almen

intensity

Angle of

impingement

Coverage

(%)

B120 Ceramic 60–120 700 ZrO2 67 % 4.5N 90� 100

SiO2 31 %

Fig. 31.2 Longitudinal

residual stress in-depth profile

measured by XRD technique

in the centre of plain

(unnotched) coupons. Three

measurements were carried

out in order to account for the

variability in the residual

stress field. Beside

experimental data, the mean

in-depth profile (solid line)
and the [+σ,�σ] scatter band
(dashed lines) are shown. The
mean residual stress profile

was corrected (dash-dotted
line) to account for the

penetration depth of the Cr

radiation
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compressive residual stresses, but the local point to point variations arising from the impact dimples and surface damage had

been eliminated, as discussed in the companion paper [17].

μXRD measurements were carried out on notched specimens in the longitudinal direction employing a Bruker’s D8

Discover XRD2 micro-diffractometer equipped with aGeneral Area Diffraction Detection System (GADDS) and Hi-Star 2D

area detector. Tube parameters of 40 kV/40 mA using Cu-Kα radiation at a detector distance of 30 cm covering approxi-

mately an area of 20� in 2θ and 20� in γ with 0.02� resolution. For line scans, a motorized five axis (X, Y, Z (translation),

ψ (tilt), φ (rotation)) stage was used for positioning which can move the measurement spot to the instrument centre within

12.5 μm position accuracy and 5 μm repeatability. A photograph of experimental set up is shown in Fig. 31.3. A focusing

optic was used to achieve a beam diameter of 50 μm. Exposure time per frame was 120 s. The h311i diffracting planes were
selected in order to include material isotropy and the possibility of obtaining high angle measurements with higher stress

sensitivity. For the given angular resolution of 0.01�, a residual stress with magnitude of �1.04 MPa can be measured. The

surface residual stress profile along the notch bisector was mapped through 11 measurements spaced 50 μm apart starting

from the notch tip with the height adjusted for each point. Two dimensional frame data were imported to Bruker’s LEPTOS

software for residual stress evaluation. Each frame was divided to sub regions and locally integrated along the y direction to

obtain 1D diffraction pattern for each sub region. Corrections on polarization, background, Kα2 were performed. The peak

positions were determined by fitting Pearson VII type functions. Due to the large number of points available for a diffraction

peak, the Pearson VII function is statistically reliable.

The μHD and μSC measurements were performed on notched peened samples. Their front surface was gently polished

using emery papers (grit ranging from 600 to 2400), abrasive aqueous suspensions (particle size ranging from 9 to 0.25 μm)

and 0.05 μm colloidal silica solution. In this way, a surface layer of about 30 μm thickness was removed. As shown in [14],

the removal of a thin surface layer does not significantly affect the residual stress distribution in the underlying material. To

measure the residual stresses, a series of micro-holes (1 μm in diameter and 1 μm deep) and micro-slots (6 μm long, 0.1 μm
wide and 0.5 μm deep) were FIBed along the notch bisector using an FEI Nova Nanolab 600i, as shown in Fig. 31.4. Davis

LaVision DIC software was used to record the surface relaxations as the holes and the slots are milled. Further detail can be

found in the companion paper [17].

31.3 Experimental Results

Figure 31.5 shows the results of the μXRD measurements in terms of longitudinal residual stress distribution along the y
coordinate (as defined in Fig. 31.7) aligned with the notch bisector and centred on the notch apex. Due to the high penetration

of the Cu-radiation into the surface layers, each experimental data can be considered as an average value of the longitudinal

residual stress acting, at the corresponding y location, on the outer 40 μm thick surface layers, as discussed in the following.

Two measurements were done on opposite faces of the samples, showing a very good repeatability. It can be noted that the

Fig. 31.3 Photograph of the XRD2 micro-diffractometer used to map the residual stress field in the notched specimens
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longitudinal residual stress component is increases moving toward to notch and that the stress concentration effect scales

with the severity of the notch. The region affected by the notch spans over about 0.25 mm from the notch root.

Figure 31.6a–c illustrate the results of the FIB/DIC measurements undertaken on the blunt (R2), sharp (R0.5) and very

sharp (R0.15) notched samples, respectively. The longitudinal stress (σxx) was measured by the micro-hole and micro-slot

techniques, showing good agreement and matching the trends in the μXRD measurements. In addition the micro-hole

method allows simultaneous evaluation of both the shear (τxy) and the transverse (σyy) residual stress components.

Fig. 31.5 Results of the

μXRD measurements in terms

of longitudinal residual stress

distribution along the notch

bisector. Error bars represent

the 1σ uncertainty band. R2,

R0.5 and R0.15 refer to the

measurements undertaken

on the blunt (R2), sharp (R0.5)

and very sharp (R0.15)

notched samples, respectively

Fig. 31.4 (a) Overall view from SEM microscopy of polished notched sample, with a measurement location. (b) Detailed view of a micro-hole

and a micro-slot
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As expected, given that residual stresses were mapped along a symmetry plane, the shear stress is close to zero at all

locations. The transversal residual stress component shows non-zero values also at close distances from the notch tip.

31.4 Numerical Reconstruction of the Residual Stress Field

In [3], the residual stress field in notched peened samples was numerically reconstructed. Accordingly, the same temperature

distribution, which was estimated to reproduce the residual stresses in plain unnotched specimens on the basis of in-depth

XRD measurements, was applied to nodal planes parallel to the frontal planar of the finite element model of the notched

samples. In this paper, we propose to use the experimental results illustrated in Sect. 31.3 to reconstruct the whole residual

stress field acting on the symmetry plane lying on the notch bisector. A specific aim of the paper is to investigate the

influence that the peening treatment applied to the frontal and the lateral surfaces exerts on the residual stress field.

For this purpose, a FE model of the notched samples, depicted in Fig. 31.7, has been set up with the ANSYS 15

commercial code using 8 nodes isoparametric brick elements. In order to take advantage of the symmetry, only one eighth of

the specimen was modelled. The mesh in the surface region is particularly refined with the purpose of better reproducing

a b

c

Fig. 31.6 Results of the FIB/DIC measurements of the residual stress distribution along the notch bisector. Error bars represent the 1σ uncertainty

band. (a) Blunt (R2), (b) sharp (R0.5) and (c) very sharp (R0.15) notched samples
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stress and strain gradients in the hardened layer due to the peening treatment. The minimum thickness of the elements in the

surface region is 10 μm.

The analysis was conducted according to the technique presented in [3], whereby self-balancing residual stresses can be

introduced into a body by applying a suitable distribution of thermal eigenstrains produced by a fictitious non-homogeneous

temperature field.

First, the eigenstrain distribution needed to describe the residual stress variation with depth (Fig 31.2) introduced by

peening in a flat surface was calculated. The temperature field T1 applied to nodal planes parallel to the front surface was

assumed to vary with the only depth z below the surface according to the following equation:

T1 zð Þ ¼ A f zð Þ ð31:1Þ

where the function f(z) defines the shape of the temperature distribution, shown in Fig. 31.8, and the intensity of the

temperature field is controlled by the constant A.
Second, the temperature field T2 applied to radial layers concentric to the notch root fillet was assumed to vary with the

radial and angular coordinates r and θ of the polar reference frame shown in Fig. 31.9 according to the following equation:

Fig. 31.8 In-depth variation

of the function f(z), which
defines the shape of the

temperature distribution

applied to nodal planes

parallel to the frontal surface

Fig. 31.7 Overview of the FE

model of one eighth of the

notched fatigue specimens

illustrated in Fig. 31.1. (1) and

(2) identify the frontal planar

and fillet curved surfaces,

respectively, to which a

distribution of thermal

eigenstrains has been applied

to introduce residual stresses
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T2 r; θð Þ ¼
Xn
i¼1

Bi cos 2 i� 1ð Þθ½ � e� r�R
τ ð31:2Þ

where R is notch root fillet radius. This choice of the temperature field is based on the hypothesis that the deformation

process produced by shot peening on the lateral curved surface varies not only with the depth below the surface but also with

the angular position owing to the different angle under which the shots impact the surface. As before, Bi controls the intensity

of the temperature field, τ its shape.
If the parameter τ is kept constant, the constants A and Bi, expressing the intensity of the temperature field, can be

determined through linear fit of the experimental data. For this purpose, the influence coefficient matrices [α] and [βi] are
calculated to express the residual stress at position j due to a unitary temperature applied to a nodal set located in position k.
A reasonable compromise between the number of terms in (31.2) and the accuracy and stability in the solution of the fit was

obtained by assuming n equal to 2. The unknown intensity of the temperature fields is calculated by solving the following

equations system:

σRS
� � ¼ α½ � T1f g þ β1½ � þ β2½ �ð Þ T2f g ¼ M½ �

A
B1

B2

8<
:

9=
; ð31:3Þ

where the vectors{Ti} contain the nodal temperatures corresponding to the i-th thermal field. The vector {σRS} contains the
experimental data shown in Sect. 31.3. Specifically, the average of the two μXRD measurements, the average of the

longitudinal residual stress component measured with the μHD and μSC techniques, and the transversal residual stress

component measured with the μHD method were considered. The FE stress results contained in the matrix [M] to be fitted to

the μXRD measurements were averaged over the penetration depth of the Cu-Kα radiation according to the following

equation:

Fig. 31.9 Schematic view of

the notch root region showing

the reference frames

considered in this work
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σRSxx ¼

Z1

0

σRSxx zð Þe�z
ξdz

Z1

0

e�
z
ξdz

; ξ ¼ 0:0146 mm ð31:4Þ

The matrix [M] is a non-linear function of the parameter τ. This problem was transformed into a linear fit and solved using

the Normal Equation Method by keeping τ constant and selecting the value that minimizes the variance of the linear fit

expressed by (31.3). It is very interesting to note that the fitting of the experimental data pertaining to the three notch

geometries gave very similar measures of A. This means that the effect of shot peening on the curved lateral surface of the

notch is effectively captured by the temperature field T2, whose effect tends to extinguish about 0.3 mm from the notch tip.

Beyond this distance, the residual stress field is mainly controlled by the temperature distribution T1, which was found to be
fairly independent of the notch geometry.

Figure 31.10 shows the comparison between the residual stress values mapped with the μXRD technique (dotted

values) and the corresponding predictions made by the numerical reconstruction for the blunt (R2), sharp (R0.5) and

very sharp (R0.15) notched samples, respectively. The solid lines refer to the contribution of both temperature fields,

while the dashed lines indicate the contribution of the only temperature distribution T1. It can be noted that the solid

lines are in very good agreement with the experimental data, while considering the only effect of shot peening on the
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Fig. 31.10 Comparison between the residual stress values mapped with the μXRD technique (dotted values) and the corresponding predictions

made by the numerical reconstruction. The solid lines refer to the contribution of both temperature fields, while the dashed lines indicate the

contribution of the only temperature distribution T1. (a) Blunt (R2), (b) sharp (R0.5), (c) very sharp (R0.15) notched samples
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frontal surface will result in a significant underestimation of residual stresses close to the notch root, especially in the

sharper notches.

The uncertainty on the residual stress field was estimated according to the Monte Carlo method. For this purpose, 10,000

trials were considered. In each trial, a population of residual stress data {σRS} was randomly generated assuming a Gaussian

probability density function with mean and standard deviation given by the experimental measures. For each trial, the

unknowns A and Biwere calculated solving (31.3). The 95 % confidence interval was computed leaving 2.5 % of the trials on

both sides.

The results of the residual stress field reconstruction performed through FE analyses and fit of the experimental data

(dotted values) are shown in Figs. 31.11, 31.12 and 31.13 for the blunt (R2), sharp (R0.5) and very sharp (R0.15) notched

samples, respectively. Figures a, b and c refer to the XRD and FIB-DIC longitudinal residual stress as well as the FIB-DIC

transversal residual stress component, respectively. Dashed lines represent the best fit, while solid lines identify the 95 %

confidence interval.
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Fig. 31.11 Best fit (dashed line) and 95 % confidence interval (solid lines) of the residual stress field in the blunt (R2) notched sample. (a)
Longitudinal residual stress measured through XRD, (b) longitudinal residual stress measured through FIB-DIC, (c) transversal residual stress
measured through FIB-DIC. Dotted values indicate the experimental data
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It can be noted that the reconstruction reasonably satisfies the constraints imposed by the measures of both experimental

techniques. The uncertainty in the longitudinal residual stress component is higher at or close to the notch root while it

declines with increasing distance from the notch. The uncertainty is particularly high on the value of the longitudinal residual

stress value at the tip of the sharpest notch. In addition, the average 50 % probability value is far above the material’s yield

stress (515 MPa). This can be due to the fact that the analysis was purely linear-elastic, while no residual stress redistribution

due to plastic flow was considered. This aspect will be further investigated in the next.

31.5 Conclusions

The residual stress field in the vicinity of the notch of shot peened fatigue specimens was measured experimentally.

Specifically, two techniques, namely micro-XRD and FIB-DIC micro-slot cutting and micro-hole drilling, were used to

map the residual stress field along the notch bisector. These measurements were used to reconstruct the residual stress field in

the vicinity of the notch. In fact, the knowledge of the local residual stress field at the notch root is mandatory for estimating

the notch fatigue resistance on the basis of local stress and fracture mechanics approaches. The residual stress field ahead of

the notch was introduced into the finite element model of the notched samples using thermal eigenstrains applied to (1) nodal

planes parallel to the front surface of the specimen to simulate the effect of peening on the frontal surface and (2) to nodal
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Fig. 31.12 Best fit (dashed line) and 95 % confidence interval (solid lines) of the residual stress field in the sharp (R0.5) notched sample. (a)
Longitudinal residual stress measured through XRD, (b) longitudinal residual stress measured through FIB-DIC, (c) transversal residual stress
measured through FIB-DIC. Dotted values indicate the experimental data
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radial layers concentric to the notch root fillet to account for the effect of the treatment on the lateral curved surface of the

notch. It was found that the second contribution dominates the residual stress field at the root of the sharper notches.

Therefore, simplified approaches published in the past and accounting only for the peening effect on the frontal surface lead

to a significant underestimation of the residual stress field ahead of the notches.
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Chapter 32

Numerical Prediction of Temperature and Residual Stress
Fields in LFSW

C. Casavola, A. Cazzato, V. Moramarco, and C. Pappalettere

Abstract In recent years important innovations have been introduced in FSW technology such as, for example, the Laser

assisted friction stir welding (LFSW). In this technique the FSW process is assisted, during the weld, by the pre-heating of a

de-focalized laser that allows an easier advancement of the tool. This technique should lead higher welding speeds, lower

clamping forces and lower residual stress. Moreover, the prediction of residual stress is a relevant, complex and still open

issue for welding process design. In this work an uncoupled thermo-mechanical finite element model has been developed to

predict the temperature and residual stress fields in LFSW. Both the thermal and mechanical parts of the model have been

validated on the base of experimental data. The temperature field has been recorded by an infrared camera, while residual

stress field has been measured by X-ray diffraction analysis. The LFSW test was conducted on 6 mm thick 5754 H111

aluminium alloy plates.

Keywords Laser assisted friction stir welding • Residual stress • Temperature field • Finite element method • Infrared

thermography

32.1 Introduction

Friction stir welding (FSW) is a joining process, invented in 1991 by The Welding Institute (TWI), with many application in

bridge construction, railway, aerospace, shipbuilding and automotive industry [1]. The process consists in a rotating tool that

is driven into the plates and, after a period of stationary rotation to heat and soften the material (dwell time), it is translated

along the welding line to carry out the weld. In this process the material is not led to fusion but the joint is the combined

result of the plasticization due to the heat generated by friction and stirring action of the pin due to the rotation and the

displacement of the tool. First industrial applications of the FSW were on aluminium alloys and, in general, light alloy that

are difficult to weld by traditional welding techniques [1]. Subsequently, this technology has been used with magnesium,

copper, nickel, metal matrix composites (MMC) and polymeric materials [2–7]. In recent years, in order to use FSW on

materials with higher melting point than aluminium light alloys (e.g. titanium, steel [8]), laser assisted friction stir welding

(LFSW) has been invented and developed. In this technique, a defocused laser beam precedes the FSW tool during welding,

increasing the temperatures reached in front of the tool and allowing an easier advancement of the same. This modification to

FSW process should reduce the residual stress in materials where traditional FSW is already commonly used [9].

The temperature distributions and thermal histories have an important role in FSW and LFSW. Some studies [10, 11]

have shown that the control of temperature during the welding process is essential to reduce the residual stresses and to

obtain a good joint. Xu et al. [10], using thermocouples, found that the temperature increases with increasing the rotational

speed or decreasing the transverse speed of the FSW tool. Maeda et al. [11], always using thermocouples, found that near

FSW tool zone there is an asymmetric temperature distribution between the advancing side and the retreating side.

Moreover, several papers have dealt with the residual stress distribution in FSW welds through experimental tests.

Donne et al. [12] have measured FSW residual stress distribution on 2024Al-T3 and 6013Al-T6 welds. They have found

that longitudinal and transverse residual stresses have a “M”-like distribution across the weld. Peel et al. [13] have measured

the residual stress in FSW welded AA5083 specimens by synchrotron X-ray method showing that the longitudinal stresses

increase with the traverse speed increase.
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Although experimental measures are fundamental to understand the thermal phenomenon and residual stress distribution

in the FSW process, they present some limitations, (e.g. economic costs or internal temperature and residual stress

distribution). For this reason, the implementation of numerical models that can predict the temperature distributions [14]

and residual stress values have an important role. These could estimate the correct weld parameters and mechanical

constraints [15] in order to improve mechanical properties of the welded joints and reducing the amount of trials and errors.

Several papers, in the past years, have addressed FSW numerical models in different manner. Schmidt et al. [16] have

developed an analytical model for heat generation in FSW based on different assumptions of the contact condition between

the tool and the welded piece. Soundararajan et al. [17] have implemented a FSW thermo-mechanical numerical model

validated by thermocouples and Song and Kovacevic [18] have carried out a 3D numerical model in a moving coordinate

system validated by thermography. In the above cited model [17], the use of thermocouples shows some limitation because

this technique allows to measure in single points losing the entire view of temperature distribution and, in special manner for

LFSW, the temperature in the front zone of the tool. Many of these numerical simulations are only thermal model or thermo-

mechanical models in which it is not considered the mechanical force that the tool exerts on the workpiece. These should be

included into the thermo-mechanical model because FSW is mainly a mechanical process and the forces involved in this

type of work are relevant. Finally, there are few experimental works on this new combined LFSW technique [9] and also less

works that have addressed the numerical simulation of LFSW welding process.

In view of understanding, modelling and simulating the LFSW process an uncoupled 3D thermo-mechanical finite

element analysis will be carried out. Also the mechanical effect of the tool will be implemented. The thermal FSW model,

based on Schmidt et al. [16] equation, will be validated experimentally on temperature field recorded by an infrared camera

during the LFSW process. The residual stress field behaviour, also, will be validated based on X-ray diffraction analysis

measurement.

32.2 Material and Methods

The LFSW process has been carried out on 200 mm � 100 mm � 6 mmAA5754-H111 butt-welded plates, whose chemical

composition appear in Table 32.1. Thermo-physical properties and mechanical characteristics at room temperature (20 �C)
have been reported in Table 32.2. Table 32.3 sums up the parameters used in the LFSW process.

The tool, whose scheme has been reported in Fig. 32.1, has a flat shoulder of 10.75 mm radius (Rshoulder), a threaded

cylindrical pin with a radius of 3 mm (Rprobe) and 5.8 mm height (Hprobe). The LFSW (Fig. 32.2) has been carried out along

the welding line (Fig. 32.3) that was perpendicular to the rolling direction of the AA5754 sheets. In the same figure has been

represented the configuration of the specimen constraints. Temperature measurement, residual stresses analysis and then

numerical simulation have been carried out for the retreating side of the FSW welded plate, because the configuration of the

FSW machine prevents access to both sides.

Table 32.1 Chemical

composition Al5754
Al (%) Si (%) Fe (%) Mn (%) Mg (%)

96.1–95.5 0.4 0.4 0.5 2.6–3.2

Table 32.2 Physical and

mechanical characteristics
Parameter Value

Density (kg/m3) 2650

Melting temperature (�C) 600

Thermal conductivity (W/m K) 138

Thermal expansion coefficient (K�1) 23.9 � 10�6

σy (MPa) 103.4

σu (MPa) 215

Vickers hardness (HV) 55
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Table 32.3 Process parameters of LFSW

Traverse speed

(cm/min)

Dwell time

(s)

Rotational speed

(rpm)

Tilt angle

(�)
Laser power

(W)

Distance laser spot-FSW tool

(mm)

Plunge force

(N)

20 3 500 2 500 40 20,000

Fig. 32.1 Tool geometry

scheme

Fig. 32.2 LFSW scheme
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32.2.1 Temperature Measurement

A NEC H2640 infrared camera (Range 0–2000 �C; Resolution 0.06 �C; Accuracy �2 �C or �2 %; spectral range: 8–13 μm)

has been used to acquire the temperature during the welding process. The experimental setup of the thermal camera has been

reported in Fig. 32.4. The angle between the camera and FSW tool axis has been set to 30�. Due to reflection problems and

low emissivity of aluminium, the specimen has been painted with matte black acrylic spray paint and an emissivity ε ¼ 0.95

has been set on the camera. Moreover, in order to acquire the temperatures in front of the tool and to avoid the inclusion of

paint into the bead, the LFSW temperatures have been acquired on 200 mm � 100 mm specimen in bead on plate

configuration. Subsequently, an actual weld has been carried out to join two 200 mm � 100 mm plates.

Fig. 32.3 Specimen and

clamping system scheme

Fig. 32.4 Experimental setup
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32.2.2 Residual Stresses Measurement

Nowadays, several techniques have been developed to measure residual stress into the materials [19]. However, just some of

these are quantitative and non-destructive. Probably, one of the most used technique is X-ray diffraction that can measure the

residual stress on the surface of the structures without damaging. In this work, residual stresses measurements have been carried

out using a Xstress 3000 G3R Stresstech X-ray diffractometer. A Cr tube (λ ¼ 0.2291 nm) powered with a 30 kV, 8 mA current

and a 3 mm collimator has been used. A 2θ diffraction angle of 156.7� has been selected for the measures. The residual stresses,

both longitudinal (x axis direction) and transverse (y axis direction), have been measured along the centre line of the specimens

as showed in Fig. 32.3. In order to increase the quality of the measure, the stress in each point has beenmeasured at five different

angles (0�, �22.5�, �45�) with a φ oscillation of �3�. The detection distance has been set at 75 mm.

32.2.3 Numerical Model

A 3D uncoupled FE model analysis has been carried out to calculate the temperature and residual stress values. For this

simulation the finite elements commercial code ANSYS 14.5 has been used. Initially, a thermal analysis on bead on plate

configuration has been carried out to calculate the temperatures during the weld. These simulated temperature values have

been compared to those experimental measured during the bead on plate welding process. Once the numerical model has

been validated, it has been extended on the actual welding configuration to simulate the temperature during the joining of

two 200 mm � 100 mm plates.

This calculated temperature field has been used as thermal input to the mechanical model to predict the residual stresses and

strains. In order to carry out an accurate simulation of residual thermal stresses, temperature dependent thermo-physical and

thermo-mechanical properties have been used. Due to a lack of literature data, the density of the material has been kept constant

with the temperature. The temperature dependent parameters of the material have been summed up in Table 32.4 [20]. A multi-

linear isotropic hardening has been adopted to describe the stress-strain behaviour of the material. Finally, in order to decrease

the elements number and due to the geometrical symmetry of the problem, only half plate has been simulated.

The thermal model has been meshed using SOLID90 elements [21]. A gradual thicker mesh has been adopted near the

welding line to describe more accurately the thermal and stress behaviour where the temperature gradient is higher

(Fig. 32.5).

In the thermal model the natural convection between aluminium and air has been set to 20W/m2 �C on the top surface and

on the lateral side of the specimen. The conduction between the specimen and the backing plate has been simulated

(Fig. 32.5). A thermal contact conductance coefficient of 450 W/m2 �C has been introduced between the bottom face of the

specimen and the backing plate. This value has been chosen in the way to match the maximum temperature of the numerical

model with experimental data. The backing plate is a 400 mm � 400 mm � 10 mm FE360 steel plate.

In Table 32.5 has been reported the thermo-mechanical properties of the FE360 steel backing plate. According to Chao

et al. [22], the radiation heat loss has been neglected because temperature hardly exceeds 500 �C.
The welding process has been modelled as an uniform thermal source with a radius equal to Rshoulder that moving along

the welding line. The analytical expression used for simulate FSW tool heat generation is [16]:

Q ¼ 2

3
μω

Fn

R2
shoulder

R3
shoulder � R3

probe

� �
1þ tan αð Þ þ R3

probe þ 3R2
probeHprobe

� �
ð32:1Þ

Table 32.4 Temperature dependent material properties for AA5754-H111 [20]

Temperature

(�C)
Density (kg/

m3)

Specific heat (J/

kg K)

Thermal conductivity

(W/m K)

Thermal expansion (m/

m �C)
Young’s modulus

(GPa)

Poisson’s

ratio

20 2650 891.6 138 23.90 E�6 103.4 0.34

100 950 147.2 24.40 E�6 – 0.34

200 988.4 152.7 25.13 E�6 97.88 0.35

300 1015.2 162.7 26.15 E�6 42.11 0.365

400 1045.6 152.7 27.15 E�6 23.07 0.365

500 1106.6 158.75 28.15 E�6 – 0.34
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Equation (32.1) provides the heat power based on the tool geometry. Rshoulder, Rprobe, Hprobe and α has been already indicated

in Fig. 32.1. The remaining parameters are related to FSW process: μ and Fn are respectively the friction coefficient and the

normal plunge force while ω is the rotational speed of the tool. The friction coefficient μ has been set equal to 0.237

according to the experimental tests Fn has been set to 20,000 N in the model. Finally, the laser source has been simulated as

an uniform heat source of 2 mm radius that moves together to FSW tool.

Subsequently, the thermal histories simulated by the FE thermal model were used as an input in the mechanical model to

evaluate the stress values. To this aim, the SOLID90 elements have been substituted with SOLID186 elements, keeping the

same mesh and load step size. Moreover, also the mechanical effect due to the compression force applied by the tool has

been taken into account introducing a uniform axial pressure distributed on tool area. The mechanical constrains have been

set according to experimental set up (Fig. 32.3). For the left and right clamp an area of 20 � 40 mm has been constrained,

instead, for the below clamp a centred 3 � 100 mm area has been constrained. These constraints block the movements in all

direction. Moreover, the left side of Fig. 32.3 has been blocked in the x-axis direction. Finally, the bottom of the plate has

been constrained in z-direction. Once that the welding simulation is concluded, the constraints are gradually released and the

residual stresses due to LFSW process have been evaluated.

32.3 Results

The previously described model has been validated both for the thermal part and for the mechanical part on the basis of

experimental data. The temperature of the thermal analysis on Bead on Plate configuration has been compared to the

temperatures reached during the weld. Once the thermal model has been validated, it has been extended on the actual

welding configuration to simulate the temperature during the joining of two 200 mm � 100 mm plates. The obtained

temperature field has been used as thermal input to the mechanical model to predict the residual stresses and strains. Finally

the numerical computed stress values have been compared to the X-ray residual stress experimental measured.

Fig. 32.5 LFSW scheme of

model mesh

Table 32.5 Backing plate

thermos-mechanical properties
Parameter Value

Young’s Modulus (GPa) 210

Density (kg/m3) 7750

Thermal conductivity (W/m K) 48.9

Thermal expansion (m/m �C) 12.5 � 10�6

Specific heat (J/kg K) 103.4

Poisson’s ratio 0.29
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In Fig. 32.6 has been reported a scheme of the points that have been analysed to validate the thermal model. Three

different steps have been studied and reported in the later graphs. In each step the tool has been aligned at the measured

points and the temperature has been acquired in both numerical and experimental data. The start position and the end

position correspond to the initial and final welding phases and they are about 65 mm from the right and left edges of the plate

respectively. Instead, the middle step is in the half of the specimen. For each position the temperature has been measured at

16, 26, 36 and 50 mm from the welding line. It has not been possible to collect experimental data nearer the centre line for the

presence of the FSW tool and the processing burrs that modifies the emissivity of the surface and thus the temperature.

The trends of the temperature versus distance from the weld line have been plotted for numerical and experimental data in

the start (Fig. 32.7), middle (Fig. 32.8) and end (Fig. 32.9) phase. Generally, these graphs show that the temperature

decreases moving away from the welding line and that the numerical model fits the experimental data with low errors. This is

confirmed by R2 value analysis defined as:

R2 ¼ 1� SSres
SStot

ð32:2Þ

where SSres is the sum of the squares of the distances between experimental data and the numerical curve, instead, SStot is the

sum of the square of the distances of experimental values from a horizontal line through the mean of all Y values. The R2 is

0.992 in the start step, 0.999 in the middle phase and, finally, 0.999 in the end step.

Fig. 32.6 Scheme of temperature measured points

Fig. 32.7 Numerical vs.

experimental data in the start

phase
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In order to accurately validate the FE model, in Fig. 32.10 has been reported the temperature versus time of the

experimental data and the numerical model. This graph represents the temperatures of a central point distant 16 mm from

the welding line (point A in Fig. 32.6). In general, there is a good agreement between the numerical model and the

experimental data.

The value of the thermal contact conductance coefficient, between the backing plate and the aluminium sheets, has been

chosen in the way to fit the numerical maximum temperature in the point A with the experimental data.

In Fig. 32.11 has been reported a qualitative comparison of thermal field measured experimentally and that obtained

numerically. The white area in the figure describes the zone of the specimen where the temperature exceeds 250 �C.
Moreover, the temperature of welded area behind the FSW tool is not correct because there is a variation of the emissivity

due to the paint removal and change of roughness after the transit of FSW tool. Finally, in order to present the results in better

way and because only a semi-plate has been modelled, the numerical results have been mirrored along the joint line.

In order to validate the mechanical part of the model, X-ray diffraction stress measures have been carried out. Both the

superficial longitudinal stress (welding direction) and transverse stress (transverse to welding direction) has been measured

and compared with the numerical model prediction. In Fig. 32.12, the numerical versus experimental longitudinal stress

trend has been reported for the retreating side. The maximum stress value in the LFSW welds is located on the edge of the

bead as has been showed in Fig. 32.12 by a vertical grey line at a distance of 10.75 mm from the joining line.

Fig. 32.8 Numerical vs.

experimental data in the

middle phase

Fig. 32.9 Numerical vs.

experimental data in the end

phase
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Fig. 32.10 Temperature vs.

time trend of the middle

point A

Fig. 32.11 Graphical comparison between the experimental data (a) and numerical results (b)

Fig. 32.12 Numerical vs.

experimental comparison of

longitudinal stress
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In Fig. 32.13 the stress in the transverse direction, in the retreating side, has been reported. The trend of the stress is

roughly constant along all the transverse direction of the plate. Only in the welded zone there is a small increment probably

due to the laser presence. In general, the distribution of the residual stress, in both longitudinal and transverse direction,

shows a good agreement with the experimental results.

32.4 Conclusion

One of the most important advantage of numerical models is the possibility of predict thermo-mechanical behaviour of the

joints and to provide information where the experimental data cannot give results. In the present work a three-dimensional

thermo-mechanical model of LFSW has been modelled. The aim of the FE simulation is to predict the temperature and

residual stress developed during the weld. The model includes the mechanical action of the shoulder and the thermo-

mechanical characteristic of AA5754 at different temperatures. A 200 mm � 100 mm � 6 mm 5754 H111 aluminium alloy

plate has been welded in bead on plate configuration to validate the thermal part of the simulation. Once the thermal part has

been validated, the model has been extended to weld two 200 mm � 100 mm plates in view to simulate the actual welding

setup. The obtained temperature field has been used as thermal input to the mechanical part in order to predict the residual

stresses. These values have been compared to the X-ray residual stress experimental measurements. The thermal FE model

can describe the heat-transfer process in the LFSW with a good correspondence with experimental data.

The longitudinal residual stress measurements confirm, as pointed out by Campanelli et al. [9], that the maximum value in

the LFSW welds is located on the edge of the bead. Moreover, the transverse stress has lower values than longitudinal stress

confirming that this type of residual stress is a less critical issue also in this combined joining process. Finally, the

mechanical part of the model is in a good agreement with experimental results. This highlights that the FE model is capable

to predict the temperatures and the stresses in different configurations from those whereby has been validated.
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Chapter 33

Residual Stress Measurement on Shot Peened Samples Using FIB-DIC

Enrico Salvati, Matteo Benedetti, Tan Sui, and Alexander M. Korsunsky

Abstract Shot peening is an established technique for improving the fatigue resistance of mechanical components by

performing a deformation treatment that causes local near surface plastic deformation and introduces a layer of compressive

residual stress. The knowledge of the residual stress distribution plays a crucial role in the correct prediction of fatigue life

during service in the context of engineering design. Reliable prediction of safe fatigue life requires knowing how the residual

stress state obtained after shot peening depends on the sample geometry, e.g. the presence of notches, and how it evolves

during cyclic loading. The Focused Ion Beammilling coupled with Digital Image Correlation (DIC) analysis of SEM images

(the FIB-DIC method) has been shown to be an efficient technique for stress evaluation at the (sub)micron-scale. The

residual stresses in the vicinity of shot-peened rounded notch tips in Al-7075-T651 samples were studied as a function of

notch radii (ρ ¼ 2, 0.5, 0.15 mm). The interpretation of the results is aided by comparison with a simple numerical model of

eigenstrain cylinder.

Keywords Shot peening • FIB-DIC • Residual stress • SEM • Eigenstrain

33.1 Introduction

In most cases, mechanical failures initiate at component surfaces. In order to improve the mechanical part reliability, specific

surface treatments are widely used. One of such treatments is known as shot peening (SP). This process consists of

bombarding the surface to be treated with a large number of nearly spherical hard shots. The effect induced by this treatment

is the generation of plastic deformation in a shallow surface region of the treated part leading to a compressive residual stress

state being generated. The benefit given by the SP in terms of fatigue life extension is well reported andwidely accepted [1–5].

Recently, some authors proposed various approaches for the prediction of the fatigue failure in shot peened mechanical

components [1, 6]. Taking into account the effect of SP requires understanding of the induced residual stress field in the

vicinity of the treated surface. Therefore, experimental measurements of the residual stress are required in order to

incorporate this effect into numerical simulation of deformation and to estimate safe life on the basis of one of the possible

failure criteria.

One approach to the measurement of residual stress at the micron scale is the micro-ring core FIB-DIC method. This

technique has recently been developed into an efficient semi-destructive methodology for the evaluation of residual stresses

and strains at the material surface [7, 8]. The material removal is executed by the use of Focused Ion Beam (FIB), and a ring-

core marker is milled through the material surface. As consequence, a feature with a micro-pillar type geometry is generated.

The displacements occurring during the material removal are evaluated by monitoring the top surface of the pillar by means

of Digital Image Correlation (DIC) method using high resolution SEM images. As a result of DIC analysis, a strain relief

curve is obtained as a function of the milling depth for two orthogonal directions. For the purposes of interpretation the relief

curve is usually fit with a master function [9] that was originally derived on the basis of numerical modelling and allows the

estimation of the complete strain relief at the end of the material removal process.

In the present paper, the FIB-DIC ring-core method was adopted for the evaluation of residual stress induced by SP in

samples made from aluminium alloy Al-7075-T651 and having three different V-notch root radii. The measurements for

each specimen were performed along the notch bisector and along a line perpendicular to it running at a certain distance from
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the notch root. Taking full advantage of the DIC analysis it was possible to evaluate the residual strain in two orthogonal

directions. A new fitting procedure is presented for the interpretation of the relief curve given by DIC. In fact, a modification

of the master function seen in [9] is used in this work in order to improve the fit and thus reduce the standard deviation. The

measurements are interpreted, and the results discussed in comparison with a small and efficient mathematical model based

on the eigenstrain approach [10].

33.2 Experimental Procedure and Data Analysis

33.2.1 Sample Description and Measurement Locations

The samples used in the study were machined from a 4 mm-thick rolled aluminium alloy plate (Al7075-T651). They had

different notches of varying severity machined in them in order to obtain three notched samples. All notches were V-shaped

and differed from each other only in the fillet radius at the notch tip. The geometry and the main dimensions of the samples

are depicted in Fig. 33.1. Table 33.1 shows the geometric characteristics related to Fig. 33.1a, and the corresponding values

of the Stress Concentration Factor Kt.

The shot peening treatment was conducted using small ceramic beads of the size 60 � 120 μm that provided complete

coverage of the notch roots and the top surface (Fig. 33.1a). The top surface examined by FIB-SEM microscopy were first

ground using abrasive cloths up to 1200 grit, followed by smooth cloth polishing with 1 μm diamond particle suspension in

aqueous solution and then, as the final step, using colloidal silica solution. The grinding and polishing procedure has resulted

in the removal of the material layer at the top surface that was affected by the shot peening treatment.

The milling micro-pillar markers (measurement sites) were placed as shown in Fig. 33.1b. In the very vicinity of the notch

tip, a very high gradient of stress may be found. Consequently, the two closest milling points were spaced 12.5 μm apart from

each other, with the first marker the same distance from the surface. The remaining measurement points were spaced 50 μm
apart. Due to the requirement of final alignment between FIB and SEM beams prior to milling, the arrangement described

Fig. 33.1 Schematic representation of the milling locations. (a) Sample overview (circled the milling location). (b) Milling positions at the

notch tip

Table 33.1 Samples’

geometrical specifications
Sample n. Fillet radius ρ (mm) Kt

1 2 1.52

2 0.5 2.37

3 0.15 3.76
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above may not always have been respected. However, the actual distances were used and the data points corrected

accordingly. The transversal line of markers ran perpendicular to the notch bisector (Fig. 33.1b) at an actual distance of

75 μm from the notch root in all samples in the set.

33.2.2 FIB Milling Procedure

In order to perform DIC analysis, the surface must show good contrast derived from the features already present, e.g.

roughness, precipitates etc., or be “decorated” to create such contrast to enable time-depending tracking of surface

displacement. Since the surface of polished samples used in the present study did not present these characteristics, in-

chamber electron beam deposition of a Pt pattern was used. The Gas Injection System (GIS) was used to deliver a local flow

of a Pt-containing volatile organic compound, and electron beam was used to precipitate Pt onto the surface to create a so-

called“sunflower”pattern of dots (Fig. 33.2b).

Micro-pillars of ring-core geometry of nominal diameters of D1 ¼ 7.5 μm and D ¼ 5 μm (Fig. 33.2d) were milled at each

measurement point (Fig. 33.2a). The milling procedure was subdivided into n ¼ 50 steps, and SEM images of the

micro-pillar top surface were acquired at each step. A micrograph of the monitored region of sample surface carrying

the sunflower pattern is shown in Fig. 33.2c. Once the procedure was complete, the relative distances between the centres of

the milling positions were measured by means of SEM at lower magnification.

Fig. 33.2 Milling positions and ring core characteristics. (a) SEM image overview in correspondence of the notch (ρ ¼ 0.15 mm) after FIB-DIC

measurements. (b) Sunflower pattern created with Pt deposition. (c) Surface analysed with DIC during milling process. (d) Ring core geometry

dimensions
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33.2.3 DIC Analysis and Fitting Procedure

The images collected at each milling step were analysed by means of Digital Image Correlation (DIC). For the purpose of

tracking the displacement occurring during the milling procedure, a reference grid was created on the sunflower pattern.

Large scale rigid body displacements due to the SEM image drift were corrected for. The raw DIC tracking data were post-

processed to remove outliers and to filter out the noise. This procedure produced the curve for the strain relief as a function of

the milling step for two orthogonal directions x and y previously defined at the sample surface (Fig. 33.1b). Figure 33.3

shows the experimental result, in terms of the strain relief at each milling step, for a given direction (x or y) obtained as the

average across the entire tracking grid. This strain evolution culminates in the achievement of complete relief to zero strain,

with the overall increment providing the information necessary for the evaluation of the residual strain present in the

material prior to milling.

The experimentally determined strain evolution can be described by a parametric function (33.1) developed on the basis

of Finite Element Analysis (FEA) which contains two fitting parameters: the complete elastic strain relief Δε1, and the

normalized milling depth z.
In the present study we propose a new definition of the normalized milling depth (33.2). Comparing this new definition

with the previously established approach [9], we point out the difference in terms of additional free fitting parameters δ and κ
being introduced in the evaluation of the normalised milling depth z:

ε* ¼ 1:12Δε1
z

1þ z

� �
1þ 2

1þ z2ð Þ
� �

ð33:1Þ
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Fig. 33.3 Strain relief profile, fitting curve and cartoons of the images utilised for the DIC analysis. The figure shows the curve for strain

component εxx at the position 0.0375 mm from the notch tip (sample ρ ¼ 0.5 mm)
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z ¼
h
D þ δ
� �

k
ð33:2Þ

The physical meaning of parameter δ is the offset adjustment of the reference surface depth from which fitting begins.

This helps accommodate the effect of surface roughness on the strain relief vs. depth curve. The parameter κ accounts for the
possible imprecision in the calculation of milling depth that can be adjusted to obtain the best agreement with the

theoretically predicted curve.

The fitting procedure was implemented in Matlab#. The algorithm adopted was based on the minimisation of the absolute

residuals (LAR—Least Absolute Residuals). At the end, the standard deviation of the residual strain was evaluated at 95 %

of confidence. An example result of fitting the new function (33.1) to the experimental data is shown in Fig. 33.3, together

with small cartoons indicating the stage of the milling process.

33.3 Eigenstrain Modelling

For the purpose of this work we proposed a simple numerical model of the residual stress generation within the sample due to

a distribution of eigenstrain induced by the plastic deformation during shot peening. Using the plane stress approximation,

we modelled an annular domain in which the inner radius was set to be equal to that of the notch root of the samples

examined. Accordingly, three different geometries were analysed. The imposed eigenstrain profile was chosen to be a

function given by a product of an exponentially decaying function and a linear function of the form:

ε* yð Þ ¼ A B� yð Þ e�Cy ð33:3Þ

where y denotes the distance from the surface. The profile given by this function is illustrated in Fig. 33.4 and is seen to

correspond to the eigenstrain profile, as function of the depth normalized by the relative fillet radius, typically encountered

after shot peening [3]. The normalised depth is the abscissa of the plot shown in Fig. 33.1.

For the purpose of the present brief discussion, only the hoop residual stress is compared with the experimental data. The

magnitude and the shape of the eigenstrain profile was chosen to obtain broad general agreement with the set of

measurements for three samples. Then statistical analysis was conducted to evaluate the confidence interval in the context

of experimental observation. The results are presented in the following section.
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33.4 Results and Discussion

The fitting procedure returns the valueΔε1, the experimentally evaluated residual strain. Since the interrogated volumes of

material lie very close to the sample surface, the residual stress profiles were calculated under the assumption of plane stress.

The version of Hooke’s law that applies in this case has the form:

σxx ¼ � Eεxx
1� νð Þ ð33:4Þ

σyy ¼ � Eεyy
1� νð Þ ð33:5Þ

For the material analysed in this study Young’s Modulus of E ¼ 73 GPa and Poisson’s Ratio of ν=0:33 were used.

The results obtained from the FIB-DIC analysis are shown in Fig. 33.5. The graphs reported include error bars that

indicate the standard deviation derived from the fitting procedure. The error contribution from DIC analysis would result in

error bars associated with each of the points in Fig. 33.3. However, these were not taken into account in this study, as their

contribution was judged unlikely to cause a significant difference for the results.

The presence of the expected localised compressive residual stress σxx in the vicinity the notch tip is confirmed by the

experimental results (Fig. 33.5a). The near-surface compressive layer was present in all of the samples examined in the

present study. The residual stress trend typical for shot peened components that is well known for flat samples is confirmed: a

high gradient of compressive stress from the surface extends over ~100 μm into the sample bulk. Typically in shot peened

components the compressive residual stress reaches a maximum at a certain distance from the notch tip [1, 3, 6]. In the

present study this peak was not observed directly due to the spatial resolution chosen.

Samples with the larger notch root radius show higher compressive residual stress magnitude. The difference between the

ρ ¼ 2 mm sample and the ρ ¼ 0.5 mm sample was limited in terms of stress profiles. The ρ ¼ 0.15 mm one shows a

somewhat lower compressive stress magnitude compared to the other samples, suggesting a reduced efficiency of shot

peening treatment.

Figure 33.5b shows the results for the orthogonal component of stress σyy. In this case the near-surface region has low

residual stress values, and the maximum compression is reached at depths of around 0.10 � 0.15 mm. The residual stress σyy
is seen to have undergone relief at the vicinity of the free surface (notch root) as expected due to the traction-free boundary

condition. A persistent largely uniform compressive stress σyy is found at distances larger than ~0.15 mm from the notch

root. This background stress is likely to be associated with a compressive residual stress state present prior to shot peening

due to some manufacturing process (e.g. rolling, or quenching prescribed by the T651 thermo-mechanical treatment of the

alloy).

Regarding the stress variation along the path transversal to the notch bisector, the σxx component (Fig. 33.5c) shows more

fluctuations in the samples with smaller fillet radius, although overall the variation is small, and no evident peaks can be

identified. The same behaviour is observed for the other component of stress (σyy) along the same transversal path, except for

a single outlier point (circled in Fig. 33.5d) that suggests an anomalously high value of stress. Conventional approach to the

analysis of experimental data is to dismiss this point, associating the anomalous value with the errors in the experimental

procedure and interpretation, e.g. reduced SEM image quality in y direction (slow scan) compared to the x direction (fast

scan), and the possibility of presence of a microstructural feature such as a grain boundary.

The comparison of the eigenstrain modelling results with experimental observations shows adequate agreement for the

general trend of the residual stress profile and magnitude (Fig. 33.6). The data are represented as function of the longitudinal

direction normalised by the fillet radius of the relevant sample. The statistical analysis of the data dispersion based on the

model used allowed the assessment of the confidence interval indicated by the shaded band. This confidence band for each

sample defines the limits in which the experimental data are likely to lie with the probability of 95 %. The presence of

compressive residual stress at the notch root is confirmed (σxx), as is its gradual decay with depth, followed by low level

tensile stress in the bulk. Figure 33.6 reveals that the model agrees with the experimental data particularly well for sample 2,

for which the confidence band is narrower than for other samples.
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Fig. 33.5 Residual stress profiles. (a) σxx along the notch bisector. (b) σyy along the notch bisector. (c) σxx along the path transversal to the notch

bisector at 0.75 mm from the notch tip. (d) σyy along the path transversal to the notch bisector at 0.75 mm from the notch tip
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33.5 Conclusion

The experimental evaluation of residual stresses carried out in the present study allowed the analysis of the residual stress

profile along the bisector line for three shot-peened samples with different notch root radii. Stress evaluation was also

conducted along an additional line extended perpendicularly to the bisector and running at 0.75 mm from the notch root. The

polishing of the front surface, with consequent material removal, has eliminated the layer of material previously treated with

shot peening. This conclusion emerges from the observation that no significant compressive residual stress σxx are present at
distances greater than ~0.06 mm from the notch tip. The highest value of compressive residual stress σxx near the notch was
found in the sample with the biggest notch radius (ρ ¼ 2 mm), whilst the lowest value was obtained for the smaller notch

root radius sample. Regarding the other stress component σyy, the compressive state extends along the entire bisector

extension. The effect of the shot peening is unlikely to extend up to such depths and we consider that it may be associated to a

pre-existent compressive residual stress state prior the shot peening treatment due to some manufacturing process.

Given the fact that identical eigenstrain profiles were used in all cases, this effect is likely to be associated purely with the

sample geometry, and the geometry-dependent mechanism of residual stress generation due to eigenstrain imposition.

The high spatial resolution given by the use of the FIB-DIC micro-ring core method allowed the residual stress evaluation

in very narrowly defined regions of interest. The stress profiles evaluated by this method show good consistency between

measurement points and lead to relatively narrow scatter band.

The comparison between the results presented in this work and the eigenstrain interpretation revealed general good

agreement in terms of trend and magnitude. Particularly in the case of the sample having smallest notch root radius

ρ ¼ 0.15 mm, the model agreed with the experimental observations with 95 % confidence.

Further more detailed analysis of residual stress generation can be carried out using either FEM or analytical modelling.

This would provide a firm basis for reliable fatigue durability prediction of engineering components treated with this type of

shot peening process. Further measurements, using different techniques, are required for the cross-validation of the results

presented.

Fig. 33.6 Residual stress (σxx) result along the notch bisector and comparison with eigenstrain modelling result. The band in orange colour
represent the confidence band at 97 % of probability based on the mathematical model. The blue dotted line represents the model’s prediction. (a)
Sample n.1 (ρ1 ¼ 2 mm). (b) Sample n.2 (ρ2 ¼ 0.5 mm). (c) Sample n.3 (ρ3 ¼ 0.15 mm)
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Chapter 34

Residual Stress in Injection Stretch Blow Molded PET Bottles

Masoud Allahkarami, Sudheer Bandla, and Jay C. Hanan

Abstract Injection stretch blow molded poly(ethylene terephthalate) bottles show evidence of residual stresses. Some of

these may develop as a result of cooling rate gradients through the material thickness. Others result from stretch crystalliza-

tion as well as other forms of reduced entropy caused by rapidly stretching and quenching the amorphous PET matrix. A

wide range of interdependent variables can change the magnitude and sign of residual stresses in bottles including the shape

of the mold, resin properties, blowing pressure, preform temperature, thickness of the bottle wall, and cooling rate. Residual

stresses can significantly influence bottle dimensional stability, top load, permeability, and consumer tactile feel. Here, the

residual stresses were observed with photo-elasticity, which measures the changes in optical properties of the polymer in the

presence of residual stresses. For observation of the time-dependence of stresses in the polymer film, a ring-cutting method

was implemented. Depending on process and mainly on cooling rate, the rings have a tendency to open up or collapse under

relaxation. X-ray diffraction crystallinity measurements with different incident angles were performed on both sides of the

film to obtain information from different depths. XRD helped to explain the cause of collapsing instead of an expected

opening in some ring tests. The change in distance between the two edges of the cut was measured with an image analyzing

program. For the initial cut and 30 days after cutting, the residual stress was calculated. A chemical etching technique

was used for validating the presence of tensile residual stress on one side of the polymer film. Applying chemicals to the

surface of a polymer creates fracture on the more amorphous surface side of the film, depending on the magnitude of

the tensile stress.

Keywords Residual stress • Ring-cutting test • Photo-elasticity • Etching PET • X-ray diffraction crystallinity measurement

34.1 Introduction

Polyethylene terephthalate (PET) is the most used raw material for packaging water and carbonated soft drink bottles [1, 2].

Demand for PET in beverage packaging is increasing, and PET bottles are very unlikely to be replaced by other materials in

the near future. In order to significantly reduce the cost and carbon footprint, new bottles are designed with improved

mechanical properties such as top load and with a lesser amount of PET per bottle [3, 4]. Comparing with metal cans, or glass

bottles, bottles made from polymers present some level of time dependent dimension change. Due to the difference in

cooling rate inside and outside of a bottle wall, mechanical stretching, or stretching from air blowing, a hoop residual stress

is always present in the PET bottle wall due to gradient of cooling across the wall thickness. Depending on the

manufacturing process, the inner and outer layer of wall experience different volume contraction or expansion. The level

of residual stress is an important quality attribute of a blown PET bottle. There is lack of knowledge about the impact of

residual stress on gas permeability through a polymeric bottle wall. Designing PET bottles with less PET material benefits

from advancing accurate techniques for residual stress measurement. The bottle main body cylindrical wall is one of the

locations that can more easily be used for residual stress measurement due to its less complex shape.
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34.2 Material and Experimental Setup

Commercially available PET of Mw 36,000 g mol�1 (0.76 dL/g I.V.) was used for the current study. PET perform samples

with a 26 g weight were injection molded using a cylindrical mold. Preforms were stretched to shape a bottle by stretch blow

molding, as shown in Fig. 34.1a. Ring-shaped specimens of 55 mm inside diameter and around 400 μm thickness were cut by

razor blade from the middle flat panel for testing. Figure 34.1b illustrates ring-shaped specimens and a similar ring being slit

with a razor blade vertical cut. An opening of 20� was observed right after cutting due to stored residual stress.

34.3 Result and Discussion

The bottle wall could be considered a laminar structure. At the final stage of blowing, the outer layer of the bottle is in

contact with the surface of the mold cooled with circulating chilling water. The outer layer cools down almost immediately

while he interior layers of bottle are still quite fluid. Therefore no residual stress can be established at the rapidly solidified

outer surface. As the rest of the layers solidify and contract, a residual stress freezes in as a result of shrinkage. This results in

tensile stresses on the inside and compressive stress on the outside of the bottle. PET film was etched by suspending it in

n-propylamine at room temperature. After a 60 min time interval, the sample was removed, rinsed in fresh propylamine,

rinsed thoroughly in water, and dried. The etched sample was then examined by scanning electron microcopy.1 This base

film etched into random patterns, roughly similar to those of sun-dried clay, shown in Fig. 34.2. This was observed on an

etched outer layer of the film with the amorphous structure created by instant freezing as indicated by XRD.

X-ray diffraction crystallinity measurements [5, 6] were performed on both sides of the film to obtain information from

multiple depths. XRD revealed that the outside layer has a more amorphous content than the inner layer surface.

Fig. 34.1 (a) Ring-shaped specimens cut from the middle part of the bottle and (b) 20� of opening right after vertical slit

1 Hitachi S-4800.
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34.4 Photo-Elasticity Observation of Residual Hoop Stress

Residual stresses were observed with photo-elasticity, which measures the changes in optical properties of the polymer in the

presence of residual stresses [7]. Fringes proportional to stress state were observed using cross-polarized light. The fringes

are also dependent on geometry. These fringes might be trivial to predict analytically for the cylindrical shape shown in

Fig. 34.3a, but can become more difficult to numerically resolve for complex shape in Fig. 34.3b.

34.5 Time-Dependence of Stresses in the Polymer Film

PET is viscoelastic, therefore the ring opening changes with time. For the initial cut and 30 days after cutting, the opening

was recorded. The change in the opening with time is illustrated in Fig. 34.4. From the initial cut until 30 days after cutting

the opening angle was measured and the data is presented in Fig. 34.5.

Fig. 34.2 SEM micrograph of etched PET film in n-propylamine showing cracks on the surface that cools down almost immediately

Fig. 34.3 (a) Typical fringes observed for semi-cylindrical cut of bottle and (b) typical fringe distortion by rib geometries
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34.6 Combined Photoelasticity and Residual Stress Measurement

Qualitative observation of residual stress in Fig. 34.6 was combined with a custom-built load cell setup shown in Fig. 34.7. In

order to evaluate the amount of residual stress relaxed as function of time, slit-ring cut samples were mounted between a load

cell and linearly movable fixture. Once the open ring was placed between the fixture and load cell, the load cell was balanced

Fig. 34.4 Inner ring is a

cylindrical cut of bottle. The

middle ring is the slit ring after

20 days and the outer ring is

after 30 days
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to zero. Then the fixture was moved to close the ring and when the opening was equal to the initial moment cut, the force

from the load cell was recorded.

From initial cut until 5 days after cutting the required force to bring the opening angle to the initial opening state was

measured and the data is presented in Fig. 34.8. As it can be seen from the force vs time graph, some residual stress relaxed as

time progressed and more force was required for closing the ring.

34.7 Conclusion

There is a residual stress in blow molding PET bottles. The state of residual stress changes over time. Using photoelasticity

residual stress in PET bottles can be observed qualitatively. Observing the amount of opening over a period of time revealed

relaxation of stored residual stress in the bottles. The open ring cutting method combined with photoelasisity was used for

creep study of the blow molded PET bottles. It is expected that this method of observing and measuring the residual stress

will lead to greater efficiency in manufacturing stretch blow molded PET bottles.
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Chapter 35

Applying Infrared Thermography and Heat Source
Reconstruction for the Analysis of the Portevin-Le Chatelier
Effect in an Aluminum Alloy

Didier Delpueyo, Xavier Balandraud, and Michel Grédiac

Abstract This study deals with the Portevin-Le Châtelier (PLC) effect in an aluminum alloy. Tensile tests are performed

and the temperature variations are measured at the specimen surface during the loading by infrared thermography. In order

to improve the spatio-temporal identification of the plastic instabilities, the heat sources are estimated by processing

the temperature fields by using a two-dimensional version of the heat diffusion equation. Filtering is a key-point of the

technique since the goal is calculate both temporal and spatial derivatives from noisy temperature fields. The idea is to

convolve the temperature variation fields with a kernel chosen as a first and a second derivative of a Gaussian, in order

to estimate the first-order temporal derivative and the second-order spatial derivative, respectively. The study focuses on the

effect of the strain rate in terms of heat source band patterns associated with the PLC effect.

Keywords Portevin-Le Châtelier effect • Aluminum alloy • Infrared thermography • Heat source reconstruction •

Thermomechanics of materials

35.1 Introduction

The Portevin-Le Châtelier (PLC) effect in certain dilute alloys has been studied extensively for some years [1]. It is

characterized by plastic instabilities over time and in space during the stretching of the metal. These instabilities have been

thoroughly studied in the literature as a function of the loading rate and the temperature considered for the specimen under

test. Some theoretical and numerical investigations can be found in [2, 3] for instance. Among the experimental approaches,

let us cite the use of optical techniques [4, 5] (including digital image correlation [6–9]), laser scanning [10, 11] and acoustic

emission [12, 13]. Infrared (IR) thermography was also employed for studying plastic instabilities [14–16]. However, the

temperature variation is not the most relevant parameter because of heat diffusion inside the specimen or heat exchange with

the outside. Many authors suggest to deduce the heat sources (produced or absorbed by the material due to strain variation)

from the measured temperature fields by using the heat diffusion equation [17, 18]. The mean difficulty of this approach is

that input data are noisy. Different strategies of filtering have been tested in the past: local polynomial approximation [19],

low-pass recursive filters [20], Fourier transform [14], modal filtering method [21] or proper orthogonal decomposition [22].

Filtering is indeed a key-point of the approach since the goal is calculate temporal and spatial derivatives from noisy

temperature fields. In the present study, we used a derivative Gaussian filter [23]. The idea is to convolve the temperature

change fields with a kernel chosen as a first or second derivative of a Gaussian in order to estimate the first-order temporal

derivative and the second-order spatial derivative, respectively. In practice, a two-dimensional version of the heat diffusion

equation is employed considering thin specimens (thus enabling us to assume a nearly homogeneous temperature distribu-

tion along the thickness). Uniaxial tensile tests were performed on an aluminum-magnesium alloy. The study focuses on the

effect of the strain rate in terms of heat source band pattern associated with the PLC effect.
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35.2 Experimental Conditions and Image Processing

The material under study was a 5052 aluminum alloy, hardened by rolling and stabilized by low-temperature heat treatment.

Specimens were rectangular sheets with dimension 300 � 40 � 1 mm3. Specimens were painted in black to maximize the

thermal emissivity. Tests were performed an ambient temperature. A MTS �15 kN testing machine was used to apply a

uniaxial tensile loading up to specimen rupture. Two macroscopic strain rates were tested: 6.25 � 10�2 and 2 � 10�3 s�1.

The measurement of the temperature fields on the specimen surface was performed during the loading with a CEDIP Jade

III-MWIR infrared camera featuring 320 � 240 pixels. The integration time used was 1500 μs and the noise equivalent

temperature difference was about 20 mK.

Fields of temperatures T(x, y, t), where x and y are the spatial coordinates in the specimen plane and t the time, are then

post-processed using the heat diffusion equation. Indeed, the heat source s produced or absorbed by the material due to strain

variation can be estimated by:

s ¼ ρC
∂T
∂t

þ T � Tamb

τ

� �
� λΔT ð35:1Þ

where ρ is the density, C the specific heat and λ the thermal conductivity of the material assumed to be isotropic. Δ is the

Laplacian operator. Tamb is the ambient temperature. Parameter τ is a time constant characterizing the heat exchange along

z-direction with ambient air.

The idea here is to merge the filtering and derivation steps by convolving the temperature difference maps with a suitable

kernel. This kernel is the derivative of a Gaussian function. On the one hand, the first-order time derivate in (35.1) is

estimated by using the first-order derivative of the one-dimensional Gaussian function Gtemporal(t). On the other hand, the

second-order spatial derivative is obtained with the Laplacian of the two-dimensional Gaussian function Gspatial(x, y) as a
kernel. These derivatives are defined respectively by:

dGtemporal

dt
¼ tffiffiffiffiffi

2π
p

σ3temporal
exp � t2

2σ2temporal

 !
ð35:2Þ

ΔGspatial ¼ 1

2πσ4spatial
1� x2 þ y2

2σ2spatial

" #
exp � x2 þ y2

2σ2spatial

 !
ð35:3Þ

where σtemporal and σspatial are the standard deviations of the Gaussian considered for the time derivative and the spatial

derivative, respectively.

These functions defined in (35.2) and (35.3) are applied to the T(x, y, t) field by convolution. Thanks to the basic

properties of the convolution product, this procedure is equivalent to the calculation of the convolution of the derivate of

the temperature field by the Gaussian. Since discrete temperature fields are available in practice, two parameters need to

be considered: the width of the processing kernel and the number of standard deviations considered in this kernel.

Reference [23] provides the details about the optimization of the kernel for the estimation of the second-order spatial

derivative of the temperature fields.

35.3 Results

Figure 35.1 shows the macroscopic stress–strain curve for the test performed with a strain rate of 6.25 � 10�2 s�1. The

curve is smooth up to a strain value equal to about 3.8 %. Then some sudden drops of the stress are observed. They

correspond to the existence of PLC bands. Figure 35.2 shows the temperature change field and the heat source field for a

strain value equal to 4.8 %. A heterogeneous temperature change field is observed, the right-hand part of the specimen in the

figure being hotter than the left-hand part. The unit of the heat sources in this figure is �C s�1. This unit is simply obtained by

dividing the heat source value by the ρC product. It can be noted that, as expected, the heat source distribution is more

localized than the temperature change distribution. A specific heat source pattern is observed. It consists of inclined bands of

high intensity forming crosses, while heat sources are nearly equal to zero in the other part of the specimen. This cross-

shaped pattern was numerically predicted in [3] for aluminum alloys and in [24] for steel alloys.
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Figure 35.3 shows the heat source field for a strain value equal to 4.8 %. It was obtained during the test performed at a

strain rate of 2 � 10�3 s�1. When comparing this map with that shown in Fig. 35.2, it appears that the shape of the heat

source pattern is quite simple: it consists of individual inclined bands. The PLC effect appears to be very sensitive to the

strain rate in terms of heat source patterns. This was confirmed by testing other strain rates. These results are not reported.

They are given in [25]. As a general comment, the higher the strain rate, the more complex the heat source pattern associated

to the PLC effect.

Fig. 35.1 Macroscopic stress–strain curve for a macroscopic strain rate equal to 6.25 � 10�2 s�1

Fig. 35.2 Temperature

change field and heat source

field for a macroscopic strain

equal to 4.8 %, during the test

performed at a strain rate

equal to 6.25 � 10�2 s�1
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35.4 Conclusion

The Portevin-Le Châtelier effect was studied on an aluminum alloy subjected to uniaxial tensile tests. These tests were

performed while the temperature variations were measured at the specimen surface by infrared thermography. The heat

sources were deduced from the temperature fields by using the heat diffusion equation. Gaussian derivative filters were

used in order to calculate the temporal and spatial derivatives of the (noisy) temperature fields. By convolving the

temperature variation fields with a kernel chosen as a first or second derivative of a Gaussian, it was possible to estimate

the first-order temporal derivative and the second-order spatial derivative of the temperature variation fields, respectively.

Specific patterns of heat source were obtained. They were composed of inclined bands along the specimen. It was

observed that the higher the strain rate, the more complex the heat source pattern associated to the PLC effect.
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Chapter 36

Applying a Gad Filter to Calculate Heat Sources from Noisy
Temperature Fields

Clément Beitone, Xavier Balandraud, Michel Grédiac, Didier Delpueyo, Christophe Tilmant,

and Frédéric Chausse

Abstract This study deals with a post-processing technique to reconstruct heat source fields from temperature fields

measured by infrared thermography. A Gradient Anisotropic Diffusion (GAD) image filter is used to process the data.

The technique is first described. Synthetic temperature fields corrupted by added noise are then considered to assess

the robustness of the procedure and the filter is optimized in order to reconstruct at best the heat source fields. Results are

compared with those obtained with an averaging filter and a Gaussian derivative filter. The second part of the study presents

an application to experimental temperature fields. Obtained results illustrate the relevancy of the GAD filter to reliably

extract heat sources in thermomechanics of materials.

Keywords Heat source reconstruction • Filtering • Gradient Anisotropic Diffusion • Image processing • Thermomechanics

of materials

36.1 Introduction

During the last decades, the use of infrared (IR) measurement techniques has spread in experimental mechanics to study the

thermomechanical behavior of materials. With the constant improvement of IR cameras in terms of measurement resolution

and number of pixels, it is now possible to measure accurately temperature variations which are representative of physical

phenomena in materials such as thermoelastic coupling, plastic instabilities, phase transitions, fatigue or damage. The idea is

to reveal the deformation mechanisms in a specimen from its thermal response under mechanical loading. However, the

temperature variation is not the most relevant parameter because of both the heat diffusion inside the specimen and the heat

exchange with the outside. A more relevant approach is thus to estimate the heat sources (which are produced/absorbed by

the material due to deformation) from the measured temperature fields by using the heat diffusion equation [1–3]. Two main

difficulties are encountered in this approach: measurements are available only at the specimen surface, and experimental

input data are unavoidably noisy.

Two main types of approaches are available in the literature. The first one consists in minimizing the error between

measured temperature fields and theoretical temperature fields provided by a numerical model (see [4, 5] for instance).

The second one consists in using a suitable two-dimensional version of the heat diffusion equation and directly calculating

the terms of the heat diffusion equation using the experimental temperatures. The method presented here belongs to this

second type of approach. Various filtering strategies were tested in the past. Important results were obtained on the

thermomechanical behavior of materials using different types of filtering methods: local polynomial approximation [6],

low-pass recursive filters [7], Fourier transform [8], modal filtering method [9], proper orthogonal decomposition [10] or

C. Beitone • M. Grédiac • D. Delpueyo • C. Tilmant
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derivative Gaussian filter [11]. In the present study, we focus only on the thermal conduction term of the heat diffusion

equation because it is the most difficult term to estimate in the procedure, the reason being that it involves spatial second

derivatives (a Laplacian for isotropic materials) of noisy data. As the underlying process is linked to the heat equation, we

expect a signal with a smooth curvature. We study the benefit of a filter which was specially designed to remove noise in the

curvature of a signal: the so-called Gradient Anisotropic Diffusion (GAD) proposed first by Perona and Malik [12].

This filter was first designed for image smoothing purposes, but it can also be used to detect interest points in natural

images. The objective here is to study the efficiency of the heat source determination employing such a GAD filter. Synthetic

and experimental data are successively processed.

36.2 Heat Diffusion Equation and Processing by GAD Filter

Physical problem statement—Let us consider a rectangular plate in the (x, y) plane with small thickness in the z-direction.
A two-dimensional version of the heat diffusion can be written as follows [1]:

st ¼ ρC
∂θ
∂t

þ θ

τ

� �
� λΔθ ð36:1Þ

where θ is the temperature variation, st the heat source produced or absorbed by the material due to deformation, ρ the

density, C the specific heat and λ the thermal conductivity of the material assumed to be isotropic. τ is a time constant

characterizing the heat exchanges by convection with air along the z-direction. By dividing this equation by ρC, we obtain:

s ¼ ∂θ
∂t

þ θ

τ
� DΔθ ð36:2Þ

where D is the thermal diffusivity. In this expression, s is equal to the (st/ρC) ratio. It is referred to as the ‘heat source’ in the
following. It is expressed in �C s�1. From noisy temperature fields, the most difficult term to be calculated is the Laplacian

term, especially for materials such as metals which feature a high thermal diffusivity compared to other types of materials.

Hence the present study focuses on this term. Only the steady-state regime θ(x, y) of the temperature evolution θ(x, y, t)
under constant heat source field s(x, y) is considered in the following. Equation (36.2) becomes

s ¼ θ

τ
� DΔθ ð36:3Þ

Equation (36.3) shows that the field of heat source s (x, y) can be deduced from the field of temperature change θ(x, y) using
the right-hand side of the equation.

Processing by anisotropic diffusion filtering—The GAD filtering method was specially designed to remove the noise in

the curvature of a signal while respecting the causality principle, which claims that details at coarse scales remain present at

finer scales [12]. It relies on a diffusion equation for which the raw noisy field θ(x, y) is used as initial condition:

∂θ*

∂t*
� div c▽θ*

� � ¼ 0 ð36:4Þ

with θ∗ðx, y, t∗ ¼ 0Þ ¼ θðx, yÞ ð36:5Þ

where c(x, y, t*) is a scalar function. Exponent “*” in the symbols t* and θ* is here employed to distinguish the quantities

from those used in (36.1) and (36.2). The variation in time of the field θ*(x, y, t*) provides smoother versions of the

original field θ(x, y). In order to preserve the signal structure hidden by noise, function c must respect some properties.

For instance, a common choice for this function is [12]:
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cðx, y, t∗Þ ¼ exp � j▽θ∗ðx, y, t∗Þj
k

� �2
" #

ð36:6Þ

where k is a scalar constant. As c is not constant in space, the filter is said to be heterogeneous and anisotropic [12]. Equation
(36.4) is solved with an iterative method, namely the Euler method. The choice of the time step for this resolution is usually

normalized [12], and the variation in time of θ * can be expressed only as a function of the iteration number i. The objective
here is to find the optimal iteration number iopt providing the optimal filtered version θf (x, y) of θ(x, y) for the heat source
reconstruction:

s ¼ θf
τ
� DΔθ f ð36:7Þ

Examples of data processing are given in next section.

36.3 Simulated Data

Figure 36.1 shows a theoretical field of temperature change resulting from a heat source in a rectangular plate. The heat

source is non-null in the square zone with dimension a at the center of the plate, and null elsewhere. The objective is to

reconstruct the heat source field s(x, y) from the field of temperature change θ(x, y) in the presence of noise. A Gaussian noise

with a standard deviation of 0.02 �C is added for the theoretical input data in order to simulate a noise which is typical of

noise encountered in real IR cameras. The mean quadratic error between imposed and reconstructed heat source field can be

calculated inside the central square zone (where the theoretical heat source is non-null), as well as in the remaining part of

the rectangular plate. The global reconstruction error is defined here as the mean value of these two errors (see [11]).

Figure 36.2 shows the performance of the heat source reconstruction as a function of the number of iterations i used during
the filtering procedure. It is observed that there is an optimum for the reconstruction which is equal here to 35 iterations. In our

tests, parameter k was fixed empirically after some preliminary tests (not presented here): k ¼ 6. A series of simulations was

performed to identify the optimal number of iterations as a function of various parameters: the heat source intensity, the size a
and the noise which corrupts the input data. It can be also noted from the curve in Fig. 36.2 that above the optimum number of

iterations, the error increases quite slowly, highlighting that a non-optimal number of iterations still leads to a correct heat

source reconstruction. This information is interesting in practice, while performing mechanical tests for instance. Indeed,

defining the optimal filtering parameter is difficult during an experimental test as no reference solution is a priori available.
Figure 36.3 presents the comparison between three types of filtering applied on the same input data: the averaging filter,

the Gaussian derivative filter and the GAD filter. The theoretical heat source profile is superimposed in red. Each filter was

optimized to minimize its reconstruction error. The heat source field reconstructed using the averaging filter (Fig. 36.3a)

clearly exhibits a higher level of noise compared to the others. The comparison between the derivative Gaussian and GAD

Fig. 36.1 Example of temperature field in an aluminum plate resulting from a heat source located at the center of the plate
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filters (Fig. 36.3b and c) shows that the former leads to a lower level of noise. However, the mean error of heat source in the

central zone is lower with the GAD filter. Indeed, the imposed value of 1 �C/s for the heat source in the central zone is

reached only over a small zone with the derivative Gaussian filter, while the GAD filter better approximates (on average) the

theoretical heat source in this zone.

Fig. 36.2 Error in the heat

source reconstruction

as a function of the number

of iterations

Fig. 36.3 Comparisons between three types of filtering procedures using the same input data: (a) averaging filter, (b) derivative Gaussian filter,

and (c) GAD filter. Profiles are plotted as a function of coordinate x for y ¼ 120 mm. The theoretical heat source profile is superimposed in red.
Each filter was optimized to minimize the error of heat source reconstruction
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36.4 Experimental Data

The approach is now applied to an experimental temperature field measured on an aluminum plate (dimensions

320 � 240 � 2 mm3). A heat source was imposed using an electric heating patch glued on the specimen surface:

see Fig. 36.4a. The measurement of the temperature field was performed with a Cedip Jade III-MWIR infrared camera.

The temperature map was encoded with 320 � 240 pixels. The value of the heat source produced by the patch

can be deduced from its electrical resistance, the intensity and voltage of the electric current, and the volume of

the material located under the patch. It is equal to 0.4 �C s�1 for the considered test. Figure 36.4b presents the results

of the processing. It can be seen that the heat source is correctly identified at the center of the plate, both in terms of

shape and intensity.

Fig. 36.4 Experimental validation of the procedure: (a) experimental set-up comprising an aluminum plate with a heating patch placed at the

center to impose a constant heat source and (b) reconstructed heat source field from the measured steady-state temperature field
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36.5 Conclusion

A post-processing technique using a Gradient Anisotropic Diffusion filter was used to reconstruct heat source fields

from noisy temperature fields. The relevance of the GAD filter compared to two other types of filter (averaging filter and

Gaussian derivative filter) was illustrated from synthetic data corrupted by Gaussian noise, and the heat source distribution

was correctly identified from real experimental fields.
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11. D. Delpueyo, X. Balandraud, M. Grédiac, Heat source reconstruction from noisy temperature fields using an optimised derivative Gaussian

filter. Infrared Phys. Technol. 60, 312–322 (2013)

12. P. Perona, J. Malik, Scale-space and edge detection using anisotropic diffusion. IEEE Trans Pattern Anal Mach Intell 12, 629–639 (1990)

302 C. Beitone et al.



Chapter 37

Contour Method Residual Stress Measurement Uncertainty
in a Quenched Aluminum Bar and a Stainless Steel Welded Plate

Mitchell D. Olson, Adrian T. DeWald, Michael B. Prime, and Michael R. Hill

Abstract This paper describes a newly developed uncertainty estimate for contour method residual stress measurements

and presents results from two experiments where the uncertainty estimate was applied. The uncertainty estimate includes

contributions from random error sources including the error arising from noise in displacement measurements and the

smoothing of the displacement surfaces. The output is a two-dimensional, spatially varying uncertainty estimate such that

every point on the cross-section where residual stress is determined has a corresponding uncertainty value. The current paper

describes the use of the newly developed uncertainty estimate in a quenched aluminum bar with a cross section of

51 � 76 mm and a stainless steel weld plate with a cross-section of 25.4 � 152.4 mm, with a 6.35 mm deep groove, filled

with a multi-pass weld. The estimated uncertainty in the quenched aluminum bar is approximately 5 MPa over the majority

of the cross-section, with localized areas of higher uncertainty, up to 10 MPa. The estimated uncertainty in the welded

stainless steel plate is approximately 22 MPa over the majority of the cross-section, with localized areas of higher

uncertainty, over 50 MPa.

Keywords Residual stress measurement • Contour method • Uncertainty quantification • Repeatability • Aluminum

alloy 7050-T74 • Quenching

37.1 Introduction

The contour method is a residual stress measurement technique that is capable of generating a two-dimensional map of

residual stress over a plane in a body. The theoretical underpinning of the method is given by Prime [1], and is based on the

fact that when a residual stress bearing body is cut in half, stresses are released and redistributed within the body, which

causes deformation. The out-of-plane displacements are directly related to the stresses released, and the technique comprises

measurement of the out-of-plane displacements at the cut plane and use of the measured displacements to determine residual

stress at the cut plane via elastic stress analysis (Fig. 37.1). The contour method has been used to measure residual stress for a

variety of conditions [2–5].

Currently, only limited work has been performed for uncertainty estimation of the contour method. Some researchers

have used an overall uncertainty estimate (e.g., a single uncertainty value for every measured point on the cross-section)

based on the noise present in the surface topography data [6, 7] and measuring the surface topography with different

instruments [8]. Another study found the uncertainty using differences in residual stress from different levels of smoothing

[9], but required that the surface use a similar level of smoothing in both spatial directions. The newly developed uncertainty

estimate [10] is the first to develop a single measurement uncertainty estimator for the contour method, where the estimated

uncertainty is a function of in-plane position and is applicable for arbitrary surface smoothing, and to show the uncertainty
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estimator is a useful predictor of measurement uncertainty. The objectives of this work are to report the estimated

uncertainty in two test cases using the newly developed uncertainty estimate.

37.2 Methods

The methodology for contour method uncertainty estimation is based on quantifying the uncertainty for random error

sources [10]. Two random error sources identified for the contour method are the uncertainty due to noise in the

displacement surfaces and the uncertainty arising from smoothing of the displacement surfaces. The uncertainty due to

noise in the displacement surfaces is caused by the inherent surface roughness due to cutting, as well as the measurement

error present in the displacement measurement signal. Both of these uncertainty sources show up as high frequency noise in

the displacement surface, and cause what will be called the “displacement error.” The other error source addressed is the

uncertainty arising from the smoothing used in data processing that is required to extract the underlying form of the

measured data. The amount of smoothing is selected based upon limited knowledge. Even if the optimal amount of

smoothing were selected, there is no guarantee that the extracted form will exactly match the underlying trend in the

displacement data. Thus, some amount of error is introduced from the data processing and this will be called the “model

error.” This approach for uncertainty estimation is similar to the methodology developed by Prime and Hill for uncertainty

estimation in the slitting method for residual stress measurement [11].

37.2.1 Model Error

For contour method measurements, the analysis to extract the form of the experimental surface displacement (and

simultaneously filter out the noise) is typically accomplished by fitting the measured surface displacements to a bivariate

analytical surface. To illustrate the model error concept, consider a general bivariate, tensor product analytical surface

A

B

C

+

=

Initial
Stress

Released
Stress

Remaining
Stress

x

y σx

Fig. 37.1 Contour method steps: configuration A is a body containing residual stresses with the color scale corresponding to σxx; in configuration
B, the body has been cut in half, creating a new stress-free surface; configuration C shows the stresses that were released in going from A to B,

which can be found by reversing the cut surface deformation. Assuming elastic behavior, superposition provides A ¼ B + C, and since σxx on the
cut plane in B is zero (free surface), then σxx on the cut plane in A must be equal to σxx on the cut plane in C
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f x; yð Þ ¼
Xm

i¼0

Xn

j¼0

CijPi xð ÞPj yð Þ ð37:1Þ

where x and y are spatial dimensions in the cut plane, Cij are coefficients, Pi(x) and Pj(y) are known basis functions, and m
and n are the highest order terms included in the series corresponding to the x and y spatial dimensions. The amount of

smoothing is related to the choice of the fitting model (i.e., (37.1) and parameters m and n). The choice of the fitting model

and parameters affects the contour method result. Earlier work on the slitting method for residual stress measurement [11]

treated the smoothing model as a source of uncertainty, referred to as the “model error.” Adapting that approach to the

contour method, the model error is estimated by taking the standard deviation of the computed residual stresses over a

range of smoothing parameters. The model error definition used is

UModel ¼ std σm,n; σmþ1,n; σm,nþ1; σm�1,n; σm,n�1ð Þ ð37:2Þ

where UModel is the model error, σ is residual stress determined by the contour method for a given smoothing model, and the

subscripts refer to the amount of smoothing used in the contour data analysis. This definition of the model error includes a

range of smoothing in both spatial directions and both higher and lower in spatial frequency, which provides a measure of the

sensitivity of the computed residual stress to the selected fitting model. The model error is assumed to have a Gaussian

distribution, which has been found to be appropriate for many experimental error sources [12], and implies that one standard

deviation represents a confidence interval of 68 %.

37.2.2 Displacement Error

The contribution of the noise in the measured displacement field to the total uncertainty can be quantified using a Monte

Carlo approach [13]. A statistical measure of the random noise in the experimental data is calculated from the residual of the

displacement data, after the form of the surface has been extracted by fitting, where the residual is the difference between

the measured surface profile and the smoothed surface profile. To estimate the influence of noise on measured residual

stress, the contour method data analysis is repeated with normally distributed noise added to the measured displacements

(i.e., the displacement data now contain the noise that was originally present plus random noise that was artificially

introduced into the analysis). The added normally distributed noise has a standard deviation equal to the standard deviation

of the residual of the displacement data. The residual stress is computed after introduction of the additional noise, and the

process is repeated several times to develop a set of residual stress results, each computed with different random noise (but in

every case the standard deviation of the noise is the same). The displacement error is estimated by computing the standard

deviation of the set of residual stresses results with added noise, at each spatial location.

37.2.3 Total Uncertainty

The two uncertainty sources are combined together to estimate the total uncertainty. First, the root sum square of the two

uncertainty sources is calculated according to

URSS x; yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U2

Disp x; yð Þ þ U2
Model x; yð Þ

q
: ð37:3Þ

Next, the mean value of the root sum square uncertainty for all points on the cross-section is calculated

URSS ¼

XN

i¼1

URSS xi; yið Þ

N
; ð37:4Þ

where (xi, yi) are a set of N points having roughly uniform spacing over the cross section. The pointwise measurement

uncertainty is then defined as the greater of the root sum square uncertainty at each point, or the mean value
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UTOT x; yð Þ ¼ max URSS x; yð Þ,URSS

� �
: ð37:5Þ

The inclusion of the mean value places a floor on the estimated uncertainty and ensures that it remains at a reasonable level

over the entire cross section.

37.2.4 Experiments

Two contour method measurements were preformed and their associated uncertainties were estimated using the above

approach. One experiment used a 7050-T74511 extruded aluminum bar that was used to confirm the usefulness of the

uncertainty estimate [10] by determining the repeatability standard deviation (a measure of precision) in a set of repeat

measurements (similar to a recent repeatability study for the contour method [14]). The bar cross section is 51.1 mm thick

and 76.1 mm wide, with a length of 305 mm. The material properties for the bar are: E ¼ 71 GPa, ν ¼ 0.33, with a yield

strength of 490 MPa. The bar had residual stresses induced by heat treating to a T74 temper [15], which consisted of solution

heat treatment at 477 �C for 3 h, immersion quenching in room temperature water with 16 % polyalkylene glycol (Aqua-

Quench 260), and a dual artificial age at 121 �C for 8 h then 177 �C for 8 h. Based on earlier work, this treatment is expected

to produce compressive residual stress on the bar exterior and tensile residual stress on the bar interior, both having

magnitudes greater than 100 MPa [14, 16]. Contour method measurements were performed at the mid-length of the bar, as

can be seen in Fig. 37.2.

The second contour method measurement was made in a long 316L stainless steel plate with an eight-pass groove weld of

308L stainless steel. The plate was the result of a concerted effort to design a sample to obtain data on the precision of

residual stress measurements as described in [17]. The plate has a width of 152.4 mm (6 in.), height of 25.4 mm (1 in.), and a

length of 1.22 m (48 in.) (Fig. 37.3a) with a groove along the plate length. The machined groove has a root width of 12.7 mm

(0.5 in.), root depth of 6.35 mm (0.25 in.), and a wall angle of 70� (Fig. 37.3b). The material properties for the 316L stainless

steel parent plate are: E ¼ 206 GPa, ν ¼ 0.3, with a yield strength of 440 MPa, and the material properties for the 308L

stainless steel weld filler metal are: E ¼ 204 GPa, ν ¼ 0.3, with a yield strength of 350MPa. The weld is made with machine

controlled inert gas tungsten arc welding (GTAW). The details of the welding procedure can be found elsewhere [17]. A

contour method measurement were performed at the mid-length of the plate at z ¼ 0 (609.6 mm from each end), as can be

seen in Fig. 37.3a.

A brief summary of the experimental steps of the contour method and its application for the two measurements will be

given. Each sample was cut at the earlier described measurement plane using a wire electric discharge machine (EDM),

while securely clamped. For each sample, the two resulting deformed cut surfaces were measured with a laser scanning

profilometer along the cross-section with a measurement spacing of roughly 200 μm in both directions. The two surface

profiles were then averaged on a common grid, and the average was fit to a smooth bivariate analytical surface. Residual

stress on the contour plane was found by applying the negative of the smoothed surface profile as a displacement boundary
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51
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Contour Cut
Fig. 37.2 Diagram of

aluminum block and contour

measurement location.

Dimensions are in mm
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condition in a linearly elastic finite element (FE) model of the half plate. The FE analysis used commercial software [18],

and a mesh of eight-node linear interpolation brick elements, with node spacing of roughly 1 mm on the cross-section in both

directions, and biased node spacing in the out-of-plane direction.

37.3 Results

The results using the quenched aluminum bar can be seen in Fig. 37.4. The measured residual stress is shown in Fig. 37.4a.

The contour method results are typical of a quenched aluminum component with compressive residual stress around the

perimeter (�175 MPa) and tensile residual stress in the center (160 MPa). The calculated displacement error can be seen in

Fig. 37.4b. The displacement error is very low at all points, but is slightly higher at the perimeter of the cross-section (around

2 MPa) than it is in the interior (around 1 MPa). The model error results can be seen in Fig. 37.4c. The results show that the

model error is significantly higher at the perimeter of the cross-section (around 40 MPa) than in the interior (under 10 MPa at

most locations). The total uncertainty estimate is shown in Fig. 37.4d.

Line plots of the of the measured residual stress with the total uncertainty estimate are shown as error bars in Fig. 37.5 for

the quenched aluminum bar (labeled as Cut 1). These plots show the total uncertainty is relatively small compared to the

range of the measured stress. Line plots of the displacement error, model error, and total uncertainty estimate are shown in

Fig. 37.6 for the quenched aluminum bar. The results show that displacement error is very small compared to the model

error, and in this case negligibly contributes to the total uncertainty estimate. The model error is under 10 MPa at most

locations in the part interior, but is significantly higher at the perimeter of the cross section at a three localized areas toward

the center of the bar.

The results for the stainless steel welded plate can be seen in Fig. 37.7. The measured residual stress is shown in

Fig. 37.7a. The results show high tensile stress in the weld region, with a maximum near 450 MPa, giving way to nearby low

magnitude compressive stresses (around�100MPa), which is typical weld residual stress [19–21]. However, the results also

show an area of larger compressive stress (about �250 MPa) toward the transverse edges, which was not expected, and may

have been introduced during plate manufacture, prior to welding. The calculated displacement error can be seen in

Fig. 37.7b. The displacement error is low at all points, but is slightly higher at the perimeter of the cross-section (some

points as high as 10 MPa) than it is in the interior (around 2 MPa). The model error results can be seen in Fig. 37.7c.

The results show that the model error is significantly higher at the perimeter of the cross-section (around 100 MPa) than in

the interior (under 30 MPa at most locations). The total uncertainty estimate is shown in Fig. 37.7d, which has essentially the

same distribution as the model error, but with the low uncertainty being replaced with a floor.

Line plots of the of the measured residual stress with the total uncertainty estimate are shown as error bars in Fig. 37.8 for

the stainless steel welded plate (labeled as Cut 1). These plots show the total uncertainty is a significant percentage of the

measured stress range. Line plots of the displacement error, model error, and total uncertainty estimate are shown in

Fig. 37.9 for the stainless steel welded plate. The results show that displacement error is very small compared to the model

error, and in this case negligibly contributes to the total uncertainty estimate. The model error is under 30 MPa at most

locations in the part interior, but is significantly higher at the perimeter of the cross section which causes the mean of the

uncertainty to be high (46 MPa), and thus dominates the total uncertainty distribution.
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Fig. 37.3 Diagram of stainless steel weld plate (a) overall geometry and (b) cross-section with details of the machined groove. Dimensions

are in mm
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37.4 Discussion

The nominally small model error in both samples indicates that the smoothing tends to be robust in the part interior, whereas

the smoothing is less stable at the part boundary, which is indicated by the larger uncertainties at the boundary.

The uncertainty is significantly larger in the stainless steel welded plate. There appears to be two reasons for that.

One, as suggested in [10], the uncertainty does appear to scale with the elastic modulus. For a given amount of residual

stress, a sample with a larger elastic modulus will exhibit a lower displacement, which is measured experimentally.

The second reason for the larger uncertainty in the stainless steel welded plate is due to the more complicated

stress field that is being measured, and as a result is more difficult to fit with a finite number of coefficients in the

analytical surface.

Both of the measurements presented here were used in repeatability studies of the contour method. Repeatability

studies are especially useful to compare with this study because they offer an alternative method to calculate uncertainty

(assuming each measurement has the same underlying stress). The mean of the measurement population and the

repeatability standard deviation can be seen in the line plots in Fig. 37.5 for the quenched aluminum bar. Comparing

an individual measurement from that data set and its estimated uncertainty (Cut 1) to the mean of the measurement set and

its repeatability standard deviation shows that the uncertainty estimate is reasonable. The two lines have error bars that

overlap at all points, indicating that there is no statistical difference between the two lines with their associated

uncertainties. Further details regarding the repeatability study in the quenched aluminum bars can be found in [10].

We find similar results when looking at the results for one measurement in the stainless steel welded plate compared with

mean of a set of repeated measurements, as is shown in Fig. 37.8. As was found in the quenched aluminum bar results, the

results for the stainless steel welded plate have error bars that overlap both lines at all points, indicating that there is no

statistical difference between the two lines with their associated uncertainties. Further details regarding the repeatability

study in the stainless steel welded plate can be found in [17].

Overall, the uncertainty estimates in both cases appear to be reasonable and give much needed uncertainty estimates for a

single contour method measurement.
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37.5 Summary/Conclusions

This paper describes a single measurement uncertainty estimator for the contour method, which accounts for noise in

measured displacement field and error associated with smoothing. This represents a significant improvement over available

techniques for contour method uncertainty estimation. The error arising from noise in the measured displacement field is

estimated using a Monte Carlo approach by finding the standard deviation of the differences in stress resulting from applying

normally distributed noise to the measured surface. The error associated with the smoothing model for the displacement field

was found by taking the standard deviation of stresses computed using different levels of smoothing.
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The uncertainty estimate was evaluated in two contour method experiments. The uncertainty estimates have similar

features for both samples, including: very low displacement error (appears to be negligible in the two cases examined), low

model error in the interior, higher model error along the part perimeter, and the total uncertainty distribution is dominated by

the model error. The uncertainty in the stainless steel sample is systemically higher than that found in the aluminum sample.
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Chapter 38

On the Separation of Complete Triaxial Strain/Stress Profiles
from Diffraction Experiments

H. Wern and E. J€ackel

Abstract The fundamental equation in X-ray diffraction relates the measured strain quantities to a superposition of six

independent components, three normal and three shear components which can exist as gradients with depth. However,

the linear system of equations to solve for the six components leads to a singular matrix. In such a case of nonunique

solution is expected. In the literature then so called regularization methods are recommended. All these methods work

only if the determinant of the matrix is close to zero, in diffraction experiments it is definitely zero because of the

existence of the normal component ε33. Therefore in the past, assumptions were made such as biaxial stress states and so

on. It is shown that by a numerical differentiation the shear components can simply resolved. Once the shear components

have been subtracted from the fundamental equation, the three normal components remain. By a Taylor series develop-

ment of the fundamental equation, it is shown that ε33 and its first derivative at ψ ¼ 0 are independent of the rotation

angle φ. This requires a special structure of the matrix to analyze the data at different φ rotations. Once these two values

are obtained, they serve as the initial conditions of a differential equation of second kind which is solved numerically.

The unknown functions in the differential equation are approximated by a Taylor series expansion whose coefficients are

determined by a nonlinear optimization procedure. Together with simulated data, first results are presented.

Keywords X-ray diffraction • Triaxial strain/stress profiles • Separation of profiles • Numerical solution of differential

equation of second kind • Nonlinear least squares approach

38.1 Introduction

All measuring methods which rely on Bragg’s law such as X-ray or neutron diffraction, primarily detect a strain state rather

than a stress state. A strain state assigned to any point of the material under investigation is represented by a symmetric

second rank tensor containing six different elements, three normal and three shear components. Because the strain state of a

polycrystalline material is assumed to be the response of residual stress, the strain tensor does not have to be conform with

the crystal symmetry as thermal expansion does. As a consequence, no further restrictions can be made and the full triaxial

tensor must always be considered. In this sense, the so called “sine-square-psi” method [1] is a restriction which can be

reviewed as a first approach in the early days of X-ray stress analysis.

38.2 Goniometers

In the X-ray diffraction technique, two different types of measuring geometries are established [2]: theΩ and ψ goniometers,

which are illustrated in Figs. 38.1 and 38.2:

38.2.1 Fundamental Equations

A typical experimental setup uses the variation of a rotation angle φ and tilt angles ψ with respect to the sample coordinate

system. The normal L refers to the measurement direction which is selected by the Miller indices (hkl). Residual strain or
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stress depth profiles measured with X-rays in the near surface region of polycrystalline materials are always averaged

quantities because the counted intensities are averages over the diffracted volume. Therefore, the measured profiles are

called τ-profiles where τ is the 1/e penetration depth of the X-rays. The measured profiles can be expressed as

εh iφψi
τið Þ ¼ dφψi τið Þ � d0

d0
¼

ðD

0

e
� z

τiεφψi
zð Þdz

ðD

0

e
� z

τi dz

ð38:1Þ

where ε follows from the usual transformation law of a second rank tensor ε from the laboratory system to the specimen

system shown in Fig. 38.2.

εφψ τð Þ� � ¼ ε11 τð Þ cos 2φ sin 2ψ þ ε22 τð Þ sin 2φ sin 2ψ þ ε33 τð Þ cos 2ψ
þ ε12 τð Þ sin 2φ sin 2ψ þ ε13 τð Þ cosφ sin 2ψ þ ε23 τð Þ sinφ sin 2ψ

ð38:2Þ

For the ψ-goniometer τi is given by (38.3)
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Fig. 38.1 Angular definitions

of the Ω-goniometer with

respect to the specimen

coordinate system. The tilt

axis T lies in the specimen

surface and in the diffraction

plane but is perpendicular to

the diffraction vector (hkl),

which is parallel to L
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Fig. 38.2 Angular definitions

of the ψ-goniometer
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τi ¼ sinΘ0 cosΨi

2μ
ð38:3Þ

where μ is the absorption coefficient for the particular wavelength and the material under investigation . Θ0 is the Bragg

angle of the stress free lattice spacing d0. Because of the independent existence of the normal component eps33 at all

φ-rotations the above system in (38.2) written as a linear system of equations for the six unknowns becomes always singular.

Therefore a unique solution cannot be expected. This is well known in literature and the reason why several simplifications

have been made such as to consider only biaxial stresses and so on [3–6].

The purpose of this paper is to find a method to separate all six and therefore triaxial components.

In order to achieve this goal, in a first step we have to use simulated data with known conditions. Therefore the left hand

side of (38.2) (the measurement side) has been simulated for data in ψ geometry together with typical values for a steel

specimen and Cr Kα radiation. The strains are then assumed to be converted to stresses with the corresponding X-ray

elastic constants. This has the advantage that we can use a further boundary condition, namely that σ33 zð =0Þ at a free

surface must be zero.

38.2.2 Simulation

With the aid of a random number generator, a total of six different stress gradients have been simulated according to the

following formulae:

σi, j zð Þ ¼ a0 þ a1zþ a2z
2

� �
e�az3 ð38:4Þ

The profiles of the three normal components are shown in Fig. 38.3.

These equations are put into (38.1) to produce the τ profiles. In (38.1) and (38.2) simply replace strain by stress.

The results are shown in Figs. 38.4 and 38.5 respectively.

Without loss of generalization we restrict the procedure only for the case φ ¼ 0.

The shear components are not shown because they can be exactly obtained by the following procedure: The fundamental

equation (38.2) is differentiated with respect to the rotation angle φ in order to get rid of the third normal component.

The left hand side is differentiated by fitting a Fourier series with respect to φ to the experimental or simulated data.

In consequence, one obtains a linear system of equations for the three shear components and the difference ε22 τð Þ � ε11 τð Þ.
The matrix is regular and therefore a unique solution is obtained. Once the shear components are separated they are

Fig. 38.3 Simulated normal

stress gradients versus depth

from surface
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subtracted from the fundamental equation with their corresponding weights. It remains the superposition of the three normal

components. In order to simplify the procedure we restrict us to φ ¼ 0. Now we start from behind, that means we plot the

τ-profiles as a function of the tilt angle ψ shown in Fig. 38.5.

The curve in the middle is the superposition of both profiles which corresponds to the measuring quantity. A Taylor series

expansion of the fundamental equation with respect to ψ at ψ ¼ 0, exhibits the following form which reads as

σ ψð Þh i ¼ σ33 0ð Þ þ σ33
0
0ð Þ þ σ33

0 0
0ð Þ � 2σ33 0ð Þ þ 2σ11 0ð Þ� �

ψ2=2

þ σ33
0 0 0
0ð Þ � 6σ33

0
0ð Þ þ 6σ11

0
0ð Þ� �

ψ3=6þ � � � ð38:4Þ

A least squares analysis of the measured data yield the corresponding coefficients of the Taylor series.

It is important to note that the first two terms are independent of the orientation angle φ. This knowledge allows us to

properly perform a least squares analysis at different ψ rotations. As a result, we know the exact values of σ33 and σ330 at

Fig. 38.4 Simulated normal

stresses versus τ (μm)

Fig. 38.5 Stress profiles

as a function of ψ
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ψ ¼ 0. The idea now was to calculate the profile as the solution of a differential equation of second kind whose initial

conditions are known. Under the assumption that σ33
00
and σ33

00 0
at ψ ¼ 0 are small we can at least obtain approximate

initial conditions for σ11. The two differential equations will certainly not have constant coefficients but will be rather

functions of ψ. Because we do not know the functions, we again write them as a Taylor series with unknown coefficients.

Let us abbreviate the superposition from the measurement as hσ(ψ)iM and from the solution of the differential equations

as hσ(ψ)iDGL. Then we can define an error functional which reads as
X
i

σ ψ ið Þ � σ ψ ið Þð Þ2 = F2. Now, we minimize the error

function with respect to the unknown parameters in the Taylor series of the differential equations. For that reason we need

the derivatives of the hσ(ψ)iDGLwith respect to the parameters. Because they are not known analytically, we have to adopted

a numerical procedure. We replace the derivatives by a symmetric difference quotient. For that reason, we have to solve the

differential equations twice for each parameter. First results will be presented in the oral presentation.
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Chapter 39

Residual Stress Mapping with Multiple Slitting Measurements

Mitchell D. Olson, Michael R. Hill, Jeremy S. Robinson, Adrian T. DeWald, and Victor Sloan

Abstract This paper describes the use of slitting to form a two-dimensional spatial map of one component of residual stress

in the plane of a two-dimensional body. Slitting is a residual stress measurement technique that incrementally cuts a thin slit

along a plane across a body, while measuring strain at a remote location as a function of slit depth. Data reduction, based on

elastic deformation, provides the residual stress component normal to the plane as a function of position along the slit depth.

While a single slitting measurement provides residual stress along a single plane, the new work postulates that multiple

measurements on adjacent planes can form a two-dimensional spatial map of residual stress. The paper uses numerical

simulations to estimate the quality of a slitting measurement, relative to the proximity of a given measurement plane to a free

surface, whether that surface is the edge of the original part or a free surface created by a prior measurement. The results of

the numerical simulation lead to a recommended measurement design for mapping residual stress. Finally, the numerical

work and recommended measurement strategy are validated with physical experiments using thin aluminum slices

containing residual stress induced by quenching. The physical experiments show that two-dimensional residual stress

mapping with slitting has precision on the order of 10 MPa.

Keywords Residual stress • Slitting • Crack compliance • Mapping • Uncertainty • Measurement design

39.1 Introduction

The present work is directed at developing a method for determining the two-dimensional distribution of one in-plane

component of residual stress in a thin part, that can be idealized as a two-dimensional body. There is a wide range

of potential techniques for residual stress measurement, with some providing residual stress at a point (e.g., hole drilling

or X-ray diffraction) and others providing a profile of stress along a line (e.g., slitting or deep hole drilling). The contour

method, recently invented by Prime [1], provides a two-dimensional distribution of the residual stress component normal to

a plane. The contour method results are useful because they illuminate spatial variations of the stress field that may not be

recognizable with a point or line measurement, which can be very useful for failure assessment or process model validation.

The present work describes a method to determine a two-dimensional residual stress distribution, in x and y, like that

provided by the contour method, but where the part is thin (along z), and the stress component of interest lies in the plane of

the thin part (i.e., either σxx or σyy).
A two-dimensional distribution, commonly called a “map”, of one or more residual stress components might be

determined in a variety of ways. A map of the near surface stress could be built up by performing a series of point stress

measurements using X-ray diffraction or hole drilling. Neutron diffraction could be used in a similar way, but with

that method’s larger sampling volume providing a thickness-averaged, rather than near surface, measurement. A map of
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the in-plane stress could also be built up by performing a series of line stress measurements. Such a map might be

constructed from a series of deep hole drilling measurements [2] in thick parts or a series of slitting measurements [3] in

thin parts. Recently, a technique comparison was developed for mapping of in-plane residual stress in a thin slice taken from

a dissimilar metal weld, and compared maps made using hole drilling, neutron diffraction, and slitting [4]. The results of that

work showed all three methods capable of mapping in-plane residual stress, with slitting having lower experimental

complexity and providing the best precision.

This work is directed to develop methods for mapping one in-plane residual stress component in a thin body using a

series of slitting measurements, since slitting has excellent measurement precision [5] and utilizes readily available

equipment [6]. To fix ideas, consider a single slitting method measurement in a rectangular, two-dimensional part having

width W along the x direction and thickness t along the along the y direction. A typical slitting method measurement is

performed at the mid-width (x ¼ W/2), and determines σxx(W/2, y) (i.e., the residual stress component normal to the mid-

width plane, as a function of through thickness position). The measurement consists of cutting a thin slit across the

thickness, from y ¼ 0 to y ¼ t, while measuring part deformation as a function of cut depth (typically using a strain gage

placed at (x, y) ¼ (W/2, t)). Cutting is typically performed using wire electric discharge machining (EDM) and

deformation is typically measured using metallic foil strain gages. Given measured deformation as a function of cut

depth, residual stress is computed using an elastic inverse. A map of stress could be formed by making a number of

slitting measurements on adjacent planes, but a study is required to determine a means to maintain the quality of the

slitting measurements.

The most fundamental issues in using slitting for stress mapping can be framed by considering two adjacent

measurements made on a single part. Assuming elastic behavior dominates, which is fundamental to slitting, and all

mechanical stress release measurement techniques, superposition allows any number of adjacent measurements to be

planned from knowledge gained by studying two adjacent measurements. Consider a first measurement along the dashed

line in Fig. 39.1, with the slit cut from y ¼ 0 to y ¼ t and deformation measured by a single strain gage at y ¼ t. Past work
suggests that the quality of this measurement will depend on the distance from the part free edge to the slit plane, s1,
because it affects the response of the strain gage to stress on the cut plane (further discussed below). A second

measurement location is indicated with the dotted line in Fig. 39.1, which is a distance s2 from the prior measurement.

The first measurement affects the second measurement in two ways. First, the quality of the measurement will be affected

by s2 in the same way the first measurement was affected by s1 (the distance from the free edge) and second, s2 will

determine the degree to which stress released during the first measurement will change the stress measured during the

second measurement.

The initial goals of this paper are to determine values of s1 and s2 that are likely to be useful in slitting mapping. The first

goal is to determine the effect of s1 (and also s2) on measurement uncertainty. The second goal is to provide experimental

confirmation of the numerical work. The physical experiments use a series of thin slices removed from a quenched

aluminum bar and demonstrate the effects of various choices made in designing a mapping experiment.

s
1

g
L

t

x

y

s
2

W
1

Fig. 39.1 Geometry for the

numerical study: t is the part

thickness, W1 the part width

(3t), gL is the gage length

(0.02t), and s1 is the distance

from the edge to the gage

center, and s2 is the distance

from the first to second

measurement plane
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39.2 Methods

A useful summary of the theoretical background for slitting is given in [3], with key details summarized here to support an

understanding of an uncertainty analysis that enables achieving the first goal of this work. Considering the orientation of

Fig. 39.1, the unknown residual stress perpendicular to the slit plane, as a function of position y, σxx(y), is assumed to be a

sum of known basis functions, Pj(y), having a set of unknown amplitudes Aj

σxx yð Þ ¼
Xm
j¼1

AjPj yð Þ: ð39:1Þ

The strain that would occur at the strain gage, for a particular cut depth ai, εxx(ai), is related to the unknown amplitudes

through a compliance matrix, Cij

εxx aið Þ ¼
Xm
j¼1

CijAj: ð39:2Þ

Each entry of the compliance matrix is the strain that would occur in a body having a slit of depth ai, when the slit faces are
loaded by a traction distribution Pj(y). Given a specific strain gage size and location, the entries of the compliance matrix

may be determined using elastic finite element modeling, as was described earlier [7].

The unknown amplitudes, Aj, are determined from measured strain versus slit depth data. Adopting matrix notation,

(39.2) becomes

ε ¼ CA ð39:3Þ

where ε is a column vector of strain measured at each slit depth, A is a column vector of amplitudes, and C is the compliance

matrix having rows and columns reflecting slit depth and basis functions, respectively. The compliance matrix often has

more rows than columns, so that (39.3) is solved in a least squares sense

A ¼ Bε ð39:4Þ

where B is the pseudoinverse [8] of C

B ¼ CTC
� ��1

CT : ð39:5Þ

An uncertainty estimate for residual stress measured by slitting was developed by Prime and Hill [9]. A column vector of

stress variance (square of uncertainty), with rows reflecting stress at a series of discrete y values (usually taken to be the cut

depths), is given by

s2 ¼ diag PB DIAG u2ε
� �� �

BTPT
� � ð39:6Þ

where u2ε is a column vector of the strain variance with rows reflecting the cut depths, P is a matrix containing the values of

Pj(yk), with rows corresponding to the discrete y values and the columns correspond to the basis functions, diag is an operator
that forms a vector from the diagonal values of a matrix, and DIAG is an operator that forms a diagonal matrix from the

values of a vector. Typically, the strain variance is either assumed constant at all depths, or computed as the difference

between the measured strain and the strain fit, u2ε= ε� CA.
With an uncertainty estimate established, the effect of s1 on measurement quality can be found by determining the

uncertainty inherently associated with measurement for a range of values of s1. This approach follows on the work of Rankin
and Hill, who used the numerical quality of the compliance matrix, which correlates with stress uncertainty, as a basis for

selecting strain gage configurations in slitting [10].

To understand how measurement uncertainty varies with s1, a series of compliance matrices were developed with a range

of values of s1. The analysis considered a body with unit thickness, t, and widthW ¼ 3t, as shown in Fig. 39.1. The distance
from the edge of the sample to the cut plane, s1, was varied from 0.05t to 1.5t. Each compliance matrix was determined using

a finite element model with 400 elements evenly spaced along the thickness, and element size increasing with distance from
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the cut plane, varying from t/400 at the cut plane to t/40 at the free edge. Each compliance matrix assumed Legendre

polynomial basis functions, orders 2–6, and cut depths evenly spaced by 0.01t. The stress uncertainty for a given value of s1
was then found using (39.6), assuming 1 με uncertainty at all cut depths. Comparison of uncertainty for various values of s1
versus position in the depth, and as a root mean square over all depths, enables an assessment of measurement quality.

The procedure to use slitting to form a map is very similar to the procedure used to make a single measurement. For the

second measurement, the compliance matrix could be different, if s2 6¼ s1. If s2 ¼ s1, the compliance matrix for s2 may be

nearly the same as the compliance matrix for s1, since the first slitting measurement essentially creates a new free surface

(the maximum cut depth is usually about 0.95t), but would be different since W2 6¼ W1. If the measurements are close

enough to one another, the effect of the first slitting measurement on the second may need to be accounted for. The effect of

the first slitting measurement on the second should depend on s2. For small values of s2, there should be a large effect and for
large values of s2, there should be a negligible effect.

The effect of a prior measurement on a subsequent one will be accounted for using a correction, which is determined

using a supplemental stress analysis, similar to earlier work by Pagliaro et al. [11] and Wong and Hill [12]. In both of these

earlier studies, the supplemental stress analysis used stress determined in the prior measurement as a traction boundary

condition input on a model whose geometry reflected the configuration of the subsequent measurement (i.e., the model

included the prior cut from contour or from slitting), the measured stress was applied as a traction on the prior cut plane, and

stress was determined at the subsequent measurement plane. Here, the correction is used for two parallel measurement

planes. The analysis is illustrated in Fig. 39.2, and used commercial finite element software [13]. The correction approach

comprises a sum of the output of the supplemental stress analysis at the subsequent plane and the stress that will be measured

at the subsequent plane to find the original stress present at the subsequent plane. This process is repeated for each

subsequent measurement, where the supplemental stress analysis uses the total original stress present at the prior measure-

ment plane.

A series of physical experiments were performed to test conclusions drawn from the numerical results. Measurements

were made on 5 mm thick slices removed from a long 7050 aluminum alloy bar that had been quenched to induce high

residual stresses indicative of the T74 temper. The slices have a width of 77.8 mm and a height of 50.8 mm. The coordinate

system used in this work has the origin at the center of the slice in the horizontal direction (38.9 mm from the edge) and at the

bottom of the slice. The x-direction is positive to the right and the y-direction is positive up. All slitting measurements cut

from y ¼ 0 to 48.9 mm (to a depth of 96 % of the part height). A total of six slices were used in this work and will be called

slice 1, slice 2, etc. The first four slices were used to form a map of stress in the slice. Slice 1 had measurements at �20, 0,

and 20 mm; slice 2 had measurements at�15, 0, and 15 mm; slice 3 had measurements at�10, 0, and 10 mm; and slice 4 had

measurements at�5, 0, and 5 mm, all of which can be seen in Fig. 39.3. The remaining two slices (slices 5 and 6) were used

to test if the measurement order would affect the measured result. Slices 5 and 6 used the same measurement locations as

slice 3, but altered the order so that the stress at each spatial location could be measured with a different measurement order.

The measurement locations and cut order can be seen in Table 39.1 and the choice of s (s1, s2, and s3) for each measurement

can be seen in Table 39.2.

The stress in each slice wasmeasured on three planes of constant x. The stress at the thirdmeasurement plane is found using

the same methodology as is used to calculate the stress at the second measurement plane, except that the traction boundary

condition applied in the supplemental stress analysis is the total stress at the second measurement plane (i.e., the measured

stress from slitting at the second measurement plus the correction from the first measurement at the second location).

s
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t
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y

s
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2

Fig. 39.2 Geometry of the supplemental finite element model used to find the correction for prior measurement: a traction boundary condition is

applied to cut faces of the prior measurement at x ¼ s1, and the resulting stress is extracted at the subsequent measurement plane, which is a

distance s2 from the prior measurement
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The experiments followed best practices given by Prime [14] and by Hill [3]. Each measurement used a single strain gage

mounted on the back face of the sample (y ¼ 50.8 mm) with a 1.57 mm active gage length, and temperature compensated for

aluminum. Each slitting measurement consisted of 60 cut increments, ranging in size from 0.25 to 1.5 mm. After each cut

increment, the EDM wire was powered off and strain was recorded after allowing the Wheatstone bridge strain indicator to

develop a stable readout (~1 min). Cut closure was avoided using visual inspection and cutting toward the initial cut depth as

needed to maintain a gap on the cut plane. Elimination of cut closure is required given the linear formulation of (39.2). After

the experiment, an instrumented optical microscope was used to determine the location of the slit, the location of the strain

gage, the maximum slit depth, and the slit width.

A compliance matrix for each experiment was determined from a 2D, plane strain, finite element model and unit pulse

basis functions for residual stress. The model reflected the measured geometry, which assures fidelity of measured residual

stress [15], and assumed an elastic modulus of 70 GPa and Poisson’s ratio of 0.3, to match aluminum. A typical model had

400,000 eight-node, biquadratic elements, with 1000 elements across the thickness and a bias of element size with distance

away from the cut plane, with square elements at the cut plane and element size 10� larger at the free end. Lastly, since the

compliance matrix is computed using a plane strain model, it was scaled using the correction scheme developed by Aydiner

and Prime [16] to account for the finite thickness of the slice.
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Fig. 39.3 Diagram of slitting

locations

Table 39.1 Measurement order

and measurement plane locations

for all slices Slice

x-position with corresponding cut order (mm)

�20 �15 �10 �5 0 5 10 15 20

1 1 2 3

2 1 2 3

3 1 2 3

4 1 2 3

5 1 3 2

6 3 1 2

Table 39.2 Distances between

measurement planes, s,
normalized distances between

measurement planes, s/t, and
normalized widths, W/t

Slice s1 (mm) s2, s3 (mm) s1/t s2/t, s3/t W2/t W3/t

1 18.9 20 0.372 0.394 1.16 0.77

2 23.9 15 0.470 0.295 1.06 0.77

3 28.9 10 0.569 0.197 0.96 0.77

4 33.9 5 0.667 0.098 0.86 0.77

5 28.9 10 0.569 0.197 0.96 0.39

6 38.9 10 0.766 0.197 0.77 0.77
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The uncertainty in each slitting measurement was calculated with (39.6). The strain uncertainty, uε, was taken as the

maximum of either the difference between measured strain and fit strain, or a minimum value of 2 με. The uncertainty in

the corrections for prior slitting measurements was estimated using a Monte Carlo approach. Each correction was found five

times with a “noisy” stress distribution, where the noisy stress is the sum of the known, prior measured stress and normally

distributed noise with a magnitude corresponding the uncertainty in the prior measurement. The error in the corrections was

then taken as the standard deviation of the five corrections with added noise. The total uncertainty was found using

U ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U2

slitting þ U2
correction

q
ð39:7Þ

where U is the total uncertainty of the stress in the slice, Uslitting is the uncertainty from the slitting measurements, and

Ucorrection is the uncertainty in the prior measurement correction.

39.3 Results

Figure 39.4 shows that small values of s1 result in large uncertainty in stress. The uncertainty as a function of cut depth, in

Fig. 39.4a, has a similar distribution for different values of s1, with uncertainty being largest at the initial cut depths and

decreasing as cut depth increases. The similar shape of the uncertainty estimates is a result of the shape of the basis functions

used in the stress calculation (i.e., P in (39.6)). The uncertainty is large for small values of s1 ¼ 0.05t and 0.10t, but quickly
becomes smaller for s1 � 0.2t. This is further illustrated in Fig. 39.4b, which shows the RMS of the uncertainty, across all

cuts depths, as a function of s1. The results show the uncertainty is significantly larger for small values of s1 ¼ 0.05t and
0.10t, but decreases rapidly and begins to plateau at s1 > 0.5t.

Based on these results, we suggest the optimal selection of s (s1, s2, . . . etc) is s ¼ 0.2t as a balance between fine

measurement spacing (small values of s) and reasonable measurement precision, since the uncertainty increases significantly

for s < 0.2t. Using this recommendation, a good mapping experiment would consist of having s � 0.2t. When this criterion

is applied to the aluminum slices used in the present experimental work, we would expect good measurement precision for

the measurements with spacing of 20 mm (0.39t), 15 mm (0.30t), and 10 mm (0.20t), but poor measurement precision for the

measurements with spacing of 5 mm (0.098t).
Measured strain data for all three measurements on slice 3 are given in Fig. 39.5a, and residual stresses are given in

Fig. 39.5b. The strain and stress magnitudes are largest for the first measurement, which had s1 ¼ 0.57t, and are smaller and

similar for the second and third measurements, which had s2 ¼ s3 ¼ 0.2t. It is expected that the strain signal would be the

largest for the first measurement since there were no prior measurements. The corrections for the second and third

measurement in slice 3 were very similar, as can be seen in Fig. 39.5c, which suggests that the initial stress was similar at

the first and second measurement planes (since the correction at the second measurement is from the total stress at the first

measurement location and the correction at the thirdmeasurement is from the total stress at the secondmeasurement location).
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Fig. 39.4 Uncertainty in stress for 1 με strain error as a function of distance from strain gage to edge of coupon (s1)
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The total stress for the three measurements on slice 3 is plotted in Fig. 39.5d and shows that the quenching induced stress is

roughly parabolic along y, and relatively constant along x, over the 20mmmeasurement span between planes 1 and 3 on slice 3.

The total stress at x ¼ 0 in all six slices is shown in Fig. 39.6a. The measurements in slice 2, 3, 5, and 6 are nearly

identical to one another, while the measurements in slices 1 and 4 differ somewhat. The measured stress for the first and third

measurements (measurements at x ¼ �s from the mid-plane) in slices 1–4 can be seen in Fig. 39.6b. The measured stresses

at �20 mm are very similar to one another, showing symmetry that is expected in a part that was uniformly quenched. The

same symmetry is evident in the results for measurements at �15, �10, and �5 mm.

The results of the additional measurements intended to test the effects of measurement order using slices 3, 5, and 6

are shown in Fig. 39.7. The results show that although the individual slitting measurements are different due to the order of

the measurement, the total stress at the three different locations are nearly identical. Since the results are independent

of measurement order, this confirms that superposition holds in the measurements, and that the measurements have

good accuracy.

The two-dimensional spatial maps of stress and uncertainty in Fig. 39.8 show tensile residual stress in the center of

the slice, maximum near 60 MPa, and compressive stresses along the upper and lower edges, minimum near �100 MPa.

(There are six measurements of stress at x ¼ 0, but the results from slice 6 are used in the map because they are judged to

have the best measurement fidelity.) The uncertainty map shows that the total uncertainty is very low for all measurements,

except for the measurement at x ¼ 5 mm. To better understand the how the uncertainty is affected by the choice of s, the
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RMS of uncertainty for each slitting measurement, correction, and total have been plotted in Fig. 39.9 as a function of

measurement spacing. The results clearly show the uncertainty increases significantly when the measurement spacing is

5 mm (0.01t). Furthermore, the uncertainties for the third measurements in slices 1–4 are shown in Fig. 39.10 for both slitting

and the corrections. The uncertainty for the slitting measurements show the uncertainty to increase with decreasing s, with
the measurement with s ¼ 5 mm having significantly larger uncertainties (15 MPa compared to 7 MPa). The uncertainty

in the corrections also has uncertainty increasing for decreasing s, with s ¼ 10, 15, and 20 mm having small uncertainty

(under 3 MPa), but s ¼ 5 mm having a large uncertainty (30 MPa). The reason the uncertainties in the corrections are

less severe than the uncertainty in the slitting measurement for a given measurement spacing, is that they are represented by

high-frequency noise, whose effect becomes small over a relatively short distance. These uncertainty values confirm what

was stated earlier, that using a very small measurement spacing (s < 0.2t) can lead to an imprecise measurement.
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39.4 Discussion

The results presented above show several significant outcomes regarding mapping with slitting. The most significant

outcome is the experimental demonstration of slitting mapping, which provided good precision, except when measurements

were too closely spaced. The numerical analysis suggested, and experimental measurements confirmed, that measurement

spacing of s � 0.2t provides good measurement precision (around 5 MPa in the experiments on slice 3) while the spacing of

s ¼ 0.1t results in poor precision (around 30MPa in the experiments on slice 4). The poor precision for small values of s1 (or
s2) is due to poor condition of the compliance matrix because stress release does not cause strain change for shallow cut

depths when s is small.

The measured stresses at x ¼ 0, in Fig. 39.6a enable a comparison of the measurements for various choices of s and it is

promising that the measurements in slice 2, 3, 5, and 6 show very good agreement. The measured strain and calculated stress

for the second measurement on slice 4, shown in Fig. 39.11, clearly illustrates that the measurement spacing is too small

because the measured stress and uncertainty have similar magnitude. Although it is understandable that the measurement in

slice 4 is an outlier, it is confounding that the measurement in slice 1 does not agree well with the other results (by around

50 MPa at shallow cut depths and 10 MPa at the mid-thickness), especially since this measurement has low uncertainty

(under 5 MPa).

To further explore the fidelity of the two-dimensional stress map made with slitting, confirmatory residual stress

measurements were made at the mid-height (y ¼ 25.4 mm) of a slice as a function of x using EPSI hole drilling, X-ray

diffraction, and a newly developed X-ray diffractometer that measures the full Debye ring with a single measurement (i.e.,

doesn’t require tilting for sin2Ψ vs. Ψ). Standard practice was followed, as described in [17] for ESPI hole drilling and [18]

for X-ray diffraction. There is limited background publication regarding the new diffractometer (μ-X360 from Pulstec

Industrial Co., Ltd) and the results presented here are for illustrative purposes. The measured results from the various

techniques can be seen in Fig. 39.12, where the ESPI hole drilling results are consistently higher than the slitting results, by

around 10 MPa, the conventional X-ray diffraction results are consistently lower than the slitting results, by 10–20 MPa, and

the Debye ring results appear to be systemically lower than the conventional X-ray diffraction results by about 5–10 MPa,

with significantly larger uncertainties. All four sets of results show a small degree of asymmetry, which is unexpected given

the uniform quenching. Considering that 10 MPa is a significant fraction of the precision typical of any of the four

measurement techniques [19]. The degree of agreement in Fig. 39.12 is reasonable.
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39.5 Summary/Conclusions

The use of slitting to form a two-dimensional map of one in-plane residual stress component in a two-dimensional body has

been considered in detail. A numerical study assessed the fidelity of a slitting measurement as the distance to the part free

edge is varied. The results of this numerical study show there would be very large uncertainties when the slitting

measurement plane is close to either the part edge or a previous slitting measurement plane, and leads to a recommended

minimum measurement spacing of 0.2t.
The results of the numerical study were confirmed with physical experiments using slices that had residual stresses

induced by quenching. The physical experiments showed excellent precision (under 10MPa) for measurements with spacing

greater than 0.2t. Results from confirmatory measurements made with X-ray diffraction and ESPI hole drilling agree well

with the slitting mapping results, giving further confidence in the use of slitting to form a 2D stress map.
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Chapter 40

A Novel Approach for Biaxial Residual Stress Mapping
Using the Contour and Slitting Methods

Mitchell D. Olson and Michael R. Hill

Abstract This paper describes a residual stress measurement approach that determines a two-dimensional map of biaxial

residual stress. The biaxial measurement is a combination of contour method, slitting method measurements on a thin slices

removed adjacent to the contour plane, and a computation to account for the effects of slice removal. The measurement

approach uses only mechanical stress release methods, which is advantageous for some measurement articles. The

measurement approach is verified with independent confirmation measurements. Biaxial mapping measurements are

performed in a long aluminum bar (77.8 mm width, 51.2 mm thickness, and 304.8 mm length) that has residual stresses

induced with quenching. The measured stresses are consistent with quench induced residual stress, having peak magnitude

of 150 MPa and a distribution that is tensile toward the center of the bar and compressive around the boundary.

The validating confirmation measurement results have good agreement with results from the biaxial mapping approach.

Keywords Residual stress measurement • Contour method • Slitting • Validation • Quenching

40.1 Introduction

Residual stress can play a role in many failure mechanisms. Fatigue [1, 2] and stress corrosion cracking [3–6] are particularly

sensitive to the presence of tensile residual stresses. Residual stresses can be difficult to predict because they are often the

result of complex manufacturing processes, which makes their measurement important for both understanding failure [7, 8]

and for validation of computational models of stress inducing processes [9–14].

Many methods exist for measuring residual stress, and each provides a limited portion of the stress tensor and has various

limitations. For example, large samples or samples with difficult microstructure (e.g., texture, large grains, etc.) are difficult

to measure with diffraction techniques [15]. Conversely, some mechanical stress relief methods are prone to systematic

errors for large magnitude residual stresses [16], especially if the stresses concentrate during sectioning [17, 18]. One

mechanical stress relief method, the contour method, has been found to be especially useful since it inherently measures a

map of residual stress over a cross-section. The contour method measures the change in stress when cutting a part in half

(at the cut plane). Since the cut has created a free surface, the stress normal to the cut plane must be zero after the cut, so that

the contour method completely determines the out-of-plane stress component that existed at the cut plane, prior to cutting.

Pagliaro et al. [19] further showed that the contour method also determines the change in stress for the in-plane normal

components of residual stress at the cut plane. Therefore, additional measurements of in-plane stresses on the cut surface can

be used to determine the original in-plane stresses. The first measurement of this type was performed in [19] and used X-ray

diffraction and hole drilling to measure the remaining in-plane stress at the contour cut plane (after the contour measure-

ment). Our recent work has extended this methodology to use only mechanical stress release methods [20, 21], but that

extension requires validation.

This paper describes an approach for mechanical biaxial residual stress mapping. The approach is then carried out on a

quenched bar, and the residual stresses determined are validated with complementary measurements.
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40.2 Methods

40.2.1 Measurement Approach

The new measurement approach comprises multiple mechanical stress release measurements, in conjunction with stress

analysis and superposition, to determine multiple stress components at a single plane of interest in a body. Each mechanical

stress release measurement will change the part configuration (i.e., change the geometry of the part) and each configuration

will be denoted with a capital letter (e.g., A, B, C). The residual stress tensor in each configuration, at the plane of interest, is

indicated with a superscripted σ (e.g., σA). The biaxial stress mapping approach determines the out-of-plane stress, σzz, and

one component of the in-plane stress, either σxx or σyy, at the plane of interest; by obvious extension, a triaxial mapping

approach could by applied, if three stress components were needed.

The configuration changes comprising the new approach are shown in Fig. 40.1a and include cutting the part in half at the

plane of interest (configuration A to B) and removing a thin slice (configuration B to C) adjacent to the plane of interest. The

coordinates assumed in work are shown in Fig. 40.1, with x and y lying in the plane of interest, and z along the length. Using
superposition, the stress in configuration A can be found with

A x; y; 0ð Þ ¼ i x; y; 0ð Þ þ B x; y; 0ð Þ ¼ i x; y; 0ð Þ þ ii x; y; 0ð Þ þ C x; y; 0ð Þ ð40:1Þ

where σwith a superscripted Roman numeral denotes the stress released by a change of configuration, defined as the stress in

the current configuration subtracted from the stress in the prior configuration (e.g., σi¼σA−σB). Although (40.1) applies at

all spatial locations, our concern is only the plane of interest, at z¼0. The contour method is used to determine σi, and this

measurement completely determines the out of plane component (σzz) of σ
A, since the plane of interest is a free surface in

configuration B. The slitting method is used to determine one in-plane component of σC.

As shown in Fig. 40.1b, σA can decomposed so that

A x; y; 0ð Þ ¼ A zð Þ x; y; 0ð Þ þ C x; y; 0ð Þ ð40:2Þ

where σA(z) is the effect of the out-of-plane stress on the thin slice of configuration C, which can be determined using σzz

found by the contour method. Furthermore, σA(z) is a theoretical construct that gives the change in stress that would occur

in a thin slice, if the out-of-plane stress were removed; and it is the sum of σi and σii. Using (40.1) and (40.2), only σi and

σC need to be measured to find σA, thus there is no need to directly measure σii. A locally smooth stress field is requited so

that σC(x, y, 0) can be assumed equal to an average of σC(x, y, z) through the slice thickness. Experimental details are

discussed below.
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Fig. 40.1 Stress decomposition diagrams. (a) The original stresses (σA, all stress components, at the plane of interest) are equal to the stress

release from cutting the part in half (σi), the stress released when removing a thin slice (σii), and the stress remaining in the slice (σC). (b) The
original stress (σA) is equal to the stress remaining in a thin slice (σC) plus the effect of total longitudinal stress on the thin slice (σA(z))
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40.2.2 Biaxial Mapping

The experimental validation requires two sets of measurements: the first set comprises the biaxial mapping approach itself,

and the second set provides additional data that confirm the results from biaxial mapping. Measurements were performed on

an aluminum bar that was cut from 51.2 mm (2.02 in.) thick, rolled 7050 aluminum plate to form a 305 mm (12 in.) long bar

with a cross section 51.2 mm (2.02 in.) thick by 77.8 mm (3.06 in.) wide, as shown in Fig. 40.2. The original bar was in the

T7451 condition, being over-aged and stress relieved by stretching. The bar had an additional heat treatment performed to

introduce a higher stress, representative of the T74 temper [22]. The heat treatment consisted of solution heat treatment at

477 ˚C for 3 h, immersion quenching in room temperature water with 16 % polyalkylene glycol (Aqua-Quench 260), and a

dual artificial age at 121 ˚C for 8 h then 177 ˚C for 8 h.

The biaxial mapping approach consists of a measurement of σzz with the contour method [23], removing three thin

slices, each 5 mm thick, adjacent to contour measurement cutting plane, and measuring σxx in the slices with the slitting

method [24].

The theoretical underpinning of the contour method has been established earlier by Prime [25] and detailed experimental

steps have been established by Prime and DeWald [23]; a brief summary of the experimental procedure is given here, which

followed the practical advice in [23]. The specimen is cut in two using a wire electric discharge machine (EDM) along the

plane of interest, at the mid-length of the bar (Fig. 40.2). Cutting is performed with the specimen rigidly clamped to the EDM

frame. Following cutting, the profile of each of the two opposing cut faces is measured with a laser scanning profilometer to

determine the surface height normal to the cut plane as a function of in-plane position. The surface height data are taken on a

grid of points with spacing of 200 μm200 μm, so that there are roughly 96,000 data points for each surface. The two surface

profiles are then averaged on a common grid, and the average is fit to a smooth bivariate Fourier series [26], where the

number of coefficients in the surface is determined by the choice of the maximum fitting parameters (m, n) for the (x, y)
spatial dimensions. A level of smoothing is determined by choosing the fitting parameters (m, n) during data reduction.

The residual stress on the contour plane is found with a linear elastic finite element analysis that applies the negative of

the smoothed surface profile as a displacement boundary condition on the cut plane. The finite element mesh used eight-

node, linear displacement brick elements with node spacing of 1 mm on the cut face, and node spacing normal to the cut face

that increased with distance away from the cut, being 1 mm at the cut face and 5 mm at the end of the bar. The mesh was
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Fig. 40.2 Dimensioned diagram of the measurement article with the location of measurement planes (W ¼ 77.8 mm, H ¼ 51.2 mm, and

L ¼ 304.8 mm). The biaxial measurement plane is at z ¼ 0 mm and the three confirmation measurements (V1, V2A and V2B) are at x ¼ 38.9,

19.45, and 58.35 mm. Three slices were removed adjacent to the plane of interest by cutting at z ¼ �5 mm (S1),�10 mm (S2), and�15 mm (S3).

Each slice has a slitting measurement at the mid-width of the slice and at �10 mm (S1), �15 mm (S2), and �20 mm (S3) from the mid-width
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sufficiently refined such that when the node spacing is halved there is negligible change of stress. The model used an elastic

modulus of 71.0 GPa and a Poisson’s ratio of 0.33.

To find σxx in the three removed slices, the slitting method (also known as crack compliance) was used. The theoretical

underpinning of the slitting measurements has been given by Prime [27] and best experimental practices have been given by

Hill [24]. Slitting measurements consist of incrementally cutting through the sample (along y) using a wire EDM while

measuring strain at the back face of the cut plane for each cut increment. The stress normal to the cut plane is then

determined from measured strain versus cut depth data using an elastic inverse, with smoothing of the stress profile provided

by Tikhonov regularization [28]. The elastic inverse uses a compliance matrix that relates the strain that would be caused by

an assumed set of basis functions for each cut depth (for further details, see [29]). The compliance matrix is determined using

a plane strain finite element model of the part geometry and a stiffness correction scheme developed by Aydiner and Prime

[30] to accurately reflect the finite thickness of the slice.

Since the goal of this work is to determine a map of the stress, multiple slitting measurements are needed, at a set of x
positions, and these were made in a set of three slices. The three 5 mm thick slices were removed adjacent to the contour

measurement plane by cutting with wire EDM at z¼−5, −10, and −15 mm. The slitting measurements provided σxx(y) and
were made at x locations symmetric about the mid-width, xm¼38.9 mm. Measurement locations in the first slice were at xm
and at xm�10 mm; measurement locations in the second slice were at xm and at xm�15 mm; and, measurement locations in

the third slice were at xm and at xm�20 mm.

We assume that the stress near the plane of interest is invariant of z, so that the stresses determined in different slices can

be collapsed onto a single measurement plane. Since we are performing multiple slitting measurements on each slice, the

effect of previous slitting measurements on the current measurement is needed and is found with a supplemental stress

analysis. A detailed description of the supplemental stress analysis is given in [31] and consists of applying the measured

stress from a previous slitting measurement as a traction boundary condition at the prior measurement plane, in a finite

element model of the part, and extracting the resulting stress at the current measurement site. The total stress, at a given plane

is a superposition of the stress measured from slitting and the effect of any prior measurement, determined with a

supplemental stress analysis.

To find σA(z), the longitudinal stress field found with the contour method is applied as a traction boundary condition to

both in-plane (x-y) faces of a finite element model of the thin slice used in the slitting measurements. The finite element mesh

used eight-node, linear interpolation brick elements with node spacing of 1 mm on the cut face, and five elements through the

thickness. The material behavior was elastic, using the properties stated earlier.

40.2.3 Confirmation Measurements

Confirmation measurements are required to validate the biaxial mapping approach. To do so, σxx is measured at specific

planes using the contour method on configuration B, the half-length bar. Three contour measurements are made at planes V1,

V2A, and V2B shown in Fig. 40.2. The first validation measurement, at plane V1, is made at x¼38.9 mm and the second and

third measurements are made at x¼19.45 mm (plane V2A) and 58.35 mm (plane V2B). The first validation measurement

aligns with measurements from the biaxial map, but the second and third measurements are not exactly aligned with the

measurement locations from the biaxial map (i.e., slitting measurements were offset in x by 0.55 mm). The transverse stress

from the biaxial mapping result will be interpolated from nearby data to evaluate stresses at the same positions. Since the

stress in the bar was induced with quenching, it is expected that the stress should be constant along the length of the bar,

except near the ends.

The confirmation measurements followed the methods for contour measurement described above. The effect of the

measurement at plane V1 on stress at planes V2A and V2B was accounted for using superposition. However, it should be

noted that the effect of the contour measurement in the biaxial map at z¼0 has not been accounted for in the validation

measurements, since its effect roughly one thickness away from z¼0 will be negligible. The confirmation contour

measurements are cut along the z direction, and determine σxx(y, z) at a set of points with approximately 1 mm in-plane

spacing. Since the stress is due to quenching, it is expected to be invariant with z, except near the ends of the half-length bar
(at z¼−152 and 0 mm) where σxxwould be affected by the free surface condition. To compare the results of the confirmation

contour measurements with results from the biaxial mapping, we report σxx(y) as an average of results at the set of z-
positions farther than one thickness from the free end of the half-length bar (i.e., for −100 mm≤z≤−52 mm), rather than

reporting results for an arbitrarily chosen value of z. At a given value of y, the uncertainty of the confirmation measurement is

taken to be the standard deviation of the values from which the average was determined; at nearly all locations, this

uncertainty exceeded underlying uncertainty in the contour measurement.
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40.3 Results

40.3.1 Biaxial Mapping

The raw surface profiles from the contour measurement at z¼0 can be seen in Fig. 40.3. The surface profiles from each side

of the cut show similar distributions, which indicate good clamping during cutting. The fitting parameters for the contour

measurement selected during data processing are (m, n)¼(1, 1). The average and fit surface profiles have shapes similar to

the measured surface profiles. Line plots of the surface profile data (Fig. 40.4) show that the fit surface appropriately

represents the underlying data.

The longitudinal stress and uncertainty can be seen in Fig. 40.5. The stress has a paraboloid distribution with compressive

stresses along the exterior (minimum of −153 MPa) and tensile stresses toward the center (maximum of 157 MPa), as would

be expected in a quenched bar [32].

The measured strain for the slitting measurement at x¼18.9 mm (x¼xm−20 mm) is shown in Fig. 40.6a, and the

calculated stress is shown in Fig. 40.6b. The stress profile is roughly parabolic, as would be expected from a rapid quench.

The strain data and stress results at other planes resemble those at x¼18.9 mm.

The transverse stress from the biaxial map can be seen in Fig. 40.7. The stresses remaining in the slice, σC, are

compressive along the exterior (minimum of −90 MPa) and tensile toward the center (maximum of 55 MPa). The effect of

the longitudinal stress, σA(z), has a paraboloid distribution, compressive along the exterior (minimum of −70 MPa) and

tensile toward the center (maximum of 33 MPa). The total transverse stress also has a paraboloid distribution, being

compressive along the exterior (minimum of −160 MPa) and tensile toward the center (maximum of 90 MPa), which is

expected for quenched samples. Line plots of the two contributions to the total transverse stress at a horizontal position

of 38.9 mm (x¼xm) can be seen in Fig. 40.8. The plot shows that both contributions, σC and σA(z), are significant parts

of the total.

Fig. 40.3 Measured surface displacement from the contour method measurement. (a) Surface “1”, (b) surface “2”, (c) averaged surface, and (d)
fitted surface
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40.3.2 Confirmation Measurements

The results of the three confirmation measurements can be seen in Fig. 40.9. The fitting parameters for the contour

measurement at x¼38.9 mm (x¼xm), 19.45 mm (x¼xm−19.45), and 58.35 (x¼xm+19.45) have (m, n)¼(2, 1), (3, 1), and

(3, 1), respectively. The results of the confirmation measurement at x¼38.9 mm shows a roughly parabolic distribution

through thickness (away from the edges), with compressive stresses along the exterior (minimum of −160 MPa) and tensile

stresses toward the center (maximum of 75 MPa). Results of the other two confirmation measurements, at x¼xm�19.45, are
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also parabolic and are self-similar, with lower magnitude than found at x¼38.9 mm. These features are consistent with a

quench stress field.

The transverse stress σxx from the biaxial map and from the confirmation measurements are compared in Fig. 40.10.

Results from two sets of measurements are in agreement at all locations. The largest difference occurs at x¼38.9 mm, being

25 MPa near y¼50 mm. However, at most points, the measurements agree well. Overall, the good agreement between the

two methods validates the biaxial mapping approach.

40.4 Discussion

The new biaxial mapping method has some advantages over other established residual stress measurement techniques. For

example, biaxial mapping measurements in welded components have been shown to be especially useful [20, 33, 34]. In

welds, the primary advantage derives from the use of mechanical stress release, which is largely unaffected by the

microstructural issues commonly present in welds that very often complicate diffraction based measurements. Furthermore,

the use of slitting brings the excellent precision offered by that technique, as compared to somewhat poorer precision of other

methods that could be used for mapping stress in the thin slice [35].

One point of concern in developing the biaxial mapping approach is that the superposition of multiple measurements

could result in poor precision. However, we have found that not to be the case, as is further discussed in [36]. The uncertainty

found in that work shows the transverse stress uncertainty (of the biaxial map) is low, under 10 MPa, in large part because

slitting has excellent precision [37, 38]. To contrast, the longitudinal stress, which consisted of a single contour measure-

ment, had somewhat larger uncertainties, up to 20 MPa. The 20 MPa uncertainty found in the contour measurement will

affect the uncertainty in σxx
A(z), but to smaller degree because the effect of the longitudinal stress on the axial stress in the

thin slice is always smaller than the longitudinal stress itself. The uncertainty found here compares favorably with

uncertainties typical of other residual stress measurement techniques [39].

Another issue that is relevant for biaxial mapping is the optimal selection of slitting measurement locations.

If measurements in the slice are too close to one another, the precision of the measurement decreases. A recent study has

addressed this topic [31] and found the minimum distance between slitting planes for good measurement precision is 0.2

times the part thickness.
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Fig. 40.9 Measured transverse stress at (a) x¼38.9 mm, (b) x¼18.9 mm, and (c) x¼58.9 mm
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40.5 Summary

A biaxial residual stress mapping approach using mechanical stress release methods was described. The measurement

consists of decomposing the initial residual stress into the stress remaining in a thin slice and the effect of the longitudinal

stress on that slice. The longitudinal stress is found using the contour method. The effect of the longitudinal stress on a thin

slice is found using a finite element computation. The transverse stress remaining in the slice is found using several slitting

measurements.

Physical experiments were performed to find a biaxial map of longitudinal and transverse stress in a quenched aluminum

bar. Both the longitudinal and transverse stresses were found to have a paraboloid distribution, with tensile stress in the

center of the cross-section and compressive stress along the edges, which agrees with the residual stress field typical of

quenching. The minimum and maximum of the longitudinal stresses are −153 and 157 MPa and of the transverse stress are

−160 and 90 MPa.

The results of the biaxial mapping measurement were compared to confirmation measurements of the transverse stress at

three planes. The good agreement with the confirmation measurements validates the biaxial mapping approach.
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33. M.D. Olson, M.R. Hill, V.I. Patel, O. Muránsky, T. Sisneros, Measured biaxial residual stress maps in a stainless steel weld. J. Nucl. Eng.

Radiat. Sci. (2015 accepted for publication)

34. M.D. Olson, M.R. Hill, B. Clausen, M. Steinzig, T.M. Holden, Residual stress measurements in dissimilar weld metal. Exp. Mech. 55(6),
1093–1103 (2015)

35. A.T. DeWald, M.R. Hill, Repeatability of incremental hole drilling and slitting method residual stress measurements. Residual Stress

Thermomech. Infrared Imag. Hybrid Tech. Inverse Probl. 8, 113–118 (2014)

36. M.D. Olson, M.R. Hill, A new mechanical method for biaxial residual stress mapping. Exp. Mech. 55, 1139–1150 (2015)

37. M.J. Lee, M.R. Hill, Intralaboratory repeatability of residual stress determined by the slitting method. Exp. Mech. 47, 745–752 (2007)

38. M.B. Prime, M.R. Hill, Uncertainty, model error, and order selection for series-expanded, residual-stress inverse solutions. J. Eng. Mater.

Technol. 128, 175 (2006)

39. M.R. Hill, M.D. Olson, Repeatability of the contour method for residual stress measurement. Exp. Mech. 54, 1269–1277 (2014)

340 M.D. Olson and M.R. Hill



Chapter 41

Measurement of Residual Stresses in B4C-SiC-Si Ceramics
Using Raman Spectroscopy

Phillip Jannotti and Ghatu Subhash

Abstract Processing-induced residual stresses in reaction bonded B4C-SiC-Si ceramic composites were investigated using

Raman peak shift measurements. The measured stresses in the residual silicon phase were compared with classical

formulation which predicts stress development due to thermal mismatch between a particle and the surrounding matrix. It

was found that the residual stress does not remain uniform in a given particle as predicted in the classical formulation. The

two methods matched at the boundary between the particle and the matrix, but varied drastically both in magnitude and

nature in the interior of the particle. This variation became more dramatic when the particle was of irregular shape with high

aspect ratio.

Keywords Reaction bonded • B4C • Raman spectroscopy • Thermal mismatch • Residual stress

41.1 Introduction

Boron carbide ceramics are prime candidates for structural applications where strength and weight are desired properties.

However, typical methods of processing (e.g., hot pressing or pressureless sintering) are limited in their ability to produce

complex, near-net shape components. Reaction bonding is an alternative to traditional sintering methods, which offers a

relatively low temperature (1410 �C) means of producing intricate parts with minimal final shaping [1]. For example, one-

piece helicopter seats can be made rather than the traditional methods of using mosaic tiles to construct the ceramic seat (see

Fig. 41.1).

In reaction bonding, a ceramic powder compact (e.g., B4C), called a preform, is placed into a vacuum furnace with silicon

(Si) lumps. As the temperature is raised above the melting point of Si (1410 �C), the molten Si infiltrates the porous ceramic

preform. The Si reacts with a carbon (C) source in the preform (free C or B4C) to form silicon carbide (SiC) which bonds the

microstructure together; hence the name reaction bonding. When the C source is B4C, both SiC and an Si-doped B4C phase

evolve [3]. The final B4C ceramic produced is fully-dense and is primarily composed of B4C, SiC, and some residual Si. Due

to differences in thermo-mechanical properties between all of the phases, there is potential for residual stress generation. As

Si is the weakest mechanical constituent phase, it is of significant interest to determine whether residual microstresses

develop due to processing. More importantly, the spatial distribution is of profound concern.

Little is known regarding the effects of the reaction bonding process on the development of residual stresses due to

thermal mismatch [3, 4], especially in the residual Si regions. Jannotti and Subhash [4] used Raman spectroscopic point

scans to verify the appearance of peak shifting in the residual Si regions which suggested the development of beneficial

residual compressive stresses. However, the influence of Si region shape and size on the resulting residual stress field

remains unclear. This information is critically relevant as the development of residual compressive stresses in reaction

bonded boron carbides has been proposed to enhance the mechanical performance leading to improved utility for nominally

brittle ceramics [5, 6]. In the current study, micro-Raman spectroscopy was utilized to analyze the spatial evolution of

thermal microstresses in the residual Si phase of reaction bonded B4C-SiC-Si ceramics.
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41.2 Materials

A reaction bonded B4C-SiC-Si ceramics was provided by M-Cubed Technologies (Trumbull, CT, USA). Exact details of the

manufacturing process are proprietary and were not disclosed. The final ceramic composition was determined by the

manufacturer using quantitative X-ray diffraction (XRD): 75 % B4C, 8 % SiC and 17 % residual Si. Sample surfaces were

polished using standard ceramographic procedures up to a final polishing step with 1 μm diamond. Figure 41.2a, b shows a

representative micrograph of a reaction bonded boron carbide ceramic. The various constituent phases (B4C, SiC and Si)

have been identified by Raman spectroscopy based on their characteristic peaks as shown in Fig. 41.2c.

Due to the differences in thermo-mechanical properties of the various ceramic phases in reaction bonded ceramics,

thermal mismatch stresses are expected to develop during cooling from the processing temperature (ΔT). Although

Fig. 41.1 One-piece ceramic

helicopter seat produced by

reaction bonding [2]

Fig. 41.2 (a) A typical microstructure of a reaction bonded B4C-SiC-Si, (b) an enlarged micrograph, and (c) characteristic Raman peaks

associated with each constituent phase
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mismatch stresses are likely present in all of the phases, the residual Si phase is of particular interest given that it is the

weakest mechanical phase in the composite. It is also one of the most widely characterized materials by Raman spectroscopy

[4, 7–11]. Selected material properties which are used in computing the predicted residual stress magnitude are given in

Table 41.1. Most importantly, the coefficients of thermal expansion (α), or CTE, for B4C, SiC, and Si are approximately 6.0,

4.8, and 3.7 � 10�6/�C [12], respectively. In the Si phase, the primary mismatch occurs between the B4C and Si phases.

Because the CTE of SiC and Si are much closer, less thermal mismatch effect is expected between these two phases.

Additional properties used in determining the residual stress magnitude developed by thermal misfit are the elastic modulus

(E) and Poison’s ratio (ν).
Assuming a spherical Si region, or particle (p), surrounded by a carbide matrix (m), the level of equibiaxial residual stress

(σ) in the Si regions can be approximated using the following equation [14],

σ ¼ Δα � ΔT
0:5 1þ νmð Þ þ fp 1� 2νmð Þ

Em 1� fp
� � þ 1� 2νp

Ep

" # ð41:1Þ

where the stress (σ) is a function of the elastic properties listed in Table 41.1 and the volume fraction of Si particle phase (fp).
For B4C-Si and SiC-Si mismatch, the predicted mismatch stresses developed are �589 and �127 MPa (i.e., compression),

respectively. Taking a weighted average of the thermal stresses based on relative fraction of the carbide phases, �545 MPa

of residual compression is expected to develop uniformly over all Si regions. However, Si particle size and shape

characteristics are anticipated to lead to non-uniformities in the stresses developed.

41.3 Experimental

Raman spectroscopy was used to characterize the thermal stress development in the residual Si phase of the reaction bonded

ceramic. A Raman spectrometer (Renishaw InVia model, Hoffman Estates, IL, USA) equipped with a 532 nm (green) laser

rated at 100 mW total power was used. All scans were acquired at 10 % laser power to maximize signal intensity while

minimizing any effects of laser heating of the sample. Prior to each set of scans, the Raman system was calibrated using the

Si standard. Scan variability for chosen test parameters has been verified to be as low as 0.02 cm�1.

Raman peak position was used to determine the presence of peak shifts away from the stress-free crystalline Si peak

position of 520 cm�1, which is indicative of the induced stress state [15]. Fundamental relationships relating the Raman peak

shift in Si to a corresponding value of residual stress have been well-established in literature [7–9]. Assuming an equibiaxial

stress state, the observed peak shift can be related to residual stress in Si as follows [9],

σX ¼ σy ¼ �250Δw ð41:2Þ

where peak shifts to higher wavenumbers þΔwð Þ indicate residual compressive stress, while shifts to lower wavenumbers

�Δwð Þ are indicative of residual tensile stresses.

41.4 Results and Discussion

The measured residual stresses and spatial distributions in the residual Si phase were compared with classical formulation

which utilizes elastic properties and thermal mismatch between a particle and the surrounding matrix. A representative

Raman map of a selected Si region is shown in Fig. 41.3, which illustrates the variability in both stress uniformity and

magnitude of thermal stresses developed. It was observed that the residual thermal stress does not remain uniform in a given

Table 41.1 Selected properties

of B4C, SiC, and Si
Property B4C SiC Si

Elastic modulus, E (GPa) 450 [1] 450 [13] 160 [13]

Poisson’s ratio, ν 0.17 [1] 0.14 [13] 0.22 [13]

CTE, α (10�6/�C) 6.0 [4] 4.8 [4] 3.7 [4]
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Si particle as predicted by classical formulation. Instead, it varies over the Si region. In fact, the presence of residual tensile

stresses in the center of the Si region was observed, which was not predicted by classical formulation. However, the

perimeter of the Si region remained in compression (as expected). The level of compression at the Si perimeter reached up to

almost �500 MPa, compared to the predicted compression of �545 MPa. Stress non-uniformity was also seen to become

more pronounced for high-aspect ratio and irregularly-shaped regions.

The implications of these results on material performance are of paramount importance and are likely to play a vital role

in the utility of such ceramics in a particular application. Given that the performance of reaction bonded ceramics has been

proposed to exhibit a direct link to the residual compression developed within the Si region, future studies aimed at

correlating the residual stresses with the mechanical properties such as strength, hardness, etc. must be performed.

41.5 Conclusion

Based on the predicted and experimental Raman results, the two methods only match at the boundary between the Si region

and the carbide matrix, but vary widely in magnitude and stress state in the interior of the particle. Stress non-uniformity

becomes even more dramatic when the particle is of irregular shape with high aspect ratio.
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Chapter 42

Hole Drilling Determination of Residual Stresses Varying
Along a Surface

Alberto Makino and Drew Nelson

Abstract Hole drilling is a widely applied method for determining residual stresses. In numerous cases of practical interest,

residual stresses vary significantly along the surface at a location to be drilled. Previous efforts to use strain gages to

determine stresses in such cases are briefly reviewed. A computational approach is presented for determining two orthogonal

stresses and their surface gradients at a location where stresses can be considered approximately uniform with depth of a

drilled hole. The approach is designed for use with optical methods instead of strain gages. Optical interference fringe

patterns obtained by holographic interferometry are shown for holes drilled into the side of a beam experiencing elastic

bending stresses and associated gradient. Stresses and a gradient determined from fringe patterns are compared with

expected values.

Keywords Hole-drilling • Residual stress • Optical • Gradient • Interferometric

42.1 Introduction

The hole drilling method is a well-established method for determining residual stresses [1, 2]. The method is typically

applied with the assumption that stresses do not vary significantly along the surface (or planes parallel to the surface) at a

location to be drilled. In some cases, residual stresses vary significantly over relatively small distances. Examples include

residual stresses near welds or cold-expanded fastener holes, as illustrated in Fig. 42.1.

In 1969 and 1984 respectively, Cordiano and Salerno [5] and Kabiri [6] presented expressions relating stresses in two

orthogonal directions and their gradients to radial strains from drilling a single hole at a location of interest. Special rosettes

with five or more strain sensing elements were used. Their expressions were based on theoretical relations for stresses in a

thin sheet with a through hole. In 1978, Nawwar and Shewchuck [7] investigated how residual stress varied with location

from the boundary of an edge-dimpled thin sheet by drilling multiple holes inwards starting near the boundary. In 1991,

Nicoletto [8] also used multiple hole drilling to determine how stresses varied along the surface as depicted in Fig. 42.2.

The purpose of this paper is to present an approach for determining the magnitude of two orthogonal stresses and their

gradients at a location where the blind hole drilling method is to be applied. The approach relates in-plane and out-of-plane

surface displacements from hole drilling to stresses and gradients and is intended for use with interferometric optical

approaches or digital image correlation.

Reasons for interest in this capability include the following. (1) When strong surface gradients in stress are expected, the

accuracy of hole drilling results may be improved by taking into account the effect of gradients in determining the magnitude

of stresses. (2) To find distributions like those in Figs. 42.1 and 42.2, the number of holes needed (and associated time and

costs) could potentially be lessened by an approach that makes use of both stress and gradient information from each hole vs.

stress alone. (3) At locations where stresses change from compressive to tensile or vice versa, stress magnitudes are minimal,

and finding surface stress gradients by hole drilling could provide useful information.
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42.2 Displacements from Hole Drilling

Referring to Fig. 42.3, the surface displacements from drilling a blind hole in the presence of two linear gradients will be

approximated by

ur ¼ L1

X
urn sin nθ ð42:1aÞ

L1 ¼ stress gradient (MPa/mm)

uθ ¼ L1

X
uθn cos nθ ð42:1bÞ

r, θ, z ¼ cylindrical coordinates

uz ¼ L1

X
uzn sin nθ ð42:1cÞ

urn, uθn, uzn ¼ expansion coefficients

Fig. 42.1 Residual stress gradients near a weld [3] and a cold-worked fastener hole [4]
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Based on the form of a plane stress solution (through hole in thin plate) for displacements, (42.1a), (42.1b) and (42.1c)

will be applied by taking n ¼ 1 and 3, giving

ur ¼ AL sin θþ BL sin 3θð ÞL1 ð42:2aÞ

uθ ¼ CL cos θþ DL cos 3θð ÞL1 ð42:2bÞ

uz ¼ FL sin θþ GL sin 3θð ÞL1 ð42:2cÞ

Isotropic, linear elastic material behavior will be assumed. Coefficients AL to GL for a given radial position, r, were obtained

from a three-dimensional finite element model depicted in Fig. 42.4 by applying a gradient and de-activating elements to

represent material removed by hole drilling. Nodal displacements for various constant values of r and three angles (e.g.,

θ ¼ 0�, 30� and 60�) were used with (42.2a), (42.2b) and (42.2c) to find the coefficients. In general, AL to GL will depend on

modulus of elasticity E, Poisson’s ratio ν, hole radius ro, radial location r and normalized hole depth (h/D). They can be made

independent of hole diameter and the elastic constants by defining the following non-dimensional coefficients:

aL ¼ 8EAL= 1� νð Þ r0ð Þ2 bL ¼ 8EBL= r0ð Þ2 cL ¼ 8ECL= 1� νð Þ r0ð Þ2

dL ¼ 8EDL= r0ð Þ2 fL ¼ 8EFL= r0ð Þ2 gL ¼ 8EGL=2ν r0ð Þ2
ð42:3Þ

A sample of non-dimensional coefficients is given in Table 42.1 for stresses uniform with depth.

The development of the coefficients assumed a Poisson ratio ν ¼ 0.3. Modeling using values of 0.25 and 0.35 revealed a

weak dependence on ν.

y r H

L =
H

σmax

σmax
x

q

Fig. 42.3 Stress gradients in

two orthogonal directions
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By applying the superposition principle, expressions for displacements for two orthogonal gradients L1 and L2 in

Fig. 42.5 are

ur ¼ AL sin θþ BL sin 3θð ÞL1 þ AL cos θ� BL sin 3θð ÞL2 ð42:4aÞ

uθ ¼ CL cos θþ DL cos 3θð ÞL1 þ �CL sin θþ DL sin 3θð ÞL2 ð42:4bÞ

uz ¼ FL sin θþ GL sin 3θð ÞL1 þ FL cos θ� GL cos 3θð ÞL2 ð42:4cÞ

Referring to Fig. 42.5, the displacements from the release of uniform principal stress components σ1 and σ2 by hole drilling

are given by [9, 10]

ur ¼ Aþ B cos 2θð Þσ1 þ A� Bcos 2θð Þσ2 ð42:5aÞ

uθ ¼ C σ1 � σ2ð Þ ð42:5bÞ

uz ¼ Fþ Gcos 2θð Þσ1 þ F� Gcos 2θð Þσ2 ð42:5cÞ

where coefficients A through B are functions of (r/ro) and can be computed from available non-dimensional coefficients [9,

10] that are similar to but somewhat different in form than AL to GL. In Fig. 42.5, stress gradients are assumed to act along

principal directions.

Strictly speaking, equilibrium relations are not satisfied unless a non-uniform shear traction distributions are imposed.

However, such shear tractions can be neglected as a reasonable first approximation, as also suggested by Kabiri [6].

Table 42.1 Non-dimensional

coefficients as a function of radial

location (r/r0) for a hole drilled to

a depth of h/D ¼ 1.2, where D is

hole diameter and h is depth

r/ro aL bL cL dL fL gL

1.0 1.0029 2.4029 �0.9556 2.0138 0.1402 1.4969

2.0 0.2719 1.0412 �0.2573 �0.0035 0.1125 0.4825

y r

x L1

L2

σ1

σ2

θ

Fig. 42.5 Combined uniform

stresses and gradients
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42.3 Phase-Displacement-Stress Relations

If a hologram is made of a location of interest, and a hole drilled there, the resulting displacements from stress release will

generate optical interference fringes in real time that represent optical phase shifts. The shifts φ(r, θ) can be related to surface
displacements expressed in Cartesian coordinates by [9, 10]

φ r; θð Þ ¼ Kx r; θð Þux r; θð Þ þ Ky r; θð Þuy r; θð Þ þ Kz r; θð Þuz r; θð Þ ð42:6Þ

where Kx ¼ (2π/λ) cos γ1 cos ζ, Ky ¼ (2π/λ) cos γ1 sin ζ, Kz ¼ (2π/λ) (1 + sin γ1), λ ¼ laser light wavelength, γ1 ¼ angle

between illumination direction and surface (x-y) plane and ζ ¼ angle between illumination direction and σ1. From relations

between Cartesian and cylindrical displacements, phase shifts on the right hand side of a hole can be expressed in terms of

fringe order n by [9, 10]

πn ¼ Kx cos θþ Ky sin θ
� �

ur þ �Kx sin θþ Ky cos θ
� �

uθ þ Kzuz ð42:7Þ

Substitution into (42.7) of displacements from (42.4a), (42.4b) and (42.4c) superposed with those from (42.5a), (42.5b) and

(42.5c) provides relations between stresses, gradients and resulting phase shifts.

42.4 Experiments

To explore this approach experimentally, a stress relieved aluminum 7075-T651 beam of 0.762 mm thickness was loaded

elastically in four point bending to a maximum bending stress of 412 MPa, giving a gradient of 108 MPa/mm. A hologram

was made, then holes were drilled in the side of the beam on the neutral axis as well as at locations offset towards the top or

bottom of the beam to produce combinations of stress with a gradient. Hole diameters were 1.58 mm and depths were

1.9 mm. Hole centers were kept at a distance of 1.5 times hole diameter from the top or bottom of the beam to minimize edge

effects on displacements, in accordance with a guideline proposed by Nawwar and Shewchuk [7].

A sample of fringe patterns for a hole drilled on the neutral axis and offset from the neutral axis are shown in Fig. 42.6 for

ζ ¼ 0 and an illumination angle of γ1 ¼ 45�.
Numerous ways could be used to determine stresses and gradients from fringe patterns. One way is to select a value of (r/

ro) such as 2, and determine the angles θ where a circle of that radius intersects different fringes of order n. Knowledge of

order n and corresponding θ values for different fringes provides a system of equations resulting from (42.7) along with

(42.4a), (42.4b), (42.4c), (42.5a), (42.5b) and (42.5c) that can be solved for unknowns σ1, σ2, L1 and L2. For instance,

consider the right hand side of the pattern in Fig. 42.6a, which is from a stress gradient only. The top fringe has n ¼ 1, and

the bottom one n ¼ �1, as was determined by introducing a temporary phase shift and observing the direction of fringe

movement. Using four values of θ, plus coefficients A to G and AL to GL for (r/ro) ¼ 1, gives a solution of L1 ¼ 118 MPa/

mm, L2 ¼ 0.7 MPa/mm, σ1 ¼ � 6 MPa, and σ2 ¼ 12 MPa. The actual L1 was 108 MPa/mm with L2 ¼ σ1 ¼ σ2 ¼ 0. The

system of equations to be solved can utilize more n and θ values than unknowns to enable a least squares solution.

Fig. 42.6 Fringe pattern for (a) stress gradient of 108 MPa/mm and (b) a stress of 77 MPa and the same gradient
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The approach for determining stresses and gradients was applied to fringe patterns such as that in Fig. 42.6b resulting

from a combination of uniform stress with a stress gradient. Values of stress σ1 and gradient L1 determined by this approach

are compared with actual values in Fig. 42.7b, c. The results in Fig. 42.7a are those for the gradient alone, as described

above. For Fig. 42.7b, (r/ro) values of 1 and 2 and eight angles θ were used, while for Fig. 42.7c, nine angles were used.

The comparisons shown in Fig. 42.7 are favorable, especially considering that results were obtained with a relatively few

number of input data points (i.e., angles θ). Other approaches for making use of the information contained in fringe patterns

may well be more suitable.

42.5 Discussion

The magnitude of the stress gradient used in these experiments was in the range of those typically encountered in practice.

It would be of interest, of course, to check the methodology presented here using gradients of other magnitudes. It would also

be worth checking the accuracy of the method with a specimen and loading that could produce two orthogonal, well-

characterized stresses and corresponding gradients. Having mentioned that, it should be noted that stresses acting in one

direction with a corresponding gradient are often dominant, as in Figs. 42.1 and 42.2.

The methodology in this paper was explored with experiments in which the illumination direction of laser light was

aligned with principal stress σ1. For situations in which the directions of principal stresses are unknown in advance, the

methodology could still be applied by replacing angle θwith (θ + β) in (42.4a), (42.4b), (42.4c), (42.5a), (42.5b) and (42.5c),
where β is an angle between σ1 and the illumination direction (x-direction here) that could be found, in principle, from the

data contained in fringe patterns.

Although experimental data in this paper were obtained by holographic interferometry, it should be noted again that the

methodology should be applicable with other interferometric methods, or with digital image correlation, which could bypass

the need for fringe patterns if its displacement sensitivity is sufficient.

The approach given here is limited to cases where localized elastic-plastic deformation at a hole does not invalidate

assumed linear elastic behavior and where material behavior can be considered isotropic.

In many cases, residual stresses will vary both along the surface and in depth simultaneously. A method for determining

stress in such situations would certainly be worthwhile, but could be challenging to develop in a generalized form.

The methodology presented here was applied experimentally using a hole depth, h, slightly greater than diameter, D, for

stress uniform with depth. Use of coefficients A to G and AL to GL in (42.4a), (42.4b), (42.4c), (42.5a), (42.5b) and (42.5c)

developed for lower h/D ratios could make the assumption of stress constant with hole depth more likely to be a reasonable

approximation in various cases of practical interest.

Fig. 42.7 Comparison of experimentally determined stresses and a gradient with actual values for (a) a gradient L1 of 108 MPa/mm only, (b)
stress σ1 ¼ 77 MPa with the same gradient and (c) stress σ1 ¼ 130 MPa with the same gradient. (Note that actual σ2 ¼ L2 ¼ 0)
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42.6 Conclusions

For situations in which residual stresses vary significantly along the surface at a location, a displacement-based methodology

for determining two orthogonal stresses and their corresponding stress gradients by drilling a single hole has been derived,

intended for use with interferometric optical methods or digital image correlation.

Initial experiments applying the methodology to find the magnitude of uniaxial stress, plus a surface stress gradient, have

provided encouraging results.
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Chapter 43

Sensitivity Analysis of i-DIC Approach for Residual Stress
Measurement in Orthotropic Materials

Antonio Baldi

Abstract Measuring residual stress in orthotropic materials is significantly more difficult than in isotropic materials.

Indeed, in addition to the usual technical problems, several new points have to be taken into account, e.g. the accurate

identification of material principal directions and the thickness of the laminae, (assuming we are dealing with composite

materials).

Recently, a new approach to residual stress measurement in orthotropic materials has been proposed: it is based on the use

of problem-specific displacement functions in the measuring loop of a Digital Image Correlation code. This is an elegant and

effective solution because it allows for direct measurement of residual stress without the intermediate estimation of the

displacement field.

This work attempts to analyze the sensitivity of the new methodology to some of its controlling parameters such as the

location of the center of the hole, the estimation of its radius and the identification of material parameters. By using synthetic

images, all parameters and stress components are exactly known, thus a statistical analysis is possible and allows identifica-

tion of the most critical ones, together with the required accuracy for reliable estimation of stress levels.

Keywords Residual stress • Orthotropic material • Integrated digital image correlation • Inverse problem

43.1 Introduction

The hole drilling technique is probably the approach most used for residual stress measurement. In its standard implemen-

tation [1], a small hole is drilled in the center of a specifically designed strain gauge rosette and, due the material removed,

the self-balanced state of internal stresses is broken and a strain field develops. The resulting strains are usually measured by

a strain gauge rosette and correlated via numerically calibrated coefficients with the residual stress level of the component

under analysis.

The measuring principle (breaking the internal equilibrium state, measuring the developed strains/displacements

correlating the acquired data with the residual stress level inside the component) is quite general and does not enforce the

use of strain gauges; this point has been noted by several authors [2–5], and nowadays different measuring techniques of the

displacement/strain field around the hole have been proposed. In particular, interferometric optical techniques are well suited

for residual stress measurement owing to several advantages with respect to the standard approach: high sensitivity (which,

depending on the specific technique used, can sometimes also be tuned to the problem), non-contact measurement, very

simple or no pre-processing of the surface, ability to work at high temperature, large data redundancy (thus allowing

statistical treatment of experimental data) and high reliability of the measurement, are the most often cited advantages of

optical methods; however, the use of optical interferometric methods is still confined to research laboratories: indeed, their

high sensitivity to vibrations makes their use very difficult in an industrial environment and residual stresses continue to be

measured using strain gauges.

Recently, a non-interferometric optical approach based on integrated Digital Image Correlation (iDIC) has been proposed

by the author [6, 7]. Even though the standard Digital Image Correlation (DIC) is not well suited to residual stress

measurement owing to the relatively low sensitivity and the large standard deviation of displacements, in the works cited

above it has been shown that by integrating in the DIC formulation the displacement functions to be expected around the

hole after drilling, most of the problems can be overcome and the resulting measuring procedure is simpler than using hole

drilling in combination with standard DIC, it is highly reliable and its sensitivity can be compared to what is observed when

using interferometric approaches.
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The proposed algorithms require pre-computation of calibration coefficients, which depends on several geometric and

material-related quantities, thus it is not clear how robust the proposed approach is with respect to potential errors of these

parameters. This work attempts to fill the gap by performing a sensitivity analysis of the algorithms on the controlling

parameters. In particular, it focuses on the orthotropic version of the algorithm and is organized as follows: the next section

summarizes the integrated Digital Image Correlation approach for isotropic material. The successive section extends the

formulation to orthotropic material, showing the most important parameters. Then the analysis procedure is described and

finally some results are presented.

43.2 Integrated Digital Image Correlation for Residual Stress Measurement

The Digital Image Correlation technique works under two main assumptions: (a) the surface of the specimen under analysis

contains a texture (either natural or artificial); (b) the intensity of each speckle of the texture remains the same during motion

(and eventually deformation) of the body. The former hypothesis allows identification of a given location on the basis of the

local pattern; the latter makes it possible to perform the same operation at a successive step, providing strains are not too

large (this usually implies that the two frames under comparison are not too far away in the time-scale of the event under

study). Combination of the two hypotheses allows correlation of motion and optical flow through the well-known relation:

∂I
∂x

Vx þ ∂I
∂y

Vy þ ∂I
∂t

¼ 0 ð43:1Þ

where Vx and Vy are the x and y components of velocity, I is the image intensity at point (x, y) and t is the time.

Equation (43.1) depends on two unknowns (the well-known aperture problem), thus it cannot be used unless an auxiliary
condition is specified. The most common solution to this problem is the Lukas-Kanade approach [8], which overcomes this

limitation by assuming that the displacement field can be locally described by a simple function (usually a polynomial

expression of local coordinates), thus allowing identification of the solution by a nonlinear least squares approach.1 Field

data can be obtained by sampling the test image at different locations, i.e. by performing a series of separate analyses at

locations of nodes of a (usually rectangular) sampling grid.

Owing to the statistical approach, Digital Image Correlation is not well suited for measuring elastic displacements (in

general) and in particular it is not well suited for measuring residual stress-induced displacement data: indeed, the standard

deviation of displacements depends on the square root of the number of pixels involved in the fit, i.e. on the dimension of the

subset of the image used for sampling the displacement field. Thus, in presence of large gradients, we are faced with the

dichotomy of either using small subsets to follow the rapidly changing displacements (with a large dispersion of results), or

using a larger subset to reduce standard deviation but, de-facto, low-pass filtering results owing to the large moving window.

This problem is particularly significant in residual stress analysis, where most of the significant signal is located near the hole

and the subsets have to be small; thus the use of DIC for residual stress measuring [9, 10] requires development of a special

data processing procedure able to cope with outliers [11].

However, a simpler solution exists: if the displacement-describing functions used in the DIC loop to (locally) map the

reference image into the test one are replaced by hole-drilling specific functions, then there is no need to subdivide the

domain into subsets; a single, large patch is able to correctly describe the behavior of the specimen and the problem of

outliers is completely removed. Indeed, the displacement field around the hole of a residual stress components is very well

known:

1Without going into details, available in several works, the fit is nonlinear because the Chi-square function (the error function used in the Least-

Squares formulation) involves both the starting and end location of each speckle. The latter is one of the unknowns, thus, the known terms of the

solution system can be estimated only on the basis of the results of previous iteration. This also implies that a starting procedure (to identify an

initial point not too far from the sought location) is required to start the iteration.
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ur ¼ A σx þ σy

� �þ B σx � σy

� �
cos 2θð Þ þ 2τxy sin 2θð Þ� �

uθ ¼ C σx � σy

� �
sin 2θð Þ � 2τxy cos 2θð Þ� �

uz ¼ F σx þ σy

� �þ G σx � σy

� �
cos 2θð Þ þ 2τxy sin 2θð Þ� �

ð43:2Þ

where the A, B, . . ., F coefficients depend on material properties and on the ratio ρ of hole radius r0 and distance of the point
under inspection from the center of the hole:

A ¼ r0
2E

1þ νð Þρ B ¼ r0
2E

4ρ� 1þ νð Þρ3� �

C ¼ r0
2E

2 1� νð Þρþ 1þ νð Þρ3� �
F ¼ 0 G ¼ νt

2
ρ2

ð43:3Þ

E and ν being respectively Young’s modulus and Poisson’s ratio (note that a hole through configuration was assumed when

writing (43.3)).

Thus, by projecting (43.2) in the x and y directions and using the resulting displacement components as a replacement for

the general-purpose mapping functions, a residual-stress-specific DIC code is obtained. An added advantage of this approach

(known as iDIC, i.e. integrated Digital Image Correlation) results from a side effect of the proposed procedure: because the

new displacement functions (43.2) are expressed in terms of stress components, these quantities become the fitting

parameters. Thus, the iDIC code adjusts stress components to make the reference and test images as similar as possible.

The result of the least-square fit is the optimal set of parameters, i.e. the residual stress components. This is completely

different from the standard two-steps approach where DIC (or whatever experimental technique) is used to estimate the

displacement/strain field and the residual stress components are estimated a-posteriori by solving an inverse problem.

43.3 Orthotropic Material

Describing the displacement field around a hole in orthotropic materials is significantly more complex. Indeed, the

theoretically exact solution (owing to Lekhnitsky and Savin [12–15]) requires mapping the hole in the complex plane and

is particularly involved. However, Smith [16] showed that a large class of orthotropic materials can be described using a

much simpler formulation:

ux ¼ Ax Y1 1þ βmð Þτxy � X1 σx � βmσy

� �� �þ Bx Y2 1þ αmð Þτxy � X2 σx � αmσy

� �� �

uy ¼ Ay X1 1þ βmð Þτxy � Y1 σx � βmσy

� �� �þ By X2 1þ αmð Þτxy � Y2 σx � αmσy

� �� � ð43:4Þ

where Ax, Ay, Bx and By are material-dependent parameters, X1, X2, Y1 and Y2 depend on geometry and

m ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Exx=Eyy

4
p

κ ¼ 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
ExxEyy

p
1=Gxy � 2νxy

� �
=Exx

� �

α ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
κþ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
κ2 � 1

pp
β ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
κ�

ffiffiffiffiffiffiffiffiffiffiffiffiffi
κ2 � 1

pp ð43:5Þ

Looking at equation (43.4), it is clear that it can be rearranged as

ux ¼ � AxX1 þ BxX2ð Þσx þ m βAxX1 þ αBxX2ð Þσy þ 1þ mβð ÞAxY1 þ 1þ mαð ÞBxY2½ �τxy
uy ¼ þ AyY1 þ ByY2

� �
σx � m βAyY1 þ αByY2

� �
σy þ 1þ mβð ÞAyX1 þ 1þ mαð ÞByX2

� �
τxy

ð43:6Þ

thus making explicit the linear dependence on stress components. Thus, the iDIC shape functions for orthotropic materials

are formally identical to the isotropic case, provided the coefficients are rearranged opportunely.

It could be objected that the given solution is not completely general because α and β cannot be estimated for all the

thermodynamically admissible materials (i.e. when κ < 1, see (43.5)). However, it is easy to show that the calibration

coefficients appearing in (43.6) can be easily estimated either numerically or using Lekhnitskii’s formulation: in fact, by

rearranging (43.6) as
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ux ¼ c11σx þ c12σy þ c13τxy
uy ¼ c21σx þ c22σy þ c23τxy

ð43:6aÞ

it is clear that if both the applied stress components and the resulting displacements are known in at least three different

configurations, the cij can be estimated. Thus a FEM code can be used to simulate the hole-drilling problem and the resulting

displacements can be employed to calibrate the system; alternatively, it is possible to estimate the displacements at the point

by using the general formulation for different (known) loading cases, thus enabling the use of (43.6a) for all materials.

Figure 43.1 compares iDIC-estimated residual stresses and the expected value for a set of synthetic images related to a single

stress state at different orientations with respect to the principal axis of the material. Looking at the picture, it is apparent that

iDIC is able to reliably estimate the correct stress state using both theoretical and FEM-estimated coefficients.

43.4 (A Sort of) Sensitivity Analysis

The iDIC approach allows solving most of the problems related to direct use of Digital Image Correlation, i.e. the relatively

low sensitivity and the high probability of having unreliable data near the border of the hole. However, before entering the

nonlinear fitting-loop, the cij coefficients appearing in (43.6a) have to be estimated. Since they depend on the radius of the

hole, the coordinate of the center of the hole and material characteristics, an erroneous identification of these parameters is

likely to affect the accuracy of results. Although a theoretical analysis of the sensitivity of the algorithm is too complex to be

performed, a numerical analysis based on synthetic images is possible: using our in-house developed speckle image

generator, it is possible to create couples of images (reference and deformed) related to user-specified residual stress fields.

Since all the parameters are exactly known, an error analysis is possible. Figure 43.2 shows an example of a numerically

generated speckle image. To avoid any errors due to polynomial interpolation, images are synthesized by superimposing

several bell-shaped functions. The known intensity field is then mapped using an analytical function, thus no interpolation is
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performed at any step of the process. Note that to make the displacement field apparent, unrealistic parameters were used as

input while generating Fig. 43.2.

Figure 43.3 shows one of the most critical parameters of the set we analyzed: three simulated sets of images, respectively

corresponding to a mono-axial stress state (σx ¼ 100 MPa), a hydrostatic state (σx ¼ σy ¼ 100 MPa) and a pure shear

(τxy ¼ 100 MPa), were generated using a mildly orthotropic material (E1 ¼ 93,700 MPa, E2 ¼ 7450 MPa, G12 ¼ 3976 MPa,

Fig. 43.2 A synthetic image

generated using our in-house

developed speckle generator.

Each speckle corresponds to a

known, bell-shaped, function.

The displacement field is

described using (43.4), thus no

interpolation is performed at

any stage of the generation

process. Note that unrealistic

material parameters were used

to emphasize the applied load
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Fig. 43.3 Influence of E1. The most affected stress state corresponds (as expected) to a mono-axial loading parallel to the first material axis. Note

the small deviation from linearity at large errors
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ν12 ¼ 0.261; thus κ ¼ 3.24). Then a series of iDIC analyses were performed using different E1 settings ranging from

80 to 120 % of the target value. As expected, errors in stress estimation increase almost linearly with ε(E1), but

some points are to be noted:

– Even in the worst case, corresponding to a stress field oriented parallel to the principal axis, the scale factor is less than

0.5, thus a 9 % error in the stress estimate corresponds to 20 % error in the Young modulus estimation.

– Looking at the hydrostatic stress state, the σy estimates are almost constant (and correct), thus errors on E1 do not affect

the estimation of stress in the orthogonal direction (i.e. there is little or no cross-talk).

– Maximum error for the shear test case is less than 4 %.

Figure 43.4 shows the iDIC behavior when assuming an erroneous location of the center of the hole. Three different tests

were performed, using either an erroneous x-coordinate, or an erroneous y-coordinate or both. Apart from the absolute

value of the error (less than 5 %), the behavior of the cy curve (error direction orthogonal to the principal direction of the

material) is quite interesting, because after an initial increase, errors decrease to less than 1 %. Note that the influence

of the y-displacement is so large that even when both x and y locations are incorrectly estimated a similar behavior is

observed.

Finally, Fig. 43.5 shows the influence of the incorrect estimation of the radius of the hole: it is apparent that an

overestimation of the radius induces small or no errors in the final result, whilst underestimating the radius induces large

errors. However, there is a clear saturation effect and this parameter does not influence the estimation of the τxy.
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43.5 Conclusions

The analysis we performed shows that the proposed iDIC approach to residual-stress estimation is robust and reliable not

only in isotropic materials, but also in orthotropic ones. Although the algorithm requires estimation of calibration

coefficients based on the material and geometric parameters, the final estimate is usually within 10 % of the expected

results. The most influential parameter is the radius of the hole. However, an error is significant only in the case of

underestimation of the true value, whilst an overestimation appears to have little or no effect on the accuracy. Material

parameters obviously directly affect the final results. However, the estimates in the two principal directions appear to be

weakly correlated. Finally, a poorly estimated center location appears to have little influence on the accuracy of the results,

with errors being below 5 % in all cases.
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Chapter 44

Stress Measurement Repeatability in ESPI Hole-Drilling

Theo Rickert

Abstract Repeatability measurements are useful for measuring residual stress by hole-drilling since single holes don’t

provide a lot of information about measurement quality. Besides measurement procedure and statistics, they also allow

assessing microstructural variability. This study uses Electronic Speckle Pattern Interferometry (ESPI) for making multiple

stress measurements in samples made from aluminum and polycarbonate. Under bending, the aluminum samples show large

variability in the stress depth profiles while the general trends fit the expected linear stress curves. The experiments suggest

that the variability is primarily due to the microstructure rather than measurement errors. Deviations from the linear bending

curves originate in residual stresses in the undeformed bar, which can change from location to location. In the polycarbonate

sample, the measured stresses are reasonably close to those calculated when the holes were small. Larger holes produced

stress depth profiles with significant shifts towards higher stresses. This effect is attributed to frictional heating during

drilling and therefore, inappropriate drilling parameters.

Keywords Stress measurement • ESPI • Incremental hole-drilling • Measurement repeatability • Polycarbonate

44.1 Background

Hole-drilling in combination with strain-gages has been used successfully for stress measurements for many decades and is

now one of the most commonly used methods. A significant draw-back is that the measurements do not provide much

information about the magnitude of measurement errors. Since multiple strain-gage applications are inconvenient and time-

consuming, confirmation measurements are less common. This might mean that poor sampling statistics and measurement

problems may not be discovered.

Optical methods for measuring the stress relief due to hole-drilling avoid much of the hassle the strain-gage method has

with repeat measurements. Only complex sample positioning will be a significant hindrance. But many samples have

relatively large, roughly flat, surfaces where the stress distribution can be assumed to be comparable. Such samples allow

multiple measurements by ESPI hole-drilling in relatively short time spans.

44.2 Experimental

Stress measurements were made on two aluminum samples, which were mounted in a 4-point bending device. The device

has a 1000 outer support span and a 500 inner span. Care was taken to minimize any friction counteracting the bending

movement. The deflections were measured at center-width of the device using a dial gage when relieving the pressure. The

maximum deflection used, 3.5 mm, should produce stresses far below 50 % of the yield strength of the material (on the order

of 380 MPa). Both samples were made from Al7075 and cut to length from the same original bar, which shows obvious

visual characteristics of extruded bars. The bars are 100 wide, ~1200 long and ¼00 (~6.3 mm) thick. The material parameters

used for the stress calculation are a Young’s modulus of 71.7 GPa and a Poisson’s ratio of 0.33.

Further measurements were made on a polycarbonate sample. Plastic materials may exhibit creep at room temperature at

relatively low strains. The 4-point bending device could not hold the sample in place at the low strains necessary to avoid

creep. Thus, a fixed curvature bending device with a large radius was used. The clear polycarbonate sample was clamped to

an aluminum block with curved surface of a radius of ~507 mm, producing a strain of near 0.3 % (calculated) in the surfaces
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of the nearly 3 mm thick bar. The bar width is also 100. The material parameters used are a Young’s modulus of 2.37 GPa and

a Poisson’s ratio of 0.38.

All measurements on the polycarbonate sample show very low stresses for the first two depth increments. This seems to

be characteristic for the sample or the experimental design. The issue is not further investigated here and the first two data

points are omitted in all results shown to allow better focus on the issues discussed.

All measurements were made with a Prism1 residual stress measurement system, which combines incremental hole-

drilling with ESPI (Electronic Speckle Pattern Interferometry) [1]. To obtain favorable optical properties of the surfaces, all

samples were lightly spray-painted matte white or light-gray. The measurements on the first aluminum sample were made

including in-plane and out-of-plane displacements. All others were solely of in-plane displacements. The holes were made

using square-end end mills of various diameters. Those made with a 1/3200 tool are in the following referred to as 0.8 mm

holes, those with a 1/1600 tool as 1.6 mm. All end mills were TiN coated. The drilling increments were adjusted for the

different hole diameters. Twenty or more increments were used for each depth profile. Each measurement within each series

used the same list of depths so that arithmetic averages could be calculated from equivalent data sets. The instrument

measures surface displacements and correlates these directly with stresses. The stress calculation followed the Integral

Method [2, 3]. All depth profiles shown were calculated using modest regularization, a form of smoothing.

44.3 Results

The first aluminum bar, Al1, was bent to five deflections from about 0.5 to 2.5 mm in the first measurement series and

measured using a 2 mm diameter end mill. While the stress depth profiles generally follow the trends of the predicted curves,

each shows large deviations from it (Fig. 44.1). All have a relative low in the depth range between 0.1 and 0.3 mm.

The 2.5 mm deflected part was measured five more times in a second measurement series to investigate measurement

statistics. The line of holes was made parallel to sample length. Some data points from each measurement deviate 20 % or

more from the calculated bending curve. A stress depth profile generated from the averages of the five measurements

produces a much flatter curve with close to the expected slope (Fig. 44.2, blue line, to >1 mm). Significantly lower than

expected stresses are found in a depth range of around 0.2–0.3 mm. Two residual stress measurements made later without

any bending show significant compressive stresses at depths similar to the lows of the measured bending curves (Fig. 44.2,

green line, bottom). Unfortunately, these were made several inches away from the bending stress measurements, towards

one sample end, and no consideration was given to the exact position in sample width direction.

A third measurement series on the first aluminum sample was made with a 0.8 mm diameter tool in-between the other two

series of 2 mm holes. The five depth profiles show even more variation than the ones from 2 mm holes. The curve of the
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1 Prism® is a registered trade mark of American Stress Technology, Pittsburgh, PA.
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averages for 0.8 mm (Fig. 44.2, red line, to ~0.5 mm) is very close to that for 2 mm and shows the same low stress region at

lower depths.

The second aluminum bar, Al2, was bent to a deflection of 3.5 mm and three measurement series were made. There are

five measurements, each, with 0.8, 1.6 and 2.5 mm diameter holes and each series was drilled in a line parallel to sample

length. Measurement variation clearly increases with decreasing hole size (Fig. 44.3). The curves of the averages show

surprisingly large differences. While the general trends of all follow the calculated bending stress curve, there seem to be

characteristic differences, which is particularly obvious for the 2.5 mm measurements where all five measurements are

clearly higher for much of the depth range. Subsequent measurements in line with the three series show that the residual

stresses are different in the different locations (Fig. 44.6b). The measurements in line with the 0.8 and 1.6 mm bending stress

series were made with a 1.6 mm tool, those for the 2.5 mm series also used 2.5 mm holes. One of the data sets for the latter

ends at 1.1 mm depth due to a measurement problem. The other is shown separately in Fig. 44.6b to indicate the continuation

of tensile stresses at higher depths.

The first measurement series on the polycarbonate bar was made with a 1.6 mm diameter end mill. Four of the five first

measurements have very similar results; the fifth is somewhat different. Since the hole from the latter is closest to the sample

edge, an influence of the measurement location was suspected and five additional measurements were made. Again, the one

hole closest to the sample edge is different. The difference becomes quite obvious in the curves of the averages for the

“regular” and near-edge measurements (Fig. 44.4b). This prompted a second measurement series with 0.8 mm diameter

holes mostly near the edge of the sample. But all five measurements of this series are very similar, independent of their

distance to the sample edge (Figs. 44.4a and 44.5b). Also, all 0.8 mmmeasurements are close to the calculated bending stress

curve while the 1.6 mm stresses are higher. That suggests a hole size effect on the stress results. Three measurements made

with 2.0 mm holes immediately before the current measurements seem to support this. Their average curve matches the one

for the 1.6 mm edge measurements and is farthest away from the calculated bending curve (Fig. 44.7). All average curves

have slopes very similar to the calculated bending stress curve. But the larger the hole the more are the measured stress

curves shifted to greater depths and higher stresses.

44.4 Discussion

The stress depth profiles of the two aluminum samples measured all deviate substantially from the expected linear bending

curves. They are also different from each other even though they originate from the same extruded piece. The first sample is

characterized by a low-stress zone near the surface, which all measurements show except for one of the residual stress

measurements (Fig. 44.2). Unfortunately, the locations of the residual stress measurements were not close to the others.

That this can be critical is seen in the results from the second sample. Residual stresses are clearly different as function of the

position in the sample width direction (Fig. 44.6b). On first view, the second sample suggests stress differences as function of

hole size (Figs. 44.3 and 44.6a). However, the differences between the measurement series match those of the residual

stresses made in line with them—even though not all were made with the corresponding hole size. The correlation with hole
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size in the bending stress measurements is therefore caused by the measurement arrangement and under-lying banded

microstructure parallel to the extrusion direction.

The repeat measurements show that measurement variability is clearly dependent on hole size in the measurements on

these aluminum samples (Fig. 44.3). Certainly, the magnitude of the displacements increases with the measurement volume.

Therefore, measurement statistics should improve with larger holes. It is also suspected that microstructural factors

contribute to this hole size effect in these samples since they show microstructural variability in their stresses.
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The polycarbonate measurements show much lower variability than those on the aluminum samples and the slopes of the

stress depth profiles follow closely that of the calculated stress curve (Fig. 44.5). This indicates that the measurement series

were conducted with high consistency. Unfortunately, the average stress curves are shifted against each other and against the

predicted curve (Fig. 44.7). The shift generally increases with hole size. This is very likely a heating effect.

Hole-drilling of samples made from plastic faces a special problem. The low thermal conductivity of the material means

that heat generated at the hole edges during drilling dissipates very slowly. It has been reported that measurement quality

improves with reduced rotational speed [4]. Thus, all measurements on the polycarbonate sample were made with the

minimum speed possible. To further reduce local heating, only very small volumes of material were removed at a time. But

an increase in tool diameter causes the speed at the hole edge to increase by the square, making it more and more difficult to

avoid heating effects. Drilling parameters were adjusted for each hole size, yet apparently not sufficiently. The problem is

that the total measurement time for the larger holes, which were also drilled deeper, increases very substantially.

A strong argument that the measurements were affected by local heating is that not only the stresses in bending direction

but also perpendicular to that show the hole size effect (Fig. 44.7). Frictional heating should be non-directional within planes

parallel to the surface and thus one should expect very similar effects for all surface directions. The results from the smallest

hole deviate the least from the linear bending stress curve. The 1.6 mm outliers from closer to the sample edge (Fig. 44.4)

may have been caused by special drilling conditions. It is believed that the bending device used doesn’t necessarily hold the

sample perfectly tight against the bending block in all locations. Vibrations from the drill together with some degree of

freedom of the sample may have exacerbated frictional heating in measurements closer to the edge. A smaller tool would not

necessarily cause the same situation.
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Chapter 45

Some Aspects of the Application of the Hole Drilling Method
on Plastic Materials

Arnaud Magnier, Andreas Nau, and Berthold Scholtes

Abstract Residual stresses are always present in nearly every component as a consequence of the manufacturing process.

If the material exhibits a crystalline structure, diffraction methods are undoubtedly a method of choice for residual stress

analysis. However such a method is not always applicable on plastics. As they undergo complex manufacturing processes,

they also have to be evaluated in terms of introduced residual stresses. Here, mechanical methods like the incremental hole

drilling method might be more suitable. However, for a reliable residual stress analysis in plastic materials, the hole drilling

method usually applied for isotropic metallic materials has to be adapted. A critical point comes from the required strain

gauge rosette technique. It involves a stiffening effect due to its assembly and its bonding. Further issues are the stressless

introduction of a geometrically defined hole, temperature effects and the viscoelastic behavior of plastic materials. Those

critical points were investigated numerically and experimentally on different types of plastic materials in order to improve

the hole drilling method and to provide an opportunity to estimate more precisely residual stresses.

Keywords Residual stress • Plastic • Polypropylene • Hole drilling • Viscoelastic

45.1 Introduction

There is a great interest in residual stress analyses in components made of plastic but this exhibits also a considerable

challenge for existing measurement techniques. Among mechanical methods hole drilling is widely used, and guidelines

exist [1, 2] when working on metals. The adaptation of this method to plastic materials is the subject of this publication using

an extruded polypropylene sheet (PP) as example. Indeed plastic materials compared with metals require different

approaches concerning the preparation of the sample, the drilling process, or when choosing the feed voltage of the strain

gauges [3]. Critical points considered in this paper are temperature effects, stiffness effects and the viscoelastic behavior of

materials. These effects are of minor importance for metal but they shouldn’t be overlooked when working with plastic

materials.

45.2 Thermal Effects

Industrial strain gauge rosettes (SGR) are usually temperature compensated for metallic materials. The rolling process of the

metallic grids of the SGR enables to change their thermal property, so that they can self-compensate the thermal expansion

of the material under investigation at room temperature. SGR are usually adapted for steel and aluminum, e.g. SGR EA-06-

062RE-120 (steel) and EA-13-062RE-120 (aluminum) by Vishay. As plastics have a much higher thermal expansion

coefficient than metals, it is mandatory that thermal effects are quantified during a measurement. The following measure-

ment was made on an extruded polypropylene (PP) sheet, which has a ten times higher thermal expansion coefficient than

steel: 120 μm/(m �C). Figure 45.1 depicts how very sensible a measurement can be.

During this experiment two samples of PP were used. On each sample a SGR was applied: one to be drilled, the other one

to analyze and to compensate the temperature influence during the experiment. The strain vs. time curve corresponds to this

temperature compensation SGR. Here, only one of the three strain signals is shown. A continuous increase of the signal can
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be observed, which can be related to a global room heating. Each dotted vertical line was drawn to indicate the time when an

increment was drilled on the “drilled” SGR. A sharp strain increase of about 3 μm/m can be observed at those times on the

temperature compensation SGR. A possible explanation is that this SGR reacted to the generation of heat by the person who

came close (about 30 cm) to both samples, when drilling a new increment. This is an evidence about the extreme sensibility

of SGR to local temperature changes when working on PP. The effect of global room temperature variation can also be seen

in Fig. 45.2. Here, a SGR was applied on a PP sheet and a strain measurement was carried out without any mechanical impact

or drilling operation (curve in Fig. 45.2). At the same time the room temperature near the SGR was measured with a

Fig. 45.1 Thermal strain output of a strain gauge rosette applied on an extruded polypropylene sheet

Fig. 45.2 Correlation between room temperature variation measured with a thermocouple and strain measured on a polypropylene sample
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thermocouple (triangular measuring points). In fact, a quite good correlation between the SGR’s strain and temperature

variation can be stated and the influence of even small temperature variations on measured strains is not negligible.

It should be mentioned that the experiment took place within a laboratory without an air-conditioning system. However,

this experiment also reveals that the measured strain values do not exactly correspond to the thermal expansion coefficient of

the sample. Indeed, the gauge compensates a part of it. Here, 2 �C have a 100 μm/m impact. The question is now how to

quantify and how to consider this effect for a reliable residual stress measurement. As the elastic modulus of plastics is

around a hundred times lower than that of steel, much higher strains can be expected when measuring residual stresses on

plastics. However residual stress amounts on plastics are much smaller, and roughly around a hundred times lower than on

steel [4]. Therefore the accuracy of strain analysis needed for plastics is in the same order as the one for metals. The norm

specifies a value of about 1 μm/m [1]. Here this order of magnitude will be used to assess the importance of errors. Errors can

be simulated considering an ideal stress field together with the consequences of thermal strain. In Fig. 45.3 an ideal strain

course (solid line) was calculated using coefficients from [1] for a type A rosette. A biaxial homogeneous stress field with

σ ¼ 2 MPa was assumed. The elastic properties of the specimen are described by a Young’s modulus of E ¼ 1.7 GPa and a

Poisson’s ratio of ν ¼ 0.4. With those parameters the solid line in Fig. 45.3 represents the released strain ε1 obtained when

drilling a 2 mm diameter hole up to a depth of 1 mm, using twenty 50 μm increments. A time interval for each of the drilling

steps of 20 min is assumed. If the thermal strain based on the temperature effect measured before (Fig. 45.2) is

superimposed, a “false” strain curve is calculated (dashed curve ε1 + thermal strain in Fig. 45.3). This “false” strain

curve is what would be measured if the thermal strain due to temperature variation is not compensated and taken into

account during an experiment.

With this strain curve containing strain due to the release of residual stress as well as thermal effects, a comparison can be

made between a recalculated stress profile and the assumed ideal one (Fig. 45.4). As the strain was chosen for an

axisymmetric stress profile and thermal expansion is assumed to be axisymmetric, the resulting stress curve is also

axisymmetric and does not depend on the chosen stress direction. Therefore only one curve for the principal stress is

represented. In Fig. 45.4 it can be noticed that adding a thermal effect moves the residual stress profile near the surface to

compressive residual stresses. This means that due to heating, small tensile residual stress near the surface could be

misinterpreted as being compressive. Of course if compressive stresses are already present on the surface of a material,

still higher compressive stress will be assumed from the measured strain. The opposite is the case when drilling is stopped at

a depth of approximately 0.6 mm and when the laboratory is left empty. It results in a decrease of the temperature (Fig. 45.2)

and residual stresses move to tensile residual stresses when the measurement is resumed. Altogether it is clearly to be seen

that temperature effects need special attention during hole drilling strain measurements in plastics.

Fig. 45.3 Simulated strain

with and without

compensation of thermal

strain on a polypropylene

sample
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45.3 Stiffening Effects

It is well known that due to stiffening effects the strain measured by a SGR is lower than the real one of the specimen if there

is a low specimen-SGR stiffness ratio. In this context the influence of other parameters like sample thickness, grid length of

the strain gauge or type of the carrier material of the strain gauge are of importance [5, 6]. Experimentally the stiffening

effect can be quantified by a tensile test. The result of such an experiment using a PP-specimen is shown in Fig. 45.5. Here,

strains given by a strain gauge and by a video camera (Digital Image Correlation) were measured simultaneously. The result

reveals a constant difference of 20 % between the two signals.

The same type of experiment was carried out for different types of SGRs usually used for residual stress analyses (gauge

types 1, 2, 3 in Fig. 45.6): an eight grids rosette [7, 8], a rosette type A fromVishayMM (EA-06-062RE-120) and a rosette for

Fig. 45.4 Principal stresses

with and without temperature

compensation

Fig. 45.5 Strain from a strain gauge versus strain from a video camera (Digital Image Correlation)

374 A. Magnier et al.



the ring-core method type FR-5 by PreusserMesstechnik GmbH. Three materials were investigated: an extruded PP sheet and

two self-reinforced PP materials [9] with clearly different elastic moduli of 1.7, 4.5 and 6 GPa. In all cases, considerable

differences between strains measured with an optical method and by the strain gauges were observed. Differences are

significantly higher for materials with smaller elastic moduli. The best agreement was obtained for the third type SGR

(Fig. 45.6). The measured strain is about 90 % of the strain measured by the video camera. This seems coherent as the SGR

was applied on a “stiff” material (E ¼ 6 GPa). Moreover the carrier of the third SGR is made of epoxide (E ¼ 2.5 GPa) the

stiffness of which is lower than that of the polyimide carrier (E ¼ 3.6 GPa) of the two other gauges [10]. Finally the grid

length of the third strain gauge (5 mm) is three times higher than the one of the two other strain gauges. Note that one of the

values seems invalid (SGR 1 on the 6 GPa stiff material), which can be related to the woven shape of this self-reinforced

material. The worst case observed is about 30 % strain reduction when using a common rosette on a low modulus material.

Figure 45.7 shows results of a numerical study which considers the ratio Yr between the Young’s moduli of the

component and the strain gauge rosette. The component was uniaxially stressed with 100 MPa. The foil of the SGR at the

position of the hole was removed on the modelisation. It can be seen that the lower Yr the more the stress state at the point of

measurement differs from the applied stress. Moreover, additional stresses are introduced due to the notch effect as a

consequence of the local stiffness difference between the material and the SGR. If the Yr-value is nearly one, the notch effect

still exists but is much lower. With increasing of Yr, its value tends to the ratio between the stress state of the component and

the SGR. In addition, the value of the stress state at the measurement position tends to the applied one, except for a small

stress increase due to the notch effect.

Table 45.1 gives an overview about the effect of different stiffness ratios Yr between the material and the SGR for various

stress states (uniaxial, equi-biaxial, pure shear stress). The results ζ represent the percentage difference between the

calculated stress state at the position of the hole and the applied stress. For the uniaxial stress state, the value of the second

principal stress should be zero. The deviation ζ of the second principal stress represents in this only case a percentage of the
applied principal stress (σI ¼ 100 MPa) and not of the second applied principal stress compared with the biaxial and pure

shear stress state.

It can be concluded that a pure shear stress is the worst case near the surface. Here, the calculated stress is higher than the

applied stress. However this tendency is the opposite deeper in the material. For a 1 GPa stiff material, residual stresses 40 %

lower than the applied one are calculated deep in the material and up to 22 % higher stress is measured near the surface.

When working on a 6 GPa stiff material, this difference decreases and it amounts up to 15 % near the surface for the worst

calculated state. Whereas the first principal stress differs remarkably from the applied stress, the second principal stress is

influenced in the case of pure shear stress state and equi-biaxial stress state.

Fig. 45.6 Reduction of strain using different kinds of strain gauges on three materials
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Fig. 45.7 Influence of the stiffness ratio component/strain gauge rosette on the residual stress state. Figures indicate the local Mises stresses
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Table 45.1 Percentage difference ζ between the calculated and the applied calibration stress as a consequence of the stiffness effect of the

adhesive layer and the strain gauge rosette carrier (E ¼ 3.4 GPa) depending on the specimen’s Young’s modulus ES, the stress state

t in mm

Uniaxially loaded σI ¼ 100 N/mm2, σII ¼ 0 N/mm2

Es ¼ 1 GPa Es ¼ 2 GPa Es ¼ 3 GPa Es ¼ 4 GPa Es ¼ 5 GPa Es ¼ 6 GPa

ζσI in % ζσII in % ζσI in % ζσII in % ζσI in % ζσII in % ζσI in % ζσII in % ζσI in % ζσII in % ζσI in % ζσII in %

0.00 57 3 43 5 33 4 27 4 23 3 20 3

0.05 22 �2 21 0 17 1 15 1 13 1 12 1

0.10 4 �4 9 �1 9 0 8 0 7 0 7 0

0.15 �7 �5 1 �2 3 �1 3 �1 4 0 4 0

0.20 �14 �5 �4 �2 �1 �1 0 �1 1 �1 1 �1

0.25 �19 �5 �8 �3 �4 �2 �2 �1 �1 �1 �1 �1

0.30 �23 �6 �11 �3 �6 �2 �4 �1 �3 �1 �2 �1

0.35 �26 �6 �13 �3 �8 �2 �6 �1 �4 �1 �3 �1

0.40 �29 �6 �15 �3 �10 �2 �7 �2 �5 �1 �4 �1

0.45 �31 �6 �17 �3 �11 �2 �8 �2 �6 �1 �5 �1

0.50 �32 �6 �18 �3 �12 �2 �9 �2 �7 �1 �6 �1

0.55 �34 �6 �19 �3 �13 �2 �10 �2 �8 �1 �7 �1

0.60 �35 �6 �20 �3 �14 �2 �11 �2 �9 �1 �7 �1

0.65 �36 �6 �21 �4 �15 �2 �11 �2 �9 �1 �8 �1

0.70 �36 �6 �22 �4 �15 �3 �12 �2 �9 �2 �8 �1

0.75 �37 �6 �22 �4 �16 �3 �12 �2 �10 �2 �8 �1

0.80 �38 �6 �23 �4 �16 �3 �12 �2 �10 �2 �8 �1

0.85 �38 �6 �23 �4 �16 �3 �13 �2 �10 �2 �9 �1

0.90 �39 �7 �23 �4 �17 �3 �13 �2 �11 �2 �9 �2

0.95 �40 �7 �24 �4 �17 �3 �13 �2 �11 �2 �9 �2

Equi-biaxially loaded σI ¼ 100 N/mm2, σII ¼ 100 N/mm2

0.00 69 69 52 52 40 40 33 33 28 28 24 24

0.05 26 26 24 24 20 20 17 17 15 15 14 13

0.10 5 5 10 10 10 10 9 9 9 8 8 8

0.15 �7 �7 2 2 4 4 4 4 4 4 4 4

0.20 �15 �15 �4 �4 �1 �1 1 1 1 1 2 2

0.25 �20 �20 �8 �8 �4 �4 �2 �2 �1 �1 0 0

0.30 �25 �25 �11 �11 �7 �7 �4 �4 �3 �3 �2 �2

0.35 �28 �28 �14 �14 �9 �9 �6 �6 �4 �4 �3 �3

0.40 �30 �30 �16 �16 �10 �10 �7 �7 �6 �6 �4 �4

0.45 �33 �33 �18 �18 �12 �12 �9 �9 �7 �7 �5 �5

0.50 �34 �34 �19 �19 �13 �13 �10 �10 �8 �8 �6 �6

0.55 �36 �36 �21 �21 �14 �14 �11 �11 �8 �8 �7 �7

0.60 �37 �37 �22 �22 �15 �15 �11 �11 �9 �9 �7 �7

0.65 �38 �38 �22 �22 �16 �16 �12 �12 �10 �10 �8 �8

0.70 �39 �39 �23 �23 �16 �16 �13 �13 �10 �10 �8 �8

0.75 �40 �40 �24 �24 �17 �17 �13 �13 �10 �10 �9 �9

0.80 �40 �41 �24 �24 �17 �17 �13 �13 �11 �11 �9 �9

0.85 �41 �41 �25 �25 �18 �18 �14 �14 �11 �11 �9 �9

0.90 �42 �42 �25 �26 �18 �18 �14 �14 �11 �11 �10 �10

0.95 �43 �43 �26 �26 �19 �19 �15 �15 �12 �12 �10 �10

Biaxially loaded with σI ¼ 100 N/mm2, σII ¼ �100 N/mm2

0.00 96 39 57 31 41 24 32 20 27 17 23 15

0.05 55 13 35 14 26 13 21 11 18 10 15 9

0.10 33 �1 23 5 18 6 15 5 13 5 11 5

0.15 20 �10 15 �1 12 1 10 2 9 2 8 2

0.20 11 �16 10 �6 8 �3 7 �1 6 0 6 0

0.25 4 �21 5 �9 5 �5 5 �3 4 �2 4 �1

0.30 �2 �25 2 �12 2 �7 2 �5 2 �4 2 �3

(continued)
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45.4 Effects of Viscoelastic Behavior

A special characteristic of plastics is their strong viscoelastic behavior. Consequently PP samples are highly sensitive to

creep and relaxation processes. In order to avoid errors due to additional time-dependent thermal strain in this part of the

investigation, it was decided to compensate global thermal effects, and to drill manually with a very small rotational speed.

This is possible due to the low strength of PP and avoids local heating of the material in the surrounding of the hole [11, 12].

As a consequence the influence of viscoelasticity could directly be quantified, avoiding disturbing thermal noise. In Fig. 45.8

the strain vs. time curve after drilling a hole step from 460 to 500 μm in a PP sample is shown.

A zero balance in terms of the strain signal was made before drilling. The reference time 0 min corresponds to the first

value “directly” measured after drilling. As there is no thermal strain, the obtained strain profile corresponds to the

“relaxation” of the material. It can be realized that the signal is not all constant within the time interval of the measurement.

Moreover we see a relaxation of around 4 μm/m after 5 min, 10 μm/m after 1 h and 25 μm/m after 16 h. The logarithmic

Table 45.1 (continued)

t in mm

Uniaxially loaded σI ¼ 100 N/mm2, σII ¼ 0 N/mm2

Es ¼ 1 GPa Es ¼ 2 GPa Es ¼ 3 GPa Es ¼ 4 GPa Es ¼ 5 GPa Es ¼ 6 GPa

ζσI in % ζσII in % ζσI in % ζσII in % ζσI in % ζσII in % ζσI in % ζσII in % ζσI in % ζσII in % ζσI in % ζσII in %

0.35 �6 �27 �1 �14 0 �9 1 �7 1 �5 1 �4

0.40 �9 �30 �4 �16 �2 �11 �1 �8 0 �6 0 �5

0.45 �12 �31 �6 �18 �3 �12 �2 �9 �2 �7 �1 �6

0.50 �15 �33 �7 �19 �5 �13 �3 �10 �2 �8 �2 �6

0.55 �17 �34 �9 �20 �6 �14 �4 �11 �3 �8 �3 �7

0.60 �18 �35 �10 �21 �7 �15 �5 �11 �4 �9 �3 �7

0.65 �19 �36 �11 �21 �7 �15 �6 �12 �4 �9 �4 �8

0.70 �20 �37 �12 �22 �8 �16 �6 �12 �5 �10 �4 �8

0.75 �21 �37 �12 �22 �9 �16 �7 �12 �5 �10 �4 �8

0.80 �22 �38 �13 �23 �9 �16 �7 �13 �6 �10 �5 �9

0.85 �23 �38 �13 �23 �9 �16 �7 �13 �6 �10 �5 �9

0.90 �23 �39 �14 �23 �10 �17 �7 �13 �6 �11 �5 �9

0.95 �23 �39 �14 �24 �10 �17 �8 �13 �6 �11 �5 �9

Fig. 45.8 Strain vs. time curve after drilling a hole increment in an extruded polypropylene sheet
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representation of the strain vs. time curve (Fig. 45.8) suggests that a creep effect occurs. It comes out that waiting until the

signal is stabilized would not achieve reasonable strain values for a residual stress calculation. If one represents the measured

relaxed strain ‘εR’ due to the release of residual stresses as the sum of a time dependent component ‘εRt’ and a “spontaneous”
constant component ‘εR0’, it would mean that we need this last elastic and time independent component ‘εR0’ to calculate the
underlying residual stress. In Fig. 45.8 it should correspond to the first measured value at the time 0. But there is still another

aspect which has to be taken into account. Figure 45.9 represents the strain measured during the same experiment, especially

during the drilling process. Two SGRs spaced around 2 cm apart were bonded on the same specimen. Only one SGR was

drilled. The solid line represents the result obtained while drilling the first gauge (drilled gauge), the dotted curve represents

what was measured by the second gauge (undrilled gauge). The drilling process started at t ¼ t1. It can be noticed that

although only one SGR was drilled, a qualitatively similar signal could be measured on both of them. The observed strain

gradient is too significant to be attributed to a local thermal effect. It is rather a purely mechanical effect due to the

compression induced by the drilling tool while drilling. Indeed polypropylene has a strong viscoelastic behavior and, hence,

the material creeps while being mechanically loaded.

Based on this assumption the following model is used to obtain the component ‘εR0’ required to calculate residual stress.
If the strain due to the compression effect of the drilling tool is called ‘εc’, then this strain can be decomposed as mentioned

above in two strains: a time independent elastic component ‘εc0’ and a time dependent component ‘εct’. To explain the

following point, it is considered that residual stresses are only released at the time t2 (end of the drilling process in Fig. 45.9),

and not step by step while drilling. Based on the above mentioned assumptions it follows:

ε tð Þ ¼ εc0, t ¼ t1 ð45:1Þ

While drilling, a viscoelastic effect is obtained because of the compressing effect of the drilling tool:

ε tð Þ ¼ εc0 þ εct t� t1ð Þ, t1 < t < t2 ð45:2Þ

Finally just after drilling, strain release occurs caused by the release of residual stresses and due to elastic unloading, because

the drilling tool is no more compressing the sample. Using the Boltzmann superposition principle (theory for linear

viscoelasticity), the material keeps in memory the previous deformation, i.e. the viscoelastic part from the previous drilling

tool compression (45.2):

ε tð Þ ¼ εc0 þ εct t2 � t1ð Þ þ εR0 � εc0, t ¼ t2 ð45:3Þ

¼� ε tð Þ ¼ εct t2 � t1ð Þ þ εR0, t ¼ t2 ð45:4Þ

Fig. 45.9 Strain measured on

two strain gauge rosettes

during the drilling process
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ε tð Þ ¼ εct t� t1ð Þ � εct t� t2ð Þ þ εR0 þ εRt t� t2ð Þ, t > t2 ð45:5Þ

ε tð Þ ¼ εR0 þ εRt t� t2ð Þ, t � t2 ð45:6Þ

Based on (45.4), it is clearly to be seen that measuring the strain directly after drilling would produce an incorrect result.

Because of the creep effect while drilling the material, the released strain directly after drilling at the time t2 in Fig. 45.9 does

not only correspond to the relaxation of residual stress. It also corresponds to the viscoelastic part caused by compression

during the drilling process: εct t2 � t1ð Þ in (45.4). During an experiment, strains were measured directly after drilling and an

average variation of strain of about 8 μm/m was observed during a time interval of 8 s. This demonstrates the challenge

connected with correct strains to be taken for the calculation of a residual stress profile. Using (45.5) one can formulate an

assumption about a possible method. Under the assumption that the two components caused by the compression effect of the

drilling tool ‘εct’ will compensate themselves after a sufficient period of time (45.5), the strain will only depend on

the release of residual stress: εR0 þ εRt t� t2ð Þ, which leads to (45.6). Assuming a creep law for the strain which depends

on the relaxation of residual stresses (Fig. 45.8), we may extrapolate to get the time independent component ‘εR0’ and finally
calculate residual stresses. This will be the purpose of further work.

45.5 Conclusion

The results demonstrated in this publication reveal the influence of different parameters when measuring residual stresses on

plastics with the hole drilling method. Neglect of temperature compensation will generally result in measuring compressive

stresses near the surface of the material. Depending on the thermal expansion of the plastics, errors may be more or less

important. In addition there is a stiffening effect, which reduces the strain measured by the strain gauge rosette when

working on low-stiffness materials. Finally, the influence of viscoelasticity on the measured strain has to be taken into

account. An assumption is proposed to determine the valid strain and therefore to compensate viscoelastic effects. The

creeping behavior of the released strain may be extrapolated after each increment to get the required strain to calculate a

residual stress profile.
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