
Chapter 1
Addressing the Issues of Non-isotropy
and Non-additivity in the Development
of Quantum Chemistry-Grounded
Polarizable Molecular Mechanics

Nohad Gresh, Krystel El Hage, Elodie Goldwaser, Benoit de Courcy,
Robin Chaudret, David Perahia, Christophe Narth, Louis Lagardère,
Filippo Lipparini and Jean-Philip Piquemal

Abstract We review two essential features of the intermolecular interaction
energies (ΔE) computed in the context of quantum chemistry (QC): non-isotropy
and non-additivity. Energy-decomposition analyses show the extent to which each
comes into play in the separate ΔE contributions, namely electrostatic, short-range
repulsion, polarization, charge-transfer and dispersion. Such contributions have
their counterparts in anisotropic, polarizable molecular mechanics (APMM), and
each of these should display the same features as in QC. We review examples to
evaluate the performances of APMM in this respect. They bear on the complexes of
one or several ligands with metal cations, and on multiply H-bonded complexes.
We also comment on the involvement of polarization, a key contributor to
non-additivity, in the issues of multipole transferability and conjugation. In the last
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section we provide recent examples of APMM validations by QC, which relate to
interactions taking place in the recognition sites of kinases and metalloproteins. We
conclude by mentioning prospects of extensive applications of APMM.

Abbreviations

AMOEBA Atomic multipoles optimized energetics for biological applications
APMM Anisotropic polarizable molecular mechanics
ATP Adenosine triphosphate
aug-cc-pVTZ Augmented correlation-consistent polarized valence triple dzeta
BO Born-Oppenheimer
CDP Claverie, Dreyfus, Pullman
CEP Coreless effective potential
CP Car-Parrinello
CSOV Constrained space orbital variation
CTU Carboxythiourea
dd-Cosmo Domain-decomposition conductor screening model
DIIS Direct inversion of iterative space
EFP Effective fragment potential
ELF Electron localization function
EM Energy-minimization
EVG Elvitegravir
FAK Focal adhesion kinase
FEP Free energy perturbation
GEM Gaussian electrostatic model
GPU Graphics processor unit
GS Garmer and Stevens
HF Hartree-Fock
IEHT Iterative extended Huckel theory
I-NoLLS Interactive non linear least squares
INT Integrase
KM Kitaura-Morokuma
LC Langlet-Claverie
LMO Localized molecular orbitals
MC Monte-Carlo
MD Molecular dynamics
MEP Molecular electrostatic potential
MO Molecular orbitals
NA Nucleic acids
NRP1 Neuropilin-1
OPEP Optimized partitioning of electrostatic properties
PBC Periodic boundary conditions
PME Particle Mesh Ewald
PMI Phosphomannose isomerase
PMM Polarizable molecular mechanics
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QC Quantum chemistry
QM/MM Quantum mechanics/molecular mechanics
RVS Reduced variational space
SAPT Symmetry-adapted perturbation theory
SIBFA Sum of interactions between fragments Ab initio computed
SOD Superoxide dismutase
vdW van der Waals

1.1 Introduction

The field of molecular simulation is undergoing major strides forward. It is spear-
headed by ab initio quantum chemistry (QC), whose realm of applications is being
extended to complexes of increasing size, nowadays totaling a few hundreds of atoms,
and are amenable as well to increasingly long simulation times as is the case for
Car-Parrinello (CP) [1, 2] or Born-Oppenheimer (BO) [3, 4] molecular dynamics
(MD) approaches. Such extensions are enabled by advances both in informatics and in
the QC codes themselves. The first kind of advances results from progress both in
computer hardware, as exemplified by the advent of Graphics Processor Units (GPU)
[5–6] and in computer software, as enabled by parallelism onOpenMP/MPI software
[7]. The second advances are due to promising developments in linear-scaling and
divide-and-conquer approaches [8–13]. Despite such advances, simulations of very
large molecular complexes and/or on very long-time scale MD or of computer-
intensive Monte-Carlo (MC) simulations are likely to remain out of reach of
high-level QC for a long foreseeable time in a diversity of domains. These encompass
drug design, protein folding, or material science. An appealing alternative consists
into the so-called QM/MM (Quantum mechanics/molecular mechanics) approaches,
in which the core of the recognition site is treated quantum-mechanically while the
periphery is treated by classical MM. Multiscale approaches are a generalization of
QM/MM [14–22]. However, such approaches could not be used in the absence of a
single ‘privileged’ recognition site, as is the case for multidomain sites in, e.g.,
protein-nucleic acid (NA), protein-protein or NA-NA recognition. There are also
examples of enlarged or accessible recognition sites, such that long-range polarization
effects could blur the distinction between QM andMM zones. This can occur with the
complexes of inhibitors to the Zn-metalloenzyme phosphomannose isomerase, in
which networks of polarizable water molecules can connect together the inhibitor in
the recognition site to farther sites on N- and/or C-terminal sites [23]. ‘Classical’
MM/MD potentials are on the other hand fully able nowadays to handle very large
molecular complexes over time-scales which even for proteins can approach the
microsecond if not the millisecond time. They have rendered prominent service to the
field and will most probably continue to do so for a long-time to come. Nevertheless
their limitations are duly recognized, notably the absence of non-additivity and the
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lack of appropriate directionality. Such shortcomings will not be commented in this
review. An ideal situation would consist into a QC-grounded MM potential formu-
lated and calibrated so as to reproduce each individual QC contribution.
Transferability can be compromised if the aim of a givenMMpotential were limited to
reproduce the total QC intermolecular interaction, ΔE(QC) forfeiting that on its
individual contributions. It is also clear that a term-to-term agreement with the ΔE
(QC) contributions should carry out beyond the training set used in the calibration.
Striving at reproducing QC results has been the object of several endeavors, past and
present. These have been surveyed in several recent reviews [24–29]. Summarizing,
we recall that themain efforts bore on the inclusion of polarization: dipole polarization
[24–29], charge equalization [30–32], or Drude models [33, 34]. It is fitting to
recall that the very first inclusion of polarization for the modeling of biological
molecules were from the mid-sixties [35–37] and mid-seventies [14]. A subset
of ‘polarizable’ MM/MD potentials have also targeted first-order electrostatics,
resorting to distributed multipoles derived from ab QC calculations on the fragments
[23, 24, 26, 29, 38–50]. This is the case of the SIBFA (Sum of Interactions Between
Fragments Ab initio computed [38, 39] procedure, on which this review focuses, and
which was among the prime ones in this regard. Further refinements have also borne
on the two short-range contributions, repulsion in first-order and charge-transfer in
second-order. This appears to restrict the subset of polarizable potentials to SIBFA,
ORIENT [40, 41], and the Effective Fragment Potential (EFP) [42–45].

This review is organized as follows. We use here italics to underline the
sought-for features. We will first summarize the features of the SIBFA potential, in
light of the requirements for transferability. We will then present the results of
validation tests regarding first anisotropy, then non-additivity. Their synergistic
impact will be illustrated with the complexes of halobenzene derivatives with a
guanine-cytosine base-pair in the recognition site of the HIV-1 nucleocapsid. This
will be extended to a case problem in which both come into play and should enable
to address in synergy two additional issues, namely multipole transferability and
conjugation. We will next present results from recent studies from two of our
Laboratories. The first study relates to the organization of highly structured waters
in a bimetallic Zn/Cu enzyme, superoxide dismutase (SOD). The two other relate to
inhibitor or ligand binding to a tyrosine kinase, Focal Adhesion Kinase (FAK), on
the one hand, and to a Zn-metalloenzyme, phosphomannose isomerase (PMI) on
the other hand. These will help to highlight the importance of the second-order
contributions, and possibly non-additivity, on molecular recognition.

1.1.1 Procedure

In the SIBFA procedure, the total intermolecular interaction energy between mol-
ecules or molecular fragments is computed as a sum of five contributions:
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DEtot ¼ EMTP þ Erep þ Epol þ Ect þ Edisp

which are the electrostatic multipolar, the short-range repulsion, the polarization,
the charge-transfer, and the dispersion contributions.

EMTP is computed as a sum of multipole-multipole interactions, encompassing
six terms from monopole-monopole till quadrupole-quadupole. The multipoles are
located on the atoms and mid-points of the chemical bonds, and are derived from
the ab initio QC molecular orbitals (MO) of the fragment. We resort to a procedure
pioneered in 1970 by Claverie, Dreyfus and Pullman (CDP) at the Institut de
Biologie Physico-Chimique in Paris [51–53]. It was initially applied to computa-
tions of the Molecular Electrostatic Potential (MEP) around biologically important
molecules, such as the nucleic acid bases [54–57], DNA and RNA [58–60], pro-
teins [61], phospholipids [62] and ionophores [63, 64]. The CDP method was first
applied to the computations of intermolecular interaction energies in 1979 in the
context of a polarizable potential [65] and, in 1980-1983, for a series of molecular
recognition problems [66–71] using forerunners of the SIBFA procedure. Current
applications have since resorted to a variant of the CDP procedure due to Vigné-
Maeder and Claverie [72]. For completeness we mention that the derivation of
distributed multipoles was also done in the context of IEHT wave-functions by Rein
in 1973 [73, 74], and, regarding ab initio QC MO’s, in the early eighties by Stone
et al. [75, 76], Sokalski et al. [77, 78], and Karlstrom et al. [47, 79]. The more
recent OPEP procedure enables to derive both distributed multipoles and polariz-
abilities from such MO’s [80, 81].

Subsequent improvements to EMTP have consisted into including an explicit
‘penetration’ term, Epen. This is an overlap-dependent term: it translates the fact that
at short intermolecular distances, there is a lesser shielding of the nuclear charge of
a given atom by its own electronic density, due to its ‘penetration’ by the corre-
sponding density of the incoming atom, and conversely. This results into an actual
increase of the electron-nucleus attraction of the interacting pair. The first formu-
lations of Epen were in 2000–2001 in the context of EFP [82, 83] and in 2003 in the
context of SIBFA [84]. The latter has been used systematically ever since 2005 with
this procedure. Other formulations have also been recently put forth [85–87]. The
formulation by Piquemal et al. recently underwent a promising extension enabling
to use it in conjunction with the Particle Mesh Ewald (PME) procedure [194]. This
will pave the way for efficient MD simulations on very large systems in the context
of the SIBFA or AMOEBA procedures.

The other contribution of predominantly electrostatic nature is polarization. It
translates the gain in energy upon rearrangement of the electronic distribution of a
given molecular fragment due to the electrostatic field generated on it by all the
other interacting fragments. Epol on any ‘polarizable’ center is a function of the
electrostatic field it undergoes and of its polarizability. The field is computed with
the same distributed multipoles as EMTP and is screened by a Gaussian function, S,
of the distance between the center and the interacting polarizing partner, modulated
by the mean of the effective radii of the interacting pair. The polarizability can be
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used: -either as a scalar, the magnitude of which is derived from experimental
measurements. This was done in the earlier versions of SIBFA and in most
contemporary polarizable potentials which use the induced dipole approach
[27–29]; -or as a QC-derived tensor. This is the case of but a handful of polarizable
potentials, namely EFP, SIBFA, and ORIENT. In fact, both SIBFA and EFP resort
to the same procedure to derive the polarizabilities, specifically a method published
in 1989 by Garmer and Stevens (GS) [88], locating them on the centroids of the
Boys localized molecular orbitals (LMO): these are the barycenters of the chemical
bonds and the ‘tips’ of the saturated lone pairs. The two first papers reporting the
use of the GS polarizabilities, namely using EFP and SIBFA, were actually pub-
lished in the same 1994 issue of the ACS Symposium series [89, 90].

Thus given any rigid molecule or molecular fragment, we derive once and for all,
in a consistent fashion both distributed multipoles and polarizabilities. These are
stored in the SIBFA library as one file, along with the information on the internal
geometry and connectivities and types of atoms. Each fragment-specific file can be
extracted and concatenated with others whenever the fragment is needed to assemble
a large, flexible molecule, or a biomolecule, such as a protein or a nucleic acid.

SIBFA embodies two overlap-dependent contributions.
Erep in first-order is formulated under the form of a sum of bond-bond, bond-lone

pair, and lone pair-lone pair interactions. This was inspired by an earlier proposal
by Murrell et al. [91] following which the exchange-repulsion is proportional to the
square of the intermolecular overlap between localized orbitals. For each pair of
interacting orbitals, it could be formulated as S2/Rn, S denoting their overlap and R
the distance between their centroids, n taking the values of 1, 2 and possibly
beyond. In the context of SIBFA, representations of the orbitals are the chemical
bonds and the lone-pairs.

The formulation of Ect in second order is based on another work by Murrell et al.
[92], in which it is formulated as the integral of an overlap transition density
convoluted with the electrostatic potential it undergoes. Starting from it, Ect was
derived as a function of the overlap between representations of the localized orbitals
of the electron-donor fragment and of the virtual orbitals of the electron-acceptor
fragment [93, 94]. On account of their greater mutual proximities, they are restricted
to the sole lone-pairs of the donor, and to the sole B-H bonds of the acceptor, where
B denotes any heavy atom. The different contributions are calculated for all pairs of
such orbitals, and embody dependencies upon the electrostatic potentials V sepa-
rately undergone by the electron-donor and by the electron acceptor in the large
molecular complex. These potentials also intervene in the denominator of Ect. In it
the ionization potential, I, of the electron donor is modulated by the (predominantly
positive) potential it undergoes; while the electron affinity of the electron acceptor,
A, is modulated by the (predominantly negative) potential it undergoes. In the
whole range of energy-relevant distances, this prevents the I-A differences from
being negative (and therefore Ect from becoming positive) whenever I has a smaller
magnitude than A, as is the case for most di- or multivalent cations. We also note
that those Vs, along with the permanent multipoles, embody the contributions due
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to the induced dipoles, whence an indirect coupling between the polarization and
charge-transfer contributions.

The last contribution, Edisp, uses a formulation by Creuzet et al. [95]. It is
computed as a sum of atom-atom terms with 1/R6, 1/R8, and 1/R10 dependencies. It
is augmented by an explicit ‘exchange-dispersion’ term (Eexch-disp) and by contri-
butions from the lone pairs at their centroid positions.

Two points could be noted at this stage. Firstly, all five SIBFA contributions, not
only Erep and Ect, embody dependencies upon the overlap: Epen for EMTP; a
Gaussian screening factor of the distance between each interacting pair for Epol; and
Eexch-disp for Edisp. Secondly, with the exception of EMTP, all contributions embody
dependencies upon explicit representations of the lone pairs.

We denote throughout by ΔE the energies in the absence of Edisp, and by E1 and
E2 the summed first- and second-order contributions, namely E1 = EMTP + Erep and
E2 = Epol + Ect, respectively.

On account of its very separability, critical for the refinement of the SIBFA
potential is the availability of energy-decomposition analyses. The Reduced
Variational Space (RVS) procedure by Stevens and Fink [96] was particularly
instrumental. On the one hand, it affords an operational and dependable separation
of E2 into Epol and Ect. On the other hand, it lends itself to analyses of complexes
having more than just two interacting partners. This enable to compute the separate
components of E1 and E2 in multi-molecular complexes, evaluate the extent of their
non-additivities, and how well these could be accordingly retrieved by their SIBFA
counterparts. There are also other energy-decomposition analyses, such as the
Constrained Space Orbital Variation (CSOV) [97] and the Symmetry-Adapted
Perturbation Theory (SAPT) [98], which can both be done at the correlated level.
We have resorted to the former upon dealing with open-shell cations [99] and for
correlated computations [100] and are presently resorting to the latter in analyses of
the interactions involving nucleic acid bases (Gresh et al. submitted).

1.2 Aspects of Anisotropy and Non-additivity
in Molecular Complexes

A. Anisotropy

MM potentials should be able to account for the fine angular features of ΔE(QC)
upon performing in- and out-of-plane variations of the approach of two interacting
atoms at fixed equilibrium distance: that is, the departure from the assumption of
atom-centered spherical symmetry. This might not be warranted by simple
point-charge electrostatics and atom-atom Lennard-Jones-like formulas for Erep and
Edisp, unless neighboring atoms restricted the available space.

(1) Linear water dimer. The earliest example we considered dating back from the
mid-eighties is the linear water dimer at equilibrium distance (dOO = 2.95 A)
[93, 94]. We monitored the evolutions, as a function of the theta angle, of ΔE
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Fig. 1.1 Linear water dimer.
Compared evolutions of: a ΔE
(SIBFA), ΔE(HF), and EMTP

(full, dashed, and dotted lines,
respectively; b Eexch(HF), and
Erep(SIBFA) (full and dashed
lines); and c Ect(HF) and
Ect(SIBFA) (full and dashed
lines). The dotted and
dashed-dotted lines represent
the contributions to
Ect(SIBFA) from each of the
two individual sp3 lone pairs
of the donor oxygen.
Reprinted with permission
from Gresh et al. [94].
Copyright 1986 Wiley
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(SIBFA) and its EMTP, Erep and Ect contributions (Fig. 1.1a–c). For such
evolutions the H and O atoms of the incoming OH bond of the
electron-acceptor monomer predominantly sense the electrostatic potential
around the O atom of the electron-donor monomer and their overlaps with its
sp3 lone-pairs and there is little, if any, overlap with its two OH bonds. A very
close parallelism was observed not only between the total ΔE(SIBFA) and ΔE
(HF) energies, but also between the corresponding individual contributions.
This early demonstration already lends credence to the representation of
electrostatics with QC multipoles and to that of the short-range contributions
with lone-pairs. The behavior of Ect was instructive. Its relative shallow
behavior matching that of Ect(HF) was found to result from strongly opposed
trends from the two sp3 lone-pairs. The contribution from the first lone-pair
increases regularly until for theta = 60° the direction of the incoming HO bond
aligns with it, while that of the second lone-pair decreases in concert. Past 60°,
the two trends are reversed. The overall shape of ΔE appears dictated by that
of EMTP. This appears consistent with the proposal by Buckingham and
Fowler [101]. Nevertheless the present example as well as several subsequent
others (vide infra) clearly show instances where the other contributions do
have inherently anisotropic characters of their own and do bear on the overall
angular dependencies of ΔE.

(2) Cation-ligand complexes. Zn(II) is a ‘soft’ divalent cation. This translates into
large values of the charge-transfer and of the dispersion contributions
[102, 103], and to an enhanced propensity to bind to ‘softer’ ligands than
oxygen, such as nitrogen and in particular sulfur. Its divalent charge gives rise
to very large values of EMTP and Epol thus to a propensity to bind to oxygen
ligands as well. In proteins and NAs, Zn binds in a versatile fashion to N, O,
and S ligands, can adopt a diversity of coordination numbers ranging from 4 to
6, and can exert a structural as well as a catalytic role. It is thus most
important, but it could also be particularly challenging, to correctly represent it
with PMM potentials. This was addressed in 1995 [104]. By parallel QC and
SIBFA computations, we probed by Zn(II) the in- and out-of-plane angular-
ities of ΔE and its individual contributions in a diversity of complexes with N,
O, and S ligands. Marked directionalities were found for both Erep and Ect for
in-plane variations of the theta angle around the X–O–Zn bond upon binding
to hydroxy (X = H), formate and formamide (X = C), and around the C–S–Zn
bond of methanethiolate. These could complement or oppose the direction-
alities of EMTP. Lesser directionalities of Erep and Ect were found on the other
hand for out-of-plane variations on a cone at a fixed theta angle. Epol was
found to display a generally shallower behavior than the other contributions,
although it is a major contributor to non-additivity.

(3) Hydrogen bonding to an anionic ligand. Water acting as proton acceptor can
be also used to probe the electron-rich sites of a bound ligand. An illustrative
example is that of its monodentate complex with formate, upon performing
in-plane variations of the C–O–H angle, at a fixed O–H distance (Fig. 1.2).
Eexch(HF) has a marked angular character with a maximum at 120º, which
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corresponds to a maximum overlap with one sp2 oxygen lone-pair. Its
behavior is paralleled by Erep(SIBFA), while by contrast a 1/R12 atom-atom
repulsion expression gives rise to a shallow behavior [105].

(4) Directionality in stacked complexes. Stacking interactions are a major deter-
minant of NA stability, but act also to stabilize a diversity of ordered structures.
We have considered a representative stacked dimer of formamide and rotated
step-wise the second monomer with respect to the first around the z-axis [105].
The curve of EMTP augmented with Epen is virtually superimposable over that
of EC (Fig. 1.3a. The curve of Erep matches well that of Eexch with only a small
indentation at the most repulsive point (Fig. 1.3b. The parallelism of ΔE
(SIBFA) with ΔE(HF) is evidenced in Fig. 1.3c. Extensions are presently
underway to NA bases, and are carried out at both uncorrelated and correlated
levels, and they appear conclusive as well (Gresh et al. J Phys Chem B, 2015,
119, 9477). Such results suggest that the anisotropy of ΔE(QC) in stacked
complexes can be reliably accounted for in the context of the SIBFA procedure.

(5) Directionality in halobenzene complexes. About thirty-five per cent of thera-
peutic drugs embody at least one halogen atom [106–108]. There is an out-
standing feature of the CX bond in halobenzenes (X = F, Cl, Br, I) which was
discovered thanks to quantum chemistry [109–111]. It is the presence of a
‘sigma-hole’, namely a zone of electron depletion along the bond, concomitant
with a zone of electron buildup around a cone circumscribing the bond. Such
features increase along the F < Cl < Br < I sequence. To account for electron
depletion in the context of classical MM, a fictitious charge of δ+ has been
located prolonging the CX bond, with the charge of X accordingly modified
by δ -. The magnitude of δ and the δ-X distance can be optimized in order to fit
the QC-computed interaction energy of an electron-rich ligand such as water
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Fig. 1.2 Monodentate formate-water Compared evolutions as a function of the theta angle of
Erep(SIBFA) Eexch(HF) and a 1/R12 atom-atom repulsion. Reprinted with permission from
Piquemal et al. [105]. Copyright 2007 American Chemical Society
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or formamide approaching the CX bond through its O atom [112–114]. While
this representation can be successful to translate the binding of electron-rich
ligands along the CX bond, it leaves the outcome unresolved regarding
approaches along the electron-rich cone. In the prospect of future simulations
with APMM potentials in drug design or material science, it was thus critical
to evaluate if the EMTP contribution, without any extra fitting and/or fictitious
center, could reproduce the angular features of halogen bonding. We have thus
resorted to a divalent cation, Mg(II), as a probe of the CX bond (X = F, Cl, Br)
[115] in halobenzenes. A doubly charged species was deliberately chosen to
exacerbate the impact of the sigma hole on the angularity of ΔE. The Mg-X
distance, d, was first optimized for an approach at theta (C–X–Mg) of 180°.
This was followed by in-plane variations of theta and by out-of-plane of the
phi angle describing rotations of Mg(II) on a cone at fixed d and optimized
theta (see Fig. 1.4). RVS energy-decomposition showed the EC to be the
essential contribution to the angularity of ΔE(HF). Would its representation
going as far as distributed quadrupoles enable EMTP to match EC? This is
evaluated in Fig. 1.5a, b. Figure 1.5 confirms this to be the case all throughout
for all three halogens: for both Cl and Br, there is a pronounced maximum at
180º and two accented minima: in the 105–120° and 240–255° regions for Cl

Fig. 1.3 Stacked formamide dimer Compared evolutions of a EMTP and EC(HF), b Erep(SIBFA)
and Eexch(HF), ΔE(SIBFA) and ΔE(HF). Reprinted with permission from Piquemal et al. [105].
Copyright 2007 American Chemical Society
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CI

Mg

Mg

CI

Fig. 1.4 Representation of the variations undergone by an Mg(II) probe around halobenzenes
a in-plane variations of d with theta = 180, b in-plane variations of theta, c out-of-plane variations
of phi. Reprinted with permission from El Hage et al. [115]. Copyright 2013 Wiley

Fig. 1.5 a–c Compared evolutions of EC(HF) and EMTP for in-plane variations of the theta angle
for Mg(II) binding to the C–F (a) C–Mg (b), and C–Br (c) bonds of halobenzene, d–f in-plane
theta evolutions of the charge-charge charge-dipole and charge-quadrupole components of EMTP

for Mg(II) binding to the C–F (d), C–Mg (e), and C–Br (f) bonds of halobenzene. Reprinted with
permission from El Hage et al. [115]. Copyright 2013 Wiley
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and more accented ones at 105° and 255° for Br. In marked contrast, the curve
is for F shallow over the whole 135–225° region. It is also possible to unravel
the origin of both the angularities of the Cl and Br curves, and of the shal-
lowness of the F curve. Thus Fig. 1.6a–c separate each EMTP curve into its
charge-charge (CC), charge-dipole (CD), and charge-quadrupole (CQ)
components. The angularities of the Cl and Br curves is clearly dominated by
CQ overcoming the opposed preferences of both CC and CD. Possibly just
because of its featurelessness, the F curve is revealing. It shows that the flat
behavior of EMTP is due to a near-exact compensation between the antago-
nizing angular features of CQ on the one hand and of CC and CD on the other
hand. This is an important a posteriori and not taken for granted demonstration
that the three components are correctly balanced within EMTP.
For the out-of-plane variations of phi, EMTP again displayed parallel features
to EC. Thus for both Cl and Br, one maximum for found at 180º, and two
minimum-energy regions at 60–120° and 240–300°. For F, the curve was
virtually flat throughout.
We have performed a similar evaluation now with a water probe approaching
through either one H atom or through it O atom. For all three halogens, and for
theta as well as for phi variations, EMTP could invariably match the angular
features of EC.

(6) Could there be departures from spherical symmetry around some metal cat-
ions? In the polyligated complexes of metal cations, the ligand cations could
justifiably be anticipated to bind around a ‘crown’ surrounding the cation. On
account of the spherical symmetry of the cation, this is largely borne out
experimentally and computationally in the vast majority of cases, but could
there be exceptions? A notable exception is indeed provided by the Pb(II)
cation, which in some instances is prone to prefer ‘hemi-directed’ arrangements,

Fig. 1.6 Representation of the tetraligated complex of Pb(II) with six water molecules in a holo-
and b hemi-directed arrangements. Reprinted with permission from Devereux et al. [119].
Copyright 2011 American Chemical Society
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namely all ligands on one side of the cation, over ‘holo-directed’ ones, namely
all ligands over the whole periphery of the cation (Fig. 1.6) [116–118]. To what
an extent could be this be accounted for, if at all, by an APMM approach?

Table 1.1 reports the results of SIBFA versus HF comparisons for Pb(II) com-
plexes with 4, 5, and 6 water ligands in the hemi- versus holo-directed arrangements
[119]. The QC/RVS results indicate a small preference in favor of the hemi-directed
arrangements, decreasing from 6.1 to 4.8 to 1.6 kcal/mol upon passing from 4 to 6
of out 160–200. ΔE(SIBFA) is able to match this trend, accordingly decreasing
from 3.6, to 2.8, to −1.5 kcal/mol. The preferences favoring the hemi-arrangements
can in SIBFA be traced back to the Pb(II) polarization energy, that is, in its absence,
such arrangements would have lesser stabilities than the holo-ones. This is con-
sistent with the RVS analyses. It translates the large dipole polarizability of Pb(II),
biasing the arrangements towards the hemi-arrangements since in the holo-ones, the
summed electrostatic field polarizing the cation has near-zero values. It is thus
fitting to observe that while for the mono-ligated complexes of a cation such as Zn
(II) Epol had a limited in-plane directional character, in the polyligated complexes
of Pb(II), it is the dominant factor in favor of directionality.

B. Non-additivity.
(1) Sign and magnitude of δEnadd. Non-additivity is a critical feature of ΔE. That, is,

in multimolecular complexes, its magnitude differs from the sum of its mag-
nitudes in all bimolecular (pair-wise) complexes considered separately.
Non-additivity could either increase or decrease the stability of the complexes,
resulting into cooperativity or anticooperativity, respectively: these two cases
are mostly encountered in multiply hydrogen-bonded complexes and in poly-
coordinated complexes of metal cations, respectively. The onset of non-
additivity, δEnadd, was realized in the earlier stages of development of polar-
izable potentials. However, to our knowledge until the early nineties there have
been surprisingly few, if any at all, attempts to quantify δEnadd on model
complexes by QC computations and the separate weights of the ΔE(QC) con-
tributions, let alone evaluate if PMM were able to reliably match δEnadd. This
could be traced back to the fact that with the sole exception of the RVS method,
all available energy decomposition procedures are limited to bimolecular
complexes. Thanks to this procedure, we could consider several multimolecular
complexes and address such points. Such QC/SIBFA comparisons date back
from the mid-to late nineties and have borne on: (a) mono-, bi-dentate, and
through-water complexes of Zn(II) with formate and first- and second-shell
waters [120]; polycoordinated complexes of Zn(II) with water [104], and water,
hydroxy, methanethiol and/or methanethiolate ligands [121]; (b) polyligated
complexes of Zn(II) with the end side-chains of proteins and some Zn-ligating
groups of metalloprotein inhibitors [122]; (c) several representative water
oligomers [105, 123–125] and d) the complexes of N-methylformamide in an
array of linear H-bonded complexes as encountered in models of multilayered
β-sheets [126]. The most important conclusions were:
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(a) With all ligands in the first coordination shell, polycoordinated complexes
of divalent metal cations are anticooperative. Ect has a greater anticoo-
perativity than Epol, undergoing a smaller increase in magnitude than Epol

upon increasing the coordination number n. A different outcome however
occurs in through-water complexes, where for both contributions, a bal-
ance between cooperativity and anticooperativity can occur. Both
Epol(SIBFA) and Ect(SIBFA) can match the behavior of their RVS coun-
terparts upon increasing n, regarding their magnitudes, extent of
non-additivities, and dependence upon the number of ligands in first sec-
ond shells. As an illustration, we give in Table 1.2 a comparison between
the QC and SIBFA computations for the complex of Zn(II) with six water
molecules. The three considered complexes have either 0, 1, or
2 second-shell water molecules. There is a close correspondence between
the SIBFA and QC contributions. As noted originally concerning the
best-bound [Zn(H2O)6]

2+ complex [104, 121], while the number of ligand
has increased by 6, Epol and Ect with both RVS and QC have increased in
magnitude by factors of only 2.6 and 2 with respect to their corresponding
values in the monoligated [Zn-H2O]

2+ complex at the optimized Zn-O
distance of 2.10 A found in the hexamer. This, and several other related
examples [120, 121, 127] give a clear indication of anticooperativity and of
its control by both SIBFA Epol and Ect. This could have been expectable
regarding Epol, but was not granted for Ect: it shows that the formulation of
Ect embodying dependencies upon the electrostatic potential and field
undergone by the electron donor as well as by the electron acceptor can
reliably ensure for this critical feature.

(b) Multiply H-bonded complexes are generally cooperative. Epol is the dom-
inant, but not unique, contributor to δEnadd. Cooperativity is optimized in
cyclic structures if each molecule can act simultaneously as an H-bond
donor with one neighbor and as an H-bond acceptor with the other.
Anticooperativity was also noted with one cyclic water tetramer [124], in
which one water molecule acts as an H-bond acceptor from both neighbors.

Table 1.2 Polycoordinated complex of Zn(II) with six water molecules Values (kcal/mol) of the
QC and SIBFA intermolecular interaction energies and of their individual contributions

[Zn-(H2O)6]
2 [Zn-(H2O)5–H2O]

2+ [Zn-(H2O)4–
(H2O)2]

2+

RVS SIBFA RVS SIBFA RVS SIBFA

E1 −209.1 −218.2 −191.9 −198.9 −174.8 −179.6

Epol −81.3 −78.9 −92.4 −89.5 −101.8 −99.3

Ect −20.6 −14.6 −24.5 −18.6 −28.7 −22.5

ΔE −311.0 −311.7 −308.8 −307.0 −305.3 −301.4

Ecorr/Edisp −34.3 −35.9 −32.2 −35.3 −32.1 −37.3

ΔEtot −345.3 −347.7 −341.0 −342.3 −337.4 −338.7

Reprinted with permission from Tiraboschi et al. [121]. Copyright 2000 Wiley
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Again, both Epol and Ect(SIBFA) could closely match their QC counterparts.
In large oligomers (n = 12 and beyond) having an ice cube-like structure,
cooperativity results into a significant compression of the structures, several
H-bonded distances shortening by up to 0.2 Å. The dominant magnitude of
EMTP becomes strongly opposed by Erep, and thus E1 attains a much smaller
magnitude than Epol and in some cases even than Ect. The fact that in such
complexes E2 could have a significantly larger weight than E1 does not
appear to have its pendant with any other competing PMM potential, yet is
fully supported by RVS computations [105, 123].

(c) It is also possible to evaluate, within Epol, the contribution to δEnadd of the
iterative calculations of the induced dipoles. The polarizing field is a vector
quantity and the polarization energy of a given center is proportional in
first approximation to the square of the field it undergoes. Non-additivity
thus appears already when the field is computed with the permanent SIBFA
multipoles and its magnitude is close to the corresponding magnitude of
Epol(RVS). This is consistent with the fact that in the RVS approach each
monomer is considered in turn and relaxed in the presence in the frozen
MO’s of all the others. At the outcome of the iterative calculation of Epol

taking into account the additional contributions of the induced dipoles, Epol

has values that are now close to those of Epol(QC) calculated in a fully
variational manner. We have found that in both cooperative and antico-
operative complexes at equilibrium, the contribution to δEnadd of the
iterative procedure was generally close to 30 %, and consistently enforced
the preexisting cooperativity or anticooperativity.

(2) On the need for off-centered polarizabilities. The importance of having
off-centered polarizabilities, specifically on the tips of saturated lone-pairs,
was shown in a study that bore on three model water oligomers [125]. They
were denoted as bifurcated, transverse H-bonded, and longitudinal chains of
helical shape (Fig. 1.7). For all three complexes, the SIBFA calculations

Fig. 1.7 Representation of three water oligomers in transverse bifurcated and linear H-bonding
arrangements. Reprinted with permission from Piquemal et al. [125]. Copyright 2007 American
Chemical Society
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enabled to reliably reproduce both the magnitude of Epol(QC) and the values
of the total dipole moments. This is due to the fact that in such complexes
polarizable centers on the lone-pairs can be closer to an incoming molecule
than the bearer atom, and thus sense a more intense field than it. This con-
stitutes an illustrative example of the impact of non-anisotropy on
non-additivity. This is a reverse situation to the one encountered in the Pb(II)
oligohydrates, for which it was the non-additive behavior of Pb(II) polariza-
tion that resulted into non-isotropy.

(3) Impact of quadrupolar polarizabilities. Epol stems predominantly from the
dipolar polarizabilities. There are cases, however, in which the polarization
energy of some atoms can be increased due to their quadrupolar polarizabilities,
whereby quadrupoles can be induced by the gradient of the field. This was
observed with the Cu(I) cation [128]. We have compared several Cu(I) di- and
oligo- planar ligated complexes in which the ligands are at equal distances from
Cu(I) and on opposite sites. In such arrangements the field at the cation position
is null, and so would Epol(Cu) if it were limited to the sole Cu(I) dipole
polarizability. On the other hand the field gradients are non-null, resulting into a
significant Cu(I) quadrupolar polarization, the inclusion of which enabled an
improved agreement with ΔE(QC). Only few attempts to include quadrupolar
polarizabilities in PMM potentials have been reported so far [129].

(4) Handling intramolecular polarization and the issue of multipole transfer-
ability. A large flexible molecule is assembled from its molecular fragments as
follows: X and Y denoting two heavy atoms, two successive fragments, Fa and
Fb, connect at the level of their X–H and H–Y bonds to create a junctional
bond X–Y. The multipoles on the two H atoms and at the centers of the two
X–H and H–Y bonds disappear and give rise to multipoles on X, Y, and the
mid-point of the X–Y bond, according to proportionality rules related to their
distances from these three centers. This preserves the net charge of the
assembled molecule, but not that of the individual fragments. This is of no
consequence for the calculation of EMTP, since the interactions of the charges
along the junction bond connecting Fa and Fb are not computed anyway in
SIBFA between the two fragments, although they are indeed with all the other
fragments: the ‘missing’ interactions have no impact upon performing torsions
around the junction bond, since they are located along this very bond.
A different situation arises for the computation of Epol, because Fa would be
polarized by the field of Fb now bearing a non-net charge (0, −1, 1 for neutral,
anionic or cationic), and conversely. This would again be immaterial were it
not for the presence of other fragments in a larger molecule. The summed field
polarizing Fa would be that of a non-net charge before being squared, so that
due to non-additivity the residual non-net charge could lead to uncontrolled
over- or underestimations of Epol. These would be further amplified by the fact
that Fa would be polarized by a centroid at a very close distance from it,
namely half the length of the XY bond. Therefore we resorted to an alternative
representation. Both HX and HY bonds are shrunk, each H atom being
superimposed over its ‘bearer’ X or Y atom. All polarizing centers thus retain
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their net initial charge and their shortest distances from the neighboring
fragments have lengths never smaller than those of XY bonds. Such a pro-
cedure should be more immune to short-distance artifacts. It has been evalu-
ated by several comparisons with QC in a diversity of cases. We have thus
compared the conformational energies, δEconf, of ten alanine tetrapeptides put
forth by Beachy et al. [130] to evaluate the accuracies of MM force-fields. In
our published study [131] the ten conformers differed by their sole torsion
angles, i.e. with rigid constitutive fragments, pending completion of the
SIBFA stretching and bending harmonic potentials. Inclusion of Epol enabled
the relative SIBFA δEconf values to closely reproduce the corresponding QC
values for all ten conformers. Refinements presently underway bear on the
representation of the π lone pairs of the prime constituent of the peptide
backbone, the N-methylformamide moiety, to further improve the accuracy of
the intra-molecular short-range contributions Erep and Ect; this leads back to
the issue of non-isotropy. We have also investigated the conformational
dependency of: Na+ binding to conformers of glycine and the glycine zwit-
terion [132]; Zn(II) binding to mercaptocarboxamides [133], which constitute
the Zn-binding moiety of some Zn-metalloenzyme inhibitors; and Zn(II)
binding to tetra-anionic triphosphate, which is the backbone of ATP [134].
The comparisons with the QC results constituted revealing tests of the pro-
cedure, requesting the simultaneous and consistent computation of both intra-
and intermolecular polarization and charge-transfer effects. They enabled to
address the issue of multipole transferability [135]. Namely, a limitation of the
use of distributed multipoles in intramolecular studies would reside in the
variation of their intensities, thus lack of transferability, following confor-
mational changes. The results of our above-mentioned studies on the other
hand showed that, exactly as in intermolecular interactions between fragments
unconnected by covalent bonds, Epol enables to account for the consequences
of conformational changes on both δEconf and the intermolecular interactions
with additional molecules. This occurs provided that: -the permanent multi-
poles of the constitutive unconnected fragments are the ones used to compute
first-order electrostatics; -and the H atoms are carried back on their ‘bearer’ X
and Y atoms of the XY junction bond. Very recent tests have borne on the
solvation energies of four inhibitors of the PMI Zn-metalloenzyme, which
embody a dianionic phosphate and a monoanionic Zn-binding hydroxamate.
Shells with 64 waters were considered and up to 26 complexes in different
conformations. Despite the large magnitudes of the interaction energies, the
large number of interacting partners, and the diversity of binding modes, close
agreements between SIBFA and QC calculations at both HF and correlated
levels were demonstrated (Gresh et al. to be submitted).

(5) Could the first-order exchange repulsion contribute to non-additivity? The
short-range exchange-repulsion between two molecules is due to reorthogo-
nalization of their MO’s upon complex formation. This leads to a destabili-
zation of the total energy of the complex in first-order counteracting the
Coulomb contribution. In a multimolecular complex, the energy cost due to
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simultaneous reorthogonalization can be expected to differ from that due to the
summed separate pair-wise reorthogonalizations. The resulting non-additivity
of Eexch was found to be very small, except for the polyligated complexes of
some metal cations. In the context of SIBFA, it was formulated under the form
of a three-center exponential involving the cation and all pairs of ligating
heteroatoms, calibrated beforehand on model diligated cations, and then val-
idated by QC comparisons on tetra- and hexaligated complexes [136]. The
impact of the non-additivity of Eexch/Erep is illustrated in the case of one metal
cation for which it is the most pronounced, a heavy toxic metal, Hg(II). We
have thus considered the tetrahydrated [Hg(H2O)4]

2+ complexes in competing
square-planar versus tetrahedral arrangements (Fig. 1.8). The results are
reported in Table 1.3. The three-body repulsion ΔEthree-body is 3 kcal/mol
larger in the square planar arrangement than in the tetrahedral one. For both
arrangements its values computed by SIBFA were close to the QC ones. Its
explicit inclusion in SIBFA enabled to account for the preference of Hg(II) in
favor of a tetrahedral arrangement. The energy difference between the two
arrangements might appear small, but could nevertheless be sufficient to bear
on the structural preferences found at the outcome of large-scale MD or MC
simulations.

Table 1.3 Complexes of Hg
(II) with four water molecules
in square-planar and
tetrahedral arrangements
Comparisons of the QC and
SIBFA intermolecular
interaction energies (in
kcal/mol) and their
contributions

[Hg(H2O)4]
2+ Tetrahedral Square planar

Ab initio SIBFA Ab initio SIBFA

Erep 78.0 81.8 132.3 126.9

Ec −194.2 −196.0 −226.9 −226.6

E1 −116.1 −114.3 −94.6 −99.7

E2 −89.3 −86.8 −101.7 −102.8

ΔE −205.5 −201.1 −196.3 −202.5

ΔEthree-body 1.7 1.6 4.8 4.8

Erep modified 78.0 83.3 132.3 131.7

ΔEmodified −205.5 −199.6 −196.3 −197.7

Reprinted with permission from Chaudret et al. [136]. Copyright
2011 Wiley

Fig. 1.8 Representation of the [Hg(H2O)4]
2+ complex in it’s a square planar and b tetrahedral

arrangements. Reprinted with permission from Chaudret et al. [136]. Copyright 2011 Wiley
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1.3 Applications

(1) Conformational study of a polyconjugated drug. Interplay of cooperativity,
anisotropy, multipole transferability, and conjugation.

Several drugs which target proteins involved in disease embody conjugated or
aromatic groups connected together by conjugated or partly conjugated bonds. This
is the case of an inhibitor of neuropilin-1 (NRP1), a protein which when overex-
pressed is involved in diseases such as cancer or macular degeneracy [137].
A ligand, denoted as Lig-47, was identified in one of our Laboratories after
experimental high-throughput screening, and shown to be endowed with a sub-
micromolar activity on several cell lines [138]. Its structure is represented in
Fig. 1.9. It is made out of the following chemical groups: benzimidazole, methyl
benzene, carboxythiourea (CTU), and benzene-substituted dioxane. It is a highly
conjugated drug, and the connections between its four groups all involve unsatured
atoms having sp or sp2 hybridization. The three-dimensional structure of NRP1 is
known from high-resolution X-ray crystallography [139, 140], but not that of its
complex with Lig-47. As a prerequisite to APMM MD or MC studies on the
NRP1-Lig-47 complex, it is essential to control the ligand conformational flex-
ibility, which is mostly governed by torsions around conjugated bonds.
Overestimating it would result into too ‘floppy’ a ligand and the onset of a manifold
of unlikely candidate protein-binding poses. Conversely, underestimating it would
give rise to an unrealistically stiff ligand, unlikely to favorably bind its receptor. It
was thus imperative to ensure if the SIBFA δEconf calculations were reliable when
compared to the QC ones. The work published in [141], focused essentially on the
central CTU unity, and it proceeded along several successive steps:

H2N

S

N
H

O

H

(a)

(b)

Fig. 1.9 Representation of a the molecular structure of Lig-47 and b of the structure of its central
carboxythiourea (CTU) moiety. Reprinted from Goldwaser et al. [141]
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(a) The distributed multipoles and the polarizabilities were derived from the MO’s
of the constitutive fragments of Lig-47, namely benzimidazole,
methyl-benzene, CTU in an extended conformation, and benzene-connected
dioxane. The location of the sp2 lone-pairs of CTU was determined on the
basis of ELF [142] analyses using the TopMod package [143], and is shown in
Fig. 1.10;

(b) For all four constitutive fragments, we calibrated the increments or decrements
of the effective van der Waals (vdW) radii of the atoms along their lone-pair
directions by probing them with an incoming water probe approaching
through one of its H atoms, in order for Erep(SIBFA) to match Eexch(RVS)
over the range of energy-relevant distances;

(c) Having set the increment of the vdW radii, CTU was split into four
pseudo-fragments. The first and the third one are an sp2 amine, the second one
is thioaldehyde, and the fourth one is aldehyde. In this process fictitious con-
necting H atoms are created which are given null multipoles, the centroids of
each of the two connecting bonds making up a junction are superimposed at the
mid-point of the bond and given half the multipoles and polarizabilities of the
original bond centroid prior to splitting. CTU thus retains its net initial charge
of 0. 15° step-wise variations are performed around the four junction bonds,
and the values of one- and two-fold rotational barriers V0 are calibrated so that
δEconf(SIBFA) reproduces δEconf(QC). CTU is then integrated in the entire
Lig-47 ligand. The torsional variations are redone to evaluate the transferability
of V0, for which only limited changes were found necessary. The values of V0

Fig. 1.10 Representation of the ELF contours around the CTU locating the positions of the sp2

lone-pairs of O and S atoms. Reprinted from Goldwaser et al. J. Mol. Mod. 2014, 20, 2472
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for the rotations around the junctional bonds connecting CTU to methylben-
zene and dioxane, and methylbenzene to benzimidazole were similarly cali-
brated with respect to QC. In all cases, the curves of δEconf(SIBFA) were found
to reproduce very satisfactorily the corresponding QC ones.

Steps a-c are virtually exclusively fitting steps, but which accuracy is to be
expected upon passing to a real validation step? This was carried out as follows. We
selected all conformations which, for rotations around all junction bonds, corre-
sponded to local minima or to the global one. For each of them, we performed
energy-minimization with the ‘Merlin’ minimizer [144] on all torsional angles
simultaneously. We were thus able to characterize up to 20 distinct conformations.
The four most relevant ones are represented in Fig. 1.11. The most stable one,
denoted 1b, has an intramolecular H-bond between the NH bond of the first thio-
amide group of CTU and the carbonyl bond of its formamide group. In Fig. 1.12 are
plotted the SIBFA and QC δEconf curves. The following analyses will be limited to
the HF level. Calculation at the correlated level and with Edisp contribution in the
SIBFA calculations led to the same conclusions as those to follow. While 1b is
confirmed by the QC calculations to be the lowest-energy minimum, its relative
stability is clearly underestimated by δEconf(SIBFA) compared to δEconf(QC). The
overall R2 coefficient is 0.88. Could this be improved? CTU had been used as one
single building block in an extended conformation enabling to account for the
impact of conjugation on the multipoles and polarizabilities. This disables, how-
ever, the computation of Epol between the four pseudo-junctions. Firstly, the
intramolecular polarization of CTU, which took place during the variational HF
procedure, is inherently embodied. Secondly, since the sub-fragments bear non-net
charges, and for the reasons mentioned above, attempts to include Epol can be easily
anticipated to severely overestimate it. We thus sought for an alternative repre-
sentation, in which CTU is built from two separate fragments, thioamide and

Fig. 1.11 Three-dimensional structures of four representative energy-minimized conformations of
Lig-47. Reprinted from Goldwaser et al. J. Mol. Mod. 2014, 20, 2472
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formamide. This enables for their mutual polarization simultaneously with the other
Lig-47 fragments, although at the cost of the loss of conjugation between them. The
two fragments were again split as before into two pseudo sp2 amine, one pseudo
thioaldehyde and a pseudo aldehyde fragment. The one- and two-fold V0 torsional
barriers were refit as above, and the values of δEconf for the twenty minima were
recomputed. The corresponding δEconf(SIBFA) curve is plotted in Fig. 1.13a along
with the QC one, now showing a very close superposition and a R2 coefficient of
0.96. Figure 1.13b, c represent the corresponding evolutions of δE1 and δE2. It is
clearly seen that the evolution of δEconf(SIBFA) is governed by E2 and not by E1.
While Epol can be shown to be a leading determinant in several cases of molecular
recognition, the finding that it plays the leading role in shaping the conformational
energies of some conjugated molecules has no precedent. Several papers have
mentioned [145, 146] that in order to treat polyconjugated compounds, introduction
of couplings between successive torsion angles was necessary. Those studies were
done using non-polarizable potentials. Such results might have to be reconsidered
since such couplings might have been accounted for by polarization effects which
are non-additive and long-range.

(2) Binding of halobenzene derivatives to a recognition subsite of the HIV-1
integrase Joint involvement of anisotropy and non-additivity

The HIV-1 integrase (INT) is a viral enzyme responsible for the integration of the
viral DNA genome into the genome of the host cell. It is the target for the devel-
opment of novel antiviral drugs. Three of these are currently used in therapy, and all
three have a halobenzene ring: raltegravir, dolutegravir, and elvitegravir [147–150].
The high-resolution structure of their complexes with the DNA-bound integrase of
Moloney foamy virus has been solved by X-ray crystallography [151]. This INT has
very close homologies to the HIV-1 one, enabling inferences from structure-activity
relationships for drug design. We have focused first on elvitegravir (EVG), the
chlorofluorobenzene ring of which interacts which a guanine-cytosine
(GC) base-pair in an INT recognition subsite (Fig. 1.14a, b). Figure 1.14b shows

Fig. 1.12 Compared evolutions of the relative QC/HF and SIBFA conformational energies as a
function of the conformer number Representation ‘a’ is used to construct CTU. Reprinted from
Goldwaser et al. J. Mol. Mod. 2014, 20, 2472
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that on the one hand, the electron-deficient prolongation of the C-Cl bond points
towards the electron-rich ring of guanine, and that on the other hand, an area of its
electron-rich cone can interact favorably with an electron-deficient region around
the extracyclic N4H2 zone of cytosine. The double-faceted, ‘Janus-like’ property of
the CX bond in halobenzene could be leveraged to enhance its affinity for each
of these two regions separately, upon resorting to electron-withdrawing and to
electron-donating groups, respectively [152]. A simultaneous enhancement for both

Fig. 1.13 a Compared
evolutions of the relative
QC/HF and SIBFA
conformational energies as a
function of the conformer
number Representation ‘b’ is
used to construct CTU,
b corresponding evolutions of
δE1, c corresponding
evolutions of δEpol. Reprinted
from Goldwaser et al. J. Mol.
Mod. 2014, 20, 2472
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sites could even be sought for. Figure 1.15 gives the structures of several substituted
halobenzene candidates. Their interaction energies with the G-C base-pair were
optimized by QC calculations at the B97-D level, and relative energy balances
were done which took into account their desolvation energies. Several deriva-
tives were found endowed with more favorable energy balances than the parent
fluorochlorobenzene ring of EVG, including one, compound H, having both an
electron-donating and an electron-withdrawing ring. While the search for improved
first-order electrostatics due to anisotropy was indeed justified by the energy
decomposition analyses as well by QC-derived contours of Molecular Electrostatic
Potential (MEP) [152], an unanticipated result concerned the role of non-additivity
now coming into play on two counts: (a) the intermolecular interaction energies in
the trimeric complexes could in some cases significantly differ from the sum of the
pairwise interactions in the three dimeric complexes. While this has been docu-
mented in previous work on multiply H-bonded complexes, it was unprecedented in
the case of stacking interactions; (b) the energy gains resulting from di- and

Fig. 1.14 a Representation of the three-dimensional structure of the Foamy virus integrase/DNA
complex with elvitegravir, b close-up on the interaction of the halobenzene ring with the G-C
subsite. Reprinted with permission from El Hage et al. [152]. Copyright 2011 Wiley
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polysubstitutions could differ from the summed gains resulting from monosubsti-
tutions. To what an extent could APMM account for such QC results [153]? EMTP

was shown above to account faithfully for the anisotropy of EC in halobenzene
binding, but is non-additivity still in control for the considered trimeric complexes,
which could either involve cooperativity and anticooperativity? The values of the
nonadditivities are compared in Table 1.4 for the QC and SIBFA computations.
δEnadd(SIBFA) reproduces correctly the trends of δEnadd(QC), whether cooperative
or anticooperative. There is a close agreement between Epol(RVS) and Epol*(SIBFA)
prior to iterating on the induced dipoles, as also noted from previous publications.
Epol(KM) resulting from the Kitaura-Morokuma procedure [154] has greater δEnadd

values than found from SIBFA after iterations on the induced dipoles, but this might
be caused in part by the non-orthogonalization of the MO’s by this procedure. We
have considered a total of 18 complexes of compounds selected from Fig. 1.15 with
the G–C pair as well as with G and C separately, for which we monitored the
evolutions of E1, E2, and their ΔE sums in Fig. 1.16a, b for the SIBFA and QC

Fig. 1.15 Molecular structures of halobenzene derivatives substituted with electron-donors or
electron attractors or with both. Reprinted with permission from El Hage et al. [153]. Copyright
2014 American Chemical Society

Table 1.4 Values of the binding non-additivities of a series of halobenzene derivatives for the
G-C base pair of the HIV-1 biding subsite

Non-additivity ΔE EPOL EPOL *

(kcal/mol) SIBFA RVS SIBFA Morokuma SIBFA RVS

Ring A 0.3 0.1 0.2 0.3 0.3 0.3

Ring D −1.1 −1.8 −1.2 −1.6 −0.7 −0.8

Ring E −0.9 −1.3 −1.0 −1.2 −0.4 −0.5

Ring G 0.1 0.3 0.2 0.1 0.3 0.3

Ring H 0.7 0.6 0.4 0.4 0.4 0.6

Ring L 0.9 0.8 0.8 0.7 0.8 0.7

Reprinted with permission from El Hage et al. 115. Copyright 2014 American Chemical Society
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computations, respectively. The three SIBFA energies closely match the corre-
sponding QC ones. This is also the case for the individual EMTP, Erep, Epol, Ect and
Edisp contributions [153] and for ΔEtot as compared to ΔE(QC/B97-D) (Fig. 1.16c).
These figures clearly show that both E1 and E2 are needed to confer its shape to ΔE.
Moreover, we found that for all 18 complexes, whether ternary or binary, the sta-
bilization due to E2 is larger in magnitude than that due to E1. This is reminiscent of
the situation with the water oligomers in ice-like arrangements. Here again, the
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Fig. 1.16 a Evolutions of the SIBFA E1 E2 and E1 + E2 intermolecular interaction energies along
a series of halobenzene derivatives, b Evolutions of the QC E1 E2 and E1 + E2 intermolecular
interaction energies along a series of halobenzene derivatives, c Compared evolutions of
ΔEtot(SIBFA) and ΔE(DFT/QC) along a series of halobenzene derivatives. Reprinted with
permission from El Hage et al. 115. Copyright 2014 American Chemical Society
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dominant magnitude of EMTP and EC are counteracted by those of Erep and Eexch. The
present results indicate that ab initio QC-derived multipoles and polarizabilities can
be necessary to control both non-isotropy and non-additivity. The latter feature also
concerns the gains or losses in binding energies from polysubstitutions relative to the
summed monosubstitutions, the impact of which on the MO’s can be reflected by the
distributed QC multipoles and polarizabilities whence they are derived.

(3) Structural waters in and around protein recognition sites. Impact of the
second-order contributions. Discrete water molecules, whether individually or
in arrays, are considered to be an integral part of protein or NA structures. We
summarize below recent findings aiming to unravel the impact of polarization
and charge-transfer on the stabilization energies they confer. These studies
bore on superoxide dismutase (SOD), a bimetallic Zn/Cu metalloenzyme, and
on the complexes of inhibitors with the FAK tyrosine kinase and with the PMI
Zn-metalloenzyme.

(a) Superoxide dismutase. SOD is a bimetallic enzyme catalyzing the dismutation
of O2− into dioxygen and hydrogen peroxide [155]. It is essential for the
survival of cells, but even more so for the cancer cells. SOD is thus an
emerging target for the design of novel anticancer strategies [156, 157]
including photodynamic therapy which can involve Ru(II)-based compounds
[158]. Its high-resolution structure has been solved by X-ray crystallography
[159, 160] showing the presence of several structural waters in close vicinity
to the 85/Zn/Cu binding site. This is an incentive to evaluate whether an
APMM approach could single out some privileged water network(s), and the
possible extent of its/their overlap with the one found experimentally. As a
first step toward such an evaluation [161], we started from the X-ray structure
retaining eleven well-defined structural waters, and completed the solvation
with up to 296 waters. We then performed short-duration MD runs at tem-
peratures in the 10–300 K range with a simplified SIBFA potential and con-
strained the waters in a 22 Å sphere centered around Cu(I) using a quadratic
potential. We selected six snapshots, denoted a-f. For each we then retained
the 64 waters closest to Cu(I), and performed energy-minimization (EM) on
their positions, on the side-chain conformations of the SOD residues making
up, or neighboring, the Zn/Cu binding site, and on the positions of the two
cations. Model binding sites were then extracted at the outcome of EM for
validation by parallel SIBFA and QC computations. These encompassed
selected main-chains and/or the side chains of 25 residues, the two metal
cations and the 28 closest waters, totaling 301 atoms. Single-point computa-
tions were done for validation by parallel QC and SIBFA computations.
Figure 1.17a gives a representation of the most stable of the six
energy-minimized structure, namely c. c is the structure for which the water
networks have the greatest overlap with the one determined by X-ray crystal-
lography used as a starting structure, despite the ‘scrambling’ it underwent by the
initial MD steps. Figure 1.17b shows a close-up on the water network. There is a
dense array of waters connecting two ionic residues, Glu131 and Arg141, which
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are located beneath the bimetallic site and are at about 10 Å distance from one
another. These residues are connected, in fact, by several intermeshed water
networks, which are also channeled in other vicinal regions, such as between the
side-chains of residues Thr56 and Asn137. These two residues are linked
together by a five-water near-linear array, the first and the last of which interact
with the dense Glu131-Arg141 connecting water network. Six waters have
dipole moments (μ) greater than 2.70 Debye, which is the value found for water
oligomers in ice using SIBFA [123]. High values of the dipolemomentwere also
found for discrete waters in the recognition site of FAK kinase which similarly
mediated the interactions between ionic sites. This is mentioned below.
Parallel SIBFA and QC computations were performed on complexes a-f in the
presence and in the absence of the water networks. This enabled to compute the
stabilization brought by thewater networks. Figure 1.18a displays the evolutions

Fig. 1.17 a Organization of the most stable network of 28 waters around the bimetallic site of
SOD, b representation of the water networks and values of the highest dipole moments of
structural waters. Reprinted with permission from Gresh et al., J. Comput Chem., 2014, 35, 2096.
Copyright 2011 Wiley
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of ΔE(SIBFA) and ΔE(HF) in the six complexes. The evolution of ΔE(HF) is
very closely matched by that of ΔE(SIBFA), the relative errors being <2 %. As
was the case for substituted halobenzene binding to the G–C base pair of HIV-1
integrase, both E1 and E2 terms are necessary to confer its proper shape to ΔE.
The superimposition ofΔE(QC/B97D) andΔEtot(SIBFA) curves is even better at
the correlated level (Fig. 1.18b). One means to validate the high values of the
dipole moments found for water is to compare the total values of μ in the six
28-water clusters extracted from complexes a-f (retaining a net charge of 0
ensures that the dipole moment is translation-independent). Figure 1.19 com-
pares the evolutions of μ as derived from both QC and SIBFA in the six clusters,
with a close and clear correspondence. The R2 factor is of 0.99. It is also seen that
the most stable complex, c, is the one for which μ has the highest value, attesting
to the importance of polarization and non-additivity in its preferential
stabilization.

Fig. 1.18 Stabilization brought by the 28-water networks in six distinct arrangements
a Evolutions of ΔE(QC) and of ΔE(SIBFA) and its separate E1 and E2 terms b Evolutions of
ΔE(QC/B97D) and ΔEtot(SIBFA). Reprinted with permission from Gresh et al., J. Comput Chem.,
2014, 35, 2096. Copyright 2011 Wiley
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We stress again that the close agreements found for SIBFA with ΔE(QC) at
both HF and correlated levels could only be possible thanks to the separable
nature of the potential, a proper balance of first- and second-order contribu-
tions, and control of non-additivity in large complexes. They are encouraging
in the perspective of long-time MD simulations, enabled by very important
recent advances in the development of a highly efficient and scalable code by
one of our Laboratories [162]. We thus plan to monitor the lifetimes of the
individual waters in the networks, the possible existence of other, competing
networks, the possibility of their mutual interconversions, and the channeling
of solutes toward the bimetallic site.

(b) Focal Adhesion Kinase (FAK). Kinases presently account for about 40 % of the
targets for drug design [163]. They are a class of enzymes which draft a
phosphate group from ATP to hydroxylated amino-acids, namely tyrosine,
serine and threonine. This results into cellular activation but also if overex-
pressed into pathologies such as cancer, arthrosis and neurodegenerative dis-
eases [164–166]. FAK is a tyrosine kinase which subsequent to
autophosphorylation, can trigger a cascade of protein-protein interactions
resulting into signal transmission to the cellular nucleus to trigger cell division
and motility. Its three-dimensional structure has been resolved by X-ray

Fig. 1.19 Compared variations of the QC and SIBFA values of the total dipole moments in six
distinct 28-water networks. Reprinted with permission from Gresh et al., J. Comput Chem., 2014,
35, 2096. Copyright 2011 Wiley
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diffraction showing the ATP-binding site in a hinge between the N- and
C-terminal lobes (Fig. 1.20) [167]. Five inhibitors in the pyrrolopyrimidine
were designed, synthesized and tested by the Novartis company [168]. They all
have in common a benzene substituting the five-membered ring nitrogen. The
benzene is substituted by a carboxylate group at the ortho or meta position. In
the latter, there are 0, 1, or 2 methylene groups interposed. They are represented
in Fig. 1.21, along with their IC50 values in μM and using the notations of the
original paper. Compound 16i with an ortho carboxylate substituent is the least
active (1.6 μM). Compounds 17g, 17h, 17i all have a meta carboxylate sub-
stituent and have the same submicromolar affinity (0.04 μM), i.e. a
two-order-of-magnitude enhancement in affinity. A further gain results from the
replacement of benzene of 17i by pyridine, with compound 32 now nanomolar
(IC50 = 0.004 μM). Thus, apparently modest structural changes can result into
very large (thousand-fold) changes in the binding affinities. Could APMM
procedures shed light on the factors governing such large changes [169]?
Energy-minimizations were performed in which the solvation free energy was
computed by a Continuum reaction field procedure, which was designed by
Langlet, Claverie and their coworkers [170]. We denote this contribution as

N Lobe

C Lobe

Hinge

Fig. 1.20 Representation of
the three-dimensional
structure of FAK kinase.
Reprinted with permission
from de Courcy et al. J. Am.
Chem. Soc. 2010, 132, 3312.
Copyright 2010 American
Chemical Society
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ΔGsolv(LC). The solvent is represented by a ‘bulk’ which responds to the
electrostatic potential generated by the solute on its van der Waals by creating
fictitious charges, which interact with the solute potential to give rise to the
electrostatic contribution of ΔGsolv(LC). The energy balances take into account:
(a) on the one hand: the intermolecular ligand-protein interaction energy and the
solvation energy of the complex; and (b) on the other hand, the conformational
energy costs of the ligand and of the protein upon passing from their uncom-
plexed, solvated states to the complex, along with their corresponding
desolvation energies. An overlay of the five complexes in the recognition site
after energy-minimization is given in Fig. 1.22, showing an extensive overlap
except at the position of the ligand carboxylates. The energy balances are given
in Table 1.5 under the form of differences between a) and b) for each contri-
bution. They show no correlation at all with the experimental results. Thus, e.g.,
there is 7 kcal/mol energy difference disfavoring compound 32, which is
nanomolar, with respect to 17h. Yet 17h has a ten-fold lesser experimental
affinity than 32; and there is an 11 kcal/mol energy difference between 17g and
17h which in fact have similar experimental affinities. Separate QC tests on the
FAK recognition site having confirmed the accuracy of the SIBFA procedure,
we were led to evaluate the extent to which a limited number of ‘discrete’
waters could impact the relative energy balances. For that purpose, five, six, or
seven waters were located in the complexes between each ligand and a reduced
model of FAK limited to the recognition site shown in Fig. 1.22. They were
initially located thanks to a procedure [171] which minimizes with a simplified
energy function a limited number of discrete waters around the accessible
hydrophilic sites of the solute. These positions were reoptimized by a
Generalized Simulated Annealing [172, 173] procedure with the SIBFA
potential, then minimized with Merlin. The final resulting positions were then
ported to the entire FAK and EM redone again in the presence of ΔGsolv(LC).

16i = 2820 µM 17g = 0038 µM 

17h = 0037 

17i = 0035 µM 

32 = 0004 µM 

Fig. 1.21 Representation of the molecular structures of the five pyrolopyrimidine inhibitors. .
Reprinted with permission from de Courcy et al. J. Am. Chem. Soc. 2010, 132, 3312. Copyright
2010 American Chemical Society
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Figure 1.23 gives a simplified representation limited to the complex of the end
carboxylate of 32, the ionic sites of FAK, and five discrete waters (denoted as
complexes ‘cw’ in Ref. [169]). These waters can clearly snugly fit in the
structure. They can either mediate the interactions between the ligand and PMI
as occurs with residues Glu471, Arg550 and Asp564, or complement them, as
occurs with residue Lys454. Several waters have much stronger dipole
moments than ice, so that the polarization energy contribution could be
expected to be a key contributor to ΔE. This led us to perform a parallel
SIBFA/QC(RVS) analysis of the intermolecular interactions on complexes

Fig. 1.22 Overlay of the inhibitors in the FAK recognition site. Reprinted with permission from
de Courcy et al. J. Am. Chem. Soc. 2010, 132, 3312. Copyright 2010 American Chemical Society

Table 1.5 Relative energy balances for the binding of the five pyrrolopyrimidine inhibitors to
FAK in the absence of the structural waters

16i 17g 17h 17g 32

E1 35.6 22.5 −4.3 13.0 18.7

Epol −12.1 9.5 7.7 −6.5 −8.1

Ect −1.8 −1.2 −0.1 −1.4 −1.3

Edisp −52.7 −48.8 −45.7 −51.2 −50.0

ΔEtot −30.9 −18.0 −42.3 −46.1 −40.7

ΔGsolv 14.8 4.8 22.4 25.8 24.8

ΔEtot + ΔGsolv −19.4 −17.5 −28.5 −22.0 −21.5

δ(ΔEtot + ΔGsolv) 2.1 4.0 −7.0 −0.5 0.0

Reprinted with permission from de Courcy et al. [169]. Copyright 2010 American Chemical
Society
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c and cw, without and with the discrete waters. The analyses done for the two
extreme compounds, nanomolar 32, and micromolar 16i, are reported in
Table 1.6. In the absence of the waters, E1 favors by 17 kcal/mol 16i over 32,
while E2 favors by 3–4 kcal/mol 32 over 16i. A remarkable reversal in the
magnitudes of the preferences takes place in the presence of the discrete waters.
E1 now favors by only 4–5 kcal/mol 16i over 32, but E2 favors 32 over 16i by a
very significantly augmented preference, namely 17 kcal/mol. The resulting
preference of 13–14 kcal/mol in terms of ΔE(SIBFA) and ΔE(RVS) is thus the
one imposed by E2. The persistent agreements between all SIBFA and RVS
individual contributions is noteworthy for all four complexes. The final energy
balances in the presence of the five structural waters are given in Table 1.7. All
five ligands are now ranked at least qualitatively along the correct sequence
ranking first the nanomolar compound 32, then the three submicromolar
compounds 17g, 17h, 17i, and then the micromolar compound 16i. The same
conclusions hold with 6 and 7 discrete waters. The critical role of Epol in such
balances is noteworthy. The need for Epol for a correct ranking of affinities had
been previously shown in a study with the AMOEBA potential that bore on the
complexes of trypsin with benzamidine derivatives [174], although its role was
possibly not as extreme as in the present study. As an extension of the present
work, we plan to resort to a massively parallel version of the TINKER software
on which the SIBFA potential is ported to perform long-duration MD. These
should enable us to monitor the life-times of the discrete waters and their rates

Fig. 1.23 Representation of the complexes between the carboxylate group of the inhibitor and the
ionic groups of the recognition site of FAK together with the discrete waters. Reprinted with
permission from de Courcy et al. J. Am. Chem. Soc. 2010, 132, 3312. Copyright 2010 American
Chemical Society
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of exchange with the solvent, and possibly the path for interconversion between
’DFG-in’ and‘DFG-out’ conformations [175].

(c). Phosphomannose isomerase (PMI). PMI is a Zn-metalloenzyme which cata-
lyzes the reversible isomerization of fructose-phosphate into
mannose-phosphate [176]. It is responsible for several infectious and parasitic
diseases but there is no clinically-useful inhibitor against it [177–179].
A hydroxamate inhibitor, denoted 5PAH was designed, synthesized and tested
in the Laboratory of Bioorganic and Bioinorganic Chemistry at Orsay, France,
and shown to display a submicromolar inhibitory potency. By contrast, an
analogue with formate replacing hydroxamate was devoid of potency [180].

Table 1.6 Energy decomposition for the binding of the carboxylate of the micro- and the
nanomolar compounds to the ionic sites of FAK without and with the structural waters

EMTP /EC Erep /Eexch E1

SIBFA RVS SIBFA RVS SIBFA RVS

16i −206.0 −203.6 19.4 18.5 −186.6 −185.1

32 −194.0 −190.8 24.0 22.5 −169.9 −168.3

16i + 5 w −348.1 −344.2 142.1 138.0 −206.0 −206.2

32 + 5 w −352.4 −350.2 152.6 148.7 −199.8 −201.6

Epol Ect E2 = Epol + Ect

SIBFA RVS SIBFA RVS SIBFA RVS

16i −21.5 −23.3 −2.6 −2.6 −24.2 −25.9

32 −24.6 −26.7 −2.5 −3.0 −27.1 −29.7

16i + 5 w −48.5 −51.3 −18.4 −16.6 −66.9 −67.9

32 + 5 w −63.1 −66.0 −21.0 −19.6 −84.0 −85.6

ΔE(SIBFA) /ΔE(RVS)

SIBFA RVS

16i −210.8 −210.0

32 −197.0 −196.9

Reprinted with permission from de Courcy et al. [169]. Copyright 2010 American Chemical
Society

Table 1.7 Relative energy
balances for the binding of the
five pyrrolopyrimidine
inhibitors to FAK in the
presence of the structural
waters

16i 17g 17h 17g 32

E1 47.1 34.3 57.8 60.3 61.4

Epol 0.2 7.2 −14.1 −26.4 −28.6

Ect 9.7 5.8 2.2 8.1 8.1

Edisp −41.5 −49.8 −55.2 −53.5 −53.1

ΔEtot 15.6 −2.5 −9.5 −11.6 −12.1

ΔGsolv 32.4 45.7 54.0 53.1 51.8

ΔEtot + ΔGsolv −1.8 −3.7 −6.1 −11.8 −14.1

δ(ΔEtot + ΔGsolv) 12.3 10.3 8.0 2.3 0.0

Reprinted with permission from de Courcy et al. [169]. Copyright
2010 American Chemical Society
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Based on the X-ray crystal structure of Zn-bound PMI [181, Fig. 1.24], we
were able to account for these experimental results and derived a structural
model locating the hydroxamate in the Zn-binding pocket and the phosphate at
the entrance of the cavity where it binds simultaneously to two cationic res-
idues, Arg304 and Lys310 [182]. In a next step, four ligands in the sugar
family were considered (Fig. 1.25) [23]. The first three ones (1–3) have a
dianionic phosphate. The first (1) is β-D-mannopyranose 6-phosphate (β-
6-MP1). The fourth (4) is an analog of β-6-MP1 but has a malonate with two
monoanionic carboxylates replacing the phosphate. Only compound 1 in the
phosphate series displayed a measurable PMI binding affinity. The malonate
derivative 4 displayed a ten-fold larger binding affinity than it. This could
constitute a step toward the design of therapeutically relevant drugs, because
malonate is more resistant to enzymatic hydrolysis than phosphate, and is also
more easily transported. The SIBFA calculated have enabled to account for the
greater affinity fort PMI of 1 than 2 and 3. However the energy balances with
the sole ΔGsolv(LC) terms failed to account for the greater affinity of the
malonate derivative. This led us, as in the case of FAK, to solvate their

Fig. 1.24 Three-dimensional structure of Zn(II)-bound PMI. Reprinted with permission from
Gresh et al. J. Phys. Chem. B. 2011, 115, 8304. Copyright 2011 American Chemical Society

Fig. 1.25 Representation of the structures of four PMI ligands. Reprinted with permission from
Gresh et al. J. Phys. Chem. B. 2011, 115, 8304. Copyright 2011 American Chemical Society

38 N. Gresh et al.



complexes with discrete waters. Nine waters were optimized in the PMI-1 and
PMI-4 complexes. The structure of the latter is shown in Fig. 1.26. Three
networks are found. The first network bridges one O of the most accessible
carboxylate of the ligand with Trp18 and Glu48 residues. These interactions
are extended by ionic interactions with residues Lys100 and Glu294. The
second network bridges the other anionic O with Asp17. The third network
bridges the sole accessible anionic O of the second carboxylate with Arg304
and Asp300. Residues Asp17, Glu48, and Asp300 are at about 18 Å distance
from one another. We thus observe an extension of the recognition site to PMI
residues that do not interact directly with the ligand, and such an extension is
mediated by the polarizable water molecules.

In the complex of I, the phosphate fits more snugly than malonate between
Arg304 and Lys310. This on the one hand gives rise to stronger electrostatic
interactions with these two residues, but at the price of a lesser accessibility to the
structural waters. The differential stability due to the nine waters can be illustrated
by comparing the interaction energies of the two ligands in the recognition site.
Each site has been extracted from the energy-minimized ligand-PMI complex, and

Fig. 1.26 Representation of the optimized complex of the malonate derivative with PMI and nine
water molecules. Reprinted with permission from Gresh et al. J. Phys. Chem. B. 2011, 115, 8304.
Copyright 2011 American Chemical Society
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single-point computations were done with and without the nine structural waters.
The SIBFA interaction energies are reported in Table 1.8 and compared to the QC
ones. For each contribution and for each ligand, we also report the values of δ(a-b),
namely the gain due to the nine waters. The gain in E1 is by only −1.6 kcal/mol
more favorable for the malonate than for the phosphate ligand. Such relative gains
increase very significantly with the second-order contributions, Epol and Ect, passing
to −7.7 and −5.2 kcal/mol, respectively. Thus the networks totaling nine waters
would stabilize by −14.7 kcal/mole the malonate ligand over the phosphate one.
This value is very close to the corresponding QC(HF) value of −15.7 kcal/mol.
Inclusion of dispersion/correlation does not alter the outcome. The comparative
energy balances done on the complete ligand-PMI gave rise to the same conclusion:
there is a distinct preference in favor of the malonate over the phosphate derivative,
but it is only enabled by the networks of structural waters. However, as noted in
[23], more exhaustive sampling of the energy surface, along with long-time MD
and accounting for entropy effects, are needed for a more quantitative evaluation.
This will be further discussed in the last section of this review.

Table 1.8 Comparisons of
the weights of the different
energy contributions to the
stabilization of the PMI-1 and
PMI-4 complexes with and
without the structural waters

a b

1 4 1 4

EMTP −1453.8 −1437.0 −1272.8 −1223.8

Erep 411.6 433.4 312.4 303.6

E1 −1042.1 −1003.5 −960.4 −920.2

δE1(a-b) −81.7 −83.3
Epol −176.0 −190.4 −152.1 −158.8

δEpol(a-b) −23.9 −31.6
Ect −59.9 −68.3 −43.9 −47.1

δEct(a-b) −16.0 −21.2
ΔE(SIBFA) −1278.1 −1262.2 −1156.4 −1126.1

δE(a-b) −121.7 −136.1
ΔE(HF)1 −1268.2 −1243.0 −1145.2 −1104.3

δE(a-b)1 −123.0 −138.7
ΔE(HF)2 −1278.9 −1253.1 −1148.9 −1107.3

δE(a-b)2 −130.0 −145.8
Edisp −139.8 −138.7 −103.1 −97.4

ΔEtot(SIBFA) −1417.9 −1400.9 −1259.5 −1223.5

Reprinted with permission from Gresh et al. [23]. Copyright 2011
American Chemical Society
1CEP 4-31G(2d) basis
2aug-cc-pVTZ(-f) basis
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1.4 Conclusions and Perspectives

There are numerous fields of application of computational chemistry where
next-generation QC-derived anisotropic polarizable molecular mechanics/dynamics
could very significantly extent the realm of ab initio quantum chemistry. These
encompass, e.g., drug design, material science, and supramolecular chemistry.
APMM should be able to handle systems with sizes larger by at least four orders of
magnitude than QC, and/or enable simulations times also larger by similar orders.
But a prerequisite to very large scale applications is an objective evaluation of its
expectable accuracy. In this respect, a distinctive asset of the SIBFA procedure,
which appears to this day to be shared by very few other potentials [42–45], is the
separability of ΔE into five distinct contributions, each of which is formulated and
calibrated on the basis of its ab initio QC counterpart, and subsequently extensively
tested against it.

We have reviewed in this paper the inherent non-isotropy and non-additivity
features of several of these contributions, and their impact on overall structure and
energetics. The SIBFA procedure has lent itself to numerous confrontations against
QC, more so than any other competing method. It could be adequate to conclude to
shortly develop on three points: its refinements and enrichments, its integration into
highly optimized softwares, and the realm of its applications.

(a) Refinements.

– Regarding electrostatics. The distributed multipoles and polarizabilies
used to construct the SIBFA library of fragments were derived from QC
fragment calculations using the CEP 4-31G(2d) basis set by Stevens et al.
[183, 184]. Accordingly, most validation studies resorted to QC compu-
tations using this basis as well. Upon comparing the evolutions of inter-
molecular interaction energies for a series of different complexes, we found
invariably the values of DE(HF) with this base to very closely parallel
those with larger basis sets [185, 186], the most extended one being
aug-cc-pVTZ(-f) (Gresh et al. to be submitted). This attests to the high
reliability of this basis set, and justifies its use to construct the SIBFA
library of fragments. There are several cases, however, where it could be
preferable to resort to very extended basis for calibration and validation
purposes. Accordingly, we are assembling a new library of fragments with
multipoles and polarizabilities now derived from uncorrelated as well as
correlated aug-cc-pVTZ(-f) calculations. The parametrization phase can be
automatized thanks to the I-NoLLS algorithm [187, 188]. It was recently
reported in the context of SIBFA [189]. Once the ‘general’ parameters are
set, the calibration of individual atom types or the introduction of new
atoms, such as metal cations, becomes straightforward. This was done
recently in the Li+ – Cs+ alkali cation series [100].

– Regarding short-range. Erep, Ect, and Edisp-exch have dependencies upon the
location of the lone-pair tips. Such locations can be derived from QC
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analyses such as Boys’ localization procedure [190] or ELF [142], as
analyzed for a series of ligands by Chaudret et al. [191], whence an
additional filiation of SIBFA to QC.

(b) Enrichments. Multi-scale approaches such as QM/MM, pioneered in 1976
[14] constitute nowadays an emerging field of computational chemistry. Steps
toward merging SIBFA and the Gaussian Electrostatic Model (GEM) [192]
have been completed [193], and a complete integration of the two approaches
is underway. Owing to their polarizable nature, APMM approaches are well
suited to a merging with QM approaches. This was completed recently con-
cerning AMOEBA (Piquemal et al. submitted) and could be pursued with
SIBFA.

(c) Integration into massively parallel codes. There could be very important
perspectives for the use of the SIBFA potential on a much larger scale than
before. It is presently being integrated in the newly developed Tinker-HP
software. It will therefore benefit from novel algorithmic developments to
speed up polarizable molecular dynamics. For example, the bottleneck of the
polarization energy and associated derivative evaluation on parallel computers
has been overcome by the use of new iterative techniques such as the Jacobi/
DIIS approach offering good scaling on hundreds and even thousands pro-
cessors with gains in time going up to three orders of magnitude upon using
advanced MD predictor-corrector algorithms [162]. SIBFA should also benefit
from the high performance Smooth Particle Mesh periodic boundary condition
implementation for electrostatics, including the short-range penetration cor-
rection [194] and for the polarization energy that uses newly introduced
solvers and benefits from a Nlog(N) scalability [195]. Overall, all derivatives
and torques have been coded and production simulation runs could be antic-
ipated to start this year. Moreover, another asset will be the availability of the
newly developed domain decomposition Cosmo (dd-Cosmo) continuum sol-
vation model that is now available in direct connection with polarizable
molecular dynamics [196]. To conclude on the technical part, new parame-
trization strategies have been defined with automatic parametrization using the
INOLLS software [187, 188]. Such an approach should greatly reduce the
time effort required for the definition of new parameter sets [189]. A previous
version of the SIBFA software had been earlier (1999–2005) deposited at the
Computational Chemistry List (CCL). A version of the Tinker-HP code
integrating the SIBFA potential and its gradients is destined to a release in the
forthcoming year.

(d) Prospective applications.

– Ligand-macromolecule complexes. One of the most attractive fields of
APMM applications is ligand-protein complexes. There have been pub-
lished applications regarding kinases [169] and metalloproteins [23, 161,
197–201]. It could be rewarding to adapt Free Energy Perturbation (FEP)
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methods [202] or non-equilibrium MD [203] to such targets, and partic-
ularly metalloproteins, on account of the demonstrated reliable handling of
metal cation-ligand interactions. Along these lines, we note that an
AMOEBA application was recently coauthored by one of us, which bore
on the binding to MMP-13 of four dicarboxamide inhibitors [202]. This
was the first ever reported FEP study on a metalloprotein using polarizable
potentials. Although the ligand structural changes bore on sites distinct
from the Zn-binding site, it is expectable that changes directly affecting Zn
(II)-binding are amenable to prospective SIBFA FEP calculations.

– Supramolecular chemistry and material science. As reviewed above,
SIBFA has been adapted to a diversity of metal cations. These encompass
the following: alkali Li(I)-Cs(I) [100], alkaline-earth Mg(II) and Ca(II)
[103], transition metals Cu(I) [128], Cu(II) [99], Zn(II) and Cd(II) [103,
104, 127], heavy metals Pb(II) [119] and Hg(II) [136], and lanthanides and
actinides [204]. On the one hand, this should enable to investigate their
binding, stationary or transitory, to a diversity of proteins and NA’s. On the
other hand, this should enable to address the issue of preferential entrap-
ment of one cation over that of others by a supramolecular host, and
possibly the design of cation-selective hosts for extraction or detoxifica-
tion. The computation of free energies of binding could be based on FEP,
non-equilibrium MD, or possibly by computing the contribution of
vibrational entropy [205, 206]. Finally, there is a little charted domain of
application of APMM approaches, which relates to surfaces and nano-
structures. Accessing the values of their distributed multipoles and polar-
izabilities, along with the handling of Periodic Boundary Conditions (PBC)
in SIBFA, and following validations against QC in model systems, could
pave the way for numerous studies on adsorption events.

– Modeling of nucleic acids. The application of APMM to nucleic acids
constitutes another virtually uncharted ground [see, e.g., Refs. 207–211].
Yet NA’s are an ideal domain of application for such approaches, con-
sidering the polyanionic nature of the sugar-phosphate backbone and the
strongly polar and polarizable nature of the bases. Several issues can be
mentioned: the structure, organization, and dynamics of the water networks
in the groove, the dynamics of binding of metal cations to the backbone,
the groove, and/or the water networks; the amplitude of stacking energies
of successive base-pairs, from which the sequence-dependent conformation
of NA’s depend; and the conformational properties of the phosphodiester
backbone needing to handle properly polarization and anomeric effects.
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