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Preface

The extraordinary developments of scientific computers during the past 50 years,
together with the advances of theoretical chemistry have made possible, for the time
being, the computations with great accuracy of the properties of molecular systems
comprising about a hundred atoms. However, many systems of chemical or bio-
chemical interest are much larger than allowed by the present limits of computational
chemistry. For example, the apparently simple system made of a molecule dissolved
in a solvent may exhibit properties quite different from those observed or computed
in the isolated state. Similarly, the properties at the interface of a liquid, or a solid and
a gas are expected to be quite different from those predicted for a not interacting
molecule. The case of biochemical systems is a very typical example since a large
number of systems of interest are made of thousands of atoms and if, from a
chemical point of view, one feels allowed to focus on the chemical or physical part of
interest, the interactions with the rest of the system cannot be discarded.

Historically, accounting for the solvent effects in quantum chemical computa-
tions became possible, in a rather simplified representation of the solvent by a
dielectric continuum, more than 40 years ago.1 In the meantime, the development of
classical force fields opened the way to molecular mechanics i.e. the classical
computation of intermolecular interaction energies and consequently the prediction
of thermodynamic properties of these systems, thanks to statistical mechanical
tools.

Finally, the coupling of an elaborated quantum description of a chemically
important subsystem with the rest of the system described at a lower level such as
the classical mechanical one or even the continuum allowed the development of
multiscale models for the treatment of the complex systems considered above.
These methodologies represent a real scientific advance which has been recently
acknowledged by the Nobel prize awarded to Martin Karplus, Michael Levitt, and
Arieh Warshel.

1D Rinaldi and J-L Rivail, Polarisabilités moléculaires et effet diélectrique de milieu à l’état liquide.
Etude théorique de la molécule d’eau et de ses dimères. Theor. Chim. Acta, 1973, 32, 57–70.
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The present book aims to cover various aspects of the state-of-the-art of com-
putational treatment of complex molecular systems. This includes the development
of accurate force fields, including induced electronic polarization and the applica-
tions of lower level models, in particular hybrid Quantum Mechanical/Molecular
Mechanical (QM/MM) approaches to various problems such as solutions in which
the solute–solvent and solvent–solvent interactions can be quite important, in
particular in the case of aqueous solutions. The case of molecules at water–air or
water–organic liquid interfaces is a special example of the necessity of taking into
account the presence of a very large number of ancillary molecules. The situation is
rather very similar when one of the phases is solid. Finally, the emergence of
reliable theoretical approaches of the innumerable chemical problems encountered
in the understanding of living processes is a very promising subject. It generally
involves very large molecules such as enzymes or nucleic acids, in which the
chemically significant fraction only can be treated at an accurate level and its links
with the rest of the macromolecule raise some specific methodological problems.

In this book various aspects of this field in great development are addressed,
both from the point of view of the methods and their illustrative applications.

Jean-Louis Rivail
Manuel Ruiz-Lopez

Xavier Assfeld
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Chapter 1
Addressing the Issues of Non-isotropy
and Non-additivity in the Development
of Quantum Chemistry-Grounded
Polarizable Molecular Mechanics

Nohad Gresh, Krystel El Hage, Elodie Goldwaser, Benoit de Courcy,
Robin Chaudret, David Perahia, Christophe Narth, Louis Lagardère,
Filippo Lipparini and Jean-Philip Piquemal

Abstract We review two essential features of the intermolecular interaction
energies (ΔE) computed in the context of quantum chemistry (QC): non-isotropy
and non-additivity. Energy-decomposition analyses show the extent to which each
comes into play in the separate ΔE contributions, namely electrostatic, short-range
repulsion, polarization, charge-transfer and dispersion. Such contributions have
their counterparts in anisotropic, polarizable molecular mechanics (APMM), and
each of these should display the same features as in QC. We review examples to
evaluate the performances of APMM in this respect. They bear on the complexes of
one or several ligands with metal cations, and on multiply H-bonded complexes.
We also comment on the involvement of polarization, a key contributor to
non-additivity, in the issues of multipole transferability and conjugation. In the last
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section we provide recent examples of APMM validations by QC, which relate to
interactions taking place in the recognition sites of kinases and metalloproteins. We
conclude by mentioning prospects of extensive applications of APMM.

Abbreviations

AMOEBA Atomic multipoles optimized energetics for biological applications
APMM Anisotropic polarizable molecular mechanics
ATP Adenosine triphosphate
aug-cc-pVTZ Augmented correlation-consistent polarized valence triple dzeta
BO Born-Oppenheimer
CDP Claverie, Dreyfus, Pullman
CEP Coreless effective potential
CP Car-Parrinello
CSOV Constrained space orbital variation
CTU Carboxythiourea
dd-Cosmo Domain-decomposition conductor screening model
DIIS Direct inversion of iterative space
EFP Effective fragment potential
ELF Electron localization function
EM Energy-minimization
EVG Elvitegravir
FAK Focal adhesion kinase
FEP Free energy perturbation
GEM Gaussian electrostatic model
GPU Graphics processor unit
GS Garmer and Stevens
HF Hartree-Fock
IEHT Iterative extended Huckel theory
I-NoLLS Interactive non linear least squares
INT Integrase
KM Kitaura-Morokuma
LC Langlet-Claverie
LMO Localized molecular orbitals
MC Monte-Carlo
MD Molecular dynamics
MEP Molecular electrostatic potential
MO Molecular orbitals
NA Nucleic acids
NRP1 Neuropilin-1
OPEP Optimized partitioning of electrostatic properties
PBC Periodic boundary conditions
PME Particle Mesh Ewald
PMI Phosphomannose isomerase
PMM Polarizable molecular mechanics
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QC Quantum chemistry
QM/MM Quantum mechanics/molecular mechanics
RVS Reduced variational space
SAPT Symmetry-adapted perturbation theory
SIBFA Sum of interactions between fragments Ab initio computed
SOD Superoxide dismutase
vdW van der Waals

1.1 Introduction

The field of molecular simulation is undergoing major strides forward. It is spear-
headed by ab initio quantum chemistry (QC), whose realm of applications is being
extended to complexes of increasing size, nowadays totaling a few hundreds of atoms,
and are amenable as well to increasingly long simulation times as is the case for
Car-Parrinello (CP) [1, 2] or Born-Oppenheimer (BO) [3, 4] molecular dynamics
(MD) approaches. Such extensions are enabled by advances both in informatics and in
the QC codes themselves. The first kind of advances results from progress both in
computer hardware, as exemplified by the advent of Graphics Processor Units (GPU)
[5–6] and in computer software, as enabled by parallelism onOpenMP/MPI software
[7]. The second advances are due to promising developments in linear-scaling and
divide-and-conquer approaches [8–13]. Despite such advances, simulations of very
large molecular complexes and/or on very long-time scale MD or of computer-
intensive Monte-Carlo (MC) simulations are likely to remain out of reach of
high-level QC for a long foreseeable time in a diversity of domains. These encompass
drug design, protein folding, or material science. An appealing alternative consists
into the so-called QM/MM (Quantum mechanics/molecular mechanics) approaches,
in which the core of the recognition site is treated quantum-mechanically while the
periphery is treated by classical MM. Multiscale approaches are a generalization of
QM/MM [14–22]. However, such approaches could not be used in the absence of a
single ‘privileged’ recognition site, as is the case for multidomain sites in, e.g.,
protein-nucleic acid (NA), protein-protein or NA-NA recognition. There are also
examples of enlarged or accessible recognition sites, such that long-range polarization
effects could blur the distinction between QM andMM zones. This can occur with the
complexes of inhibitors to the Zn-metalloenzyme phosphomannose isomerase, in
which networks of polarizable water molecules can connect together the inhibitor in
the recognition site to farther sites on N- and/or C-terminal sites [23]. ‘Classical’
MM/MD potentials are on the other hand fully able nowadays to handle very large
molecular complexes over time-scales which even for proteins can approach the
microsecond if not the millisecond time. They have rendered prominent service to the
field and will most probably continue to do so for a long-time to come. Nevertheless
their limitations are duly recognized, notably the absence of non-additivity and the

1 Addressing the Issues of Non-isotropy and Non-additivity … 3



lack of appropriate directionality. Such shortcomings will not be commented in this
review. An ideal situation would consist into a QC-grounded MM potential formu-
lated and calibrated so as to reproduce each individual QC contribution.
Transferability can be compromised if the aim of a givenMMpotential were limited to
reproduce the total QC intermolecular interaction, ΔE(QC) forfeiting that on its
individual contributions. It is also clear that a term-to-term agreement with the ΔE
(QC) contributions should carry out beyond the training set used in the calibration.
Striving at reproducing QC results has been the object of several endeavors, past and
present. These have been surveyed in several recent reviews [24–29]. Summarizing,
we recall that themain efforts bore on the inclusion of polarization: dipole polarization
[24–29], charge equalization [30–32], or Drude models [33, 34]. It is fitting to
recall that the very first inclusion of polarization for the modeling of biological
molecules were from the mid-sixties [35–37] and mid-seventies [14]. A subset
of ‘polarizable’ MM/MD potentials have also targeted first-order electrostatics,
resorting to distributed multipoles derived from ab QC calculations on the fragments
[23, 24, 26, 29, 38–50]. This is the case of the SIBFA (Sum of Interactions Between
Fragments Ab initio computed [38, 39] procedure, on which this review focuses, and
which was among the prime ones in this regard. Further refinements have also borne
on the two short-range contributions, repulsion in first-order and charge-transfer in
second-order. This appears to restrict the subset of polarizable potentials to SIBFA,
ORIENT [40, 41], and the Effective Fragment Potential (EFP) [42–45].

This review is organized as follows. We use here italics to underline the
sought-for features. We will first summarize the features of the SIBFA potential, in
light of the requirements for transferability. We will then present the results of
validation tests regarding first anisotropy, then non-additivity. Their synergistic
impact will be illustrated with the complexes of halobenzene derivatives with a
guanine-cytosine base-pair in the recognition site of the HIV-1 nucleocapsid. This
will be extended to a case problem in which both come into play and should enable
to address in synergy two additional issues, namely multipole transferability and
conjugation. We will next present results from recent studies from two of our
Laboratories. The first study relates to the organization of highly structured waters
in a bimetallic Zn/Cu enzyme, superoxide dismutase (SOD). The two other relate to
inhibitor or ligand binding to a tyrosine kinase, Focal Adhesion Kinase (FAK), on
the one hand, and to a Zn-metalloenzyme, phosphomannose isomerase (PMI) on
the other hand. These will help to highlight the importance of the second-order
contributions, and possibly non-additivity, on molecular recognition.

1.1.1 Procedure

In the SIBFA procedure, the total intermolecular interaction energy between mol-
ecules or molecular fragments is computed as a sum of five contributions:

4 N. Gresh et al.



DEtot ¼ EMTP þ Erep þ Epol þ Ect þ Edisp

which are the electrostatic multipolar, the short-range repulsion, the polarization,
the charge-transfer, and the dispersion contributions.

EMTP is computed as a sum of multipole-multipole interactions, encompassing
six terms from monopole-monopole till quadrupole-quadupole. The multipoles are
located on the atoms and mid-points of the chemical bonds, and are derived from
the ab initio QC molecular orbitals (MO) of the fragment. We resort to a procedure
pioneered in 1970 by Claverie, Dreyfus and Pullman (CDP) at the Institut de
Biologie Physico-Chimique in Paris [51–53]. It was initially applied to computa-
tions of the Molecular Electrostatic Potential (MEP) around biologically important
molecules, such as the nucleic acid bases [54–57], DNA and RNA [58–60], pro-
teins [61], phospholipids [62] and ionophores [63, 64]. The CDP method was first
applied to the computations of intermolecular interaction energies in 1979 in the
context of a polarizable potential [65] and, in 1980-1983, for a series of molecular
recognition problems [66–71] using forerunners of the SIBFA procedure. Current
applications have since resorted to a variant of the CDP procedure due to Vigné-
Maeder and Claverie [72]. For completeness we mention that the derivation of
distributed multipoles was also done in the context of IEHT wave-functions by Rein
in 1973 [73, 74], and, regarding ab initio QC MO’s, in the early eighties by Stone
et al. [75, 76], Sokalski et al. [77, 78], and Karlstrom et al. [47, 79]. The more
recent OPEP procedure enables to derive both distributed multipoles and polariz-
abilities from such MO’s [80, 81].

Subsequent improvements to EMTP have consisted into including an explicit
‘penetration’ term, Epen. This is an overlap-dependent term: it translates the fact that
at short intermolecular distances, there is a lesser shielding of the nuclear charge of
a given atom by its own electronic density, due to its ‘penetration’ by the corre-
sponding density of the incoming atom, and conversely. This results into an actual
increase of the electron-nucleus attraction of the interacting pair. The first formu-
lations of Epen were in 2000–2001 in the context of EFP [82, 83] and in 2003 in the
context of SIBFA [84]. The latter has been used systematically ever since 2005 with
this procedure. Other formulations have also been recently put forth [85–87]. The
formulation by Piquemal et al. recently underwent a promising extension enabling
to use it in conjunction with the Particle Mesh Ewald (PME) procedure [194]. This
will pave the way for efficient MD simulations on very large systems in the context
of the SIBFA or AMOEBA procedures.

The other contribution of predominantly electrostatic nature is polarization. It
translates the gain in energy upon rearrangement of the electronic distribution of a
given molecular fragment due to the electrostatic field generated on it by all the
other interacting fragments. Epol on any ‘polarizable’ center is a function of the
electrostatic field it undergoes and of its polarizability. The field is computed with
the same distributed multipoles as EMTP and is screened by a Gaussian function, S,
of the distance between the center and the interacting polarizing partner, modulated
by the mean of the effective radii of the interacting pair. The polarizability can be

1 Addressing the Issues of Non-isotropy and Non-additivity … 5



used: -either as a scalar, the magnitude of which is derived from experimental
measurements. This was done in the earlier versions of SIBFA and in most
contemporary polarizable potentials which use the induced dipole approach
[27–29]; -or as a QC-derived tensor. This is the case of but a handful of polarizable
potentials, namely EFP, SIBFA, and ORIENT. In fact, both SIBFA and EFP resort
to the same procedure to derive the polarizabilities, specifically a method published
in 1989 by Garmer and Stevens (GS) [88], locating them on the centroids of the
Boys localized molecular orbitals (LMO): these are the barycenters of the chemical
bonds and the ‘tips’ of the saturated lone pairs. The two first papers reporting the
use of the GS polarizabilities, namely using EFP and SIBFA, were actually pub-
lished in the same 1994 issue of the ACS Symposium series [89, 90].

Thus given any rigid molecule or molecular fragment, we derive once and for all,
in a consistent fashion both distributed multipoles and polarizabilities. These are
stored in the SIBFA library as one file, along with the information on the internal
geometry and connectivities and types of atoms. Each fragment-specific file can be
extracted and concatenated with others whenever the fragment is needed to assemble
a large, flexible molecule, or a biomolecule, such as a protein or a nucleic acid.

SIBFA embodies two overlap-dependent contributions.
Erep in first-order is formulated under the form of a sum of bond-bond, bond-lone

pair, and lone pair-lone pair interactions. This was inspired by an earlier proposal
by Murrell et al. [91] following which the exchange-repulsion is proportional to the
square of the intermolecular overlap between localized orbitals. For each pair of
interacting orbitals, it could be formulated as S2/Rn, S denoting their overlap and R
the distance between their centroids, n taking the values of 1, 2 and possibly
beyond. In the context of SIBFA, representations of the orbitals are the chemical
bonds and the lone-pairs.

The formulation of Ect in second order is based on another work by Murrell et al.
[92], in which it is formulated as the integral of an overlap transition density
convoluted with the electrostatic potential it undergoes. Starting from it, Ect was
derived as a function of the overlap between representations of the localized orbitals
of the electron-donor fragment and of the virtual orbitals of the electron-acceptor
fragment [93, 94]. On account of their greater mutual proximities, they are restricted
to the sole lone-pairs of the donor, and to the sole B-H bonds of the acceptor, where
B denotes any heavy atom. The different contributions are calculated for all pairs of
such orbitals, and embody dependencies upon the electrostatic potentials V sepa-
rately undergone by the electron-donor and by the electron acceptor in the large
molecular complex. These potentials also intervene in the denominator of Ect. In it
the ionization potential, I, of the electron donor is modulated by the (predominantly
positive) potential it undergoes; while the electron affinity of the electron acceptor,
A, is modulated by the (predominantly negative) potential it undergoes. In the
whole range of energy-relevant distances, this prevents the I-A differences from
being negative (and therefore Ect from becoming positive) whenever I has a smaller
magnitude than A, as is the case for most di- or multivalent cations. We also note
that those Vs, along with the permanent multipoles, embody the contributions due
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to the induced dipoles, whence an indirect coupling between the polarization and
charge-transfer contributions.

The last contribution, Edisp, uses a formulation by Creuzet et al. [95]. It is
computed as a sum of atom-atom terms with 1/R6, 1/R8, and 1/R10 dependencies. It
is augmented by an explicit ‘exchange-dispersion’ term (Eexch-disp) and by contri-
butions from the lone pairs at their centroid positions.

Two points could be noted at this stage. Firstly, all five SIBFA contributions, not
only Erep and Ect, embody dependencies upon the overlap: Epen for EMTP; a
Gaussian screening factor of the distance between each interacting pair for Epol; and
Eexch-disp for Edisp. Secondly, with the exception of EMTP, all contributions embody
dependencies upon explicit representations of the lone pairs.

We denote throughout by ΔE the energies in the absence of Edisp, and by E1 and
E2 the summed first- and second-order contributions, namely E1 = EMTP + Erep and
E2 = Epol + Ect, respectively.

On account of its very separability, critical for the refinement of the SIBFA
potential is the availability of energy-decomposition analyses. The Reduced
Variational Space (RVS) procedure by Stevens and Fink [96] was particularly
instrumental. On the one hand, it affords an operational and dependable separation
of E2 into Epol and Ect. On the other hand, it lends itself to analyses of complexes
having more than just two interacting partners. This enable to compute the separate
components of E1 and E2 in multi-molecular complexes, evaluate the extent of their
non-additivities, and how well these could be accordingly retrieved by their SIBFA
counterparts. There are also other energy-decomposition analyses, such as the
Constrained Space Orbital Variation (CSOV) [97] and the Symmetry-Adapted
Perturbation Theory (SAPT) [98], which can both be done at the correlated level.
We have resorted to the former upon dealing with open-shell cations [99] and for
correlated computations [100] and are presently resorting to the latter in analyses of
the interactions involving nucleic acid bases (Gresh et al. submitted).

1.2 Aspects of Anisotropy and Non-additivity
in Molecular Complexes

A. Anisotropy

MM potentials should be able to account for the fine angular features of ΔE(QC)
upon performing in- and out-of-plane variations of the approach of two interacting
atoms at fixed equilibrium distance: that is, the departure from the assumption of
atom-centered spherical symmetry. This might not be warranted by simple
point-charge electrostatics and atom-atom Lennard-Jones-like formulas for Erep and
Edisp, unless neighboring atoms restricted the available space.

(1) Linear water dimer. The earliest example we considered dating back from the
mid-eighties is the linear water dimer at equilibrium distance (dOO = 2.95 A)
[93, 94]. We monitored the evolutions, as a function of the theta angle, of ΔE
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Fig. 1.1 Linear water dimer.
Compared evolutions of: a ΔE
(SIBFA), ΔE(HF), and EMTP

(full, dashed, and dotted lines,
respectively; b Eexch(HF), and
Erep(SIBFA) (full and dashed
lines); and c Ect(HF) and
Ect(SIBFA) (full and dashed
lines). The dotted and
dashed-dotted lines represent
the contributions to
Ect(SIBFA) from each of the
two individual sp3 lone pairs
of the donor oxygen.
Reprinted with permission
from Gresh et al. [94].
Copyright 1986 Wiley
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(SIBFA) and its EMTP, Erep and Ect contributions (Fig. 1.1a–c). For such
evolutions the H and O atoms of the incoming OH bond of the
electron-acceptor monomer predominantly sense the electrostatic potential
around the O atom of the electron-donor monomer and their overlaps with its
sp3 lone-pairs and there is little, if any, overlap with its two OH bonds. A very
close parallelism was observed not only between the total ΔE(SIBFA) and ΔE
(HF) energies, but also between the corresponding individual contributions.
This early demonstration already lends credence to the representation of
electrostatics with QC multipoles and to that of the short-range contributions
with lone-pairs. The behavior of Ect was instructive. Its relative shallow
behavior matching that of Ect(HF) was found to result from strongly opposed
trends from the two sp3 lone-pairs. The contribution from the first lone-pair
increases regularly until for theta = 60° the direction of the incoming HO bond
aligns with it, while that of the second lone-pair decreases in concert. Past 60°,
the two trends are reversed. The overall shape of ΔE appears dictated by that
of EMTP. This appears consistent with the proposal by Buckingham and
Fowler [101]. Nevertheless the present example as well as several subsequent
others (vide infra) clearly show instances where the other contributions do
have inherently anisotropic characters of their own and do bear on the overall
angular dependencies of ΔE.

(2) Cation-ligand complexes. Zn(II) is a ‘soft’ divalent cation. This translates into
large values of the charge-transfer and of the dispersion contributions
[102, 103], and to an enhanced propensity to bind to ‘softer’ ligands than
oxygen, such as nitrogen and in particular sulfur. Its divalent charge gives rise
to very large values of EMTP and Epol thus to a propensity to bind to oxygen
ligands as well. In proteins and NAs, Zn binds in a versatile fashion to N, O,
and S ligands, can adopt a diversity of coordination numbers ranging from 4 to
6, and can exert a structural as well as a catalytic role. It is thus most
important, but it could also be particularly challenging, to correctly represent it
with PMM potentials. This was addressed in 1995 [104]. By parallel QC and
SIBFA computations, we probed by Zn(II) the in- and out-of-plane angular-
ities of ΔE and its individual contributions in a diversity of complexes with N,
O, and S ligands. Marked directionalities were found for both Erep and Ect for
in-plane variations of the theta angle around the X–O–Zn bond upon binding
to hydroxy (X = H), formate and formamide (X = C), and around the C–S–Zn
bond of methanethiolate. These could complement or oppose the direction-
alities of EMTP. Lesser directionalities of Erep and Ect were found on the other
hand for out-of-plane variations on a cone at a fixed theta angle. Epol was
found to display a generally shallower behavior than the other contributions,
although it is a major contributor to non-additivity.

(3) Hydrogen bonding to an anionic ligand. Water acting as proton acceptor can
be also used to probe the electron-rich sites of a bound ligand. An illustrative
example is that of its monodentate complex with formate, upon performing
in-plane variations of the C–O–H angle, at a fixed O–H distance (Fig. 1.2).
Eexch(HF) has a marked angular character with a maximum at 120º, which
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corresponds to a maximum overlap with one sp2 oxygen lone-pair. Its
behavior is paralleled by Erep(SIBFA), while by contrast a 1/R12 atom-atom
repulsion expression gives rise to a shallow behavior [105].

(4) Directionality in stacked complexes. Stacking interactions are a major deter-
minant of NA stability, but act also to stabilize a diversity of ordered structures.
We have considered a representative stacked dimer of formamide and rotated
step-wise the second monomer with respect to the first around the z-axis [105].
The curve of EMTP augmented with Epen is virtually superimposable over that
of EC (Fig. 1.3a. The curve of Erep matches well that of Eexch with only a small
indentation at the most repulsive point (Fig. 1.3b. The parallelism of ΔE
(SIBFA) with ΔE(HF) is evidenced in Fig. 1.3c. Extensions are presently
underway to NA bases, and are carried out at both uncorrelated and correlated
levels, and they appear conclusive as well (Gresh et al. J Phys Chem B, 2015,
119, 9477). Such results suggest that the anisotropy of ΔE(QC) in stacked
complexes can be reliably accounted for in the context of the SIBFA procedure.

(5) Directionality in halobenzene complexes. About thirty-five per cent of thera-
peutic drugs embody at least one halogen atom [106–108]. There is an out-
standing feature of the CX bond in halobenzenes (X = F, Cl, Br, I) which was
discovered thanks to quantum chemistry [109–111]. It is the presence of a
‘sigma-hole’, namely a zone of electron depletion along the bond, concomitant
with a zone of electron buildup around a cone circumscribing the bond. Such
features increase along the F < Cl < Br < I sequence. To account for electron
depletion in the context of classical MM, a fictitious charge of δ+ has been
located prolonging the CX bond, with the charge of X accordingly modified
by δ -. The magnitude of δ and the δ-X distance can be optimized in order to fit
the QC-computed interaction energy of an electron-rich ligand such as water
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Fig. 1.2 Monodentate formate-water Compared evolutions as a function of the theta angle of
Erep(SIBFA) Eexch(HF) and a 1/R12 atom-atom repulsion. Reprinted with permission from
Piquemal et al. [105]. Copyright 2007 American Chemical Society
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or formamide approaching the CX bond through its O atom [112–114]. While
this representation can be successful to translate the binding of electron-rich
ligands along the CX bond, it leaves the outcome unresolved regarding
approaches along the electron-rich cone. In the prospect of future simulations
with APMM potentials in drug design or material science, it was thus critical
to evaluate if the EMTP contribution, without any extra fitting and/or fictitious
center, could reproduce the angular features of halogen bonding. We have thus
resorted to a divalent cation, Mg(II), as a probe of the CX bond (X = F, Cl, Br)
[115] in halobenzenes. A doubly charged species was deliberately chosen to
exacerbate the impact of the sigma hole on the angularity of ΔE. The Mg-X
distance, d, was first optimized for an approach at theta (C–X–Mg) of 180°.
This was followed by in-plane variations of theta and by out-of-plane of the
phi angle describing rotations of Mg(II) on a cone at fixed d and optimized
theta (see Fig. 1.4). RVS energy-decomposition showed the EC to be the
essential contribution to the angularity of ΔE(HF). Would its representation
going as far as distributed quadrupoles enable EMTP to match EC? This is
evaluated in Fig. 1.5a, b. Figure 1.5 confirms this to be the case all throughout
for all three halogens: for both Cl and Br, there is a pronounced maximum at
180º and two accented minima: in the 105–120° and 240–255° regions for Cl

Fig. 1.3 Stacked formamide dimer Compared evolutions of a EMTP and EC(HF), b Erep(SIBFA)
and Eexch(HF), ΔE(SIBFA) and ΔE(HF). Reprinted with permission from Piquemal et al. [105].
Copyright 2007 American Chemical Society
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•

CI

Mg

Mg

CI

Fig. 1.4 Representation of the variations undergone by an Mg(II) probe around halobenzenes
a in-plane variations of d with theta = 180, b in-plane variations of theta, c out-of-plane variations
of phi. Reprinted with permission from El Hage et al. [115]. Copyright 2013 Wiley

Fig. 1.5 a–c Compared evolutions of EC(HF) and EMTP for in-plane variations of the theta angle
for Mg(II) binding to the C–F (a) C–Mg (b), and C–Br (c) bonds of halobenzene, d–f in-plane
theta evolutions of the charge-charge charge-dipole and charge-quadrupole components of EMTP

for Mg(II) binding to the C–F (d), C–Mg (e), and C–Br (f) bonds of halobenzene. Reprinted with
permission from El Hage et al. [115]. Copyright 2013 Wiley

12 N. Gresh et al.



and more accented ones at 105° and 255° for Br. In marked contrast, the curve
is for F shallow over the whole 135–225° region. It is also possible to unravel
the origin of both the angularities of the Cl and Br curves, and of the shal-
lowness of the F curve. Thus Fig. 1.6a–c separate each EMTP curve into its
charge-charge (CC), charge-dipole (CD), and charge-quadrupole (CQ)
components. The angularities of the Cl and Br curves is clearly dominated by
CQ overcoming the opposed preferences of both CC and CD. Possibly just
because of its featurelessness, the F curve is revealing. It shows that the flat
behavior of EMTP is due to a near-exact compensation between the antago-
nizing angular features of CQ on the one hand and of CC and CD on the other
hand. This is an important a posteriori and not taken for granted demonstration
that the three components are correctly balanced within EMTP.
For the out-of-plane variations of phi, EMTP again displayed parallel features
to EC. Thus for both Cl and Br, one maximum for found at 180º, and two
minimum-energy regions at 60–120° and 240–300°. For F, the curve was
virtually flat throughout.
We have performed a similar evaluation now with a water probe approaching
through either one H atom or through it O atom. For all three halogens, and for
theta as well as for phi variations, EMTP could invariably match the angular
features of EC.

(6) Could there be departures from spherical symmetry around some metal cat-
ions? In the polyligated complexes of metal cations, the ligand cations could
justifiably be anticipated to bind around a ‘crown’ surrounding the cation. On
account of the spherical symmetry of the cation, this is largely borne out
experimentally and computationally in the vast majority of cases, but could
there be exceptions? A notable exception is indeed provided by the Pb(II)
cation, which in some instances is prone to prefer ‘hemi-directed’ arrangements,

Fig. 1.6 Representation of the tetraligated complex of Pb(II) with six water molecules in a holo-
and b hemi-directed arrangements. Reprinted with permission from Devereux et al. [119].
Copyright 2011 American Chemical Society
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namely all ligands on one side of the cation, over ‘holo-directed’ ones, namely
all ligands over the whole periphery of the cation (Fig. 1.6) [116–118]. To what
an extent could be this be accounted for, if at all, by an APMM approach?

Table 1.1 reports the results of SIBFA versus HF comparisons for Pb(II) com-
plexes with 4, 5, and 6 water ligands in the hemi- versus holo-directed arrangements
[119]. The QC/RVS results indicate a small preference in favor of the hemi-directed
arrangements, decreasing from 6.1 to 4.8 to 1.6 kcal/mol upon passing from 4 to 6
of out 160–200. ΔE(SIBFA) is able to match this trend, accordingly decreasing
from 3.6, to 2.8, to −1.5 kcal/mol. The preferences favoring the hemi-arrangements
can in SIBFA be traced back to the Pb(II) polarization energy, that is, in its absence,
such arrangements would have lesser stabilities than the holo-ones. This is con-
sistent with the RVS analyses. It translates the large dipole polarizability of Pb(II),
biasing the arrangements towards the hemi-arrangements since in the holo-ones, the
summed electrostatic field polarizing the cation has near-zero values. It is thus
fitting to observe that while for the mono-ligated complexes of a cation such as Zn
(II) Epol had a limited in-plane directional character, in the polyligated complexes
of Pb(II), it is the dominant factor in favor of directionality.

B. Non-additivity.
(1) Sign and magnitude of δEnadd. Non-additivity is a critical feature of ΔE. That, is,

in multimolecular complexes, its magnitude differs from the sum of its mag-
nitudes in all bimolecular (pair-wise) complexes considered separately.
Non-additivity could either increase or decrease the stability of the complexes,
resulting into cooperativity or anticooperativity, respectively: these two cases
are mostly encountered in multiply hydrogen-bonded complexes and in poly-
coordinated complexes of metal cations, respectively. The onset of non-
additivity, δEnadd, was realized in the earlier stages of development of polar-
izable potentials. However, to our knowledge until the early nineties there have
been surprisingly few, if any at all, attempts to quantify δEnadd on model
complexes by QC computations and the separate weights of the ΔE(QC) con-
tributions, let alone evaluate if PMM were able to reliably match δEnadd. This
could be traced back to the fact that with the sole exception of the RVS method,
all available energy decomposition procedures are limited to bimolecular
complexes. Thanks to this procedure, we could consider several multimolecular
complexes and address such points. Such QC/SIBFA comparisons date back
from the mid-to late nineties and have borne on: (a) mono-, bi-dentate, and
through-water complexes of Zn(II) with formate and first- and second-shell
waters [120]; polycoordinated complexes of Zn(II) with water [104], and water,
hydroxy, methanethiol and/or methanethiolate ligands [121]; (b) polyligated
complexes of Zn(II) with the end side-chains of proteins and some Zn-ligating
groups of metalloprotein inhibitors [122]; (c) several representative water
oligomers [105, 123–125] and d) the complexes of N-methylformamide in an
array of linear H-bonded complexes as encountered in models of multilayered
β-sheets [126]. The most important conclusions were:
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(a) With all ligands in the first coordination shell, polycoordinated complexes
of divalent metal cations are anticooperative. Ect has a greater anticoo-
perativity than Epol, undergoing a smaller increase in magnitude than Epol

upon increasing the coordination number n. A different outcome however
occurs in through-water complexes, where for both contributions, a bal-
ance between cooperativity and anticooperativity can occur. Both
Epol(SIBFA) and Ect(SIBFA) can match the behavior of their RVS coun-
terparts upon increasing n, regarding their magnitudes, extent of
non-additivities, and dependence upon the number of ligands in first sec-
ond shells. As an illustration, we give in Table 1.2 a comparison between
the QC and SIBFA computations for the complex of Zn(II) with six water
molecules. The three considered complexes have either 0, 1, or
2 second-shell water molecules. There is a close correspondence between
the SIBFA and QC contributions. As noted originally concerning the
best-bound [Zn(H2O)6]

2+ complex [104, 121], while the number of ligand
has increased by 6, Epol and Ect with both RVS and QC have increased in
magnitude by factors of only 2.6 and 2 with respect to their corresponding
values in the monoligated [Zn-H2O]

2+ complex at the optimized Zn-O
distance of 2.10 A found in the hexamer. This, and several other related
examples [120, 121, 127] give a clear indication of anticooperativity and of
its control by both SIBFA Epol and Ect. This could have been expectable
regarding Epol, but was not granted for Ect: it shows that the formulation of
Ect embodying dependencies upon the electrostatic potential and field
undergone by the electron donor as well as by the electron acceptor can
reliably ensure for this critical feature.

(b) Multiply H-bonded complexes are generally cooperative. Epol is the dom-
inant, but not unique, contributor to δEnadd. Cooperativity is optimized in
cyclic structures if each molecule can act simultaneously as an H-bond
donor with one neighbor and as an H-bond acceptor with the other.
Anticooperativity was also noted with one cyclic water tetramer [124], in
which one water molecule acts as an H-bond acceptor from both neighbors.

Table 1.2 Polycoordinated complex of Zn(II) with six water molecules Values (kcal/mol) of the
QC and SIBFA intermolecular interaction energies and of their individual contributions

[Zn-(H2O)6]
2 [Zn-(H2O)5–H2O]

2+ [Zn-(H2O)4–
(H2O)2]

2+

RVS SIBFA RVS SIBFA RVS SIBFA

E1 −209.1 −218.2 −191.9 −198.9 −174.8 −179.6

Epol −81.3 −78.9 −92.4 −89.5 −101.8 −99.3

Ect −20.6 −14.6 −24.5 −18.6 −28.7 −22.5

ΔE −311.0 −311.7 −308.8 −307.0 −305.3 −301.4

Ecorr/Edisp −34.3 −35.9 −32.2 −35.3 −32.1 −37.3

ΔEtot −345.3 −347.7 −341.0 −342.3 −337.4 −338.7

Reprinted with permission from Tiraboschi et al. [121]. Copyright 2000 Wiley
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Again, both Epol and Ect(SIBFA) could closely match their QC counterparts.
In large oligomers (n = 12 and beyond) having an ice cube-like structure,
cooperativity results into a significant compression of the structures, several
H-bonded distances shortening by up to 0.2 Å. The dominant magnitude of
EMTP becomes strongly opposed by Erep, and thus E1 attains a much smaller
magnitude than Epol and in some cases even than Ect. The fact that in such
complexes E2 could have a significantly larger weight than E1 does not
appear to have its pendant with any other competing PMM potential, yet is
fully supported by RVS computations [105, 123].

(c) It is also possible to evaluate, within Epol, the contribution to δEnadd of the
iterative calculations of the induced dipoles. The polarizing field is a vector
quantity and the polarization energy of a given center is proportional in
first approximation to the square of the field it undergoes. Non-additivity
thus appears already when the field is computed with the permanent SIBFA
multipoles and its magnitude is close to the corresponding magnitude of
Epol(RVS). This is consistent with the fact that in the RVS approach each
monomer is considered in turn and relaxed in the presence in the frozen
MO’s of all the others. At the outcome of the iterative calculation of Epol

taking into account the additional contributions of the induced dipoles, Epol

has values that are now close to those of Epol(QC) calculated in a fully
variational manner. We have found that in both cooperative and antico-
operative complexes at equilibrium, the contribution to δEnadd of the
iterative procedure was generally close to 30 %, and consistently enforced
the preexisting cooperativity or anticooperativity.

(2) On the need for off-centered polarizabilities. The importance of having
off-centered polarizabilities, specifically on the tips of saturated lone-pairs,
was shown in a study that bore on three model water oligomers [125]. They
were denoted as bifurcated, transverse H-bonded, and longitudinal chains of
helical shape (Fig. 1.7). For all three complexes, the SIBFA calculations

Fig. 1.7 Representation of three water oligomers in transverse bifurcated and linear H-bonding
arrangements. Reprinted with permission from Piquemal et al. [125]. Copyright 2007 American
Chemical Society
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enabled to reliably reproduce both the magnitude of Epol(QC) and the values
of the total dipole moments. This is due to the fact that in such complexes
polarizable centers on the lone-pairs can be closer to an incoming molecule
than the bearer atom, and thus sense a more intense field than it. This con-
stitutes an illustrative example of the impact of non-anisotropy on
non-additivity. This is a reverse situation to the one encountered in the Pb(II)
oligohydrates, for which it was the non-additive behavior of Pb(II) polariza-
tion that resulted into non-isotropy.

(3) Impact of quadrupolar polarizabilities. Epol stems predominantly from the
dipolar polarizabilities. There are cases, however, in which the polarization
energy of some atoms can be increased due to their quadrupolar polarizabilities,
whereby quadrupoles can be induced by the gradient of the field. This was
observed with the Cu(I) cation [128]. We have compared several Cu(I) di- and
oligo- planar ligated complexes in which the ligands are at equal distances from
Cu(I) and on opposite sites. In such arrangements the field at the cation position
is null, and so would Epol(Cu) if it were limited to the sole Cu(I) dipole
polarizability. On the other hand the field gradients are non-null, resulting into a
significant Cu(I) quadrupolar polarization, the inclusion of which enabled an
improved agreement with ΔE(QC). Only few attempts to include quadrupolar
polarizabilities in PMM potentials have been reported so far [129].

(4) Handling intramolecular polarization and the issue of multipole transfer-
ability. A large flexible molecule is assembled from its molecular fragments as
follows: X and Y denoting two heavy atoms, two successive fragments, Fa and
Fb, connect at the level of their X–H and H–Y bonds to create a junctional
bond X–Y. The multipoles on the two H atoms and at the centers of the two
X–H and H–Y bonds disappear and give rise to multipoles on X, Y, and the
mid-point of the X–Y bond, according to proportionality rules related to their
distances from these three centers. This preserves the net charge of the
assembled molecule, but not that of the individual fragments. This is of no
consequence for the calculation of EMTP, since the interactions of the charges
along the junction bond connecting Fa and Fb are not computed anyway in
SIBFA between the two fragments, although they are indeed with all the other
fragments: the ‘missing’ interactions have no impact upon performing torsions
around the junction bond, since they are located along this very bond.
A different situation arises for the computation of Epol, because Fa would be
polarized by the field of Fb now bearing a non-net charge (0, −1, 1 for neutral,
anionic or cationic), and conversely. This would again be immaterial were it
not for the presence of other fragments in a larger molecule. The summed field
polarizing Fa would be that of a non-net charge before being squared, so that
due to non-additivity the residual non-net charge could lead to uncontrolled
over- or underestimations of Epol. These would be further amplified by the fact
that Fa would be polarized by a centroid at a very close distance from it,
namely half the length of the XY bond. Therefore we resorted to an alternative
representation. Both HX and HY bonds are shrunk, each H atom being
superimposed over its ‘bearer’ X or Y atom. All polarizing centers thus retain
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their net initial charge and their shortest distances from the neighboring
fragments have lengths never smaller than those of XY bonds. Such a pro-
cedure should be more immune to short-distance artifacts. It has been evalu-
ated by several comparisons with QC in a diversity of cases. We have thus
compared the conformational energies, δEconf, of ten alanine tetrapeptides put
forth by Beachy et al. [130] to evaluate the accuracies of MM force-fields. In
our published study [131] the ten conformers differed by their sole torsion
angles, i.e. with rigid constitutive fragments, pending completion of the
SIBFA stretching and bending harmonic potentials. Inclusion of Epol enabled
the relative SIBFA δEconf values to closely reproduce the corresponding QC
values for all ten conformers. Refinements presently underway bear on the
representation of the π lone pairs of the prime constituent of the peptide
backbone, the N-methylformamide moiety, to further improve the accuracy of
the intra-molecular short-range contributions Erep and Ect; this leads back to
the issue of non-isotropy. We have also investigated the conformational
dependency of: Na+ binding to conformers of glycine and the glycine zwit-
terion [132]; Zn(II) binding to mercaptocarboxamides [133], which constitute
the Zn-binding moiety of some Zn-metalloenzyme inhibitors; and Zn(II)
binding to tetra-anionic triphosphate, which is the backbone of ATP [134].
The comparisons with the QC results constituted revealing tests of the pro-
cedure, requesting the simultaneous and consistent computation of both intra-
and intermolecular polarization and charge-transfer effects. They enabled to
address the issue of multipole transferability [135]. Namely, a limitation of the
use of distributed multipoles in intramolecular studies would reside in the
variation of their intensities, thus lack of transferability, following confor-
mational changes. The results of our above-mentioned studies on the other
hand showed that, exactly as in intermolecular interactions between fragments
unconnected by covalent bonds, Epol enables to account for the consequences
of conformational changes on both δEconf and the intermolecular interactions
with additional molecules. This occurs provided that: -the permanent multi-
poles of the constitutive unconnected fragments are the ones used to compute
first-order electrostatics; -and the H atoms are carried back on their ‘bearer’ X
and Y atoms of the XY junction bond. Very recent tests have borne on the
solvation energies of four inhibitors of the PMI Zn-metalloenzyme, which
embody a dianionic phosphate and a monoanionic Zn-binding hydroxamate.
Shells with 64 waters were considered and up to 26 complexes in different
conformations. Despite the large magnitudes of the interaction energies, the
large number of interacting partners, and the diversity of binding modes, close
agreements between SIBFA and QC calculations at both HF and correlated
levels were demonstrated (Gresh et al. to be submitted).

(5) Could the first-order exchange repulsion contribute to non-additivity? The
short-range exchange-repulsion between two molecules is due to reorthogo-
nalization of their MO’s upon complex formation. This leads to a destabili-
zation of the total energy of the complex in first-order counteracting the
Coulomb contribution. In a multimolecular complex, the energy cost due to
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simultaneous reorthogonalization can be expected to differ from that due to the
summed separate pair-wise reorthogonalizations. The resulting non-additivity
of Eexch was found to be very small, except for the polyligated complexes of
some metal cations. In the context of SIBFA, it was formulated under the form
of a three-center exponential involving the cation and all pairs of ligating
heteroatoms, calibrated beforehand on model diligated cations, and then val-
idated by QC comparisons on tetra- and hexaligated complexes [136]. The
impact of the non-additivity of Eexch/Erep is illustrated in the case of one metal
cation for which it is the most pronounced, a heavy toxic metal, Hg(II). We
have thus considered the tetrahydrated [Hg(H2O)4]

2+ complexes in competing
square-planar versus tetrahedral arrangements (Fig. 1.8). The results are
reported in Table 1.3. The three-body repulsion ΔEthree-body is 3 kcal/mol
larger in the square planar arrangement than in the tetrahedral one. For both
arrangements its values computed by SIBFA were close to the QC ones. Its
explicit inclusion in SIBFA enabled to account for the preference of Hg(II) in
favor of a tetrahedral arrangement. The energy difference between the two
arrangements might appear small, but could nevertheless be sufficient to bear
on the structural preferences found at the outcome of large-scale MD or MC
simulations.

Table 1.3 Complexes of Hg
(II) with four water molecules
in square-planar and
tetrahedral arrangements
Comparisons of the QC and
SIBFA intermolecular
interaction energies (in
kcal/mol) and their
contributions

[Hg(H2O)4]
2+ Tetrahedral Square planar

Ab initio SIBFA Ab initio SIBFA

Erep 78.0 81.8 132.3 126.9

Ec −194.2 −196.0 −226.9 −226.6

E1 −116.1 −114.3 −94.6 −99.7

E2 −89.3 −86.8 −101.7 −102.8

ΔE −205.5 −201.1 −196.3 −202.5

ΔEthree-body 1.7 1.6 4.8 4.8

Erep modified 78.0 83.3 132.3 131.7

ΔEmodified −205.5 −199.6 −196.3 −197.7

Reprinted with permission from Chaudret et al. [136]. Copyright
2011 Wiley

Fig. 1.8 Representation of the [Hg(H2O)4]
2+ complex in it’s a square planar and b tetrahedral

arrangements. Reprinted with permission from Chaudret et al. [136]. Copyright 2011 Wiley
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1.3 Applications

(1) Conformational study of a polyconjugated drug. Interplay of cooperativity,
anisotropy, multipole transferability, and conjugation.

Several drugs which target proteins involved in disease embody conjugated or
aromatic groups connected together by conjugated or partly conjugated bonds. This
is the case of an inhibitor of neuropilin-1 (NRP1), a protein which when overex-
pressed is involved in diseases such as cancer or macular degeneracy [137].
A ligand, denoted as Lig-47, was identified in one of our Laboratories after
experimental high-throughput screening, and shown to be endowed with a sub-
micromolar activity on several cell lines [138]. Its structure is represented in
Fig. 1.9. It is made out of the following chemical groups: benzimidazole, methyl
benzene, carboxythiourea (CTU), and benzene-substituted dioxane. It is a highly
conjugated drug, and the connections between its four groups all involve unsatured
atoms having sp or sp2 hybridization. The three-dimensional structure of NRP1 is
known from high-resolution X-ray crystallography [139, 140], but not that of its
complex with Lig-47. As a prerequisite to APMM MD or MC studies on the
NRP1-Lig-47 complex, it is essential to control the ligand conformational flex-
ibility, which is mostly governed by torsions around conjugated bonds.
Overestimating it would result into too ‘floppy’ a ligand and the onset of a manifold
of unlikely candidate protein-binding poses. Conversely, underestimating it would
give rise to an unrealistically stiff ligand, unlikely to favorably bind its receptor. It
was thus imperative to ensure if the SIBFA δEconf calculations were reliable when
compared to the QC ones. The work published in [141], focused essentially on the
central CTU unity, and it proceeded along several successive steps:

H2N

S

N
H

O

H

(a)

(b)

Fig. 1.9 Representation of a the molecular structure of Lig-47 and b of the structure of its central
carboxythiourea (CTU) moiety. Reprinted from Goldwaser et al. [141]
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(a) The distributed multipoles and the polarizabilities were derived from the MO’s
of the constitutive fragments of Lig-47, namely benzimidazole,
methyl-benzene, CTU in an extended conformation, and benzene-connected
dioxane. The location of the sp2 lone-pairs of CTU was determined on the
basis of ELF [142] analyses using the TopMod package [143], and is shown in
Fig. 1.10;

(b) For all four constitutive fragments, we calibrated the increments or decrements
of the effective van der Waals (vdW) radii of the atoms along their lone-pair
directions by probing them with an incoming water probe approaching
through one of its H atoms, in order for Erep(SIBFA) to match Eexch(RVS)
over the range of energy-relevant distances;

(c) Having set the increment of the vdW radii, CTU was split into four
pseudo-fragments. The first and the third one are an sp2 amine, the second one
is thioaldehyde, and the fourth one is aldehyde. In this process fictitious con-
necting H atoms are created which are given null multipoles, the centroids of
each of the two connecting bonds making up a junction are superimposed at the
mid-point of the bond and given half the multipoles and polarizabilities of the
original bond centroid prior to splitting. CTU thus retains its net initial charge
of 0. 15° step-wise variations are performed around the four junction bonds,
and the values of one- and two-fold rotational barriers V0 are calibrated so that
δEconf(SIBFA) reproduces δEconf(QC). CTU is then integrated in the entire
Lig-47 ligand. The torsional variations are redone to evaluate the transferability
of V0, for which only limited changes were found necessary. The values of V0

Fig. 1.10 Representation of the ELF contours around the CTU locating the positions of the sp2

lone-pairs of O and S atoms. Reprinted from Goldwaser et al. J. Mol. Mod. 2014, 20, 2472
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for the rotations around the junctional bonds connecting CTU to methylben-
zene and dioxane, and methylbenzene to benzimidazole were similarly cali-
brated with respect to QC. In all cases, the curves of δEconf(SIBFA) were found
to reproduce very satisfactorily the corresponding QC ones.

Steps a-c are virtually exclusively fitting steps, but which accuracy is to be
expected upon passing to a real validation step? This was carried out as follows. We
selected all conformations which, for rotations around all junction bonds, corre-
sponded to local minima or to the global one. For each of them, we performed
energy-minimization with the ‘Merlin’ minimizer [144] on all torsional angles
simultaneously. We were thus able to characterize up to 20 distinct conformations.
The four most relevant ones are represented in Fig. 1.11. The most stable one,
denoted 1b, has an intramolecular H-bond between the NH bond of the first thio-
amide group of CTU and the carbonyl bond of its formamide group. In Fig. 1.12 are
plotted the SIBFA and QC δEconf curves. The following analyses will be limited to
the HF level. Calculation at the correlated level and with Edisp contribution in the
SIBFA calculations led to the same conclusions as those to follow. While 1b is
confirmed by the QC calculations to be the lowest-energy minimum, its relative
stability is clearly underestimated by δEconf(SIBFA) compared to δEconf(QC). The
overall R2 coefficient is 0.88. Could this be improved? CTU had been used as one
single building block in an extended conformation enabling to account for the
impact of conjugation on the multipoles and polarizabilities. This disables, how-
ever, the computation of Epol between the four pseudo-junctions. Firstly, the
intramolecular polarization of CTU, which took place during the variational HF
procedure, is inherently embodied. Secondly, since the sub-fragments bear non-net
charges, and for the reasons mentioned above, attempts to include Epol can be easily
anticipated to severely overestimate it. We thus sought for an alternative repre-
sentation, in which CTU is built from two separate fragments, thioamide and

Fig. 1.11 Three-dimensional structures of four representative energy-minimized conformations of
Lig-47. Reprinted from Goldwaser et al. J. Mol. Mod. 2014, 20, 2472
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formamide. This enables for their mutual polarization simultaneously with the other
Lig-47 fragments, although at the cost of the loss of conjugation between them. The
two fragments were again split as before into two pseudo sp2 amine, one pseudo
thioaldehyde and a pseudo aldehyde fragment. The one- and two-fold V0 torsional
barriers were refit as above, and the values of δEconf for the twenty minima were
recomputed. The corresponding δEconf(SIBFA) curve is plotted in Fig. 1.13a along
with the QC one, now showing a very close superposition and a R2 coefficient of
0.96. Figure 1.13b, c represent the corresponding evolutions of δE1 and δE2. It is
clearly seen that the evolution of δEconf(SIBFA) is governed by E2 and not by E1.
While Epol can be shown to be a leading determinant in several cases of molecular
recognition, the finding that it plays the leading role in shaping the conformational
energies of some conjugated molecules has no precedent. Several papers have
mentioned [145, 146] that in order to treat polyconjugated compounds, introduction
of couplings between successive torsion angles was necessary. Those studies were
done using non-polarizable potentials. Such results might have to be reconsidered
since such couplings might have been accounted for by polarization effects which
are non-additive and long-range.

(2) Binding of halobenzene derivatives to a recognition subsite of the HIV-1
integrase Joint involvement of anisotropy and non-additivity

The HIV-1 integrase (INT) is a viral enzyme responsible for the integration of the
viral DNA genome into the genome of the host cell. It is the target for the devel-
opment of novel antiviral drugs. Three of these are currently used in therapy, and all
three have a halobenzene ring: raltegravir, dolutegravir, and elvitegravir [147–150].
The high-resolution structure of their complexes with the DNA-bound integrase of
Moloney foamy virus has been solved by X-ray crystallography [151]. This INT has
very close homologies to the HIV-1 one, enabling inferences from structure-activity
relationships for drug design. We have focused first on elvitegravir (EVG), the
chlorofluorobenzene ring of which interacts which a guanine-cytosine
(GC) base-pair in an INT recognition subsite (Fig. 1.14a, b). Figure 1.14b shows

Fig. 1.12 Compared evolutions of the relative QC/HF and SIBFA conformational energies as a
function of the conformer number Representation ‘a’ is used to construct CTU. Reprinted from
Goldwaser et al. J. Mol. Mod. 2014, 20, 2472
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that on the one hand, the electron-deficient prolongation of the C-Cl bond points
towards the electron-rich ring of guanine, and that on the other hand, an area of its
electron-rich cone can interact favorably with an electron-deficient region around
the extracyclic N4H2 zone of cytosine. The double-faceted, ‘Janus-like’ property of
the CX bond in halobenzene could be leveraged to enhance its affinity for each
of these two regions separately, upon resorting to electron-withdrawing and to
electron-donating groups, respectively [152]. A simultaneous enhancement for both

Fig. 1.13 a Compared
evolutions of the relative
QC/HF and SIBFA
conformational energies as a
function of the conformer
number Representation ‘b’ is
used to construct CTU,
b corresponding evolutions of
δE1, c corresponding
evolutions of δEpol. Reprinted
from Goldwaser et al. J. Mol.
Mod. 2014, 20, 2472
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sites could even be sought for. Figure 1.15 gives the structures of several substituted
halobenzene candidates. Their interaction energies with the G-C base-pair were
optimized by QC calculations at the B97-D level, and relative energy balances
were done which took into account their desolvation energies. Several deriva-
tives were found endowed with more favorable energy balances than the parent
fluorochlorobenzene ring of EVG, including one, compound H, having both an
electron-donating and an electron-withdrawing ring. While the search for improved
first-order electrostatics due to anisotropy was indeed justified by the energy
decomposition analyses as well by QC-derived contours of Molecular Electrostatic
Potential (MEP) [152], an unanticipated result concerned the role of non-additivity
now coming into play on two counts: (a) the intermolecular interaction energies in
the trimeric complexes could in some cases significantly differ from the sum of the
pairwise interactions in the three dimeric complexes. While this has been docu-
mented in previous work on multiply H-bonded complexes, it was unprecedented in
the case of stacking interactions; (b) the energy gains resulting from di- and

Fig. 1.14 a Representation of the three-dimensional structure of the Foamy virus integrase/DNA
complex with elvitegravir, b close-up on the interaction of the halobenzene ring with the G-C
subsite. Reprinted with permission from El Hage et al. [152]. Copyright 2011 Wiley
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polysubstitutions could differ from the summed gains resulting from monosubsti-
tutions. To what an extent could APMM account for such QC results [153]? EMTP

was shown above to account faithfully for the anisotropy of EC in halobenzene
binding, but is non-additivity still in control for the considered trimeric complexes,
which could either involve cooperativity and anticooperativity? The values of the
nonadditivities are compared in Table 1.4 for the QC and SIBFA computations.
δEnadd(SIBFA) reproduces correctly the trends of δEnadd(QC), whether cooperative
or anticooperative. There is a close agreement between Epol(RVS) and Epol*(SIBFA)
prior to iterating on the induced dipoles, as also noted from previous publications.
Epol(KM) resulting from the Kitaura-Morokuma procedure [154] has greater δEnadd

values than found from SIBFA after iterations on the induced dipoles, but this might
be caused in part by the non-orthogonalization of the MO’s by this procedure. We
have considered a total of 18 complexes of compounds selected from Fig. 1.15 with
the G–C pair as well as with G and C separately, for which we monitored the
evolutions of E1, E2, and their ΔE sums in Fig. 1.16a, b for the SIBFA and QC

Fig. 1.15 Molecular structures of halobenzene derivatives substituted with electron-donors or
electron attractors or with both. Reprinted with permission from El Hage et al. [153]. Copyright
2014 American Chemical Society

Table 1.4 Values of the binding non-additivities of a series of halobenzene derivatives for the
G-C base pair of the HIV-1 biding subsite

Non-additivity ΔE EPOL EPOL *

(kcal/mol) SIBFA RVS SIBFA Morokuma SIBFA RVS

Ring A 0.3 0.1 0.2 0.3 0.3 0.3

Ring D −1.1 −1.8 −1.2 −1.6 −0.7 −0.8

Ring E −0.9 −1.3 −1.0 −1.2 −0.4 −0.5

Ring G 0.1 0.3 0.2 0.1 0.3 0.3

Ring H 0.7 0.6 0.4 0.4 0.4 0.6

Ring L 0.9 0.8 0.8 0.7 0.8 0.7

Reprinted with permission from El Hage et al. 115. Copyright 2014 American Chemical Society
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computations, respectively. The three SIBFA energies closely match the corre-
sponding QC ones. This is also the case for the individual EMTP, Erep, Epol, Ect and
Edisp contributions [153] and for ΔEtot as compared to ΔE(QC/B97-D) (Fig. 1.16c).
These figures clearly show that both E1 and E2 are needed to confer its shape to ΔE.
Moreover, we found that for all 18 complexes, whether ternary or binary, the sta-
bilization due to E2 is larger in magnitude than that due to E1. This is reminiscent of
the situation with the water oligomers in ice-like arrangements. Here again, the
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Fig. 1.16 a Evolutions of the SIBFA E1 E2 and E1 + E2 intermolecular interaction energies along
a series of halobenzene derivatives, b Evolutions of the QC E1 E2 and E1 + E2 intermolecular
interaction energies along a series of halobenzene derivatives, c Compared evolutions of
ΔEtot(SIBFA) and ΔE(DFT/QC) along a series of halobenzene derivatives. Reprinted with
permission from El Hage et al. 115. Copyright 2014 American Chemical Society
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dominant magnitude of EMTP and EC are counteracted by those of Erep and Eexch. The
present results indicate that ab initio QC-derived multipoles and polarizabilities can
be necessary to control both non-isotropy and non-additivity. The latter feature also
concerns the gains or losses in binding energies from polysubstitutions relative to the
summed monosubstitutions, the impact of which on the MO’s can be reflected by the
distributed QC multipoles and polarizabilities whence they are derived.

(3) Structural waters in and around protein recognition sites. Impact of the
second-order contributions. Discrete water molecules, whether individually or
in arrays, are considered to be an integral part of protein or NA structures. We
summarize below recent findings aiming to unravel the impact of polarization
and charge-transfer on the stabilization energies they confer. These studies
bore on superoxide dismutase (SOD), a bimetallic Zn/Cu metalloenzyme, and
on the complexes of inhibitors with the FAK tyrosine kinase and with the PMI
Zn-metalloenzyme.

(a) Superoxide dismutase. SOD is a bimetallic enzyme catalyzing the dismutation
of O2− into dioxygen and hydrogen peroxide [155]. It is essential for the
survival of cells, but even more so for the cancer cells. SOD is thus an
emerging target for the design of novel anticancer strategies [156, 157]
including photodynamic therapy which can involve Ru(II)-based compounds
[158]. Its high-resolution structure has been solved by X-ray crystallography
[159, 160] showing the presence of several structural waters in close vicinity
to the 85/Zn/Cu binding site. This is an incentive to evaluate whether an
APMM approach could single out some privileged water network(s), and the
possible extent of its/their overlap with the one found experimentally. As a
first step toward such an evaluation [161], we started from the X-ray structure
retaining eleven well-defined structural waters, and completed the solvation
with up to 296 waters. We then performed short-duration MD runs at tem-
peratures in the 10–300 K range with a simplified SIBFA potential and con-
strained the waters in a 22 Å sphere centered around Cu(I) using a quadratic
potential. We selected six snapshots, denoted a-f. For each we then retained
the 64 waters closest to Cu(I), and performed energy-minimization (EM) on
their positions, on the side-chain conformations of the SOD residues making
up, or neighboring, the Zn/Cu binding site, and on the positions of the two
cations. Model binding sites were then extracted at the outcome of EM for
validation by parallel SIBFA and QC computations. These encompassed
selected main-chains and/or the side chains of 25 residues, the two metal
cations and the 28 closest waters, totaling 301 atoms. Single-point computa-
tions were done for validation by parallel QC and SIBFA computations.
Figure 1.17a gives a representation of the most stable of the six
energy-minimized structure, namely c. c is the structure for which the water
networks have the greatest overlap with the one determined by X-ray crystal-
lography used as a starting structure, despite the ‘scrambling’ it underwent by the
initial MD steps. Figure 1.17b shows a close-up on the water network. There is a
dense array of waters connecting two ionic residues, Glu131 and Arg141, which
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are located beneath the bimetallic site and are at about 10 Å distance from one
another. These residues are connected, in fact, by several intermeshed water
networks, which are also channeled in other vicinal regions, such as between the
side-chains of residues Thr56 and Asn137. These two residues are linked
together by a five-water near-linear array, the first and the last of which interact
with the dense Glu131-Arg141 connecting water network. Six waters have
dipole moments (μ) greater than 2.70 Debye, which is the value found for water
oligomers in ice using SIBFA [123]. High values of the dipolemomentwere also
found for discrete waters in the recognition site of FAK kinase which similarly
mediated the interactions between ionic sites. This is mentioned below.
Parallel SIBFA and QC computations were performed on complexes a-f in the
presence and in the absence of the water networks. This enabled to compute the
stabilization brought by thewater networks. Figure 1.18a displays the evolutions

Fig. 1.17 a Organization of the most stable network of 28 waters around the bimetallic site of
SOD, b representation of the water networks and values of the highest dipole moments of
structural waters. Reprinted with permission from Gresh et al., J. Comput Chem., 2014, 35, 2096.
Copyright 2011 Wiley
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of ΔE(SIBFA) and ΔE(HF) in the six complexes. The evolution of ΔE(HF) is
very closely matched by that of ΔE(SIBFA), the relative errors being <2 %. As
was the case for substituted halobenzene binding to the G–C base pair of HIV-1
integrase, both E1 and E2 terms are necessary to confer its proper shape to ΔE.
The superimposition ofΔE(QC/B97D) andΔEtot(SIBFA) curves is even better at
the correlated level (Fig. 1.18b). One means to validate the high values of the
dipole moments found for water is to compare the total values of μ in the six
28-water clusters extracted from complexes a-f (retaining a net charge of 0
ensures that the dipole moment is translation-independent). Figure 1.19 com-
pares the evolutions of μ as derived from both QC and SIBFA in the six clusters,
with a close and clear correspondence. The R2 factor is of 0.99. It is also seen that
the most stable complex, c, is the one for which μ has the highest value, attesting
to the importance of polarization and non-additivity in its preferential
stabilization.

Fig. 1.18 Stabilization brought by the 28-water networks in six distinct arrangements
a Evolutions of ΔE(QC) and of ΔE(SIBFA) and its separate E1 and E2 terms b Evolutions of
ΔE(QC/B97D) and ΔEtot(SIBFA). Reprinted with permission from Gresh et al., J. Comput Chem.,
2014, 35, 2096. Copyright 2011 Wiley
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We stress again that the close agreements found for SIBFA with ΔE(QC) at
both HF and correlated levels could only be possible thanks to the separable
nature of the potential, a proper balance of first- and second-order contribu-
tions, and control of non-additivity in large complexes. They are encouraging
in the perspective of long-time MD simulations, enabled by very important
recent advances in the development of a highly efficient and scalable code by
one of our Laboratories [162]. We thus plan to monitor the lifetimes of the
individual waters in the networks, the possible existence of other, competing
networks, the possibility of their mutual interconversions, and the channeling
of solutes toward the bimetallic site.

(b) Focal Adhesion Kinase (FAK). Kinases presently account for about 40 % of the
targets for drug design [163]. They are a class of enzymes which draft a
phosphate group from ATP to hydroxylated amino-acids, namely tyrosine,
serine and threonine. This results into cellular activation but also if overex-
pressed into pathologies such as cancer, arthrosis and neurodegenerative dis-
eases [164–166]. FAK is a tyrosine kinase which subsequent to
autophosphorylation, can trigger a cascade of protein-protein interactions
resulting into signal transmission to the cellular nucleus to trigger cell division
and motility. Its three-dimensional structure has been resolved by X-ray

Fig. 1.19 Compared variations of the QC and SIBFA values of the total dipole moments in six
distinct 28-water networks. Reprinted with permission from Gresh et al., J. Comput Chem., 2014,
35, 2096. Copyright 2011 Wiley
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diffraction showing the ATP-binding site in a hinge between the N- and
C-terminal lobes (Fig. 1.20) [167]. Five inhibitors in the pyrrolopyrimidine
were designed, synthesized and tested by the Novartis company [168]. They all
have in common a benzene substituting the five-membered ring nitrogen. The
benzene is substituted by a carboxylate group at the ortho or meta position. In
the latter, there are 0, 1, or 2 methylene groups interposed. They are represented
in Fig. 1.21, along with their IC50 values in μM and using the notations of the
original paper. Compound 16i with an ortho carboxylate substituent is the least
active (1.6 μM). Compounds 17g, 17h, 17i all have a meta carboxylate sub-
stituent and have the same submicromolar affinity (0.04 μM), i.e. a
two-order-of-magnitude enhancement in affinity. A further gain results from the
replacement of benzene of 17i by pyridine, with compound 32 now nanomolar
(IC50 = 0.004 μM). Thus, apparently modest structural changes can result into
very large (thousand-fold) changes in the binding affinities. Could APMM
procedures shed light on the factors governing such large changes [169]?
Energy-minimizations were performed in which the solvation free energy was
computed by a Continuum reaction field procedure, which was designed by
Langlet, Claverie and their coworkers [170]. We denote this contribution as

N Lobe

C Lobe

Hinge

Fig. 1.20 Representation of
the three-dimensional
structure of FAK kinase.
Reprinted with permission
from de Courcy et al. J. Am.
Chem. Soc. 2010, 132, 3312.
Copyright 2010 American
Chemical Society
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ΔGsolv(LC). The solvent is represented by a ‘bulk’ which responds to the
electrostatic potential generated by the solute on its van der Waals by creating
fictitious charges, which interact with the solute potential to give rise to the
electrostatic contribution of ΔGsolv(LC). The energy balances take into account:
(a) on the one hand: the intermolecular ligand-protein interaction energy and the
solvation energy of the complex; and (b) on the other hand, the conformational
energy costs of the ligand and of the protein upon passing from their uncom-
plexed, solvated states to the complex, along with their corresponding
desolvation energies. An overlay of the five complexes in the recognition site
after energy-minimization is given in Fig. 1.22, showing an extensive overlap
except at the position of the ligand carboxylates. The energy balances are given
in Table 1.5 under the form of differences between a) and b) for each contri-
bution. They show no correlation at all with the experimental results. Thus, e.g.,
there is 7 kcal/mol energy difference disfavoring compound 32, which is
nanomolar, with respect to 17h. Yet 17h has a ten-fold lesser experimental
affinity than 32; and there is an 11 kcal/mol energy difference between 17g and
17h which in fact have similar experimental affinities. Separate QC tests on the
FAK recognition site having confirmed the accuracy of the SIBFA procedure,
we were led to evaluate the extent to which a limited number of ‘discrete’
waters could impact the relative energy balances. For that purpose, five, six, or
seven waters were located in the complexes between each ligand and a reduced
model of FAK limited to the recognition site shown in Fig. 1.22. They were
initially located thanks to a procedure [171] which minimizes with a simplified
energy function a limited number of discrete waters around the accessible
hydrophilic sites of the solute. These positions were reoptimized by a
Generalized Simulated Annealing [172, 173] procedure with the SIBFA
potential, then minimized with Merlin. The final resulting positions were then
ported to the entire FAK and EM redone again in the presence of ΔGsolv(LC).

16i = 2820 µM 17g = 0038 µM 

17h = 0037 

17i = 0035 µM 

32 = 0004 µM 

Fig. 1.21 Representation of the molecular structures of the five pyrolopyrimidine inhibitors. .
Reprinted with permission from de Courcy et al. J. Am. Chem. Soc. 2010, 132, 3312. Copyright
2010 American Chemical Society
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Figure 1.23 gives a simplified representation limited to the complex of the end
carboxylate of 32, the ionic sites of FAK, and five discrete waters (denoted as
complexes ‘cw’ in Ref. [169]). These waters can clearly snugly fit in the
structure. They can either mediate the interactions between the ligand and PMI
as occurs with residues Glu471, Arg550 and Asp564, or complement them, as
occurs with residue Lys454. Several waters have much stronger dipole
moments than ice, so that the polarization energy contribution could be
expected to be a key contributor to ΔE. This led us to perform a parallel
SIBFA/QC(RVS) analysis of the intermolecular interactions on complexes

Fig. 1.22 Overlay of the inhibitors in the FAK recognition site. Reprinted with permission from
de Courcy et al. J. Am. Chem. Soc. 2010, 132, 3312. Copyright 2010 American Chemical Society

Table 1.5 Relative energy balances for the binding of the five pyrrolopyrimidine inhibitors to
FAK in the absence of the structural waters

16i 17g 17h 17g 32

E1 35.6 22.5 −4.3 13.0 18.7

Epol −12.1 9.5 7.7 −6.5 −8.1

Ect −1.8 −1.2 −0.1 −1.4 −1.3

Edisp −52.7 −48.8 −45.7 −51.2 −50.0

ΔEtot −30.9 −18.0 −42.3 −46.1 −40.7

ΔGsolv 14.8 4.8 22.4 25.8 24.8

ΔEtot + ΔGsolv −19.4 −17.5 −28.5 −22.0 −21.5

δ(ΔEtot + ΔGsolv) 2.1 4.0 −7.0 −0.5 0.0

Reprinted with permission from de Courcy et al. [169]. Copyright 2010 American Chemical
Society
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c and cw, without and with the discrete waters. The analyses done for the two
extreme compounds, nanomolar 32, and micromolar 16i, are reported in
Table 1.6. In the absence of the waters, E1 favors by 17 kcal/mol 16i over 32,
while E2 favors by 3–4 kcal/mol 32 over 16i. A remarkable reversal in the
magnitudes of the preferences takes place in the presence of the discrete waters.
E1 now favors by only 4–5 kcal/mol 16i over 32, but E2 favors 32 over 16i by a
very significantly augmented preference, namely 17 kcal/mol. The resulting
preference of 13–14 kcal/mol in terms of ΔE(SIBFA) and ΔE(RVS) is thus the
one imposed by E2. The persistent agreements between all SIBFA and RVS
individual contributions is noteworthy for all four complexes. The final energy
balances in the presence of the five structural waters are given in Table 1.7. All
five ligands are now ranked at least qualitatively along the correct sequence
ranking first the nanomolar compound 32, then the three submicromolar
compounds 17g, 17h, 17i, and then the micromolar compound 16i. The same
conclusions hold with 6 and 7 discrete waters. The critical role of Epol in such
balances is noteworthy. The need for Epol for a correct ranking of affinities had
been previously shown in a study with the AMOEBA potential that bore on the
complexes of trypsin with benzamidine derivatives [174], although its role was
possibly not as extreme as in the present study. As an extension of the present
work, we plan to resort to a massively parallel version of the TINKER software
on which the SIBFA potential is ported to perform long-duration MD. These
should enable us to monitor the life-times of the discrete waters and their rates

Fig. 1.23 Representation of the complexes between the carboxylate group of the inhibitor and the
ionic groups of the recognition site of FAK together with the discrete waters. Reprinted with
permission from de Courcy et al. J. Am. Chem. Soc. 2010, 132, 3312. Copyright 2010 American
Chemical Society

36 N. Gresh et al.



of exchange with the solvent, and possibly the path for interconversion between
’DFG-in’ and‘DFG-out’ conformations [175].

(c). Phosphomannose isomerase (PMI). PMI is a Zn-metalloenzyme which cata-
lyzes the reversible isomerization of fructose-phosphate into
mannose-phosphate [176]. It is responsible for several infectious and parasitic
diseases but there is no clinically-useful inhibitor against it [177–179].
A hydroxamate inhibitor, denoted 5PAH was designed, synthesized and tested
in the Laboratory of Bioorganic and Bioinorganic Chemistry at Orsay, France,
and shown to display a submicromolar inhibitory potency. By contrast, an
analogue with formate replacing hydroxamate was devoid of potency [180].

Table 1.6 Energy decomposition for the binding of the carboxylate of the micro- and the
nanomolar compounds to the ionic sites of FAK without and with the structural waters

EMTP /EC Erep /Eexch E1

SIBFA RVS SIBFA RVS SIBFA RVS

16i −206.0 −203.6 19.4 18.5 −186.6 −185.1

32 −194.0 −190.8 24.0 22.5 −169.9 −168.3

16i + 5 w −348.1 −344.2 142.1 138.0 −206.0 −206.2

32 + 5 w −352.4 −350.2 152.6 148.7 −199.8 −201.6

Epol Ect E2 = Epol + Ect

SIBFA RVS SIBFA RVS SIBFA RVS

16i −21.5 −23.3 −2.6 −2.6 −24.2 −25.9

32 −24.6 −26.7 −2.5 −3.0 −27.1 −29.7

16i + 5 w −48.5 −51.3 −18.4 −16.6 −66.9 −67.9

32 + 5 w −63.1 −66.0 −21.0 −19.6 −84.0 −85.6

ΔE(SIBFA) /ΔE(RVS)

SIBFA RVS

16i −210.8 −210.0

32 −197.0 −196.9

Reprinted with permission from de Courcy et al. [169]. Copyright 2010 American Chemical
Society

Table 1.7 Relative energy
balances for the binding of the
five pyrrolopyrimidine
inhibitors to FAK in the
presence of the structural
waters

16i 17g 17h 17g 32

E1 47.1 34.3 57.8 60.3 61.4

Epol 0.2 7.2 −14.1 −26.4 −28.6

Ect 9.7 5.8 2.2 8.1 8.1

Edisp −41.5 −49.8 −55.2 −53.5 −53.1

ΔEtot 15.6 −2.5 −9.5 −11.6 −12.1

ΔGsolv 32.4 45.7 54.0 53.1 51.8

ΔEtot + ΔGsolv −1.8 −3.7 −6.1 −11.8 −14.1

δ(ΔEtot + ΔGsolv) 12.3 10.3 8.0 2.3 0.0

Reprinted with permission from de Courcy et al. [169]. Copyright
2010 American Chemical Society
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Based on the X-ray crystal structure of Zn-bound PMI [181, Fig. 1.24], we
were able to account for these experimental results and derived a structural
model locating the hydroxamate in the Zn-binding pocket and the phosphate at
the entrance of the cavity where it binds simultaneously to two cationic res-
idues, Arg304 and Lys310 [182]. In a next step, four ligands in the sugar
family were considered (Fig. 1.25) [23]. The first three ones (1–3) have a
dianionic phosphate. The first (1) is β-D-mannopyranose 6-phosphate (β-
6-MP1). The fourth (4) is an analog of β-6-MP1 but has a malonate with two
monoanionic carboxylates replacing the phosphate. Only compound 1 in the
phosphate series displayed a measurable PMI binding affinity. The malonate
derivative 4 displayed a ten-fold larger binding affinity than it. This could
constitute a step toward the design of therapeutically relevant drugs, because
malonate is more resistant to enzymatic hydrolysis than phosphate, and is also
more easily transported. The SIBFA calculated have enabled to account for the
greater affinity fort PMI of 1 than 2 and 3. However the energy balances with
the sole ΔGsolv(LC) terms failed to account for the greater affinity of the
malonate derivative. This led us, as in the case of FAK, to solvate their

Fig. 1.24 Three-dimensional structure of Zn(II)-bound PMI. Reprinted with permission from
Gresh et al. J. Phys. Chem. B. 2011, 115, 8304. Copyright 2011 American Chemical Society

Fig. 1.25 Representation of the structures of four PMI ligands. Reprinted with permission from
Gresh et al. J. Phys. Chem. B. 2011, 115, 8304. Copyright 2011 American Chemical Society
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complexes with discrete waters. Nine waters were optimized in the PMI-1 and
PMI-4 complexes. The structure of the latter is shown in Fig. 1.26. Three
networks are found. The first network bridges one O of the most accessible
carboxylate of the ligand with Trp18 and Glu48 residues. These interactions
are extended by ionic interactions with residues Lys100 and Glu294. The
second network bridges the other anionic O with Asp17. The third network
bridges the sole accessible anionic O of the second carboxylate with Arg304
and Asp300. Residues Asp17, Glu48, and Asp300 are at about 18 Å distance
from one another. We thus observe an extension of the recognition site to PMI
residues that do not interact directly with the ligand, and such an extension is
mediated by the polarizable water molecules.

In the complex of I, the phosphate fits more snugly than malonate between
Arg304 and Lys310. This on the one hand gives rise to stronger electrostatic
interactions with these two residues, but at the price of a lesser accessibility to the
structural waters. The differential stability due to the nine waters can be illustrated
by comparing the interaction energies of the two ligands in the recognition site.
Each site has been extracted from the energy-minimized ligand-PMI complex, and

Fig. 1.26 Representation of the optimized complex of the malonate derivative with PMI and nine
water molecules. Reprinted with permission from Gresh et al. J. Phys. Chem. B. 2011, 115, 8304.
Copyright 2011 American Chemical Society
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single-point computations were done with and without the nine structural waters.
The SIBFA interaction energies are reported in Table 1.8 and compared to the QC
ones. For each contribution and for each ligand, we also report the values of δ(a-b),
namely the gain due to the nine waters. The gain in E1 is by only −1.6 kcal/mol
more favorable for the malonate than for the phosphate ligand. Such relative gains
increase very significantly with the second-order contributions, Epol and Ect, passing
to −7.7 and −5.2 kcal/mol, respectively. Thus the networks totaling nine waters
would stabilize by −14.7 kcal/mole the malonate ligand over the phosphate one.
This value is very close to the corresponding QC(HF) value of −15.7 kcal/mol.
Inclusion of dispersion/correlation does not alter the outcome. The comparative
energy balances done on the complete ligand-PMI gave rise to the same conclusion:
there is a distinct preference in favor of the malonate over the phosphate derivative,
but it is only enabled by the networks of structural waters. However, as noted in
[23], more exhaustive sampling of the energy surface, along with long-time MD
and accounting for entropy effects, are needed for a more quantitative evaluation.
This will be further discussed in the last section of this review.

Table 1.8 Comparisons of
the weights of the different
energy contributions to the
stabilization of the PMI-1 and
PMI-4 complexes with and
without the structural waters

a b

1 4 1 4

EMTP −1453.8 −1437.0 −1272.8 −1223.8

Erep 411.6 433.4 312.4 303.6

E1 −1042.1 −1003.5 −960.4 −920.2

δE1(a-b) −81.7 −83.3
Epol −176.0 −190.4 −152.1 −158.8

δEpol(a-b) −23.9 −31.6
Ect −59.9 −68.3 −43.9 −47.1

δEct(a-b) −16.0 −21.2
ΔE(SIBFA) −1278.1 −1262.2 −1156.4 −1126.1

δE(a-b) −121.7 −136.1
ΔE(HF)1 −1268.2 −1243.0 −1145.2 −1104.3

δE(a-b)1 −123.0 −138.7
ΔE(HF)2 −1278.9 −1253.1 −1148.9 −1107.3

δE(a-b)2 −130.0 −145.8
Edisp −139.8 −138.7 −103.1 −97.4

ΔEtot(SIBFA) −1417.9 −1400.9 −1259.5 −1223.5

Reprinted with permission from Gresh et al. [23]. Copyright 2011
American Chemical Society
1CEP 4-31G(2d) basis
2aug-cc-pVTZ(-f) basis
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1.4 Conclusions and Perspectives

There are numerous fields of application of computational chemistry where
next-generation QC-derived anisotropic polarizable molecular mechanics/dynamics
could very significantly extent the realm of ab initio quantum chemistry. These
encompass, e.g., drug design, material science, and supramolecular chemistry.
APMM should be able to handle systems with sizes larger by at least four orders of
magnitude than QC, and/or enable simulations times also larger by similar orders.
But a prerequisite to very large scale applications is an objective evaluation of its
expectable accuracy. In this respect, a distinctive asset of the SIBFA procedure,
which appears to this day to be shared by very few other potentials [42–45], is the
separability of ΔE into five distinct contributions, each of which is formulated and
calibrated on the basis of its ab initio QC counterpart, and subsequently extensively
tested against it.

We have reviewed in this paper the inherent non-isotropy and non-additivity
features of several of these contributions, and their impact on overall structure and
energetics. The SIBFA procedure has lent itself to numerous confrontations against
QC, more so than any other competing method. It could be adequate to conclude to
shortly develop on three points: its refinements and enrichments, its integration into
highly optimized softwares, and the realm of its applications.

(a) Refinements.

– Regarding electrostatics. The distributed multipoles and polarizabilies
used to construct the SIBFA library of fragments were derived from QC
fragment calculations using the CEP 4-31G(2d) basis set by Stevens et al.
[183, 184]. Accordingly, most validation studies resorted to QC compu-
tations using this basis as well. Upon comparing the evolutions of inter-
molecular interaction energies for a series of different complexes, we found
invariably the values of DE(HF) with this base to very closely parallel
those with larger basis sets [185, 186], the most extended one being
aug-cc-pVTZ(-f) (Gresh et al. to be submitted). This attests to the high
reliability of this basis set, and justifies its use to construct the SIBFA
library of fragments. There are several cases, however, where it could be
preferable to resort to very extended basis for calibration and validation
purposes. Accordingly, we are assembling a new library of fragments with
multipoles and polarizabilities now derived from uncorrelated as well as
correlated aug-cc-pVTZ(-f) calculations. The parametrization phase can be
automatized thanks to the I-NoLLS algorithm [187, 188]. It was recently
reported in the context of SIBFA [189]. Once the ‘general’ parameters are
set, the calibration of individual atom types or the introduction of new
atoms, such as metal cations, becomes straightforward. This was done
recently in the Li+ – Cs+ alkali cation series [100].

– Regarding short-range. Erep, Ect, and Edisp-exch have dependencies upon the
location of the lone-pair tips. Such locations can be derived from QC
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analyses such as Boys’ localization procedure [190] or ELF [142], as
analyzed for a series of ligands by Chaudret et al. [191], whence an
additional filiation of SIBFA to QC.

(b) Enrichments. Multi-scale approaches such as QM/MM, pioneered in 1976
[14] constitute nowadays an emerging field of computational chemistry. Steps
toward merging SIBFA and the Gaussian Electrostatic Model (GEM) [192]
have been completed [193], and a complete integration of the two approaches
is underway. Owing to their polarizable nature, APMM approaches are well
suited to a merging with QM approaches. This was completed recently con-
cerning AMOEBA (Piquemal et al. submitted) and could be pursued with
SIBFA.

(c) Integration into massively parallel codes. There could be very important
perspectives for the use of the SIBFA potential on a much larger scale than
before. It is presently being integrated in the newly developed Tinker-HP
software. It will therefore benefit from novel algorithmic developments to
speed up polarizable molecular dynamics. For example, the bottleneck of the
polarization energy and associated derivative evaluation on parallel computers
has been overcome by the use of new iterative techniques such as the Jacobi/
DIIS approach offering good scaling on hundreds and even thousands pro-
cessors with gains in time going up to three orders of magnitude upon using
advanced MD predictor-corrector algorithms [162]. SIBFA should also benefit
from the high performance Smooth Particle Mesh periodic boundary condition
implementation for electrostatics, including the short-range penetration cor-
rection [194] and for the polarization energy that uses newly introduced
solvers and benefits from a Nlog(N) scalability [195]. Overall, all derivatives
and torques have been coded and production simulation runs could be antic-
ipated to start this year. Moreover, another asset will be the availability of the
newly developed domain decomposition Cosmo (dd-Cosmo) continuum sol-
vation model that is now available in direct connection with polarizable
molecular dynamics [196]. To conclude on the technical part, new parame-
trization strategies have been defined with automatic parametrization using the
INOLLS software [187, 188]. Such an approach should greatly reduce the
time effort required for the definition of new parameter sets [189]. A previous
version of the SIBFA software had been earlier (1999–2005) deposited at the
Computational Chemistry List (CCL). A version of the Tinker-HP code
integrating the SIBFA potential and its gradients is destined to a release in the
forthcoming year.

(d) Prospective applications.

– Ligand-macromolecule complexes. One of the most attractive fields of
APMM applications is ligand-protein complexes. There have been pub-
lished applications regarding kinases [169] and metalloproteins [23, 161,
197–201]. It could be rewarding to adapt Free Energy Perturbation (FEP)
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methods [202] or non-equilibrium MD [203] to such targets, and partic-
ularly metalloproteins, on account of the demonstrated reliable handling of
metal cation-ligand interactions. Along these lines, we note that an
AMOEBA application was recently coauthored by one of us, which bore
on the binding to MMP-13 of four dicarboxamide inhibitors [202]. This
was the first ever reported FEP study on a metalloprotein using polarizable
potentials. Although the ligand structural changes bore on sites distinct
from the Zn-binding site, it is expectable that changes directly affecting Zn
(II)-binding are amenable to prospective SIBFA FEP calculations.

– Supramolecular chemistry and material science. As reviewed above,
SIBFA has been adapted to a diversity of metal cations. These encompass
the following: alkali Li(I)-Cs(I) [100], alkaline-earth Mg(II) and Ca(II)
[103], transition metals Cu(I) [128], Cu(II) [99], Zn(II) and Cd(II) [103,
104, 127], heavy metals Pb(II) [119] and Hg(II) [136], and lanthanides and
actinides [204]. On the one hand, this should enable to investigate their
binding, stationary or transitory, to a diversity of proteins and NA’s. On the
other hand, this should enable to address the issue of preferential entrap-
ment of one cation over that of others by a supramolecular host, and
possibly the design of cation-selective hosts for extraction or detoxifica-
tion. The computation of free energies of binding could be based on FEP,
non-equilibrium MD, or possibly by computing the contribution of
vibrational entropy [205, 206]. Finally, there is a little charted domain of
application of APMM approaches, which relates to surfaces and nano-
structures. Accessing the values of their distributed multipoles and polar-
izabilities, along with the handling of Periodic Boundary Conditions (PBC)
in SIBFA, and following validations against QC in model systems, could
pave the way for numerous studies on adsorption events.

– Modeling of nucleic acids. The application of APMM to nucleic acids
constitutes another virtually uncharted ground [see, e.g., Refs. 207–211].
Yet NA’s are an ideal domain of application for such approaches, con-
sidering the polyanionic nature of the sugar-phosphate backbone and the
strongly polar and polarizable nature of the bases. Several issues can be
mentioned: the structure, organization, and dynamics of the water networks
in the groove, the dynamics of binding of metal cations to the backbone,
the groove, and/or the water networks; the amplitude of stacking energies
of successive base-pairs, from which the sequence-dependent conformation
of NA’s depend; and the conformational properties of the phosphodiester
backbone needing to handle properly polarization and anomeric effects.
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Chapter 2
Proton Transfer in Aqueous Solution:
Exploring the Boundaries of Adaptive
QM/MM

T. Jiang, J.M. Boereboom, C. Michel, P. Fleurat-Lessard
and R.E. Bulo

Abstract In this chapter, we review the current state-of-the-art in quantum
mechanical/molecular mechanical (QM/MM) simulations of reactions in aqueous
solutions, and we discuss how proton transfer poses new challenges for its successful
application. In the QM/MM description of an aqueous reaction, solvent molecules in
the QM region are diffusive and need to be either constrained within the region, or
their description (QM versus MM) needs to be updated as they diffuse away. The
latter approach is known as adaptive QM/MM. We review several constrained and
adaptive QM/MM methods, and classify them in a consistent manner. Most of the
adaptive methods employ a transition region, where every solvent molecule can
continuously change character (from QM to MM, and vice versa), temporarily
becoming partially QM and partially MM. Where a conventional QM/MM scheme
partitions a system into a set of QM and a set of MM atoms, an adaptive method
employs multiple QM/MM partitions, to describe the fractional QM character. We
distinguish two classes of adaptive methods: Discontinuous and continuous. The
former methods use at most two QM/MM partitions, and cannot completely avoid
discontinuities in the energy and the forces. The more recent continuous adaptive
methods employ a larger number of QM/MM partitions for a given configuration.
Comparing the performance of the methods for the description of solution chemistry,
we find that in certain cases the low-cost constrained methods are sufficiently
accurate. For more demanding purposes, the continuous adaptive schemes provide a
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good balance between dynamical and structural accuracy. Finally, we challenge the
adaptive approach by applying it to the difficult topic of proton transfer and diffu-
sion. We present new results, using a well-behaved continuous adaptive method
(DAS) to describe an alkaline aqueous solution of methanol. Comparison with fully
QM and fully MM simulations shows that the main discrepancies are rooted in the
presence of a QM/MM boundary, and not in the adaptive scheme. An anomalous
confinement of the hydroxide ion to the QM part of the system stems from the
mismatch between QM and MM potentials, which affects the free diffusion of the
ion. We also observe an increased water density inside the QM region, which
originates from the different chemical potentials of the QM and MM water mole-
cules. The high density results in locally enhanced proton transfer rates.

2.1 Introduction

Proton transfer is one of the unifying elements that (almost) all aqueous chemical
reactions have in common. The computational study of aqueous reactions, already
difficult due to the long distance effects in this highly structured solvent, [1, 2] is
further complicated by this challenging phenomenon. Acid-base reactions involve
proton transfer to or from a reactant compound, often across an extended chain of
water molecules (Grotthuss mechanism) [3]. This means that in these processes
many bonds break and form nearly simultaneously, causing the reaction to be less
local than reactions in organic media [4]. Recent simulations on the solvated
hydroxide ion have further shown that the proton transfer motion is strongly
dependent on water wires linking the OH− to the rest of the solution [5]. Global
effects, like changes in the electric field or compression of the wires, can be the
cause of proton transfer events [6]. If the wires compress, the proton can even hop
several water molecules along, in a nearly concerted process.

Aqueous reactions such as those described above involve constant breaking and
forming of bonds, and can therefore best be described using electronic structure
methods, preferably including nuclear quantum effects [7, 8]. However, this approach
is costly, due to the long time scales on which the reactions occur. A multi-scale
quantum mechanical (QM)/molecular mechanical (MM) approach assumes a local-
ized reactive region, and therebymakes aQMdescriptionof a reaction feasible. Inmost
cases bond breaking or forming can indeed be described as local (with the possible
exception of the proton transfer events discussed above), but even for local reactions a
multi-scale description is not straightforward. In standard QM/MM approaches
[9–15], the nature (QM or MM) of each particle is defined initially and remains fixed
during the whole simulation. This can lead to problems in dealing with solvent mol-
ecules in solution chemistry, which are diffusive by nature. Let us consider a QM/MM
molecular dynamics (MD) simulation of a solvated system. The initial QM particles
comprise a solute (such as a sodium or a hydroxide ion) and its first solvation shell.
However, after a few tens of picoseconds, the solvent molecules of the solvation shell
are exchanged with bulk solvent molecules, leading to an incongruous simulation in
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which the first solvation shell contains MM solvent molecules, while QM solvent
molecule have diffused into the MM bulk. To overcome this diffusivity problem two
classes of methods have emerged. The most direct approach constrains the QM mol-
ecules to remain within a certain region (henceforth denoted by ‘active region’), while
the MM molecules are constrained to their respective part of space (‘environment
region’). A more involved approach allows the nature of the solvent molecules to
change from QM to MM and vice versa as they move in and out of the active region.
This approach is called adaptive QM/MM [16–18]. Among the adaptive methods,
some lead to discontinuities in the forces exerted on the atoms, while more complex
ones manage to keep a continuous description. This book chapter aims at giving a
comprehensive overview of the main constrained and adaptive methods currently
available.

The adaptive QM/MM methods have already provided insights into several pro-
cesses in water [19–21]. Local proton transfer events have been studied with con-
ventional QM/MM [22], as well as with adaptive QM/MM [23]. However, none of the
previous applications considered more global proton transfer and diffusion into the
aqueous solution. A hydroxide ion in water can in principle exit the predefined QM
region that is usually centered around a reactive solute. In this book chapterwe address
the issues involved with the description of such proton diffusion events. More spe-
cifically, wewill consider the solvation of amethanol molecule in alkaline water, with
the aim to understand the values and limitations of adaptive QM/MM.

This chapter is organized as follows. In Sect. 2.2 the most dominant diffusive
QM/MM methods aimed at aqueous reactions are reviewed, first the constrained,
and then the adaptive methods. Their performances are compared, based on pub-
lished results, in Sect. 2.3. In Sect. 2.4, one of the methods is applied to describe
proton transfer in solution, and the performances of the method are discussed based
on structural and dynamical data. Finally, in Sect. 2.5, the general conclusions of
this work are briefly summarized.

2.2 Review of QM/MM Methods for the Simulation
of Chemistry in Solution

In this section the available QM/MM methods designed for solution chemistry are
reviewed, and the relevant terms are introduced. As we focus on describing a reactive
process in solution at the atomistic level, multi-scale methods resorting to
coarse-grainingwillnotbedescribedandwerefertheinterestedreaderstorecentreviews
[24–26]. Similarly, methods targeting gas phase reactions only are omitted [27, 28].

All the QM/MM methods dedicated to treat solution chemistry are based on the
definition of two zones: (i) an active region that is generally defined as a sphere
around the reactive center and (ii) an environment region that embeds the active
region. This is illustrated in Fig. 2.1. The active region generally includes the
reactive center (the orange disk in Fig. 2.1) and at least the first coordination sphere
and is described at the QM level. QM molecules will always be shown in
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Ball&Stick in the Figures. The environment region includes the bulk solvent
molecules described at the MM level, and will be depicted with lines. Each solvent
molecule is either in the active zone, or in the transition region or in the environ-
ment zone. The QM/MM border does not cut through solvent bonds, even though
methods that allow it have been developed [29].

As mentioned in the introduction, there are two main classes of methods. The
first class constrains the QM molecules to remain inside the active region, while
simultaneously keeping the MM molecules in the environment region (outside the
active region). The solvent molecules cannot diffuse across the boundary between
the active region and the environment. The most prominent examples of this
approach will be discussed in Sect. 2.2.1. The second class of methods discussed
does allow the solvent molecules to diffuse across the QM/MM boundary, changing
the nature (QM vs. MM) of those molecules on the fly. This change can be
instantaneous [16, 30–32] (Sect. 2.2.2: Discontinuous adaptive QM/MM), or
smooth [33–35] (Sect. 2.2.3: Continuous adaptive QM/MM).

Including the continuity referred to above, there are three defining characteristics
of the adaptive QM/MM methods that reveal much about their performance:

1. Continuity of the energy and/or the forces;
2. Energy conservation;
3. Momentum conservation.

Themethods are classified according to these definitions in Table 2.1. By definition
none of the discontinuous methods are energy conserving, but even among the con-
tinuousmethodsonly some fall into this class.All categorieshaveadvantagesaswell as
disadvantages, and these will be addressed in the following subsections.

Fig. 2.1 Partitioning of a simulation box into an active zone (with light blue background), an
environment zone (white background) and for some methods a transition zone (with blue
background). The active center is symbolized with an orange disk. QM molecules are shown in
Ball&Stick while MM water molecules are shown with lines
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It is worth emphasizing that all constrained and adaptive QM/MM methods
described in this chapter are fundamentally QM/MM simulations and will thus
experience the same problems, all stemming from the fact that two different
potentials are applied to describe the same system. The bulk of the problem orig-
inates in the interaction between QM and MM particles, and as a result, artifacts are
found mainly at the QM/MM boundary. Several different schemes exist for the
description of the interaction between QM and MM particles in conventional
QM/MM [18, 36–38]: (i) mechanical embedding, (ii) electrostatic embedding,
(iii) polarizable embedding, and (iv) flexible embedding [39, 40]. The most
straightforward choice is mechanical embedding, in which one simply uses the MM
(pair)-potential to describe the interaction between the QM and the MM molecules.
Electrostatic embedding includes the partial charges of the MM atoms in the QM
Hamiltonian, thereby describing part of the interaction using the QM description
and allowing the MM environment to polarize the electrons in the QM region.
Polarizable embedding is a less used option that employs a polarizable force-field in
combination with electrostatic embedding, thereby allowing the QM region to in
turn polarize the MM region. The mutual polarization then needs to be solved in an
iterative manner. The last scheme, flexible embedding, is very recent, and allows
the total charges of the active and environment regions to adapt during the course of
the simulation, effectively allowing charge transfer between the two regions. In this
chapter we will not go into the advantages and disadvantages of these options, but
they have been recently reviewed and compared [18]. Suffice it to say that all of
them have certain advantages and disadvantages, and none of them are exempt from
structural and dynamical artifacts at the boundary. Nonetheless, all QM/MM
methods discussed in this chapter can be straight-forwardly combined with either
mechanical, electrostatic or polarizable embedding.

Another important decision in conventional QM/MM lies in the choice of the size
of the QM region (the further away the boundary is from the reactive site, the better).
The same holds for adaptive QM/MM simulations, and the possible options as to

Table 2.1 Classification of the various methods

Continuous Energy conserving Momentum conserving

Abrupt [30] ✗ ✗ ✓

ONIOM-XS [30] ✗ ✗ ✓

LOTF [31] ✗ ✗ ✓

Hot-spot [16] ✗ ✗ ✗

BF [32] ✗ ✗ ✗

PAP [33] ✓ ✓ ✓

SAP [33] ✓ ✓ ✓

DAS [34] ✓ ✗ ✓

SCMP [35] ✓ ✗ ✓

They are classified according to three features: Continuity of the energy and/or forces, energy
conservation, and momentum conservation
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where to locate the QM/MM boundary (distance to the QM center, number of active
solvent molecules, or density based) will be discussed at the end of this section.

2.2.1 Constrained QM/MM

In this section we will discuss two constrained QM/MM methods: the Flexible
Inner Region Ensemble Separator (FIRES) method, [41] and the recent Boundary
based on Exchange Symmetry Theory (BEST) method [42].

Flexible Inner Region Ensemble Separator (FIRES)
The FIRES method is an elegant example of the constrained approach. It prevents
the solvent molecules from crossing the QM/MM boundary, but does not require
the volume of the QM region to be determined in advance. The constraining
potential is located on a sphere around the active region, and the radius of the
sphere is defined by the position of the QM solvent molecule farthest away from the
QM center. This is illustrated in Fig. 2.2. Since the radius of the sphere is not
constant throughout the simulation, the density of the QM region can adjust and
equilibrate to the underlying free energy surface. Such a simulation can be viewed
as having the active region placed in a balloon immersed in the environment.
FIRES calculations are as efficient as conventional QM/MM since the overhead of
the computation of the forces keeping the two sets of molecules apart is minimal.

While the imposed constraint alters the dynamics with respect to an uncon-
strained system, the authors argue that if the constraint is infinitely steep, average
values of a property X(r) (i.e. the distance between two reactants, the number of

Fig. 2.2 FIRES method. The
constraining potential is
schematized as a red ring
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hydrogen bonds to a molecule, etc.) remain unaltered by the constraint. If we define
the partition function Z for a system consisting of a central reactant a and Ns

equivalent solvent molecules,

Z ¼ 1
Ns!

Z
dra

Z
e�VðrÞ=kBTdrNs ; ð2:1Þ

with V(r) the potential energy of the system. We can define the configurational
average of X(r),

hXi ¼
R
dra

R
XðrÞe�VðrÞ=kBTdrNsR

dra
R
e�VðrÞ=kBTdrNs

; ð2:2Þ

In the following, we will prove that providing the constrained particles are
identical and V(r) and X(r) are invariant under exchange of two particles, con-
straining two sets of particles to different regions of space will not affect the value
of 〈X〉. If we define a central molecule (the reactant a), and then partition our system
into a set Sn of n molecules and a set of Sm of ðm ¼ Ns � nÞ molecules, we can
rewrite the partition function as,

Z ¼ 1
Ns!

Z
dra

Z
drn

Z
drme�VðrÞ=kBT : ð2:3Þ

We can select a subset of configurations contributing to the integral, where the
molecules in Sn are the n solvent molecules closest to the reactant a (which we
would like to assign QM character). They occupy a flexible region A(r) generally
defined as the region of space containing the n solvent molecules closest to a. Then,
the MM molecules in the set Sm occupy a further part of space ðEðrÞÞ.

Z 0 ¼
Z

dra
1
n!

Z AðrÞ
drn

1
m!

Z EðrÞ
drme�VðrÞ=kBT : ð2:4Þ

The contributions to the integral Z that we discarded in Z 0 are simply those
where solvent molecules in Sn and in Sm exchanged position. Since all solvent
molecules are identical, the discarded contributions to the integral Z are equivalent
to the ones in Z 0 (Eq. 2.4), and the two expressions differ only by a multiplicative
constant factor C: Z 0 ¼ Z=C.

This separation is exact, and implementing the integral of Eq. (2.4) into Eq. (2.2)
has the factors C cancel in the numerator and denominator, yielding an unchanged
thermodynamic average 〈X〉, provided that the molecules in the active and envi-
ronment region do not interchange [41].

To ensure that QM and MM molecules do not exit their regions, an infinitely
steep constraint can be used. However, in practice, such a constraint would lead to
divergent molecular dynamics. Therefore, a soft constraint is used, typically a
simple half-harmonic potential that exerts a repulsive force on any MM molecules
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as they approach the active region A(r). As this constraint is not infinitely steep, it
might happen that a MM molecule sneaks into the active region A(r) and thus
becomes closer to the QM center than a QM molecule. As a result, the averages
computed with Eq. (2.4) are no longer exact. The authors have shown that an
aqueous system retains the correct structure in a test MM/MM simulation [41].
However, it has been shown that when two different potentials are used for the
active zone and the environment, even equilibrium properties can be wrong at the
boundary such as the radial distribution of oxygen atoms around the core QM water
oxygen [17, 42].

Boundary Based on Exchange Symmetry Theory (BEST)
The soft harmonic constraint used in the FIRES method changes the partition
function, resulting in slightly distorted equilibrium structures at the QM/MM
boundary. The BEST method aims to solve this problem [42]. In this section, we
illustrate the BEST method for the simplest example of only two particles i and
j (belonging to Sn and Sm respectively) that violate the requirement in Eq. (2.4): the
molecules in Sm cannot be closer to reactant a than any of the molecules in Sn. The
partition function Z 0 in Eq. (2.4) can be rewritten as,

Z 0 ¼ 1
n!m!

Z
dra

Z AðrÞ
dri

Z EðrÞ
drj

Z AðrÞ
drnrest

Z EðrÞ
drmreste

�VðrÞ=kBT : ð2:5Þ

Because FIRES uses a soft wall, additional configurations are explored, where
particles i and j have swapped positions. Because the soft wall prevents these
configurations from occurring too often, they have a relatively low probability. So
they appear with a fractional weight f ðri; rjÞ in the computed FIRES partition
function Z 00:

Z 00 ¼ 1
n!m!

Z
dra

Z AðrÞ
dri

Z EðrÞ
rj

Z AðrÞ
drnrest

Z EðrÞ
drmreste

�VðrÞ=kBT

þ 1
n!m!

Z
dra

Z EðrÞ
dri

Z AðrÞ
drj f ðri; rjÞ

Z AðrÞ
drnrest

Z EðrÞ
drmreste

�VðrÞ=kBT

ð2:6Þ

The partition function Z 00 thus differs from the exact one (Z) by something other
than a constant. This leads to inexact average values (Eq. 2.1). The authors of BEST
recognized that the partition function Z′ in Eq. (2.5) can be recovered by additional
weighting of the first term of Eq. (2.6).

f ðri; rjÞ þ f 0ðri; rjÞ ¼ 1 ð2:7Þ
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Z 0 ¼ 1
n!m!

Z
dra

Z AðrÞ
dri

Z EðrÞ
drj f 0ðri; rjÞ

Z AðrÞ
drnrest

Z EðrÞ
drmreste

�VðrÞ=kBT

þ 1
n!m!

Z
dra

Z EðrÞ
dri:

Z AðrÞ
drj f ðri; rjÞ

Z AðrÞ
drnrest

Z EðrÞ
drmreste

�VðrÞ=kBT :

ð2:8Þ

In BEST, this formulation was extended to include all possible exchanges of
solvent molecules between the QM and the MM sets. This approach does, however,
become very laborious, and the recommended implementation assigns weights
f ðri; rjÞ to only the most frequent exchange contributions and neglects the rest.

2.2.2 Discontinuous Adaptive QM/MM

The list of discontinuous adaptive QM/MM methods discussed here counts five
members: (1) Abrupt, [30] (2) ONIOM-XS, [30] (3) Hot Spot, [16] (4) Learn On
The Fly (LOTF), [31] and (5) Buffered Force (BF) [32]. In QM/MM simulations for
chemistry in solution, the molecular system is generally partitioned into a subset of
QM solvent molecules SQM and a subset of MM solvent molecules SMM (see also
Sect. 2.2.1). In order to account for the diffusivity of the solvent molecules, the
QM/MM partition needs to be adjusted during the course of the simulation to
always describe the solvent molecules in the active region as QM. As pointed out in
the introduction to this section, none of the discontinuous methods are energy
conserving. In addition, Hot Spot and BF do not conserve momentum, thereby
breaking Newton’s third law, which states that the force a molecule exerts on its
neighbor is equal and opposite to the force the other molecule exerts in return. At
first glance this seems an odd setup, and to clarify this, we address the different
reasons why this option can be advantageous in the paragraphs below.

2.2.2.1 Abrupt

The simplest and most intuitive adaptive QM/MM simulation involves an abrupt
switch of description as a solvent molecule crosses a given cut-off radius. This
corresponds to a sudden change in the QM/MM partition, as the molecule is
reassigned to a different set (QM or MM). For each configuration, an energy V ðaÞðrÞ
is defined, which corresponds to the energy of the desired QM/MM partition with
label a. In this chapter, this approach will be denoted by Abrupt.

Due to the difference between the QM and the MM potential, an instantaneous
change of the partition is accompanied by a sudden change in the potential energy
V ðaÞðrÞ, and in the forces on the atoms. As a result, the total energy of a simulation
is not conserved, which is demonstrated by an acceleration of the molecules at the
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QM/MM boundary [17, 30]. Strong thermostats are required to correct for this
acceleration. Although the energy is not conserved, at each configuration the forces
on all atoms are defined as the negative gradient of V ðaÞðrÞ. As a result, the total
force on the system equals zero, and the momentum is conserved.

2.2.2.2 ONIOM-XS

This method aims to introduce a certain degree of continuity into the switch from
one QM/MM partition to the next (which accompanies the change in the QM
character of the molecules). ONIOM-XS is still classified as discontinuous, as some
degree of discontinuity remains. The sudden changes occurring in Abrupt are
diminished through introduction of a transition region between the active region
and the environment, where the solvent molecules can semi-continuously switch
between QM and MM character. As a consequence, the molecules in that region
have partial QM and partial MM character. We define a transition region variable
T as a set of two distances Rs and Re (T ¼ fRs;Reg, with Rs\Re), denoting the start
and the end of the transition region. The partial QM character of the solvent
molecules in the transition region is reflected in a quantity kðriÞ, which is a
switching function that depends on the position of the molecule i in the transition
region. In ONIOM-XS, the switching function kðriÞ is a polynomial function that
equals 1 inside the QM zone (for ri\Rs), 0 inside the environment (for Re\ri) and
smoothly switch between these two values inside the transition zone:

kðri : TÞ ¼ 6 xi � 1
2

� �5

�5 xi � 1
2

� �3

þ 15
8

xi � 1
2

� �
þ 1
2
; ð2:9Þ

with xi ¼ ðri � RsÞ=ðRe � RsÞ.
Another, more common choice for a continuous switching function in adaptive

methods is,

kðri : TÞ ¼
1 if ri\Rs;
ðRe�riÞ2ð2riþRe�3RsÞ

ðRe�RsÞ3 if Rs � ri �Re;

0 if Re\ri:

8<
: ð2:10Þ

The switching function kðri : TÞ is a function of the distance ri between the
center of the QM core and the position of (a representative atom in) the solvent
molecule i. The value of kðri : TÞ decreases smoothly from 1 to 0 if the molecule
diffuses from the center of the QM core across the transition region (see Fig. 2.3).

As illustrated in Fig 2.4, at each time-step, two QM/MM partitions a and b are
computed. In partition a, only molecules in the active region are included in the set

SðaÞQM . In partition b, the set SðbÞQM also contains the molecules in the transition region.
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The energy is then defined as a weighted average of the two computed partition
energies,

VXS ¼ rðaÞðrÞV ðaÞðrÞ þ rðbÞðrÞV ðbÞðrÞ: ð2:11Þ

The functions rðaÞðrÞ and rðbÞðrÞ are weights of the two computed partition
energies, and rðaÞðrÞ þ rðbÞðrÞ ¼ 1. If the M molecules in the transition
region define a set ST, the value of rðbÞðrÞ is defined as the average over the QM
character (kðri : TÞ values) of all M molecules in ST,

rðbÞðrÞ ¼ 1
M

XM
i2ST

kðri : TÞ: ð2:12Þ

When only one molecule is in the transition region, the change from QM to MM
(and vice versa) is continuous. However, when the transition region contains more
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Fig. 2.3 Value of the switching function kðrÞ from Eq. (2.10) over the transition region

Fig. 2.4 Schematic illustration of ONIOM-XS method. (A) ONIOM-XS energy with (partially)
QM solvent molecules in Ball&Stick, while molecules with lines are MM. Size of the Ball&Stick
QM molecules in the transition zone illustrate their percentage of QM character; (a) Small

QM/MM partition: SðaÞQM contains only solvent molecule in the active zone; (b) Large QM/MM

partition: SðbÞQM contains solvent molecules in the active and transition regions
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than one molecule, the method still involves small jumps when solvent molecules
exit or enter the transition region. At that point, one of the partitions (a or b) is
replaced, and the set of M solvent molecules in Eq. (2.12) changes. As a result of
the discontinuity this method does not conserve energy, but because the forces on
all atoms are the negative gradient of the energy defined in Eq. (2.11), the total
momentum is conserved.

2.2.2.3 Hot Spot

The Hot Spot method, like ONIOM-XS, is based on the introduction of a transition
region between the active region and the environment region. The “Hot Spot”
corresponds to the combined active and transition region. Again, like ONIOM-XS,
Hot Spot considers two partitions for each conformation, as illustrated in Fig. 2.5.
In partition 0, the whole system is MM, leading to the energy V ð0Þ. In partition a,
the solvent molecules of the Hot Spot are QM. Originally, partition a contained

Fig. 2.5 Illustration of Hot Spot method. (A) Forces applied to each molecule. Ball&Stick
molecules are assigned forces from the QM/MM calculations, while molecules with lines are
assigned MM forces. Sizes of the Ball&Stick QM molecules in the transition zone illustrate their
percentage of QM character. (a) QM or QM/MM simulation to get the force for the molecules in
the active and transition zones; (0) MM calculation to get the forces for the molecules in the
transition zone and in the environment
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only these molecules, [16] but recent applications used a QM/MM energy for this
partition: molecules in active region and the transition change are QM while the
environment is MM [43]. The molecules in the active region feel the forces com-
puted for partition a at the QM or QM/MM level. The molecules belonging to the
environment region feel the forces obtained from the MM calculation. And last,
the molecules in the transition region feel a weighted average of the two forces. The
force exerted on a molecule i in Hot Spot writes:

FHS
i ðrÞ ¼ �kðri : TÞ @V

aðrÞ
@ri

� 1� kðri : TÞð Þ @V
ð0ÞðrÞ
@ri

: ð2:13Þ

In this approach, no unique energy can be defined that is consistent with the
force on all atoms, and Newton’s third law is violated. This happens because
the force that a molecule exerts on a neighboring molecule is no longer equal to the
negative force the second molecule exerts in return, since it comes from a different
calculation. This type of approach has a continuity similar to an ONIOM-XS type
simulation, at a reduced cost, since only one QM/MM calculation per conformation
is required. Like ONIOM-XS, the forces in this method are still discontinuous,
which results in an energy gain (or loss) during the simulation. As a consequence of
the violation of Newton’s third law, the total force acting on the system is not zero.
This results in an additional energy flux into the system, so that the simulations
require even stronger thermostats than Abrupt to maintain the desired temperature.

A very large part of the accelerations of the atoms in the Hot Spot simulations
comes from the lack of momentum conservation. A way to reduce this effect to the
level of ONIOM-XS, without requiring an additional QM/MM computation, is to fit
a simple force field to the Hot Spot forces for the entire system on the fly (for each
conformation). This results in a unique energy expression VFFðrÞ, which has
approximately the Hot Spot forces as its gradient. Then, the forces used for the
molecular dynamics propagation of the system are taken as the negative gradient of
the fitted potential VFFðrÞ.

A method such as this has been developed under the name Learn On The Fly
(LOTF) [31]. As VFFðrÞ is fitted at each time step, it is a discontinuous method that
does not conserve the total energy. It behaves similarly to a Hot Spot simulation,
but with the added advantage that it conserves momentum. Indeed, the forces on all
atoms come from a unique potential VFFðrÞ so that the total force is zero.

2.2.2.4 Buffered Force (BF)

BF, like Hot Spot, obtains the forces assigned to different atoms from different
calculations, as schematized in Fig. 2.6. As a consequence, no unique potential
energy is defined, and Newton’s third law is violated. The total momentum of the
simulations will therefore not be conserved and the method requires an efficient
thermostat to be used. There is, however, a major distinction between Hot Spot and
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BF, in that they are designed to solve different problems. One general problem with
QM/MM, whether conventional or designed for diffusive systems, is that particles
at the boundary interact with other particles of both QM and MM character, and
may prefer one over the other. This may result in either a density increase, or a
density depletion at the boundary, which would not be present in a fully QM
simulation. This artifact may be reduced somewhat in the above-mentioned
ONIOM-XS, Hot Spot, and LOTF, if the transition region is chosen sufficiently
large, but in the BF method this issue is tackled in a more thorough manner.

Like Hot Spot and LOTF, BF computes one QM/MM energy V ðbÞðrÞ for a
partition b with a large set of QM molecules (S(b)QM in ONIOM-XS) and a fully MM
energy V ð0ÞðrÞ for the entire system. In a manner analogue to the Hot Spot method,
the QM/MM forces are then assigned to all molecules in a small predefined active

region (SðaÞQM in ONIOM-XS), while the MM forces are assigned to all the rest.
In BF, there are no molecules that have partial QM and partial MM character,

exactly as in the Abrupt approach. In that sense, there is no transition region, but we
can define a buffer region as S(b)QM - S(a)QM. The choice of transition region
thickness is carefully selected based on the error in the forces on the QM reactive
center, and amounts to values below 1 Å, similar to the sizes used in other methods.
The considerable advantage over the Abrupt approach is that in BF the QM mole-
cules at the boundary feel forces from a calculation that describes all their neighbors
QM, while the MM molecules feel forces from a calculation that describes all their
neighbors MM. As a result, unwanted clustering or depletion is avoided.

During a molecular dynamics simulation most molecules exhibit Brownian
motion. Therefore, close to the boundary, a wandering molecule could switch
between QM and MM character very often. To avoid this effect, the authors of BF
introduced hysteresis in the QM ↔ MM change: Four boundaries are defined in
total. A molecule going out of the active region will be assigned MM forces beyond
the Rout

s radius whereas a molecule coming towards the active region will be

Fig. 2.6 Schematic illustration of BF method. (A) Forces applied to each molecule. Ball&Stick
molecules are assigned forces from the QM/MM calculations, while molecules with lines are
assigned MM forces; (a) Nature of the solvent molecules in the QM/MM simulation; (b) Nature of
the solvent molecules in the MM calculation
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assigned QM forces below the Rin
s radius, with Rin

s �Rout
s . Similarly, Rin

e and Rout
e are

introduced as the outer boundaries of the buffer region. These four boundaries can
be grouped into two buffer regions defined by Tin ¼ Rin

s ;R
in
e

� �
and

Tout ¼ Rout
s ;Rout

e

� �
. This is schematized on Fig. 2.7.

2.2.3 Continuous Adaptive QM/MM

In the previous subsection, we presented several methods that aim to provide some
continuity in the QM/MM transition of solvent molecules (ONIOM-XS, Hot Spot,
LOTF). In this subsection, we discuss a set of more recent QM/MM methods that
ensure a completely continuous transition: (1) Permuted Adaptive Partitioning
(PAP), [33] (2) Sorted Adaptive Partitioning (SAP), [33] (3) Difference-based
Adaptive Solvation (DAS), [34] and (4) Size-Consistent Multi-Partitioning (SCMP)
[35]. Similar to the discontinuous methods from Sect. 2.2.2, a transition region is
again introduced, in which the solvent molecules are assigned fractional QM (and
MM) character based on their position. This is illustrated in Fig. 2.8a. As opposed to
the discontinuous schemes that require only two different QM/MM partitions to be
computed each time step, the continuous methods require calculation of a large set of
partitions of the solvent molecules. This can be rationalized as follows: to assign a
partial QM (and MM) character to a single molecule i, one should launch two
calculations: one in which i is QM and one in which it is MM. This is illustrated in
Fig. 2.8b, c for the second solvent molecule in the transition region. Then, an
adaptive potential energy expression can be defined that is a weighted average of the
energies for the two partitions (equivalent to Eq. (2.11) for ONIOM-XS). As all
molecules in the transition region can have different QM characters, an adaptive
potential energy expression that assigns the desired fractional QM characters to all

Fig. 2.7 Schematic hysteresis approach in the BF method. (a) Definition of the four boundaries;
(b) Four boundaries seen as two buffer regions. Tin is shown as a green ring, Tout is shown in blue.
For the sake of clarity, they are only partially shown
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these molecules needs to include contributions from many QM/MM partitions. All
of the methods define this adaptive potential energy VadðrÞ as,

VadðrÞ ¼
X
n

rðnÞðrÞV ðnÞðrÞ: ð2:14Þ

For a system with M solvent molecules in the transition region, the maximum
number of partitions that can meaningfully contribute to this partial character
corresponds to the 2M possible partitions of the M molecules into two sets. The
behavior of the weight functions rðnÞðrÞ is such that when a solvent molecule mi

moves away from the QM center, the weight rðnÞðrÞ of a partition n that describes
mi QM decreases, becoming zero as mi exits the transition region and enters the
environment region.

As mentioned, all continuous methods have the same basic definition for the
potential energy (Eq. 2.14). The most important difference between the continuous
methods lies in the form of the weight-functions rðnÞðrÞ, where the PAP method
assigns them in perhaps the most intuitive manner. However, the PAP method also
requires computation of a large number of computationally expensive QM/MM
partitions for each conformation, since it includes all 2M possible partitions, with
M the number of solvent molecules in the transition region. SAP, DAS and SCMP
are considerably more economic alternatives that include only the most important
contributions, typically M þ 1.

There is, however, a less defining choice in how to perform a continuous
adaptive molecular dynamics simulation. Molecular dynamics works on the pre-
mise that the forces (the negative gradient of the energy) are a good estimate for
DVadðrÞ=Dr over a time-step Δt. Only then can the correct kinetic energy for the

Active zone (QM) Buffer zone Environment (MM)
(a)

(b)

(c)

Fig. 2.8 Schematic illustration of adaptive methods. (a) Continuous evolution of the nature of
solvent molecule from QM (shown as Ball&Stick) to MM (shown as lines). The percentage of QM
nature is schematized by the size of the Ball&Stick drawing.( b) and (c) Two contributing
partitions that determine the QM/MM character of water 2: (b) Water 2 is QM, (c) Water 2 is MM
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next time step be predicted, and will the total energy be conserved. The forces are
only a good estimate for DVadðrÞ=Dr if the potential energy is continuous, which it
is in all continuous methods. In adaptive approaches, however, there are two ways
in which the forces on the atoms can be obtained from VadðrÞ, and the choice
determines whether or not the simulation conserves energy.

(i) Energy conserving: The forces on the atoms are the negative gradients of the
energy in Eq. (2.14) according to,

Fad
i ðrÞ ¼ �

X
n

rðnÞðrÞ @V
ðnÞðrÞ
@ri

�
X
n

@rðnÞðrÞ
@ri

V ðnÞðrÞ: ð2:15Þ
(ii) non-Energy conserving: The forces on the atoms are again the negative gra-

dient of the energy in Eq. (2.14), but now the terms that describe the change of
rðnÞðrÞ are neglected, resulting in the definition,

Fad0
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: ð2:16Þ

The forces in Eq. (2.16) provide an inexact prediction for DVadðrÞ, resulting in
simulations that do not conserve energy.

Of the methods discussed below, PAP and SAP historically used the weighted
energy from Eq. (2.15), and thus are energy conserving. DAS and SCMP are
generally used in a non-energy conserving approach, directly computing the forces
from Eq. (2.16).

As stated above, the four methods below differ mainly in the form of the weight
functions, and as long as the weight functions have continuous derivatives (PAP,
SAP, DAS), they can equally well be used in an energy conserving as in a
non-energy conserving manner. While the former has the advantage of being for-
mally more sound, it was demonstrated that it does not produce reasonable struc-
tures with either the DAS or the SAP weight functions [34]. As a result, the use of
the approach of Eq. (2.16) is recommended for all practical purposes, as was
recently confirmed by Lin et al. [18]. While the resulting simulations do not con-
serve energy, one can make use of the fact that the forces are completely contin-
uous, and integrate the forces a posteriori along the trajectory, to obtain a quantity
that is conserved. This so-called bookkeeping quantity can be used with Eq. (2.16)
and any of the available weight functions, to test simulation parameters such as the
size of the transition region or the selected time step [34, 44].

2.2.3.1 Permuted Adaptive Partitioning (PAP)

This method includes all possible partitions of the transition region solvent mole-
cules into two sets (QM and MM) contributing to the total energy in Eq. (2.14). If
the number of solvent molecules in the transition region equals M at a certain
time-step, then the maximum number of non-zero PAP partitions equals 2M.
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To obtain the weight functions σ of these partitions, the switching function λ is
required each time-step for all M transition region molecules according to Eq. (2.3).

Each partition n in Eq. (2.14) consists of a set of QM solvent molecules SðnÞQM and

a set of MM solvent molecules SðnÞMM , which together sum to the total number of
solvent molecules in the system. We can now define QM and MM fade-out
functions for each partition as,

OðnÞ
QMðrÞ ¼

Y
i2SðnÞQM

kðri : TÞ ; OðnÞ
MMðrÞ ¼

Y
i2SðnÞMM

1� kðri : TÞ: ð2:17Þ

The fade-out functions earn their name because OðnÞ
QMðrÞ becomes zero when a

QM solvent molecule diffuses into the environment, while the fade-out function of
the set of MM molecules becomes zero when a MM molecule penetrates the QM
region. The partition weight functions rðnÞðrÞ are defined as products of the
fade-out functions,

rðnÞðrÞ ¼ OðnÞ
QMðrÞ � OðnÞ

MMðrÞ: ð2:18Þ

The sum of the weights in Eq. (2.18) over all contributing partitions equals one.
The number of contributing partitions is often very large (the method scales as

Oð2MÞ, see Fig. 2.9), but many of the weights are negligible, and in practice
computation time is saved by computing only the partitions that have a
non-negligible weight.

2.2.3.2 Sorted Adaptive Partitioning (SAP)

The SAP method drastically reduces the number of contributing partitions by
constructing the weight functions rðnÞðrÞ in such a way that only M þ 1 ‘ordered’
partitions contribute. The ‘ordered’ partitions are those in which all QM solvent
molecules are closer to the QM core than the MM molecules (Fig. 2.10). This
intrinsically means that each partition has a different number of QM solvent mol-
ecules. The main criterion for the weight functions rðnÞðrÞ in Eq. (2.14) is that when
two solvent molecules are at similar distance from the QM core, then those parti-
tions that describe one particle QM and the other particle MM have weights that
smoothly approach zero. The expressions for the weight functions are fairly com-
plex, and have been extensively discussed elsewhere [33, 34].

2.2.3.3 Difference-Based Adaptive Solvation (DAS)

Similar to SAP, in the DAS method only the ‘ordered’ partitions contribute. The
weight functions used in DAS have a relatively simple form,
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Fig. 2.9 Illustration of the PAP method for a methanol molecule (in the bottom left corner in
yellow) solvated in water. QM molecules are shown in Ball&Stick while MM molecules are shown
with lines. (A) QM characters of solvent molecules in a PAP simulation: In the transition zone, the
size of a molecule indicates its proportion of QM character. On the right, all the computed partitions
are shown, ordered by the number of QM solvent molecule, ranging from 0 to 4 in this example

Fig. 2.10 SAP or DAS simulation (A) the percentage of QM nature is schematized by the size of
the Ball&Stick drawing. In SAP, these weights are used to compute the energy, while in DAS they
are used to compute the forces. On the right, the ‘ordered’ partitions are shown. As indicated in the
text, they all have a different number of QM molecules, ranging from 0 to 4 in this example
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rðnÞðrÞ ¼ max min KðnÞ
MMðr : TÞ
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: ð2:19Þ

with KðnÞ
MMðr : TÞ and KðnÞ

QMðr : TÞ defined as sets of switching functions kðri : TÞ,
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The functions rðnÞðrÞ in Eq. (2.19) are effectively differences of kðri : TÞ func-
tions, contrary to PAP and SAP, which define rðnÞðrÞ as products of kðri : TÞ. As a
result, the gradients of the weight functions in DAS are never greater than the
gradients of the kðri : TÞ functions, and as a result, a DAS simulation conserves
the total energy better than PAP and SAP when a large time-step is applied. While
the gradients of the DAS weight functions are not large, they do suffer from small
discontinuities, due to the discrete maximum and minimum functions in Eq. (2.19).

Contrary to PAP and SAP, DAS is most often applied in combination with the
non-Energy conserving approach. In this approach, the expression for the forces
(Eq. (2.16)) does not contain the gradient of the weight functions rnðrÞ, and the
above-mentioned discontinuities pose no problems. However, when the weights in
Eq. (2.19) are used in combination with the energy conserving approach of
Eq. (2.15), this discontinuity has to be dealt with to achieve energy conservation in
the simulation. In that situation, continuous maximum and minimum functions can
be used,

maxðAÞ ¼ 1
k
lnð

X
a2A

ekaÞ;

minðAÞ ¼ 1� ð1
k
lnð

X
a2A

ekð1�aÞÞÞ:
ð2:21Þ

where A is a set of fractional numbers between 0 and 1, and k is a large constant,
typically k ¼ 250. The function maxðAÞ is a function that returns the maximum
element out of the set A, and minðAÞ is a function that returns the minimum. When
these continuous functions are applied in Eq. (2.19), the sum of the weights of the
contributing partitions slightly deviates from normalization but the error is less than
0.01.

2.2.3.4 Size-Consistent Multi-partitioning (SCMP)

The Size-Consistent Multi Partitioning (SCMP) method is a scheme where the
number of contributing partitions N is predefined by the user, and remains the same
at every time-step. The partitions themselves are defined such that each partition
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treats the same number ðNQMÞ of molecules quantum mechanically (QM), as
illustrated on Fig. 2.11. One can note here that SCMP includes only partitions that
are in the same column in Fig. 2.9, while in SAP and DAS the contributing
partitions are in the same row. Since each partition energy takes roughly the same
time to calculate, this scheme is able to run efficiently in parallel.

Inorder toobtain theweight functionsofSCMP,again, at each time-stepλ switching
functions are required for all molecules. The SCMP method defines four different
transition regions labeled TQM

out ; T
QM
in ; TMM

out , and T
MM
in . Each molecule has thus four λ

values associated to it. The analogue of the PAP fade-out functions in SCMP is

OðnÞ
QMðrÞ ¼

Y
i2SðnÞQM

kðri : TQM
out Þ; OðnÞ

MMðrÞ ¼
Y
i2SðnÞMM

1� kðri : TMM
out Þ: ð2:22Þ

In addition, the SCMP method introduces fade-in functions according to,

IðnÞQMðrÞ ¼ 1�
Y
i2SðnÞQM

kðri : TQM
in Þ; IðnÞMMðrÞ ¼ 1�

Y
i2SðnÞMM

1� kðri : TMM
in Þ: ð2:23Þ

Fig. 2.11 Example of an
SCMP simulation in which
N ¼ 4 partitions are
considered with NQM ¼ 2 QM
water molecules. (A) Forces
computed for the molecules.
The fraction of QM character
is schematized by the size of
the Ball&Stick drawing. On
the right, the ‘ordered’
partitions are shown

2 Proton Transfer in Aqueous Solution: Exploring the Boundaries … 71



Here, IðnÞQMðrÞ and IðnÞMMðrÞ are the fade-in functions of partition n for the QM and
MMmolecules, respectively. Finally, the weight function of partition n is defined as,

rðnÞðrÞ ¼ OðnÞ
QMðrÞ � OðnÞ

MMðrÞ � IðnÞQMðrÞ � IðnÞMMðrÞPN
n OðnÞ

QMðrÞ � OðnÞ
MMðrÞ � IðnÞQMðrÞ � IðnÞMMðrÞ

; ð2:24Þ

where the sum of all weight functions is normalized to 1.
At each time-step an updating algorithm is used that ensures that significant

partitions (partitions where QM solvent molecules are close to the center) are
contributing to the forces in Eq. (2.16). Although less intuitive, the fade-in func-
tions are used because they ensure that for the most-compact partition (the partition
where all the QM molecules are closer to the center than the MM molecules) either

IðnÞQMðrÞ ¼ 0 or IðnÞMMðrÞ ¼ 0, leading to a zero weight for this partition. As a result,
when one replaces the least significant partition with the most-compact one, the
energy and the forces are continuous during the exchange. For the precise algorithm
of SCMP simulations, see Ref. [35].

Exploiting the fact that the calculations run efficiently in parallel, the SCMP
method allows one to consider a fairly large number of partitions (typically on the
order of 48 instead of around 10 for DAS or SAP), leading to a very smooth change
in QM character of molecules inside of the transition region.

2.2.4 Choosing the Boundary Position in Adaptive QM/MM

On top of the standardQM/MM issues, to define the shape and size of the active region
is also a challenge in both the constrained and adaptive approaches. Up to now, all
methods define a spherical active region with a center and a radius. Most works center
the active zone on a particular atom. This approach can straightforwardly be extended
toa spherical regionaround the center ofmassof a set of atoms. In a recent contribution,
Lin et al. showed that in simulations of biomolecules, it can be desirable to use a fixed
point in space as the center of the QM region. In order to retain conservation of
momentum, they assigned a very heavy virtual atom as the QM center [45].

The size of the active region has been determined in three different ways:
Distance-based (Distance-Adaptive Multi-Scale: DAMS), number-based
(Number-Adaptive Multi-Scale: NAMS) [19, 46, 47], and density-based
(Density-Based Adaptive QM/MM: DBA) [48]. The size-selection methods can in
theory all be used in combinationwith any of the above adaptiveQM/MMapproaches.

Distance and Number-Based Adaptive Multi-Scale (DAMS and NAMS) DAMS
is the original and most often used approach, where the radius of the active sphere
remains fixed during the simulation. Csányi and co-workers define the ideal fixed
radius as the distance where the description of the solvent molecules no longer
affects the forces on the central atom. The number of solvent molecules in the active
region is adjusted on the fly.
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Conversely, in NAMS the number of solvent molecules in the active zone is
constant. The QM/MM boundary is adjusted to the density of solvent molecules
inside the active region, and the radius of the active region is updated on the fly.

Density Based Adaptive QM/MM (DBA)
The DBA approach is an elegant and systematic way to adaptively choose the size
of the active region. It has been applied in combination with the Abrupt method. In
this approach, the QM/MM boundary is not an empirically selected distance from a
QM region, but is based on the overlap of electron densities between a subset of
molecules at the core of the active region, with the rest of the solvent molecules. To
have a fast method, the molecular electron density of a molecule is pragmatically
defined as the sum of the atomic densities. The electron density and the reduced
density gradient are used to determine if the interaction between two molecules can
be defined as covalent or not. In practice, this amounts to a maximum distance of
around 3.9 Å between molecules. This is comparable to the commonly chosen
distance of 4 Å in some distance-based schemes. An advantage of DBA over the
distance-based scheme is that orientation plays a role in determining the QM
character of the water molecule. As a result, the number of QM molecules can be
slightly smaller than in DAMS with a comparable cut-off distance, making DBA
computationally more favorable. The DBA approach has thus far been applied only
in geometry optimizations, but extension to molecular dynamics (even coupling to a
continuous adaptive method) would be relatively straightforward.

2.3 Method Comparison

While no general overview paper exists that compares all methods discussed above
on the same grounds, several contributions have appeared that compare subsets of
methods. In 2007, Heyden et al. compared the performance of Abrupt, Hot Spot,
ONIOM-XS, PAP, and SAP for a system of argon in argon with two different
classical (MM) potentials [33]. The observables compared were energy conserva-
tion, temperature conservation, and radial distribution functions. In 2013, the
authors of this chapter compared the performance of Abrupt, SAP, DAS, BF,
FIRES, and BF for a system of water in water with four permutations of two QM
and two MM potentials [17]. They compared the results obtained with the various
QM/MM simulations with a reference calculation, full QM. In 2015, Pezeshki et al.
reviewed ONIOM-XS, PAP, SAP, DAS, Hot-Spot and BF [18]. However, they did
not perform any new method comparison with respect to Ref. [33]. Below, we will
summarize the results of these studies, separated into a section about dynamical
performance (energy/temperature conservation, time correlation functions), a sec-
tion about structural results, and a section about timings. The comparison is sum-
marized in Table 2.2.
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2.3.1 Dynamical Performance

The comparative study by Heyden et al. [33] revealed that regarding the energy
conservation, the quality of the performance of the methods can be ordered
PAP = SAP > ONIOM-XS > Abrupt > Hot Spot (with a simulation time-step of
0.1 fs) as shown in Fig. 2.12. This is in agreement with expectation, since the
definition of the potential energy in PAP and SAP is designed to be continuous, so
that energy conservation is possible—provided a small enough time-step is applied.
While PAP and SAP are continuous and employ the energy conserving approach
(Eq. 2.15), the ONIOM-XS potential energy (Eq. 2.11) is discontinuous, thereby
sacrificing energy conservation. On the other hand, the energy in ONIOM-XS is
considerably more continuous than the energy in the Abrupt approach, and indeed
the latter performs worse in energy and temperature conservation. The Hot Spot
method, besides its discontinuity, breaks Newton’s third law, which further reduces
the performance in energy conservation.

The second comparative study [17] listed only temperature conservation, rank-
ing the tested methods as FIRES > DAS > Abrupt > BF. The ranking is again in
agreement with expectation. The FIRES method applies forces that are exact
derivatives of the potential energy, which only has minor discontinuities, and is
therefore the best at total energy (and thus temperature) conservation. The three
adaptive methods, DAS, Abrupt, and BF, are all combined with the ‘non-energy
conserving’ approach. Still, DAS conserves the energy better since it is a contin-
uous approach while Abrupt and BF have a completely discontinuous (sudden)
energy definition. BF (like Hot Spot) furthermore violates the Newton’s third law,
which is why the temperature conservation is even worse.

Table 2.2 Performance of the various methods. They are classified following the previous section

E(a) Momentum(b) Structure(c) NðdÞ

FIRES [41] ✗ ✓ ✗ 1

BEST [42] ✗ ✓ ✓ 1

Abrupt [30] ✗ ✓ ✓ 1

ONIOM-XS [30] ✗ ✓ ✓ 2

LOTF [31] ✗ ✓ ✓ 1

Hot-spot [16] ✗ ✗ ✓ 1

BF [32] ✗ ✗ ✓ 1

PAP [33] ✓ ✓ ✗ ≃ 2M

SAP [33] ✓ ✓ ✗ M þ 1

DAS [34] ✗ ✓ ✓ M þ 1

SCMP [35] ✗ ✓ ✓ User defined

The criteria of comparison are: (a) conservation of the total energy in a simulation in the
microcanonical (NVE) ensemble (b) conservation of the total momentum (c) quality of radial
distribution functions extracted from an MD simulation in the canonical ensemble (d) scaling in
terms of number of QM/MM partitions, M being the number of molecules in the transition region
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Reference [17] also computed the residence time of the water molecules in the
first coordination shell of the central QM water. This dynamical quantity will clearly
be affected by any errors in the equations of motion, and this can be seen from the
ranking of the adaptive methods, which is the same as specified above for temper-
ature conservation (DAS > Abrupt > BF). Being a constrained (non-diffusive)
method, FIRES is not expected to properly reproduce a quantity that is determined
by diffusion. Surprisingly, FIRES performs exceptionally well when the first sol-
vation shell is buried deep enough in the active (QM) region, that is when the
transition zone starts beyond the second solvation shell.

To sum up, only few adaptive methods conserve the energy. However, there is a
very strong ranking in the quality of the dynamical performance: constrained > adap-
tive continuous > adaptive non-continuous.

2.3.2 Recovery of Structures

The results for structure recovery reveal a ranking that is almost opposite to the
ranking found for dynamical performance. In Ref. [33], the radial distribution of the
argon atoms with respect to the central argon atom were all very similar, and
presumably of good quality, especially when a thermostat was applied in the

Fig. 2.12 Total energy during an MD simulation in the microcanonical ensemble. The system
consists of 171 argon atoms in a cubic periodic box with a length of 20 Å. One atom is chosen to
be the active center, and the radius of the active zone is 5 Å. Trajectories are computed using the
hot spot (blue), ONIOM-XS (green), PAP (red, permuted AP), and SAP (black, sorted AP)
methods with a transition region 0.5 Å thick. The ‘No buffer’ pink line corresponds to an Abrupt
simulation within the nomenclature of this chapter. Total energy data from the simulation using the
PAP method are directly underneath the data from the SAP simulation. Reproduced from Ref. [33]
with permission
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simulations. The oxygen-oxygen radial distribution around the central QM water
oxygen in Ref. [17] showed that the most reliable structures were obtained from the
simulations using Abrupt, BF and DAS, with a small preference for BF (Fig. 2.13).
The structures obtained with SAP strongly deviated from the reference full QM
simulation. The FIRES radial distributions showed a large density peak at the
QM/MM boundary, which was larger if the difference between the QM and MM
potential was larger. We expect that this density peak is partially related to the
problem with the partition function that was addressed by the BEST approach.
Using electrostatic QM/MM coupling, the authors of the BF method demonstrated
that the introduction of the buffer is crucial to recover reasonable structural prop-
erties. On two systems (water in water and an anion Cl− in water), they compare the
BF radial distribution functions measured at the center of the QM region with the
full QM, the full MM and the adaptive QM/MM method referred to as Abrupt in
this chapter (see Fig. 2.14). Without introduction of the buffer, the radial distri-
bution is strongly affected by the adaptive QM/MM boundary with the apparition of
a peak at the boundary. With the introduction of the buffer, the QM radial
distribution is recovered in the active zone and the spurious peak disappears.

Fig. 2.13 Oc-O radial distribution function (RDF) (Oc is central oxygen) for water from QM/MM
simulations (PM6-DH +/TIP3P-Fs) with an active region up to 4.0 Å (in FIRES simulation the
active region is ≈4 Å). Top (FIRES, SAP) and bottom (Abrupt, BF and DAS). The vertical lines
represent the inner and outer borders of the transition region. Adapted from Ref. [17] with
permission

76 T. Jiang et al.



2.3.3 Timings

In general, one can roughly rank the timings of the approaches discussed in
Sect. 2.2 by the number of partitions that are computed each time-step. This would
results in a speed ranking of constrained > discontinuous > continuous. The con-
tinuous methods compute many partitions each time-step, where PAP computes by
far the most, and will therefore be the slowest among all. On the other hand, the
viewpoint has been taken [19] that these partition-based calculations are trivially
parallelizable, and as long as a large number of computing cores are available, more
partitions do not lead to more wall time. At that point, the deciding issue becomes
the size of the active and transition regions, the required time-step for the simu-
lation, and for a minor part the overhead of the adaptive algorithm.

Most QM/MM methods are implemented in different program packages, which
makes it difficult to compare their timings on the same ground. In Ref. [17] the
timings for a subset of QM/MM methods were presented, all using FlexMD,
[44] and are reproduced in Table 2.3. FlexMD is a QM/MM python library
developed with the specific purpose of multi-scale simulations on aqueous systems
in mind, and it is available within the ADF software [49]. The FlexMD simulations,
using a relatively fast semi-empirical QM description (PM6-DH+), yield a speed
ranking of Abrupt > FIRES > BF > DAS > SAP. The discontinuous adaptive
methods compete with the constrained methods, while, regardless of parallelization
of the partition calculations, the continuous adaptive methods are the slowest. In the

Fig. 2.14 Cl-O radial distribution function g(r) for a chlorine anion solvated in water in a
QM/MM (BLYP/fTIP3P) simulation. The Cl- anion is the active center. Each panel shows
reference full QM (dotted) and MM (dashed) results, as compared with an adaptive QM/MM
simulation (solid). The top panel shows results of a Abrupt simulation, while the bottom panel
shows the results of a BF simulation. The unshaded parts of the plots represent the QM regions,
with the gradient in shading corresponding to the hysteresis range, a refinement used by the
authors to reduce the fluctuations in the set of molecules that constitute the active and transition
region. Reproduced from Ref. [32] with permission
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BF and DAS simulations, the size of the largest set SðnÞQM in the corresponding
partition (n) is the same, and the slower performance of DAS can only be attributed
to overhead. The very slow timings of SAP are caused by the fact that the steep
partition weight functions rðnÞðrÞ require the simulation to be performed with a
time-step of 0.1 fs, smaller than the 0.5 fs used for other methods in this example.

2.4 Proton Transfer at the Boundary of Adaptive
QM/MM

The previous sections presented the state of art in adaptive QM/MM methods. Since
their debut in 1996 with the Hot Spot method, they have largely reduced the
demand on computational resources, while improving structural properties and
energy conservation. These methods have already been successfully applied to
simulate the solvation structure of ions in liquid water [41, 43, 50, 51] and even
aqueous chemical reactions [19, 23]. The validation procedure is usually based on
comparison with experiments [50] or with the corresponding fully QM simulation
[19, 23, 41].

However, as stated in the introduction, the bulk of the aqueous reactions of
interest involve proton transfer in some form. Even with advanced adaptive
QM/MM methods it is still not trivial to perform simulations on proton transfer
processes, due to their delocalized nature. Therefore, considering an example
system in which proton transfer and diffusion occur can serve as a tough “crash
test” for adaptive QM/MM, and should demonstrate the limitations of the methods.
We specifically focus on diffusion and Grothuss shuttling, which are particularly
non-local, and will affect thermodynamic reaction quantities. The impact of the
introduction of an adaptive QM/MM boundary will be quantified through com-
parison with fully QM simulations on the same system. To underline the limits of
the methodology, the behavior of the proton transfer events and their deviation from
expectation will be thoroughly discussed.

The generally accepted notion is that the hydronium ion, once formed, exists in two
preferred conformations: the dimer orZundel ion (O2H5

+), or theEigen cation (O4H9
+)

[52]. In the dimer, a single step proton transfer between the contributing oxygen atoms
is nearly barrierless, and occurs on a very short time-scale [53, 54]. This behavior is
generally separated from the so-called forward hopping motion, where the proton

Table 2.3 Real Time timings (in h/ps) of PM6-DH + and PM6-DH +/TIP3P-Fs simulations of a
periodic box containing 110 water molecules on a Linux Cluster

QM FIRES ABRUPT SAP DAS BF

43.6 1.20 1.18 10.4 1.63 1.35

All simulations are run in serial, except DAS and SAP, which are un in parallel on 12 cores. For all
simulations except SAP, a time-step of 0.5 fs is used. The time-step for the SAP simulation is
0.1 fs. Reproduced from Ref. [17] with permission
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moves to a new donor oxygen atom without hopping back on a short time-scale. This
forward hoppingmotion is attributed to a rearrangement of the solvent shell around the
hydronium ion (re-solvation) [55]. The hydroxide ion also requires resolvation to
precede a forward hopping step. Molecular dynamics simulations indicate that the
hydroxide ion in its stable state is involved in four hydrogen bonds to proton donors
(hypercoordination) [8, 56] in agreementwith experiments [57]. Onlywhen one of the
donated hydrogenbonds breakswhile at the same time an acceptor hydrogenbond is in
place [5], a proton transfer event can result in a stable new hydroxide ion.

The proton transfer reaction selected for study is the diffusion of a hydroxide ion
in a solution of methanol in water ðpH�7Þ. The model contains a methanol
molecule dissolved in a cubic periodic water box of 15 Å side containing 112 water
molecules and one (Na+, OH−) dissociated ion pair. This gives a total density of
1.03 kg/L and an approximate pH around 13.3.

Based on its satisfactory performance, as discussed in Sect. 2.3, the DAS method
was selected for the adaptive QM/MM simulations. The center of the active region
is defined by the position of the methanol oxygen atom OMe, and the active region
has a radius of 6.3 Å around it. The transition zone extends from 6.3 to 7.2 Å and
ensures a smooth QM/MM transition for the water molecules. This setup is depicted
in Fig. 2.15.

The QM and MM descriptions were selected based on two requirements:
(1) The MM force field should allow proton shuttling in the environment region, and

Fig. 2.15 Methanol solvated by an alkaline solution. Methanol is represented in yellow. The light
blue disk (a sphere in 3D) corresponds to the active (QM) zone, the blue ring to the transition zone
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(2) The difference between the QM and the MM description of water should not be
too large, to minimize the artifacts at the QM/MM boundary. The reactive force field
ReaxFF [58] is used as the MM level (as implemented in the ADF package), [49]
with parameters specifically developed for proton transfer in water. In this way the
OH− ion is in principle allowed to diffuse in and out of the active region, while still
retaining its reactive qualities. All QM calculations are done at the semi-empirical
PM6-DH+ level of theory, [59, 60] as implemented in the MOPAC2012 program
[61]. Earlier calculations [17] showed that the PM6-DH+ and ReaxFF descriptions
of water are very similar, thereby minimizing the chance of artifacts due to differ-
ences between the potentials. PM6 offers a real improvement to AM1 or PM3 for the
description of liquid water [59, 62]. This comes from the fact that the core-core
interaction has been modified, analogously to the strategy proposed by the authors of
PM3-MAIS or PM3-PIF [63, 64]. While able to describe proton transfer, the
PM6-DH+ potential is not optimized for proton transfer processes [65], and is
known to overestimate the methanol-water interaction [62]. As a result, our setup is
perfectly capable of demonstrating the pitfalls of adaptive QM/MM, but it is not
expected to provide meaningful physical insights into the selected process. The
interaction between the QM and MM molecules is described with mechanical
embedding, which means that the electron density is not polarized by the MM
charges. However, the use of the charge equilibration scheme Qeq [66] in ReaxFF,
ensures polarization of the QM region by the MM environment, even if this effect is
purely classical.

In all simulations, a time-step of 0.5 fs is used. We base this choice on earlier
contributions [17, 44] that used the sameQMandMMdescriptions as applied here.We
found that a time-step of 0.5 fs was sufficient to describe the O-H vibrations in water,
and resulted in energy conserving simulations. We furthermore note that the proton
transfer process—as the proton transfers from an elongated bond with the donor
oxygen to an elongated bond with the acceptor oxygen—occurs in 5–20 time-steps,
which is sufficient to properly describe the process. A Nose-Hoover thermostat was
employed tokeep the temperatureat290K.Toserve asbenchmarks,wefirst performed
two fully QM molecular dynamics simulations of the entire system, with the initial
OH−position at (1)8.85Åand (2)3.02Å fromtheoxygenatom inmethanol (OME), and
one fullyMMsimulation. From theQMsimulationswe extractedfive frames thatwere
used to run fiveQM/MMsimulations. To obtain a comparable amount of data for both
types of simulations (QM andQM/MM) and to ensure they both spanned overlapping
regions of phase space, four additional fullyQMsimulations ((3), (4), (5) and (6))were
started from positions taken from the last frame of the five QM/MM simulations. All
simulationswere run for 20ps, ofwhich thefirst 10ps are considered equilibration, and
excluded from analysis.Analysis of thefiveQM/MMsimulationswas performed over
the entire 50 ps of equilibrated data available. Analysis of the QMdata was performed
over the trajectories from simulations (2), (3), (4), (5) and (6), also yielding a total of
50 ps of equilibrated data. The average time consumptions per time step for QM and
QM/MM simulations are 24.82 s and 14.14 s, respectively. Note that the QM/MM
simulationswithDASpresentedhere aremuch slower than the ones inSect. 2.3.3.This
is simply because a bigger QM zonewas used. Three different types of quantities were
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computed: (i) the probability to find the OH− at a certain distance from the QM core,
(ii) the radial distribution ofwater oxygen atoms around the hydroxide ion, and (iii) the
rate of proton transfer, from the time-correlationof theOH−oxygen identity.We found
that the structural data was easily converged within the first 10 ps, but the relatively
low mobility of the OH− ion encourages some caution in interpreting the data on its
distribution over the simulation space. To estimate the convergence of the distribu-
tionof thedistance from theOH− to themethanol,wecompared theprobabilities tofind
the OH− ion somewhere in the solution over two different time intervals: Between
10 and 20 ps and between 10 and 19 ps. We did this for all the QM and QM/MM
simulations. The sum of the absolute values of the difference was found to be
approximately 1%of themaximumprobability,whichwas deemed so small as to have
a negligible influence on the results.

2.4.1 Influence of QM/MM Boundary on OH− Diffusion

We started the QM/MM simulations with the hydroxide far away from OMe, at
approximately 10 Å, which is well inside the environment region. The hydroxide
ion is therefore initially described MM. At the start of all five QM/MM simulations,
we observed fast consecutive proton transfer occurrences at the start of the simu-
lations, involving the hydroxide ion and neighboring water molecules. An initial
fast and frequent shuttling of the proton back and forth between two oxygen atoms
is then suddenly followed by a large displacement of the OH− ion, always in the
direction of the central methanol molecule. Fig. 2.16c displays the distance between
the OH− ion and the methanol OMe atom, which suddenly decreases within the first
2.5 ps of the simulation. The OH− ion then finds itself inside the active region
boundary, where it stays for the remainder of the simulation.

It is worth noting that the sodium cation Na+ follows a Brownian diffusion and
thus moves much more slowly. In all simulations, it stayed close to its initial
location at *9 Å of the methanol molecule.

Of the six fully QM reference simulations, only one has a starting geometry with
the OH− ion located far away from the central methanol molecule. The evolution of
the distance of the OH− ion from the methanol molecule is depicted in Fig. 2.16a,
and it reflects a very different behavior. The simulation starts with the OH− ion
located at 8.9 Å distance from the OMe atom. Unlike in the QM/MM simulations,
the OH− ion did not approach the methanol molecule, but remains within a range of
approximately 8 to 10 Å. This region corresponds to approximately 30 % of the
total volume of the simulation box.

The deviating behavior of the OH− ion in the QM/MM simulations has two
separate aspects: (i) the fast migration of the OH− ion towards the boundary of the
QM/MM transition zone, and then (ii) the sudden jump into the QM zone of the
OH− ion. Since the mechanical embedding scheme is applied in the QM/MM
simulations, it could be that a long range MM interaction causes the quick diffusion
of the OH− ion towards the central methanol molecule. However, the results of a

2 Proton Transfer in Aqueous Solution: Exploring the Boundaries … 81



fully MM simulation show that the MM potential does not steer the OH− ion
towards the MeOH molecule (Fig. 2.16a). The OH− ion does move more freely
through the solution than it does in the fully QM simulation, and like in the
QM/MM simulation we observe many proton shuttling events (Figs. 2.16a). This is
the direct result of a much higher proton transfer frequency in MM simulation.
Including the proton shuttling events, we find proton transfer rates of 0.48−1 and
43 ps−1 in the QM simulation and MM simulations respectively. In our QM/MM
simulations, the OH− is initially positioned at the corner of the box, which is around
10 Å distance from MeOH. Due to the limited size of the box, the highly mobile
MM OH−can quickly migrate to the boundary of the transition region at 7.2 Å, We
observed a few occasions in which the ion re-entered the transition region, but these
were quickly followed by a proton shuttling event launching it back, and overall the
OH− ion stays trapped inside the active region. The apparent preference of the
OH− ion for the active region creates an unphysical pH gradient in the QM/MM
solution, and increases the probability of a reaction with the solute present at the
core of the active region.

We note that an artifact such as the one described above strongly depends on the
choice of QM and MM potentials. The simplest solution to the above problems
would be to develop force fields that are very similar to the QM description of proton
transfer in water. However, we suspect that there will be a limit to the accuracy with
which a simple force field can describe such a complex process. As an alternative
solution, we suggest the introduction of a second active region, centered on the
diffusive OH− ion itself. In this manner, the OH− ion is described at the QM level
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everywhere in the simulation box, and an un-physical preference for one region over
another is avoided. Developing such a method is not be without its difficulties since
the hydroxide anion does not always correspond to the same oxygen and proton.

2.4.2 Reliability of QM/MM Equilibrated Structures

We now focus on average structural differences between a QM and a QM/MM
equilibrated system. We select three relevant structural indicators, namely the
distance of the OH− ion from the QM core, the radial distribution of water around
water in the active region, and the radial distribution of water around the OH− ions
when it is located inside the active region.

The average position of the OH− ion in QM/MM simulations is closer to the QM
core than it is in the fully QM reference simulations, as shown in Fig. 2.17. In the
QM reference simulations, the OH− ion spends some time in the area that corre-
sponds to the transition region in the QM/MM simulations. The difference between
the two results is related to our earlier observation that in the QM/MM simulation
the OH− ion is quickly shuttled back into the active region whenever it enters the
transition region.

The radial distribution of the oxygen atoms of the water molecules in the active
region around one another in the active region is depicted in Fig. 2.18a. Overall, the
water structure obtained in the QM/MM simulations agrees well with that of the
QM reference. The first solvation peak in the QM/MM simulations is almost on top
of that in the QM simulations, and the second solvation peak is a fraction further
away. More significant is the increased density between the first and second sol-
vation shell in the QM/MM simulations. This corresponds to a more compressed
aqueous environment in the active region. Integration of the first solvation peak in
the radial distribution function g(r) yields an average water coordination number of
4.23 for the QM/MM water molecules in the active region, versus a coordination
number of 3.43 in the same region in the QM simulation. This amounts to an
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average increase in coordination with 0.80 water molecules. The integration of the
radial distribution function over the entire QM region yields 43.21 water molecules
for the QM/MM simulation, a 10.2 % increase over 39.22 water molecules in the
same region in QM simulations. We attribute the higher QM/MM water density to
the differences between the QM and the MM chemical potentials of water. The
optimized geometries of a water dimer have optimized oxygen-oxygen bond
lengths rO�O of 2.79 Å with the QM potential, and 2.89 Å with the MM potential.
This suggests that indeed the MM water prefers a lower density than the QM water,
and therefore exerts a pressure on the QM region. The radial distribution of water
oxygen atoms around the OH− oxygen atom in the active region (Fig. 2.18b does
not appear to be significantly affected by the increased density in the active region.
Integration of the g(r) for the distribution of oxygen atoms around the hydroxide
ion reveals only a small increase in coordination, from 5.13 in the QM simulation to
5.46 in the QM/MM simulations. The overall altered environment of the OH− ion
may still affect its reactive behavior.

2.4.3 Proton Transfer in the Active Region

Both our QM and QM/MM simulations show that hydroxide migration occurs in
step-wise hops followed by long resting periods. The average hopping rates
(counting all proton transfer events, not only the forward-hopping motions) are 1.67
and 0.48 ps−1 for QM/MM and QM simulations respectively.

Another way to quantify the proton hopping rate is to compute the decorrelation
with time of the location of the hydroxide ion at a certain oxygen atom. Let us
define a characteristic function hiðtÞ which is 1 if a certain oxygen atom Oi can be
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identified as the hydroxide ion at time t, and zero when it is not. We can then
evaluate the auto-correlation function of hiðtÞ as,

cðtÞ ¼ 1
tmax

Z tmax

t0¼0

X
i2O

hiðt0Þhiðt0 þ tÞdt0; ð2:25Þ

where the time-intervals ft0; t0 þ tg are extracted from all the QM (or QM/MM)
trajectories after equilibration.

Decorrelation is not complete on the time-scales of our simulations (c(t) in
Fig. 2.19 does not decay to zero). Again, we observe a considerably faster decay
(higher hopping-rate) in the QM/MM simulation than in the fully QM simulation.
In both cases, the OH− ion remains mainly in the active region.

The increased water density in the active region of the QM/MM simulation
(discussed in Sect. 2.4.2) may explain the increased proton transfer rate observed in
the active region of the QM/MM simulation. The generally accepted picture of
proton transfer to an OH− ion (shown in Fig. 2.20a) states that the OH− ion
is generally involved in hydrogen bonds to five neighboring water molecules, four
of which are prospective proton donors. A water molecule, by contrast, has on
average four hydrogen bonds. A forward hopping proton transfer event is preceded
by a fluctuation of the solvent structure around the hydroxide ion, known as
re-solvation. This involves cleavage of one of the proton donating hydrogen bonds,
after which the hydroxide ion finds itself under more favorable conditions to
become a water molecule. If a low-barrier proton transfer then occurs, the product
state is accommodated by the solvation shell (presumably the solvation structure of
the formed hydroxide ion simultaneously adjusts towards a coordination number of
five), and the new conformation is stable. In the QM/MM simulations, the coor-
dination number of the water molecules is significantly higher than in the QM
reference simulations, shown in Fig. 2.20b. As a result, the water molecules
adjacent to the hydroxide ions on average have more coordinated water molecules,
and will therefore more often have a solvation structure that is akin to that of a
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hydroxide ion (5 hydrogen bonds). This can be viewed as favorable re-solvation to
accommodate the product of a proton transfer event, thereby increasing the mobility
of the hydroxide ion.

2.4.4 What Did We Learn?

To illustrate the capabilities and limitations of adaptive QM/MM methods, we
focused on a highly challenging problem: the diffusion of a hydroxide ion from the
bulk to the reactive center. We evaluated the performance of Difference-based
Adaptive Solvation (DAS) as a representative adaptive QM/MM method in the
description of proton diffusion, using an aqueous solution of NaOH and methanol
as our model system. Even for our very small model system, the QM/MM simu-
lation is faster than fully QM by approximately a factor of two. We find that
performing a QM/MM simulation of a non-local process like proton transfer results
in an amplification of the known artifacts induced by the QM/MM boundary.

The differences between the QM and the MM potential can result in strong
artifacts in the diffusivity of a hydroxide ion, which in our simulations remained
largely trapped in the active (QM) region. The nature of the artifacts in the diffu-
sivity will strongly depend on the nature of the QM and MM potentials and their
comparative description of the diffusion of a proton. As a possible solution we
suggest the introduction of an extra active region that adapts its position to the
location of the reactive OH− ion.

Fig. 2.20 Schematic representation of re-solvation accompanying a proton transfer event to a
hydroxide ion (blue) at regular and high density. At high density many of the proton donors have
sufficient coordinated water molecules (green) to stabilize the product conformation
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Inside the active region of a QM/MM system, we found a significantly higher
proton transfer rate with respect to the fully QM reference. We attribute this second
discrepancy to a general problem—also found in conventional QM/MM—that the
interaction between QM and MM molecules introduces artifacts. In our simulations,
the water density inside the QM region was somewhat higher than the water density
in the fully QM simulations (both were performed with fixed total volume in the
NVT ensemble). We expect that this density difference stems from the chemical
potential difference between QM and MM molecules, as a result of which the two
regions exert a pressure on one another [67]. The resulting smaller volume of the
QM region does not significantly affect the solvation shell of the OH− ion, but the
water molecules have a denser solvation structure. Because an OH− ion generally
prefers a higher coordination number than a water molecule, the water molecules
that can serve as proton donors to a neighboring OH− ion are better equipped for
their future role as OH− ion, resulting in the observed higher proton transfer rate.

Overall, we believe that the presented methods for a multi-scale description of
reactions in water represent the future of simulations of aqueous reactions.
However, our results show that for the successful description of proton transfer
events, several challenges still lie in our path.

2.5 Conclusion

We have presented in some detail the state of the art in available methods for the
QM/MM simulations of chemical reactions in solution. We distinguish three classes
of methods, each with a different approach to the diffusion of solvent molecules
across the QM/MM boundary. The first class, constrained QM/MM, prevents this
diffusion, and as a consequence dynamical properties are correctly described only
well within the QM region. In addition, recovery of the correct structural properties
at the QM/MM boundary still poses a challenge. Nonetheless, the constrained
methods have the non-negligible advantage of simplicity and low computation cost,
equivalent to that of a conventional QM/MM simulation.

The second class, discontinuous adaptive QM/MM, adapts the description of a
solvent molecule (QM versus MM) as it diffuses across the QM/MM boundary, and
does this in a discontinuous manner. The straight-forward Abrupt method ‘abruptly’
modifies the description of a solvent molecule as it diffuses from the QM active
region into the MM environment. This results in strong discontinuities in potential
energy and forces, and in some cases involves structural artifacts at the QM/MM
boundary. To reduce these effects, several strategies have been developed over the
past 20 years. The basic feature is the transition region between the active and
environment regions, and the partitioning of the system into QM and MM mole-
cules in two different manners. If a weighted average of the resulting energies or
forces is then applied, the molecules in the transition region can be assigned
fractional QM (and MM) character. These methods have led to the first successful
applications of the adaptive QM/MM methods for solution chemistry. While the
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dual partition approach can reduce discontinuities, it cannot remove them, and as a
consequence the total energy is not conserved, and structural properties can be
recovered only using a strong thermostat to compensate the anomalous heating of
the system.

The third and more recent class contains the continuous adaptive methods. Like
the second class they define a transition region, but they are not limited to the
computation of only two different QM/MM partitions for each given configuration.
By computing many partitions, these methods achieve a continuous description of
the forces exerted on the solvent molecules as they cross the transition region. The
accompanying increase in computational load is easily compensated by efficient
parallelization of the numerous QM/MM computations that are required at each
molecular dynamics time-step. The methods constitute a formal improvement, but
they are not exempt from defects. While an energy conserving application is pos-
sible, it is generally sacrificed to obtain accurate molecular structures. In addition,
the complex definitions of the energies and/or forces can result in fast changes,
requiring a small time-step for proper integration.

A comparative performance of the three classes of QM/MM methods leads to the
following conclusions. In terms of computation performance, a ranking can be
approximately based on the number of required QM/MM calculations, which
increases with the complexity of the method. For the constrained QM/MM meth-
ods only one calculation suffices, the discontinuous methods require at most two
QM/MM calculations, and the continuous methods are the most demanding, with a
computational cost at least proportional to the number of solvent molecules in the
transition region. When ranking energy conservation, the continuous methods are at
the top, closely followed by the constrained methods. Energy conservation suggests
a good description of dynamical properties, but the constrained methods fail by
construction when dynamical properties involving diffusion near the QM/MM
boundary are desired. Finally, in reproducing the QM molecular structures, the
discontinuous methods perform at least as well as the continuous ones. Overall, the
best compromise between diffusion properties (solvation life-times) and structural
properties (radial distribution) is provided by non-energy-conserving continuous
adaptive methods such as DAS.

We exemplified the strengths and limitations of the DAS method on a chal-
lenging system by describing the diffusion of a hydroxide ion in water, in the
presence of a methanol molecule. The active region is centered on the methanol
molecule, and the hydroxide ion can freely diffuse in and out this active region. We
used the semi-empirical Hamiltonian PM6-DH+ to describe the active region, while
in the environment region all molecules are treated with the ReaxFF force field,
which can describe a Grotthus shuttling mechanism for hydroxide diffusion. For the
sake of simplicity, the mechanical embedding scheme was used. When comparing
our DAS-QM/MM with fully QM and fully MM simulations, the main artifacts we
observed resulted directly from the QM/MM interactions, not from the adaptive
nature of the simulations. The difference between the QM and the MM description
of proton transfer slows the diffusion of the hydroxide ion down once it enters the
active region, thereby effectively trapping it inside. The hydroxide diffusion in the
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active region is still faster than in the fully QM simulation, which is a result of
anomalous interactions at the QM/MM boundary.

In summary, the large choice of adaptive schemes available today allows
QM/MM simulations of solution chemistry with the main artifacts similar to those
of conventional QM/MM schemes. We expect that a careful choice of the QM/MM
scheme combined with a QM region around each active center (here methanol and
hydroxide anion) should cure the main sources of error.
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Chapter 3
Recent Progress in Adaptive-Partitioning
QM/MM Methods for Born-Oppenheimer
Molecular Dynamics

Soroosh Pezeshki and Hai Lin

Abstract Molecular dynamics simulations based on adaptive QM/MM methods
feature on-the-fly reclassifications of atoms and molecular groups as either QM or
MM without causing abrupt changes in the trajectory propagations, thus allowing
QM subsystems to automatically change over time. Such treatments are not possible
in the framework of conventional QM/MM, where the QM and MM partitions are
predetermined and immutable throughout the simulation. The present contribution
reviews the recent progress in the adaptive QM/MM algorithms developed by
ourselves and our collaborators, namely the family of adaptive-partitioning
(AP) schemes. Initially developed for the studies of solvated ions and molecules,
AP methods have been extended to model large molecules, such as biopolymers, to
monitor the exchange of solvent molecules between a protein active site and the
bulk solvent, and to describe proton hopping in water via the Grotthuss mechanism.
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AP Adaptive-partitioning
BEST Boundary-based-on-exchange-symmetry-theory
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DAS Difference-based adaptive solvation
EEMB Electrostatically embedded many-body expansion
FIRES Flexible inner region ensemble separator
MD Molecular dynamics
MM Molecular-mechanics
mPAP Modified permuted adaptive-partitioning
NVE Microcanonical ensemble
NVT Canonical ensemble
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QM Quantum-mechanics
QM/MM Combined quantum-mechanics/molecular mechanics
QM/MM-LPS Combined quantum-mechanics/molecular mechanics with large

primary-subsystem
PAP Permuted adaptive-partitioning
PS Primary subsystem
RC Redistributed charge
RCD Redistributed charge and dipole
SAP Sorted adaptive-partitioning
SCMP Size-consistent multi-partitioning
SS Secondary subsystem

3.1 Introduction

Combined quantum-mechanics/molecular-mechanics (QM/MM) [1–36] methods
are widely applied to the study of physical, chemical, and biological processes in
complex environments. In a QM/MM setup, the entire system is divided into a
primary subsystem (PS) treated at the QM level of theory and a usually much larger
secondary subsystem (SS) described by MM force fields. The PS is also called the
QM subsystem or active zone, and the SS the MM subsystem or environmental
zone. Combined QM/MM models offer realistic and effective descriptions for
reactions in complex environments by integrating accurate QM treatments for a
small region of primary interest and computationally efficient MM treatments for
the surroundings. Here, we use the term reaction for any changes in the electronic
structure, including bond-breaking and bond-forming, electron excitation, charge
transfer, etc. Numerous applications of QM/MM have been published, addressing a
broad range of problems in biology, chemistry, physics, material science, and
engineering [1–11, 13–15, 17–24, 26–34, 37–39].

QM/MM methods can be used for Born-Oppenheimer molecular dynamics
(MD) simulations. (Applications of QM/MM in Car-Parrinello MD [40] have also
been reported, [41–51] but they will not be discussed here.) There are two common
approaches to carry out QM/MM dynamics simulations. The first approach is to
perform MD simulations at the MM level and to extract snapshots from the tra-
jectories, which are then used for QM/MM calculations such as geometry optimi-
zations and free energy perturbation calculations. This approach is computationally
efficient. However, for the results to be meaningful, the configurational space
sampled by MM should overlap significantly with that sampled by QM/MM. This
is, unfortunately, not always easy to judge. The second approach is to carry out the
dynamics simulations directly at the QM/MM level. However this is much more
expensive. Due to these high computational demands, the QM/MM dynamics
simulations are limited to semi-empirical QM methods for large systems like
enzymes if long simulation times are sought.
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A conventional QM/MM setup designates atoms as members of either the QM or
MM partition before a MD simulation starts. Furthermore, the partitions do not
change during the simulation. This creates problems for the simulations of many
systems, for which on-the-fly updates of the contents of PS are desired. For
example, when modeling a Na+ ion solvated in water, it is natural to include the ion
and the solvent molecules in the ion’s first solvation shell in the PS. However, the
exchange of solvent molecules in the first solvation shell with the bulk solvent is
expected. It is thus likely that, during the simulation, an MM water molecule
replaces a QM water molecule in the first solvation shell. Now, one would like to
treat this MM water molecule at the QM level, but that is not possible in the
framework of conventional QM/MM. One workaround, the so-called QM/MM-LPS
(QM/MM with large primary-subsystem), is to set up a sufficiently large PS that
includes all water molecules that may enter the first solvation shell during the
simulation. However, QM/MM-LPS calculations can be quite expensive, and
sometimes even impractical, because it is not always possible to predict which
water molecule will move into the first solvation shell. Other “difficult” cases
include ion or molecule transport across a membrane, defect propagation in
materials, adsorbate moving on catalytic surface, and solvent diffusion into/out of
enzyme active sites. For those systems, it would be ideal if one could reclassify
atoms as QM or MM on-the-fly as the trajectory is propagated. As such, the size of
the PS could be kept small in long simulations.

The QM/MM methods that permit on-the-fly reclassification of atoms into PS or
SS are called adaptive QM/MM methods, and they have drawn much attention in
the past few years. Several adaptive algorithms [36, 38, 52–67] have been pro-
posed, most of which aim to deal with the exchange of solvent molecules between
the solvation shell of a given solute and the bulk solvent. The challenge in
switching an atom from QM to MM (or vice versa) is the abrupt changes in
potential energy and forces. One way to alleviate such abrupt changes is to insert a
buffer zone between the PS and SS, which helps to smooth the transition of atoms
between the PS and SS (Fig. 3.1). The buffer zone is often defined as a spherical
shell with a radius between Rmin and Rmax centered at the solute. A molecule is
considered to be a buffer-group if its distance to the active-zone center is within the
range from Rmin to Rmax; the distance is usually measured using designated refer-
encing atoms or centers of mass of certain atoms. The atoms in the buffer zone have
dual QM and MM characters. Smoothing functions are applied so that potential
energy and/or forces will vary gradually.

Of course, another way to deal with the possible exchange of solvent molecules
between a solute’s solvation shells and the bulk solvent is to simply prohibit the
exchanges of atoms between the PS and SS. This can be achieved by applying
restraining potentials to keep the QM atoms in the PS and the MM atoms in the SS.
Examples in this category are the flexible inner region ensemble separator (FIRES)
method by Rowley and Roux [68] and the boundary-based-on-exchange-
symmetry-theory (BEST) by Shiga and Masia [69]. The formulation and imple-
mentation of those non-adaptive methods are usually less complicated than the
adaptive schemes. The non-adaptive methods require that the region of interest is
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sufficiently deep in the PS such that the impacts due to the restraints imposed at the
boundary are insignificant. Those methods are not suitable to the studies of certain
properties such as diffusion coefficients due to the enclosed PS.

There have been several excellent reviews on adaptive QM/MM methods in the
literature [17, 36, 37]. In this contribution, we will provide a brief overview of
the most recent progress in adaptive QM/MM algorithms, with the emphasis on the
adaptive-partitioning (AP) QM/MM methods that have been developed by us and
our collaborators. The scope of this review is limited to organic and biological
systems, leaving out solid-state systems. At the end of this contribution, we will
discuss a few key challenges in the future development of adaptive QM/MM
methods.

3.2 Adaptive QM/MM Methods

3.2.1 Energy-Based Smoothing Approaches

Adaptive QM/MM methods can be largely divided into two categories according to
whether the smooth functions are applied to the energy or to the forces. It is a
natural idea to interpolate between the QM and MM energies when a buffer group is
moving from the PS to SS (or vice versa), and the forces are computed as derivative
from the energy. Schemes that adopt this idea are energy-based adaptive methods,
and they include the “our own n-layered integrated molecular orbital and molecular

Fig. 3.1 Buffer zone between the active zone treated by QM and the environmental zone treated
by MM. A molecule will usually be considered in the buffer zone if its distance R to the center of
the active zone satisfies Rmin < R < Rmax, where Rmin and Rmax are two predefined thresholds, and
the molecule will be called a buffer group. (Reprinted with permission from [66], Copyright 2014
American Chemical Society.)
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mechanics-exchange of solvent” (ONIOM-XS) algorithm by Kerdcharoen and
Morokuma, [53, 54] the permuted adaptive-partitioning (PAP) and sorted
adaptive-partitioning (SAP) schemes by Heyden et al. [55] and their later exten-
sions, [36, 60] as well as the difference-based adaptive solvation (DAS) method by
Bulo et al. [56].

The ONIOM-XS method is the first energy-based adaptive QM/MM scheme. It
requires only two QM/MM (ONIOM) calculations:

EONIOM�XS ¼ s EONIOM PS; SSþ BZð Þ þ 1�sð ÞEONIOM PSþ BZ; SSð Þ; ð3:1Þ

Here, EONIOM−XS is the interpolated energy, s smoothing function, EONIOM(PS;
SS + BZ) the energy calculated with PS at the QM level while SS and buffer zone
groups at the MM level, and EONIOM(PS + BZ;SS) the energy calculated with PS
and the buffer zone groups at the QM level while SS and at the MM level. The
smoothing functions used in the interpolation depend on the positions of the buffer
groups related to the active-zone centre (this is also true for other adaptive QM/MM
schemes). When there is only one buffer group, the ONIOM-XS method removes
discontinuities in energy and forces. However, in the presence of more than one
buffer-zone group, the energy and forces may still experience sudden changes.

The PAP and SAP schemes (to be discussed in more detail in Sect. 3.3) remove
the discontinuities in energy and forces when more than one group is in the buffer
zone. The PAP scheme expresses the potential in a many-body expansion manner.
Each term in the expansion requires a set of QM/MM calculations where selected
buffer groups are treated at the QM level. The calculation for the zero-order term
treats only the active groups at the QM level, the calculations for the first-order
terms include the active groups and one buffer group, the calculations for the
second-order terms include the active groups and two buffer groups, … until all
buffer groups are included. For a given order, all possible combinations of the
buffer groups are considered.

The SAP scheme [55] reduces the computational demands of PAP by sorting the
groups in the buffer zone in a canonical order based on their distances to the
active-zone centre. This reduction in computational expense does not come free, as
very complicated smoothing functions have to be used so that the energy and
gradient stay constant when two buffer-zone groups switch ranks [55].

The DAS scheme [56] is similar to the SAP scheme in sorting the buffer-zone
groups, but employs a different method in the construction of smoothing functions.
By construction, the smoothing functions will approach 0 when two buffer-zone
groups switch ranks (exactly be 0 at the point when two groups have the same
distance to the active-zone centre). The smoothing functions in DAS are even more
complicated than those in SAP, but they significantly reduce the variations in the
forces when buffer groups switch ranks. Therefore, the DAS scheme has been found
to be numerically more stable than the SAP scheme [56].

The advantage of the energy-based schemes is that a well-defined Hamiltonian
exists. The PAP, SAP, and DAS schemes conserve energy and momentum in the
propagation of trajectories in NVE simulations. It is recognized that conservations
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of energy and momentum are fundamental checks on the rigorousness of a given
algorithm for MD simulations. However, the energy-based methods face a problem:
the extra forces due to the smoothing functions. Those extra forces can lead to
artifacts if they are not negligible when compared with the “real” forces acting on
the atoms [66]. In principle, the extra forces can be removed or minimized by
aligning the QM and MM potentials. However, that is very difficult to achieve for
polyatomic molecules, especially polar molecules like water, because of the com-
plicated dependence of the interaction energies on the relative orientations of one
molecule with another. To our knowledge, there is no published simple and general
yet effective way for aligning the potentials for the energy-based adaptive methods.

3.2.2 Force-Based Smoothing Approaches

The adaptive treatments in the second category interpolate the forces instead of the
energy. In fact, the first adaptive QM/MM algorithm, the “hot-spot” method by
Rode and coworkers, [52] was force-based. Other methods in this category include
the “bookkeeping” algorithm by Bulo et al. [56], the buffered-force scheme by
Bernstein and coworkers, [61] the size-consistent multi-partitioning (SCMP)
method by Watanabe et al. [65] and more recently the modified permutated
adaptive-partitioning (mPAP) treatment by Pezeshki et al. [66, 67].

In the hot-spot method, the forces acting on the buffer-group atoms are modu-
lated by smoothing functions. More specifically, the force on the i-th buffer group fi
is interpolated between the QM force fQM and MM force fMM employing the
smoothing function Sm:

fi ¼ SmfQM þ 1�Smð ÞfMM; ð3:2Þ

The QM force fQM is computed by QM calculations for the atoms in the PS and
the buffer zone, and the MM force fMM by force field calculations for the atoms in
the buffer zone and SS. Note that only the forces acting on the buffer groups are
interpolated, whereas the forces on the PS and SS are not treated. Clearly, such a
treatment violates the Newton’s Third Law of Motion and does not conserve
momentum.

The buffered-force scheme [61] also does not conserve momentum. In fact, the
forces are not interpolated at all in this method. Instead, the forces on the PS atoms
are obtained by QM/MM calculations where the PS atoms are treated at the QM
level and the buffer-zone atoms at the MM level, and the forces on the buffer group
and SS atoms are obtained by pure-MM calculations for the entire system.
Furthermore, the boundary between the buffer zone and the SS has to be constantly
shifted to avoid successive border crossing by the atoms in the SS.

On the other hand, the bookkeeping [56] method, the SCMP scheme, [65] and
the mPAP [66, 67] treatment do conserve momentum, offering better numerical
stabilities, which is an advantage over the hot-spot and buffered-force methods.
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The bookkeeping and the mPAP schemes are simplifications of the DAS and the
PAP schemes, respectively. The simplification involves the deletion of the extra
forces due to the smoothing functions. The SCMP method also neglects those extra
forces. In contrast to the bookkeeping and mPAP methods, each of which employs
one buffer zone, the SCMP scheme utilizes two different buffer zones for molecules
moving into and out of the active zone, respectively. The SCMP treatment more-
over requires that the numbers and types of the groups treated at the QM level in all
calculations must be the same so that the zeros of the energy are constant. While
maintaining the same zero of energy for all involved calculations offers certain
convenience, the requirement may significantly limit the applications of the SCMP
method. Note that the bookkeeping, mPAP, and SCMP methods smooth the forces
on all atoms of the model system instead of just a selected subset of atoms.
Removal of the extra forces due to smoothing functions does not violate Newton’s
Third Law of Motion, and thus the momentum is still conserved in all three
methods.

Both the bookkeeping and SCMP schemes attempt to restore the energy of the
system by adding a so-called bookkeeping term, which is an additional extra
“pseudo-energy” term obtained by path integral along the propagated trajectory
over the extra forces due to the smoothing function. However, it has been pointed
out that because the extra forces on which the integration is carried out are not exact
differentials, the integrated bookkeeping correction term is not a state function, and
adding this term to the total energy does not lead to energy conservation [70, 71].
For example, it has been found that after the bookkeeping correction, the energy
was path-dependent in test simulations [55, 56].

The force-based adaptive QM/MM methods do not have a well-defined energy
parameter. They describe non-Hamiltonian systems, which can be coupled to
thermostats so that NVT simulations can be carried out, even though the canonical
ensemble may not be reproduced exactly. The major advantage offered by the
force-based methods is the removal of the extra forces due to smoothing functions.
It has been argued [64] that adaptive QM/MM schemes without a well-defined total
energy can be used with free-energy techniques that require only forces or trajec-
tories, e.g. umbrella integration, [72] constrained dynamics, [73] meta-dynamics,
[74] and adaptive biasing force [75].

3.3 Adaptive-Partitioning QM/MM Methods

3.3.1 Permuted and Sorted Adaptive-Partitioning QM/MM
Methods

As mentioned above, the PAP and SAP schemes remove the discontinuities in
energy and forces when more than one group is in the buffer zone. The PAP scheme
expresses the potential in a many-body expansion manner:
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where VA is the energy determined with the groups in the PS at the QM level, VA
i

with all PS groups and the i-th buffer-zone group at the QM level, VA
i;j with all PS

groups, the i-th buffer-zone group, and the j-th buffer-zone group at the QM level,
… VA

1;2...N with all PS groups and all N buffer-zone groups at the QM level, and Pi is
the smoothing function of the i-th buffer-zone group whose value varies between 0
and 1. All derivatives of the potential energy with respect to the coordinates vary
smoothly up to the same order for which the smoothing functions Pi vary contin-
uously. The equation can be rewritten in a more compact form: [60]

V ¼ VA
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i¼1

1� Pið Þ þ
XN

i¼1

PiV
A
i
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j 6¼i

1� Pj
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XN�1
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XN

j¼iþ1

PiPjV
A
i;j
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k 6¼j 6¼i

1� Pkð Þ

þ . . .

ð3:4Þ

The complete evaluation of the PAP potential needs 2N QM calculations to be
performed. At first glance, this may seem overwhelming. However, the many-body
contributions typically decrease rapidly, and their contributions are further scaled
down by the product of weights Pi. Therefore, it is possible to truncate the series.
Although the truncation introduces small (but controllable) discontinuities in the
energy and derivatives, it greatly reduces the number of the QM calculations. In
testing simulations, we found no noticeable discontinuities if the series was trun-
cated at the 5th order. Although not yet fully tested, truncation at the 3rd order may
be adequate if electrostatic embedding is adopted, as implied by the results of
electrostatically embedded many-body expansion (EEMB) calculations [76–78].
Furthermore, all embedded-QM calculations are parallel in nature, facilitating
parallel computations. Therefore, in principle, the wall time is only limited by the
most expensive calculation, the calculation of VA

1;2...N . One notable advantage of
PAP is that it offers superior numerical stability as compared with all other adaptive
schemes published so far.

The SAP scheme [55] reduces the computational demands of PAP by sorting the
groups in the buffer zone in a canonical order based on their distances to the
active-zone centre. SAP carries out only N + 1 calculations at the QM level, starting
with the PS only and adding the buffer-zone groups one at a time according to the
increasing distance. The SAP potential is given by the weighted sum
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where Φi is the smoothing function. An important criteria of choosing the
smoothing function Φi is that the energy and gradient must stay constant when two
buffer-zone groups switch ranks [55]. Comparing Eqs. (3.4) and (3.5) implies that
SAP may be considered as a truncated PAP scheme that retains only one (pre-
sumably the largest) contribution in the terms for a given order of expansion with
the assistance of rather complicated smoothing functions [60].

3.3.2 Molecular Fragments as Buffer Groups

Just like other adaptive QM/MM methods, the original PAP scheme can only handle
buffer groups that are whole ions (e.g. Na+ ion) or molecules (e.g. water molecule). To
simulate more complicated systems such as biopolymers, one may wish to treat
molecular fragments as buffer groups. For example, for ion transport by channel
proteins throughmembranes, it will be ideal to add and remove residues that solvate the
ion as the ion moves through the pore. This requires dynamic relocations of the
QM/MM boundary that pass through covalent bonds, for which molecular fragments
are presented as buffer groups. To solve this problem, we [60] combined the PAP
scheme with the redistributed charge (RC) and redistributed charge and dipole
(RCD) schemes [79] that were developed to treat the QM/MM boundaries that pass
through covalent bonds. The combinations led to thePAP-RCandPAP-RCDschemes.

In both the PAP-RC and PAP-RCD treatments, an automated procedure based on
the molecular topology is implemented to on-the-fly relocate the QM/MM bound-
aries, reassign the link-atoms, recalculate the zeros of energy for the fragmental
groups, and redistribute the MM point charges in the boundary region. The
molecular fragments that are connected to each other by covalent bonds need special
care, because they will merge into a super-group in the calculations if they are treated
at the QM level of theory at the same time. Take for example a butanol molecule
CH3CH2CH2CH2O, which is divided into three fragments: -CH2OH as group 1,
-CH2CH2- as group 2, and CH3- as group 3. When only group 1 is treated at the QM
level, the PS capped by a link atom is CH3OH, and the zero of energy for group 1 is

E0 group 1ð Þ ¼ E CH3OHð Þ: ð3:6Þ

Likewise, when only group 2 is treated at the QM level, the PS capped by link
atoms is CH3CH3, and the zero of energy for group 2 is

E0 group 2ð Þ ¼ E CH3CH3ð Þ: ð3:7Þ
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When both groups 1 and 2 are treated at the QM level, the two groups will merge
to form a super-group: -CH2CH2CH2OH, and the zero of energy for the capped
super-group is E(CH3CH2CH2OH). If we keep the zero of energy for group 1
unchanged, to be consistent, the zero of energy for group 2 should be computed as

E0 group 2ð Þ ¼ E CH3CH2CH2OHð Þ�E CH3OHð Þ; ð3:8Þ

instead of being set to E(CH3CH3). Despite the complication due to group merging,
the PAP-RC and PAP-RCD schemes were demonstrated to conserve energy and
momentum very well [60].

3.3.3 Deletion of Extra Forces Due to Smoothing Functions

As mentioned above, the extra forces due to the smoothing function are a ubiquitous
problem in the energy-based adaptive algorithms, which include PAP and SAP. If
those extra forces are non-negligible when compared with real forces, artifacts may
occur in simulations. The extra forces depend on the gradient of the smoothing
function and the difference between the energies VA

i;j...r and V
A. Usually the thickness

of the buffer zone is set to 1.0 Å or less. Because the smoothing function varies from
0 to 1 in such a short distance, the gradient of the smoothing function is in the order
of 1/Å. One natural way to align the potential energies VA

i;j...r and VA is to let them
equate with each other when the groups are separated infinitely away from each
other. Such alignment may not be the best for a specific model system, but the
treatment is simple and generally applicable. It is possible that VA

i;j...r and VA can
differ by a few kcal/mol when the groups are in closer distances. Our rough esti-
mations suggest that the magnitude of extra forces reaches 10–20 kcal/mol/Å for
potentials aligned this way. The estimations were numerically verified by our recent
test calculations of water entering and leaving the binding sites of the E. coli CLC
chloride transport protein, where the extra forces were found to be about
10 kcal/mol/Å and occasionally spiked up to 60 kcal/mol/Å [66]. Those extra forces
were transient in nature, but their impacts on the simulated structural and dynamical
properties were noticeable. For example, as can be seen in Fig. 3.2, the extra forces
caused water molecules to drift out of the binding site, in contrast to the reference
conventional QM/MM-LPS calculations, where the number of water molecules
in the binding pocket were largely maintained over the simulation duration; the
average and standard deviations of numbers of water molecules in the binding sites
are 5.4 ± 0.8 for QM/MM-LPS, 3.4 ± 1.0 for PAP, and 4.7 ± 0.6 for mPAP,
respectively [66].

The mPAP scheme was proposed as a simple yet effective solution to the
problem due to the extra forces. In principle, the extra forces can be minimized or
even eliminated in favorable situations by carefully aligning the potentials.
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However, in general, it is very complicated and difficult to align multi-dimensional
potentials. Aligning the potentials along one coordinate may not necessarily be
meaningful for another coordinate. The treatment in mPAP is to delete those extra
forces in the PAP calculations. As stated above, the deletion of the extra forces does
not affect the total momentum, which is still conserved. Removing the extra forces
is equivalent to having external forces acting on the system to cancel out those extra
forces. The system described by the mPAP algorithm is a non-Hamiltonian system.
In practice, the system is coupled to a thermostat so that NVT simulations are
performed. The mPAP method was applied to the same model system of the E. coli
CLC chloride transport protein, where the water exchange between the bulk solvent
and the binding sites of the protein were monitored. As revealed in Fig. 3.2, the
results by mPAP are consistent with the referencing conventional QM/MM-LPS
calculations, both maintaining the number of water molecules in the binding site
despite fluctuations [66]. While not always an optimal solution, mPAP does offer a
useful and convenient way to avoid the artifacts caused by the extra forces.
Although the deletion of extra forces has only been demonstrated in the case of
PAP, the same treatment can be applied to SAP.

Fig. 3.2 Numbers of atoms in the intracellular binding site Sint of E. coli CLC Cl− transporter by
conventional QM/MM-LPS (dashed, upper panel), PAP (dotted, middle panel), and mPAP (solid,
lower panel) dynamics simulations, respectively. The binding site is defined to be a sphere of
6.0 Å radius centered at the initial position of the Cl− ion in the binding site at the beginning of the
simulations. The model was built based on the crystal structure (PDB code 1OTS) [80].
(Re-plotted with permission based on the data from [66], Copyright 2014 American Chemical
Society.)
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3.3.4 Exchange of Molecules Between Binding Sites
and Bulk Solvent

A notable difference between modeling a solute solvated in bulk solvent and
monitoring molecules entering and leaving binding sites of a protein (like the
example in Sect. 3.3) is that the active zone follows the solute in the former but is
basically fixed in a spatial location in the later. Because substrates and solvent
molecules may diffuse into and out of the binding site, it is not always convenient to
center the active zone at a preselected substrate or solvent molecule. Placing the
active-zone center at selected residues may not work, either, if the residues undergo
large amplitude movement, e.g. flipping out of the binding site.

A simple solution is to use a pseudo atom for the center of the active zone [66].
The pseudo atom is placed in the binding pocket, and it does not interact with any
real atoms. In the energy-based PAP scheme, the pseudo atom experiences the extra
forces due to smoothing functions, and its position will be propagated just like a
normal atom. By setting the mass to a sufficiently large value (e.g. 106 amu), the
acceleration of the pseudo atom is negligible while not causing numerical diffi-
culties, and its position remains essentially unchanged. Because the extra forces are
deleted, in the force-based mPAP scheme, the pseudo atom does not experience any
forces, and its position is strictly fixed. In either case, the pseudo atom serves as a
convenient reference point to locate the active zone. As an example, Fig. 3.3
illustrates two water molecules diffusing into and out of the intracellular binding
site Sint of the E. coli CLC chloride transport protein simulated by mPAP [66]. The
model was built based on the crystal structure (PDB code 1OTS) [80]. In the mPAP
dynamics simulations, the active zone was defined to be a sphere of 6.0 Å radius
centered at the initial position of the Cl− ion in the Sint binding site at the beginning
of the simulations, which is denoted Xint. As indicated by the snapshots in panels
(a–c), water molecule W1 moved from the buffer zone into the active zone after
t = 45 ps, whereas W2 was in the environmental zone at t = 43 ps (and not shown in
(a)) but diffused into the buffer zone after t = 44 ps. This is also evident from the
distances of those two water molecules to the active-zone center Xint as functions of
the simulation time, which are plotted in panel (d).

3.3.5 Proton Hopping via Grotthuss Mechanism

Simulations of hydrated proton in bulk water present a particular challenge for
adaptive QM/MM methods. As opposed to ordinary ions like Cl− and Na+, the
transfer of a hydrated proton requires the transfer of the structural feature of
the hydrogen and covalent bonding network (rather than the given ion) via the
Grotthuss mechanism [81]. Because the network of covalent and hydrogen bonds is
dynamically reorganized, the identity of the hydrated proton can change, or “hop,”
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quickly from one site to another. As a result, designating the active zone becomes a
central problem for all adaptive QM/MM schemes.

We [67] solved this problem by introducing a proton indicator as the referencing
point at which the active zone is centered. The position of the proton indicator
represents the approximate location of the excess proton. In particular, it should
superimpose with the donor (the oxygen atom of the hydronium ion) in the limit of
Eigen ion H9O4

+ and with the shared hydrogen atom at the midpoint between the
two oxygen atoms of the Zundel ion in the limit of the Zundel ion H5O2

+. When the
structure varies between the two limits, the indicator’s position should change
accordingly in a smooth manner. Additional requirements include minimum per-
turbations to the proton indicator position when the proton donor and acceptor

Fig. 3.3 Exchange of water molecules between bulk solvent and the intracellular binding site Sint
of E. coli CLC Cl− transporter by mPAP dynamics simulations. a–c Snapshots from the saved
trajectory. The protein is shown as cartoon, with residues S107 and G108 in licorice. The Cl− ion
Clint and the pseudo atom Xint are indicated as large spheres, and water in the active and buffer
zones as medium and small spheres, respectively. d Distances from Xint to W1 (thick curve) and
from Xint to W2 (thin curve) over the simulation. The dashed line at R = 6.5 Å indicates the
boundary between the environmental and buffer zones, and the dashed line at R = 6.0 Å between
the buffer and active zones (Reprinted with permission from [66], Copyright 2014 American
Chemical Society.)
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switch status and when the O–H bonds vibrate near the equilibrium geometry. We
represented the coordinates of the proton indicator as a function of the coordinates
of the donor, the hydrogen atoms bonded to the donor, and the possible acceptors
(oxygen atoms of the nearby water molecules within a threshold distance from
the donor). To characterize how close a hydrogen atom of the hydronium is to the
donor versus a possible acceptor, a ratio ρmj is used, which is defined by projected
donor-acceptor vectors

qmj ¼
rDHm � rDAj

rDAj

�� ��2 ð3:9Þ

Here, rDHm is the vector from the donor D to the hydrogen Hm (m = 1, 2 and 3),
rDAj is the vector from the donor D to the possible acceptor Aj (j = 1, 2 …). The
most likely acceptor at any time is identified by the largest ratio ρmj, denoted as ρ.

Simulations of hydrated proton in bulk water have been carried out employing
the mPAP scheme with the proton indicator implementation [67]. A recently rep-
arameterized semi-empirical Hamiltonian OM3n [82] was adopted for the QM
calculations, while the TIP3P [83] water model was used for the MM calculations.
The atom type of each atom was updated on-the-fly as the proton hops. The small
PS in mPAP (a sphere of 4.0 Å centered at the proton indicator) was close to the
smallest PS that one could reasonably construct for simulating proton hopping in
bulk water. A snapshot of the mPAP simulation is shown in Fig. 3.4a. The active
zone, which is indicated by the dashed circle, contains 8 QM water molecules. In
particular, W0 is the water molecule where the excess proton initially resided, and
W1–W3 are the water molecules that formed the proton hopping path during the
simulation. The snapshot shows the moment when excess proton is being trans-
ferred between W1 and W2. Figure 3.4b displays the radial distribution function for
the pair of hydronium oxygen D and water oxygen O (upper panel) and the
potential of mean force along the ratio ρ as the proton transfer reaction coordination
(lower panel); both the conventional QM/MM-LPS (dashed curves) and by mPAP
(solid curve) data are given. The conventional QM/MM-LPS data were taken from
[82], where the PS was a sphere of 12 Å radius centered at the initial hydronium
ion. The mPAP results were taken from [67]. Because a non-periodic droplet model
was used in the QM/MM-LPS calculations whereas periodic boundary was
employed in the mPAP calculations, the radial distribution functions have been
scaled such that the heights of the first peak are 1 for easy comparisons. Both
QM/MM-LPS and mPAP potential of mean forces indicated a small but finite
barrier for proton transfer in bulk solvent, although the QM/MM-LPS barrier was
higher (0.19 kcal/mol) than the mPAP barrier (0.04 kcal/mol). The results agree
qualitatively with ab initio path integral calculations (barrier of 0.15 kcal/mol) that
include the quantum fluctuations of all nuclei [84, 85]. Both QM/MM-LPS and
mPAP suggest that the Zundel structure was the transition state at ρ = 0.5 and the
Eigen structure the resting state at approximately ρ = 0.45.
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The simulation results demonstrated that the proton indicator serves well as the
active-zone center, achieving smooth variations in the location and contents of
the active zone. Despite a much smaller PS (a sphere of 4.0 Å radius), mPAP
reproduced quite satisfactorily the results of conventional QM/MM-LPS model that
utilized a large PS (a sphere of 12.0 Å radius). While we do not expect mPAP to
reproduce all properties calculated by QM/MM-LPS due to different levels of
theory for computing the interactions between the water molecules in the first
solvation shell of the hydrated proton and the water molecules in the bulk, it is very
encouraging to see that they agree reasonably with each other in the proton sol-
vation structure and in the proton transfer dynamics.

Fig. 3.4 a Snapshot of mPAP simulations of hydrated proton transfer in bulk water. The dashed
green circle indicates the active zone. Water molecules are represented by bonds. The proton
indicator and the O atoms of the active-zone water molecules are indicated by large spheres.
The H atoms belonged to the original hydronium ion (W0) are shown as small spheres. W1–W3
are the water molecules involved in the proton transfer during the simulation. Distances are in Å.
b Radial distribution function for the pair of hydronium oxygen D and water oxygen O (upper
panel) and potential of mean force along the ratio ρ as the proton transfer reaction coordination
(lower panel) by conventional QM/MM-LPS (dashed curves) and by mPAP (solid curve). See
Eq. 3.9 for the definition of ρ
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3.4 Summary and Outlook

In this contribution, we have provided a succinct overview on the recent progress in
adaptive QM/MM algorithms, with an emphasis on the family of AP schemes
developed by ourselves and our collaborators. A significant advantage of adaptive
QM/MM simulations is that a small QM subsystem can be used, with its location
and contents are continuously and automatically updated on-the-fly. The dynamic
reclassifications of atoms as QM or MM during simulations effectively turns the
finite-size QM subsystem infinite and can in principle continuously describe
behavior of interest through any length of time. This makes adaptive QM/MM an
attractive alternative to conventional QM/MM in certain dynamics simulations.

Comparisons for different adaptive schemes, including both energy- and
force-based methods, have been reported for model systems such as solutes solvated
in bulk solvent in terms of structural properties, dynamical properties, and numerical
stabilities [55, 66, 86]. The results confirmed that the energy-based methods that
conserve energy and momentum were able to produce the same radial distribution
functions in both NVE and NVT simulations, which is what one will expect at the
thermodynamic limit [55]. However, the energy-based methods require properly
aligned potentials, for which the extra forces due to smoothing functions are neg-
ligible [55]. If potential alignments are difficult to achieve or not pursued,
force-based methods will be a more practical choice, as they avoid the artifacts
caused by the extra forces [66]. The force-based methods do not have an explicitly
defined energy, and it is not clear how well the canonical ensemble will be sampled,
although the results produced by the force-based methods seem reasonable so far.
Bulo et al. [86] observed that methods that conserve momentum overall outper-
formed methods that do not, the latter relying on massive thermostats to reduce
numerical instabilities, and that the performance of a given method also partially
depend on the specific QM and MM levels of theory that had been employed.

We envision that the number of applications of adaptive QM/MM will increase
as these methods gain popularity in the future. The PAP method, which was
originally proposed to model solutes solvated in bulk solvent, has been expanded to
treat large molecules such as biopolymers, [60] to monitor molecules entering and
leaving protein binding sites, [66] and to model proton hopping in bulk water [67].
Although other adaptive methods still focus on the studies of solvation structures
for ions and molecules in bulk solvent (most notably in the works by Rode and
coworkers [37]), investigations of chemical reactions in solutions have also recently
been reported [62, 64].

We anticipate that further developments will continue to improve the adaptive
QM/MM algorithms in various aspects. For energy-based adaptive methods, it is
desirable to explore simple, general, and effective ways to align the potentials in
order to minimize the extra forces due to smoothing functions. For force-based
schemes, testing the rigorousness of the algorithms is highly recommended. For the
AP family of algorithms, code parallelization that takes advantage of the parallel
nature of the individual calculations of VA

i;j...r will greatly improve the computational
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efficiencies. Furthermore, it will be interesting to combine the adaptive schemes
with the flexible-boundary treatments, [87–89] which describe on-the-fly partial
charge transfer between the QM and MM subsystems during MD simulations. Such
a marriage will lead to the so-called open-boundary QM/MM, [36, 88] which will
allow on-the-fly exchanges of both atoms and partial charges at the same time
between the QM and MM subsystems. The open-boundary treatment will transform
QM/MM into truly seamless integrations of QM and MM descriptions. Finally, we
note that adaptive algorithms have been proposed for on-the-fly forward and
backward mapping between the atomistic and coarse-grained (CG) representations
in MM simulations [58, 70, 90–95]. It will be intriguing, though very challenging,
to develop three-tier QM/MM/CG models that feature adaptive treatments for both
the QM/MM and MM/CG boundaries.
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Chapter 4
Probing Proton Transfer Reactions
in Molecular Dynamics—A Crucial
Prerequisite for QM/MM Simulations
Using Dissociative Models

Thomas S. Hofer

Abstract The classical modeling of proton transfer reactions in chemical simula-
tions requires the application of reactive force field formulations. A common feature
of these dissociative potential models of aqueous systems is the possibility to
transfer protons between water, oxonium and hydroxide ions. Since molecules
undergo a change of their composition as the simulation progresses, the respective
topology defining which atoms form a molecular unit at a given configuration
becomes time-dependent. Knowledge of this variable topology is a key prerequisite
to apply dissociative models in the framework of hybrid quantum
mechanical/molecular mechanical (QM/MM) simulation studies. In order to
effectively execute QM/MM simulations, the simulation software has to be able to
independently monitor all occurring bond formation and cleavage events and
automatically adjust the respective topology information, thereby discriminating
between short-time fluctuations and sustained proton transfer events. The properties
of a simple yet effective automated topology update criterion developed for excess
protons are presented and its performance for hydroxide containing solutions and
systems containing excess protons is compared. Furthermore, the influence of
deuteration of the different systems is discussed. The data clearly demonstrates that
it is possible to apply a global setting for the automated topology update of both
proton and proton-hole migration.
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MD Molecular dynamics
PT Proton transfer
MS-EVB Multistate empirical valence bond
HPC High-performance computing
ATU Automated topology update
PTM Proton transfer maps
PH Proton-hole
NQE Nuclear quantum effects
sOSS2 Scaled Ojamäe-Shavitt-Singer
PIMD Path-integral molecular dynamics

4.1 Introduction

One of the most prominent technical advancements of the last decades was the
continuous improvement of computational capacities. Computer simulations of
chemical systems [1, 30, 35, 45, 49, 76, 91] are just one example of scientific
applications, that benefited significantly from this still continuing trend.
Computational studies of liquids, being central to a broad range of chemical phe-
nomena and virtually all of biochemistry, evolved from applications using sim-
plified model systems to describe the interactions to state-of-the-art investigations
taking the quantum mechanical character of the electronic subsystem and in some
cases even that of the nuclei into account. For instance Car–Parrinello molecular
dynamics (CPMD) [18] simulations enable the treatment of systems containing a
few hundred atoms at the level of density functional theory (DFT) [48, 81]. On the
other hand simulation protocols based on Feynmans path integral representation of
quantum mechanics [12, 16, 17, 22, 27, 44, 67] enable investigations of the
quantum character of the nuclei, in particular that of hydrogen atoms which are
known to exhibit a pronounced quantum character in many cases. Further advanced
algorithms such as quantum thermostats [19, 20] enable a great reduction of the
computational effort in PIMD simulations [20], while the development of GPU
implemented quantum chemical algorithms [6, 96–99, 105] enjoyed increased
interest in recent years.

Hybrid simulation techniques [5, 28, 31, 53, 80, 103] proved as another family of
approaches with important significance in chemical sciences. Since quantum
mechanical (QM) based computation techniques [21, 34, 86] are prohibitively
expensive when applied to large systems and simplified molecular mechanical (MM,
also referred to as force fields) potential models [24, 45, 49, 72] are in many cases not
sufficiently accurate to investigate a chemical process, the advantages of both
techniques are combined into a single computational framework. These hybrid
quantum mechanical/molecular mechanical (QM/MM) approaches partition the
system into a high- and a low-level zone. While the chemical most relevant region of
the system is treated accurately via a suitable QM technique, efficient MM potentials
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are considered sufficiently accurate to describe the interactions in the remaining part
of the system. The awarding of the Nobel price in chemistry to Martin Karplus,
Michael Levitt and Arieh Warshel in 2013 for the development of multiscale models
for complex chemical systems highlights the strong impact of this simulation
approach (along many other techniques developed by the Nobel laureates). Initially
being developed to address questions in biochemical research [53, 80], where active
sites of enzymatic systems are included into the quantum mechanical zone, these
techniques enjoy widespread application to numerous chemical systems including
liquids and solutions [32, 36–39, 74, 75, 82, 92, 93, 107].

Since liquids combine the high mobility of its constituents comparable to the
gaseous state with densities similar as observed in solids, liquid systems are the
most difficult state of matter to describe (among the three mentioned states solid,
liquid and gas being relevant for chemistry). Despite the requirement of an accurate
representation of the potential energy surface of such systems, the pronounced
dynamical properties represent a further obstacle to describe the liquid phase. Based
on the concepts of statistical thermodynamics [61, 68, 79, 91] such systems can
only be represented via an ensemble, accounting for all possible configurations of
the systems according to their respective probability of occurrence. QM/MM
simulations in the framework of the molecular dynamics (MD) technique [1, 30, 45,
49, 76, 91] describing the time evolution of chemical systems have proven as an
excellent tool to investigate solvated species such as hydrated ionic [37–39, 74, 75,
85, 94] and molecular solutes [3, 36, 107] as well as coordination complexes in
solution [7, 55, 62, 63, 88].

A further challenging yet important aspect in simulations of aqueous systems is
the accurate description of proton transfer (PT) reactions in acidic or basic medium
[10, 11, 47, 59, 102] Simple force field employing a spring-like harmonic potential
to mimic chemical bonds are not capable of describing the cleavage or formation of
covalent bonds. Particle pairs defined as bond in the initial configuration will
remain bonded throughout the simulation, while on the other hand new bonds
cannot be formed even if it was chemically favourable. Improved simulation
techniques such as multistate empirical valence bond (MS-EVB) [13, 66, 77, 78,
95, 100, 101, 111] and dissociative force field formulations [8, 9, 41, 50, 65, 71, 83,
84, 109] do enable a description of bond formation and cleavage. While the first
approach employs a superposition of educt and product states [104] which can also
be realised via simple force field expressions, the latter require that no distinction
between intra- or intermolecular interactions is made. A typical example to realise
such a formalism is the bond length/bond order relationship used in the ReaxFF
potential [14, 26, 51].

Due to the importance of excess protons and hydroxide ions in aqueous
chemistry, a number of dissociative potential models for aqueous solutions have
been developed. Although dissociation events have not been explicitly aimed for in
the model derived by Stillinger and coworkers [71, 83, 84], its functional form in
principle enables the dissociation of water molecules. More advanced potential
models for the treatment of proton transfer reactions in aqueous solutions have been
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reported by Billeter and van Gunsteren [8, 9], Ojamäe et al. [50, 65], Hofmann et al.
[41] as well as Wolf and Groenhof [109].

A further force field formulation for the description of (de-)protonated aqueous
solutions has been reported by Garofalini and coworkers [54, 57, 58, 106], which
enables proton transfer between water, oxonium and hydroxide in aqueous solution
in addition to reproducing structure, vibrational frequencies and other properties of
liquid water to high accuracy. Furthermore, it has been shown that due to its
functional form this model can be applied in a straightforward way in the low-level
region of hybrid QM/MM simulations [40]. Such a treatment is for instance
required when investigating the hydration of a hydrolysing solute [15, 88] such as
Lewis acids and bases, since the associated hydrolysis products (H3O

+ or OH−)
may migrate freely into the low-level zone [15]. Alternatively, such an approach
offers the possibility to prepare solutions at different pH values. The associate
excess protons or hydroxide ions may then neutralise the above mentioned
hydrolysis products or induce chemical reactions at a solute located in the QM
zone. However, since hybrid computations are conceptually more difficult com-
pared to purely MM-based simulations, proton transfer reactions occurring
throughout the simulation and the associated time-dependent topologies introduce
further challenges when applying dissociative force fields in mixed quantum
mechanical/molecular mechanical studies [15, 40].

4.2 Monitoring of Proton Transfer Events

Since any kind of reactive potential model enables the change of molecules as the
simulation progresses, the respective topology (i.e. which atoms form a molecule at
a given configuration) is not predetermined as in simulations using non-reactive
force field formulations (c.f. Fig. 4.1a). In a dissociative description as realised in
the Garofalini model oxygen and hydrogen atoms are considered as independent
species forming molecules according to the respective potential energy surface and
therefore, this topology information is not required to execute molecular simula-
tions. All analyses linked to the time-dependent topology can be conveniently
addressed after the simulation has finished in a post-processing step.

This situation is dramatically changed in hybrid simulations [40]: Typically, all
species within a given radius of a predetermined QM center (e.g. a selected atom or
the center-of-mass of the solute species) are included in the quantum mechanical
treatment. Use of a particle based cutoff scheme (P-sum, c.f. Fig. 4.1b) risks that
solvent molecules may be fractured, resulting in unphysical spin-states of the
system. This type of QM setup typically leads to a variety of convergence problems,
thus effectively preventing the successful execution of the simulation. While a
number of approaches such as capping approaches [2, 29, 43, 112] or frontier
orbital techniques [4, 33, 69, 87] exist to cap fractured bonds in QM/MM simu-
lations, the small size and the associated high mobility of solvent molecules make
these methods less attractive. For these reasons, a molecular based cutoff scheme
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(M-sum, c.f. Fig. 4.1c) including all atoms of a molecule into the QM region based
for instance on the respective centres of mass is the only viable option to achieve
successful simulations. This on the other hand requires knowledge of the exact
chemical topology for each configuration. Since in the dissociative description
proton transfer events may occur, it is required that the time-dependence of the
associated topology has to be monitored as the simulation progress. Because a
user-based interference would be highly impractical in a simulation study requiring
at least tens of thousands of individual configurations, typically executed on a
high-performance computing (HPC) facility on a 24/7 basis, an automated topology
update (ATU) criterion is required, enabling the simulation software to track proton
transfer events independently and to adjust the chemical topology accordingly.

Fig. 4.1 a Application of a dissociative force field in molecular simulations enables changes of
the molecular topology. Since oxygen and hydrogen atoms are independent species forming
molecules, ions, etc. along the simulation, no topology information is required to execute purely
classical simulation. b A particle-based assignment of atoms to the QM and MM regions results in
a fragmentation of molecules, leading to unphysical spin-states effectively preventing the
execution of a QM/MM simulation. c A molecule-based as assignment of atoms to the QM and
MM regions requires knowledge of the actual chemical topology and thus, a monitoring of all
occurring PT events
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The first step of the chosen ATU formalism [40] projects the donor-hydrogen
vector rDH onto the donor-acceptor vector rDA yielding the respective parallel

component r==DH.

r==DH ¼ ðrTDHrDAÞrDA
krDAk2

ð4:1Þ

where the superscript T denotes the transpose of the vector. Next the ratio q between

the projected donor-hydrogen distance kr==DHk and the donor-acceptor distance
krDAk it computed:

q ¼ kr==DHk
krDAk ð4:2Þ

Whenever this ratio exceeds the preset threshold �q the proton is assigned to the
acceptor species (cf. Fig. 4.2a, b). It should be noted that although the assignment of

Fig. 4.2 Update criterion for a proton transfer of a an excess proton and b a proton-hole. As soon

as the ratio q between the projected donor-hydrogen distance kr==DHk and the donor–acceptor
distance krDAk exceeds the preset threshold �q, the proton transfer event is registered as a
successful exchange. Registered proton transfer events observed in MD simulations of c 1M HCl
and d 1M NaOH obtained for the recommended threshold ratio 0.585. Horizontal lines correspond
to periods where water molecules carry an excess proton forming a H3O

+ ion (HCl) or a
proton-hole corresponding to a hydroxide ion OH− (NaOH). Vertical lines correspond to proton
transfer events to (HCl) or from (NaOH) the next molecule
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the proton from the donor to the acceptor species results in a discontinuous change
of the topology, the underlying potential energy surface described by the Garofalini
model remains continuous.

A simulation study performed for an aqueous excess proton and 1M HCl [40]
has shown that the outlined criterion is simple, time-independent and selective.
Simplicity implies that this H-transfer criterion depends only on the position of the
transferring hydrogen and the involved donor- and acceptor-atoms, but not on
properties of other atoms (such as angle and dihedral data with respect to other
hydrogen atoms bound to the donor or the acceptor). Enforcing such a simplicity in
the update criterion results in a general formalism that is not restricted to H-transfer
reactions between water molecules but can be applied to other systems as well as
for example the transfer of a proton between a hydrohalogenide and a halide:

HBr þ Cl� ! Br� þ HCl ð4:3Þ

Ruling out a time-dependent criterion (such as the proton has to remain bound to
the acceptor atom for a given time period �s) enables the application of the ATU in
studies that do not propagate the system in time as it is the case in Monte-Carlo
simulations and geometry optimisations.

Despite its simplicity the proposed criterion can be applied to discriminate
between short-time fluctuations and sustained proton transfer events as demon-
strated in Fig. 4.3 for an exemplary proton transfer event between the donor species
and an acceptor molecule labeled 1 and 2, respectively. Figure 4.3a depicts the
associated (unprojected) donor-hydrogen and hydrogen-acceptor distances. It can
be seen that prior to the sustained proton transfer reaction occurring approximately
at 2.1 ps these distances show short periods of overlap, which have to be considered
as short-time fluctuations but not as a genuine transfer event. If a threshold ratio �q
of 0.5 is used, implying that the proton has to travel halfway from the donor to the
acceptor to be considered transferred, all short-time fluctuation are registered as
proton transfer immediately followed by the respective re-transfer. Mapping the
respective topology changes to a graph indicating which of the two molecules
carries the proton at a given instant leads to eight spikes prior to the actual transfer
(cf. Fig. 4.3b). Increase of �q to 0.525 (i.e. the proton has to travel 52.5 % of the
donor-acceptor distance) eliminates a large fraction of these short-time fluctuations
(cf. Fig. 4.3c) and a threshold of 0.55 is sufficient to only register the sustained
proton transfer event (cf. Fig. 4.3d).

It can be seen that the number of registered proton transfer events depends
strongly on the chosen value for �q and it was of particular interest to investigate,
whether a distinct value for this threshold criterion is to be preferred. To achieve
this lengthy molecular dynamic simulations of an excess proton (300 ps) and
hydroxide (0.5 ns) in aqueous solutions as well as 1M HCl (300 ps) and NaOH
(0.5 ns) have been performed without monitoring the actual molecular topology. As
outlined above this is perfectly possible, since the dissociative model treats intra-
and intermolecular interactions with the same functional form [57, 106]. (The
respective simulation protocols of this studies are summarised in the appendix).
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In the next step the obtained trajectories have been probed to monitor all
occurring proton transfer events, which are then depicted in form of proton transfer
maps (PTMs, cf. Fig. 4.2c, d). In these depictions horizontal lines correspond to
time periods where a water molecule is carrying an excess proton forming a H3O

+

ion in case of acidified systems or a proton-hole (PH) corresponding to an OH− ion
in simulations of basic systems. In contrast each vertical line represents a proton
transfer event. In case an excess proton is monitored in the PTM, it is transferred to
the next molecule in the graph, which then transform into an H3O

+ ion. On the other
hand when monitoring proton-hole migration, the direction of the transfer is
reversed [50]: now the proton is transferred from the next molecule, which in turn
becomes a hydroxide ion. This distinction is crucial when discussing the analysis of
diffusive properties of protons and proton-holes discussed below.

With PTM data available it is straightforward to count the number of registered
proton transfer events per excess proton/hydroxide NPT as a function of the
employed threshold ratio �q. Normalising NPT by the simulation time tsim yields the
average proton hopping rate h, which is depicted in Fig. 4.4 for the excess proton

Fig. 4.3 a Donor-hydrogen (red) and donor-acceptor distance (black) of an exemplary proton
transfer event between the donor species 1 and an acceptor molecule 2. Proton transfer maps
determined using a threshold ratio �q of b 0.500, c 0.525 and d 0.550. e Sketch of a sustained
proton transfer passing the threshold �q
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and hydroxide in aqueous solution acting as model systems for infinite dilution as
well as 1 M HCl and NaOH solutions. It can be seen that for all cases a similar
pattern is observed, showing a steep decrease close to a value of 0.5, which levels
out at different values of �q for the different systems. In all cases a plateau of
different width can be identified, after which the average hopping rate is further
decreased. The observed dependence of h with respect to the �q can be explained
when compared to the data shown in Fig. 4.3 discussed above: In case of a too low
threshold value short-time fluctuations contribute to h. As �q approaches higher
values only sustained exchange events are registered which explains the observed
leveling of h. In case of 1M HCl the plot does not appear to form a plateau, but
forms a saddle point. Close inspection of the respective graph reveals a small
plateau in the region 0.585–0.59, however. Since this interval lies within the sta-
tionary regions observed for all other systems depicted in Fig. 4.4, it appears as a
natural choice for the update criterion to automatically adjust the chemical topology
in simulations studies, with 0.585 being the recommended value since it marks the
lower bound of the interval. Simulations performed for an aqueous excess proton
have shown that this recommendation for �q is also valid for elevated (323 K) as
well as reduced (283 K) temperatures [40].

In case the threshold is increased beyond this interval, the hopping rate decreases
even further, albeit not at the same rate as observed at the beginning of the graph
near a �q-value of 0.5. This decrease can be interpreted that in this region a number
of sustained and thus, important exchange events are missed by the analysis and

Fig. 4.4 Average proton hopping rate h per picosecond as a function of the threshold parameter �q
obtained for a simulation study of a an excess proton in aqueous solution (solid black) and 1 M
HCl (dashed red) and b an aqueous excess hydroxide (solid black) and 1 M NaOH (dashed red)
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therefore, the use of a too high threshold value is not recommended. As expected
higher concentrations lead to a reduction of h for both the proton as well as
proton-hole migration compared to the excess proton and hydroxide in aqueous
solutions, which act as model systems representing infinite dilution.

A further striking detail observed in Fig. 4.4 is the fact that the number of PT
events in case of hydroxide is substantially lower than in case of the excess proton.
The same applies to the case of 1 M NaOH when compared to 1 M HCl. In addition
the observed leveling in the dependence of h with respect to the �q is much broader
in case of hydroxide containing systems. While it is known from experiment [52] as
well as simulations [50], that the diffusion and thus the number of exchange events
is higher in case of the excess proton compared to the proton-hole migration, the
neglect of nuclear quantum effects in classical molecular dynamics simulations may
be responsible for the observed differences. While it has been concluded that
nuclear quantum effects (NQEs) play a minor role in case of proton transfer reaction
of excess protons [60, 90], showing no sign of tunneling and only a very minor
influence on the potential energy surface due to zero-point contributions [59, 110], a
different situation is observed in case of proton-hole migration. In this case the
influence of NQEs was shown to be significant [60, 90].

Therefore, the simulations have also been carried out replacing all hydrogen
atoms in the system with deuterium. Since hydrogen and deuterium are chemically
similar in that they exhibit the same potential both in electronic structure theory as
well as in classical potential models, the deuterated systems can be treated with the
same interaction potential and threshold ratio �q as their hydrogenated counterparts.
However, due to the increased mass of deuterium nuclear quantum effects are in
general considered to be strongly diminished. Table 4.1 compares the respective
data obtained for the different systems with simulation results obtained after deu-
teration. In case of the diluted systems the average proton hopping rate is noticeably
reduced upon deuteration, while for concentrated solutions very similar h-values are
obtained.

The observed hopping rates of 0.25 ps−1 obtained for the aqueous excess proton
is well within the range of 0.16–0.25 ps−1 obtained with MS-EVB models [78,
111]. Explicit consideration of either the electronic structure via CPMD simulation
or nuclear quantum effects via path integral molecular dynamics leads to an increase
of the hopping rate to 0.5 ps−1 [78, 89]. Application of a scaled
Ojamäe-Shavitt-Singer (sOSS2) potential yields an average time between proton
transfer events of 0.72 ps [50] corresponding to a h value of 1.38 ps−1, which is
higher than the experimental estimate of 0.75 ps−1 [110] based on the average
lifetime of a proton transfer determined via NMR measurements [56].

Table 4.1 Comparison of the proton hopping rate h in ps−1 and the diffusion coefficient D in Å2/
ps obtained from molecular dynamics simulations using the dissociative model

H+/H2O D+/D2O 1 M
HCl

1 M
DCl

OH−/H2O OD−/D2O 1 M
NaOH

1 M
NaOD

h 0.25 0.15 0.17 0.16 0.064 0.032 0.035 0.032

D 0.38 0.35 0.29 0.30 0.28 0.23 0.22 0.21
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For proton transport between water and hydroxide Ufimetsev et al. determined a
hopping rate of 0.19 ps−1 [100] using an MS-EVB model. Lee and coworkers report
an average time span between PT events of 2.52 ps [50] using the sOSS2 potential
model, which corrsponds to a h-value of 0.40 ps−1. These data are significantly
larger than 0.064 ps−1 obtained via the Garofalini model. Neither of these inves-
tigations takes the influence of nuclear quantum effects into account, which high-
lights the potential benefit when performing simulations also for deuterated
systems. Such an approach eliminates the uncertainty introduced by a classical
treatment, thus enabling a direct comparison of the various parametrisations.

4.3 Locator Approach to Analyse Proton
and Proton–Hole Diffusion

In addition to the evaluation of the proton hopping rate h the data provided by the
proton transfer maps act as prerequisite for the evaluation of proton diffusion.
Wright [110] distinguished two stages of the diffusion of an excess proton in liquid
water: As long as it remains bound to its donor, the diffusion is limited by the heavy
oxygen atom. Transfer of one of the protons to an adjacent water molecule gives
rise to the diffusive properties of the proton, after which the diffusion is again
determined by the oxygen atom of the acceptor species. Based on this discussion it
is important to note that proton diffusion is different from the diffusion of a single
hydrogen core and hence, the diffusion should rather be expressed via a generalised
metaparticle [40]. This particle referred to as locator L links subsequent proton
transfer events into a single diffusive entity by following the respective donor atom
and upon transfer of a proton to the next molecule, migrates along an interpolated
path from the donor to the acceptor atom (cf. Fig. 4.5). This interpolation is carried
out by least-square fitting of a quadratic polynomial to the donor-hydrogen and
hydrogen acceptor vectors rDH and rHA under the constraint that the interpolated
graph visits the coordinates of the donor and acceptor atoms. Since the
donor-hydrogen-acceptor configuration is in general close to linear in
proton-transfer reactions, the contribution of the quadratic term is very minor. To
determine the position of the locator particle on the interpolated graph a smoothing
function [46] SPT continuously moving from zero to one is employed:

SPT ¼ 6 x� 0:5ð Þ5�5 x� 0:5ð Þ3þ 15
8

x� 0:5ð Þ þ 0:5 ð4:4Þ

with the helper variable x being:

x ¼ kr==DHk � ron
roff � ron

ð4:5Þ
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As can be expected it has been shown that this interpolation should only be
applied once a proton is significantly displaced from its equilibrium position, which
is realised by restricting the interpolation to the interval between the radii ron and
roff (cf. Fig. 4.5). It was shown that this restriction is a crucial prerequisite to
ensures that oscillations of the proton about its equilibrium position do not influence
the determination of the diffusion coefficient. A value of approx. ±1.0 Å for the two
bounds of ron and roff was found to be the minimum value to yield consistent
diffusion coefficients [40]. Too large values for ron and roff turning the interpolation
into a step function (i.e. the locator is instantaneously transferred from the donor to
the acceptor bypassing the interpolation) were found to only have a little influence
on the resulting diffusion coefficient [40].

After the interpolation procedure the previous acceptor atom now acts as donor
and is followed until the next proton transfer reaction takes place. The trajectory of
the locator particle is thus not a measure for the diffusion of an individual proton but
corresponds to the diffusion of the excess charge throughout the system.
Application of the Einstein relation thus enables the determination of the diffusion
coefficient of L:

Fig. 4.5 Interpolation scheme to determine the position of the locator particle L (green) in case of
a proton and b proton-hole migration. The interpolation is only applied in the interval ron to roff to
ensure that any oscillation about the equilibrium position of the OH bond does not interfere with
the determination of the diffusion coefficient of L. While in case of a proton transfer the locator
moves in the same direction, the direction is opposed in case of proton-hole migration
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D ¼ 1
2d

lim
t!1

ðrt � r0Þ2
D E

t
ð4:6Þ

In case of the basic systems the monitoring of the diffusion of the proton-hole is
essentially similar (cf. Fig. 4.5b). Again a locator particle is employed to connect
donor and acceptor species, however, in this case the donor atom has to be followed
instead of the acceptor. To achieve this the interpolation has to be reversed: upon
transfer of the proton the locator particle migrates in the opposite direction, because
the donor species will carry the proton-hole after completion of the transfer reac-
tion. Reversal of the interpolation can be realised in a straightforward by inverting
the smoothing function resulting in SPH :

SPH ¼ 1� SPT ¼ 0:5� 6 x� 0:5ð Þ5þ5 x� 0:5ð Þ3

� 15
8

x� 0:5ð Þ
ð4:7Þ

A sketch of different stages of the interpolation in case of a proton and
proton-hole transfer is depicted in Fig. 4.6. It can be seen that for a H-transfer the
locator particle migrates into the same direction as the proton, whereas the direc-
tions are opposite in case of the proton-hole.

The respective diffusion coefficients obtained for the different systems have been
included in Table 4.1 as well. It can be seen that despite the lack of nuclear quantum
effects, the order of D obtained for dilute systems is H3O

+ > OH− > H2O (the latter
being reported as 0.245 Å2/ps for the Garofalini model [57]). This order agrees well
with experimental [52] and theoretical [50] data. The increased concentration in
case of the 1 M HCl and NaOH solutions leads to an overall decrease of the
diffusivity as expected.

Although the observed diffusion coefficient for the excess proton observed as
0.38 Å2/ps is lower than the experimental value of 0.93 Å2/ps [70, 73], it is well
within the range of 0.29–0.77Å2/ps determined by various investigations employing
the MS-EVB [13, 66, 95, 101, 111] approach and simulations performed with the
sOSS2 dissociative potential yielding a value of 0.762 Å2/ps for 0.26 M HCl [50].

Fig. 4.6 Locator particle (green) at different stages of the migration of a proton (top) and a
proton-hole (bottom), respectively. While for the proton transfer the locator particle migrates into
the same direction as the proton, the directions are opposite in case of proton-hole migration
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The diffusion coefficient determined for the proton-hole migration of 0.28 Å2/ps
agress well with data obtained for a charge-ring and an MS-EVB model for aqueous
hydroxide reported as 0.17 and 0.31 Å2/ps [100], respectively. Simulation data
obtained with the modified sOSS2 potential yields a value 0.456 Å2/ps [50] being
closest to the experimentally determined value of 0.53 Å2/ps [52].

As expected the influence of deuteration on the diffusive properties is strongly
dependent on the pH value of the systems. For excess protons a noticeable decrease
of D is observed, the associated kinetic isotope effect of 1.31 being in good
agreement with the experimental value of 1.39 [59].

Also in case of hydroxide containing systems a decrease in D is observed,
however, the difference is much smaller. Considering the low number of registered
PT events and the fact that NQEs are strongly diminished in deuterated systems, the
results clearly emphasize the importance of NQE for PT reactions in case of OH−.

A widely employed approach to investigate nuclear quantum effects in molecular
simulations is the path-integral molecular dynamics (PIMD) framework [12, 16, 17,
22, 27, 44, 67], propagating a number of interacting replicas of the system in time.
(Use of only one replica corresponding to standard molecular dynamics, which is
thus considered as classical limit.) However, it has been shown that this framework
can only deliver approximate time-correlation functions, formally being valid only
in the case (lim t ! 0) [23]. This on the other hand is contradictory to the evalu-
ation of the diffusion coefficient, which is only valid in the long-time limit
lim t ! 1. The question whether the neglect of nuclear quantum effects or the use
of long-time correlation functions to analyse PIMD simulations results in a larger
error is strongly dependent on the system in question and the property to be ana-
lysed. To the best of knowledge no data on the diffuion coefficient obtained from
PIMD simulations for proton hole migration is available as of yet. In this context
purely classical simulations performed with and without deuteration of the system
provide a valueable first reference for future investigations of proton transfer
phenomena. Because the influence of NQEs can be negelected in case of deuterated
systems, it provides an ideal framework to not only compare different theoretical
approaches but also validate the different potential models against experiments
performed with and without deuterated solutions.

4.4 Concluding Remarks

The observed differences between the outlined potential models as well as with
respect to experiment highlight the diverse and challenging nature proton transfer
reactions pose in modern research more than 200 years [59] after the influential
publication of de Grotthus [25] laying the foundation of todays perception of proton
migration via the well-known Grotthus mechanism. Nevertheless, the presented
data clearly demonstrates that the outlined automated topology update as well as the
determination of proton diffusion via a locator particle approach yields data in good
agreement with other simulation techniques. Initially only applied to systems
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containing excess protons, the systematic comparison with hydroxide containing
systems confirms that these techniques provide simple yet effective means to enable
an independent analysis of proton transfer reactions by the simulation software.
Based on the presented data it can be concluded that irrespective of the involved
species (i.e. H3O

+ or OH−) the use of a common threshold ratio �q is possible with
0.585 marking the recommended value. Since a monitoring of proton transfer
events and the associated time-dependent topology is a crucial prerequisite for the
application of dissociative water potentials in QM/MM simulation studies, the
possibility to employ a single threshold �q for proton transfer reactions between
water, H3O

+ and OH− is of particular advantage. For instance hydrolysing solutes
located in the QM region can be solvated with an appropriately adjusted solution in
the MM region having a pH value that enables neutralisation of hydrolysis products
generated along the simulation. It remains to be seen, however, whether this
technique is applicable in the same way in simulation studies explicitly taking
nuclear quantum effects into account.

Furthermore, the data obtained in case of deuterated systems was shown to be of
high importance when estimating the influence of nuclear quantum effects, which
highlights the importance to study of proton transfer phenomena with and without
deuteration.

Considering the consistently increasing capacities of computational facilities, it
can be expected that simulation studies will provide increasingly accurate and
consistent data of proton transfer phenomena, which due to their extremely fast
dynamical properties occurring on the picosecond scale are challenging targets for
experimental and theoretical investigations alike.
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Appendix: Simulation Protocol

Starting structures for all simulations have been prepared by pre–equilibration of a
number of simulations systems with an adequate number of water molecules
employing periodic, cubic simulation cells for 100 000 MD steps. The
velocity-Verlet algorithm has been employed to integrate the equations of motion
with a time step of 0.2 fs. The Nose Hoover thermostat [42, 64] was employed to
maintain constant temperature of 298.15 K. To account for long-range Coulombic
interactions, the Wolf summation technique [108] with a cutoff distance of 10.0 Å
was applied as defined in the Garofalini model [57, 106]. The proton transfer update
criterion q was set to the recommended value of 0.585 [40].

Next, random water molecules have been adjusted to form H3O
+ and OH− ions

or have been replaced by Na+ and Cl− ions as required. 1 M HCl and NaOH
systems have been generated by replacing random water molecules with Na+ or Cl−

and by adding/deleting hydrogen atoms to/from another randomly chosen water
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molecule, yielding net stochiometries of 17 HCl and 18 NaOH molecules per 1000
water molecules. For deuterated systems each hydrogen atoms was replaced by
deuterium.

The solutions have then been equilibrated for at least 1 000 000 MD steps
(200 ps). Data sampling has been performed for 1 500 000 and 2 500 000 MD steps
in case of acidified and basic systems, respectively, corresponding to sampling
times of 300 and 500 ps. To tightly monitor all occurring proton transfer events data
sampling was performed every tenth MD step, leading to trajectory file sizes of
approximately 60–110 GB per system, respectively.
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Chapter 5
Accelerating QM/MM Calculations
by Using the Mean Field Approximation

M. Elena Martín, M. Luz Sánchez, Aurora Muñoz-Losa,
Ignacio Fdez. Galván and Manuel A. Aguilar

Abstract It is well known that solvents can modify the frequency and intensity of
the solute spectral bands, the thermodynamics and kinetics of chemical reactions,
the strength of molecular interactions or the fate of solute excited states. The
theoretical study of solvent effects is quite complicated since the presence of the
solvent introduces additional difficulties with respect to the study of analogous
problems in gas phase. The mean field approximation (MFA) is used for many of
the most employed solvent effect theories as it permits to reduce the computational
cost associated to the study of processes in solution. In this chapter we revise the
performance of ASEP/MD, a quantum mechanics/molecular mechanics method
developed in our laboratory that makes use of this approximation. It permits to
combine state of the art calculations of the solute electron distribution with a
detailed, microscopic, description of the solvent. As examples of application of the
method we study solvent effects on the absorption spectra of some molecules
involved in photoisomerization processes of biological systems.

5.1 Introduction

There are many situations in which the electron distribution of molecules suffers
important changes; some examples are chemical reactions, where bonds are formed
or broken, or electron excitations, where large charge redistribution takes place. It is
well known that a classical description (through force fields) does not reproduce
adequately the charge flows that accompany these processes and the use of quantum

M.E. Martín � M.L. Sánchez � A. Muñoz-Losa � M.A. Aguilar (&)
Área de Química Física, University of Extremadura, Avda. Elvas s/n, Edif. José Mª Vigera
Lobo 3ª planta, 06006 Badajoz, Spain
e-mail: maguilar@unex.es

I. Fdez. Galván
Department of Chemistry–Ångström, The Theoretical Chemistry Programme,
Uppsala University, PO Box 518, 751 20 Uppsala, Sweden

© Springer International Publishing Switzerland 2015
J.-L. Rivail et al. (eds.), Quantum Modeling of Complex Molecular Systems,
Challenges and Advances in Computational Chemistry and Physics 21,
DOI 10.1007/978-3-319-21626-3_5

135



mechanics becomes compulsory. Luckily, in most cases, the changes in the electron
distributions are limited to only a small part of the system, usually, the active center
or the chromophore. In these situations the use of focused methods [1] is especially
useful. In focused methods the whole system is partitioned into two parts, the part
of interest or focused part and the surroundings. In general, the part of interest of the
system is quantum-mechanically described while the rest of the system is classically
described. Examples of focused methods are dielectric continuum methods [1–4] or
quantum mechanics/molecular mechanics (QM/MM) methods [5–7].

A characteristic of liquids is that they have many thermally accessible confor-
mations. Consequently, in the study of the properties of these systems we must
resort to some of the techniques developed by statistical mechanics. The presence of
a surrounding medium can have important effects on the geometry, charge distri-
bution, reactivity and spectroscopic properties of solutes. Different solvent con-
figurations can yield slightly different solute properties; consequently the value of
any molecular property must be calculated by averaging over a large enough set of
conformations or configurations.

These two factors, the great number of thermally accessible configurations and
the need to describe the charge distribution changes through quantum mechanics,
taken together, increase dramatically the computational cost associated to the the-
oretical study of chemical reactions and electron transitions of molecules in solu-
tion. Throughout the years several strategies and approximations have been
proposed to tackle this problem, in this chapter we will center in the study of one of
the most useful: the mean field approximation (MFA) [8–10]. It is worth noting that
the MFA is always applied in conjugation with focused methods. This approxi-
mation permits to dramatically improve the computational efficiency, which
explains its widely extended use for molecules and biomolecules in solution. The
importance of this approximation is evidenced by the fact that it is employed by
many of the most used methods for the study of solvent effects on chemical or
biochemical systems. The different quantum versions of dielectric continuum
models [1–4], the methods based on Langevin dipoles [11] or more elaborate
methods such as RISM-SCF [12–14], Mean-Field QM/MM [15], statistically-
mechanically averaged solvent density [16] or ASEP/MD [17–19] are representa-
tive examples of this.

In the following sections we will try to clarify the theoretical fundament of MFA
and we will discuss some applications.

5.2 Methods and Details

From a conceptual point of view the MFA is very simple [20–22]: it replaces the
energy obtained by averaging over a set of configurations with the energy of an
average configuration. The same procedure is applied in calculating any other
property. Note that in the first case we need to calculate the energy of every
configuration, while with the MFA we calculate only one energy value. Obviously,
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in this latter case the problem is how to determine and represent the average
configuration. The important point to keep in mind when we use the MFA is that
the effect of the classical subsystem, which can adopt many different configurations,
on the quantum subsystem is introduced in an averaged way.

ASEP/MD, acronym for averaged solvent electrostatic potential from molecular
dynamics, is a QM/MM method oriented towards the study of solvent effects that
makes use of the mean field approximation. It permits to combine state of the art
quantum calculations of the solute electronic wavefunction with a microscopic
description of the solvent. Its main features are: (1) in optimizing the geometry and
electronic structure of the solute the liquid structure is kept fixed. In the same way,
when the liquid phase space is explored it is assumed that the geometry and charge
distribution of the solute do not change. (2) The solute wavefunction and the liquid
structure around it are optimized using an iterative procedure where a quantum
calculation follows a molecular dynamics simulation. (3) The perturbation gener-
ated by the solvent on the solute enters into the molecular Hamiltonian in an
averaged way. (4) The location of the critical points (minima, transition states, etc.)
on the free energy surfaces is performed using a modification of the free energy
gradient method.

We pass now to detail the method. Let us suppose the total system is formed by
one solute molecule and N solvent molecules in a volume V. As usual in QM/MM
methods the total Hamiltonian of the system is defined as:

Ĥ ¼ ĤQM þ Ĥclass þ Ĥint ð5:1Þ

corresponding to the quantum region, ĤQM, the classical region, Ĥclass, and the
interaction between them, Ĥint. The quantum region is formed by the solute mol-
ecule and the classical one by the N solvent molecules. This distinction is important
only during the quantum calculation, in the MD simulation all the molecules (solute
+solvent) are classically treated.

The energy and wavefunction of the QM region are obtained by solving the
effective Schrödinger equation:

ĤQM þ Ĥint
� �� �

Wj i ¼ �E Wj i ð5:2Þ

Here the mean field interaction Hamiltonian, Ĥint, is defined as [20–22]:

Ĥint
� � ¼

Z
dr � q̂ � VSðrÞh i ð5:3Þ

where q̂ is the charge density operator of the quantum mechanical region (the
solute) and VS rð Þh i, which is named ASEP, is the average electrostatic potential
generated by the solvent molecules at the position r. The brackets denote a
statistical average over the configurational space of the classical subsystem.
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In ASEP/MD, the information necessary to calculate VSh i is obtained from a
classical molecular dynamics simulation.

From a computational point of view it is convenient to split the interaction term
into two components associated to the electrostatic and van der Waals
contributions:

Ĥint ¼ Ĥelect
int þ ĤvdW

int ð5:4Þ

In general, it is assumed that ĤvdW
int has only a small effect on the solute wave-

function and therefore it is usual to represent it through a classical potential that
depends only on the nuclear coordinates but not on the electron ones. If this is the
case, and for a given configuration of the classical subsystem, the ĤvdW

int term can
simply be added to the final value of the energy as a constant.

Equations (5.2) and (5.3) show how the classical region perturbs the quantum one
and originates the solute polarization. Obviously, the classical subsystem depends in
turn on the charge distribution of the quantum subsystem. As a consequence,
Eq. (5.2) becomes an implicit non-linear expression that needs to be solved itera-
tively. At the end of this procedure, when convergence is reached, the solute charge
distribution and the solvent structure around it become mutually equilibrated.

Scheme 5.1 can help to clarify the different steps of the ASEP/MD method. It
begins by solving the Schrödinger equation of the isolated quantum subsystem.
From this we obtain the electron distribution or any other derived quantity like the
atomic point charges, etc., that are used to represent the solute in a classical
molecular dynamics simulation. The ASEP calculation implies an average of the
different configurations that the classical subsystem can adopt. Next, the ASEP is
introduced into the molecular Hamiltonian. By solving the associated Schrödinger
Eq. (5.2) we get the wavefunction of the quantum subsystem perturbed by the
classical one. This perturbation modifies both the geometry and electron distribu-
tion of the quantum subsystem that consequently becomes polarized. The new
charge distribution is used to recalculate the ASEP that is again introduced into
Eq. (5.2). The procedure is repeated until convergence is attained, which typically
occurs in a few cycles. At the end of this iterative procedure we get the energy,
geometry and wavefunction of the quantum region and the structure of the classical
region.

It is worth of note that most of the configurations generated in a MD simulation
are not statistically independent, i.e., they do not provide additional information
from a statistical point of view [23, 24]. So, in order to decrease the statistical
correlation between the selected configurations it is important to include just those
configurations separated by a time interval larger than the relaxation time. The
length of this interval varies depending on the system under study, although
intervals of at least 0.05 ps are usually needed. More important than including many
configurations in the ASEP calculation is that they span a long enough simulation
time (at least several hundreds of ps). In general, converged results are obtained
with 500–1000 statistically independent configurations.
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Another important point to clarify is what is the most adequate way of introducing
ASEP into the Hamiltonian. There are several possibilities: numerically, as a set of
point charges, using multipole expansions, etc. In general, we use a point charge
representation, as it provides a compromise between accuracy and computational
cost. The problem with this option is that the number of charges increases rapidly
with the size of the system and with the number of configurations included. So, for
instance, for a simulation with 500 molecules with five atoms per molecule and using
1000 configurations in the ASEP calculation we have 5 × 500 × 1000 = 2500000
charges. In order to keep a tractable number of charges we include explicitly only
those charges associated to molecules that belong to the first solvation shell of the
solute. The effect of the remaining solvent molecules is described by using
potential-fitted charges. A further charge number reduction method permits to reduce
their number to only a few thousands. More details about the calculation and rep-
resentation of the ASEP can be found elsewhere [17–19, 25–27].

For optimizing the geometry of the quantum system we use a variant [28] of the
free energy gradient method [29–31] that permits the determination of critical
points on free energy surfaces (FES). The FES is defined as the energy associated
with the time average of the forces acting on the solute molecule. Let A be the
Helmholtz free energy of a system. The force felt by the solute molecule reads

F Rð Þh i ¼ � @A
@R

¼ � @E
@R

� �
¼ � @EQM

@R
� @Eint

@R

� �
ð5:5Þ

R being the nuclear coordinates of the solute, E the energy obtained as the
solution of the Schrödinger Eq. (5.2), EQM ¼ W HQM

�� ��W� �
; Eint ¼ W Hintj jWh i and

where we have assumed that Eclass does not explicitly depend on the solute nuclear
coordinates R and that the geometry of the quantum part is keep fixed during the
MD simulation. The brackets denote a configurational average. Note that
E incorporates both intramolecular, EQM, and intermolecular, Eint, contributions.

In the same way the Hessian reads:

G R;R0ð Þh i ¼ @2E
@R@R0

� �
� b

@E
@R

@E
@R0

	 
T
* +

þ b
@E
@R

� �
@E
@R0

T� �
ð5:6Þ

where the superscript T stands for transpose and β = 1/kBT. The last two terms in
Eq. (5.6) are related to the thermal fluctuations of the force.

Turning to the expression of the force, it is convenient to split the interaction
term into two components associated with the electrostatic and van der Waals
contributions:

F Rð Þh i ¼ � @EQM

@R
� @Eelect

int

@R

� �
� @EvdW

int

@R

� �
ð5:7Þ
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At this point one can introduce the MFA by replacing the average derivative of
Eelect
int with the derivative of the average value. The force now reads [28]:

F Rð Þh i ¼ � @EQM

@R
� @�Eelect

int

@R
� @EvdW

int

@R

� �
ð5:8Þ

and, analogously, the Hessian reads:

G R;R0ð Þh i ¼ � @2EQM

@R@R0 �
@2�Eelect

int

@R@R0 �
@2EvdW

int

@R@R0

� �
ð5:9Þ

where, in agreement with the mean field approximation, the force fluctuation term
has been neglected. Once the gradient and Hessian values are known, we can use
any of the usual optimization methods, RFO [32] for instance, to get the optimized
geometry and couple it with Scheme 5.1.

A point that deserves attention is the contribution of the electronic solvent
polarization to the solvatochromic shifts. Most force fields use atomic point charges
that include the effect of electron polarization in an implicit way. The main problem
with the use of this implicit description of the electronic polarization is that it gives
a vanishing contribution when one compares situations where the solvent structure
is fixed, for instance when the Franck-Condon principle is applied in vertical
transitions. In these situations it is convenient to have a model to compute explicitly

Scheme 5.1 Scheme of the
MFA iterative procedure
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the contribution of the electronic polarization component. To this end, we assign a
molecular polarizability to every solvent molecule, and simultaneously replace the
effective solvent charge distribution used in the MD calculation with the gas phase
values of the solvent molecule. This point is important, because otherwise the
solvent polarization is accounted twice. The dipole moment induced on each sol-
vent molecule is a function of the dipole moments induced on the rest of the
molecules and of the solute charge distribution, and hence the electrostatic equation
has to be solved self-consistently.

The total energy of the system (quantum solute + polarizable solvent) is obtained
as:

U ¼ Uqq þ Upq þ Upp þ Uqq þ Uqp þ Usolute
dist þ Usolvent

dist ð5:10Þ

Here, q refers to the permanent charges of solvent molecules, p to the solvent
induced dipoles, and ρ is the solute charge density. The last two terms in this
equation are the distortion energies of the solute and solvent molecules respectively,
i.e., the energy spent in polarizing them. In the case of the solute it reads:

Usolute
dist ¼ W HQM

�� ��W� �� W0 HQM

�� ��W0� � ð5:11Þ

where Ψ and Ψ0 are the in solution and in vacuo solute wave-functions, respec-
tively. Explicit expressions for the different contributions can be found elsewhere
[26].

The final expression for the total energy of the system is:

U ¼ Uqq þ 1
2
Upq þþUqq þ 1

2
Uqp þ Usolute

dist ð5:12Þ

The firsts two terms of this expression are strictly classical, while the last three
involve the solute charge distribution and are calculated quantum-mechanically.

Finally, we address the application of the ASEP/MD methodology to the study
of electronic transitions. Here, we can consider two situations depending on the
description, implicit or explicit, of the solvent electronic polarization. If one uses an
implicit description of this component then it is only necessary to perform the
calculation of the different excited states in presence of the solvent charge distri-
bution obtained during the ASEP/MD procedure. If, on the contrary, we explicitly
include the contribution of this component then it is necessary to perform an
additional self-consistent process. Using the solvent structure and solute geometry
obtained in the first self-consistent process, we couple the quantum mechanical
solute and the electron polarization of the solvent. The process finishes when the
solute charge distribution and the solvent induced dipole moments become mutu-
ally equilibrated.

Once the solvation energy, Eq. (5.12), has been calculated for the ground and
excited states, the solvent shift, δ, can be obtained as the difference
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d ¼ Uex � Ug ¼ 1
2
dpq þ dqq þ 1

2
dqp þ dsolutedist ð5:13Þ

The term dqq cancels out because, in vertical transitions where the
Franck-Condon approximation is applicable, the Uqq term takes the same value in
both the ground and the excited state.

A problem with this procedure is that the solvent perturbs each electronic state of
the solute molecule in a different way, i.e., each state is an eigenfunction of a
different Hamiltonian; consequently, the different states are not mutually orthogo-
nal. This fact complicates the calculation of oscillator strength and other transition
properties of the system.

5.3 Examples

In this section we present results of the application of the ASEP/MD method to the
study of solvent effects on electron transitions in p-coumaric acid derivatives. This
system was chosen because it is an example of electron excitations that promote
internal rotation around formal double bonds. Internal rotations are characterized by
large flows of charge and, consequently, important solvent effects. Furthermore,
they are involved in very interesting phenomena, as are dual fluorescence in
push-pull chromophores [33–35] or cis-trans photoisomerization reactions [36–38].
An adequate description of the excited states involved in these processes demand
state of the art quantum calculations including both static and dynamic electron
correlation contributions. Furthermore, in many cases the solute is stabilized by
hydrogen bonds, consequently, it is compulsory to use a microscopic description of
the solvent in order to account for specific interactions. In these conditions
ASEP/MD becomes a good alternative to other methods and it can help to shed
light on these processes [39–42].

5.3.1 p-Coumaric Acid in Different Protonation States

p-coumaric acid (pCA) has been used as a model of the photoactive yellow protein
(PYP) chromophore. This protein is related with the negative phototaxis of
Halorhodospira halophila under blue light irradiation [38]. After irradiation
(446 nm), the protein enters a photocycle where the primary event is the isomeri-
zation of the chromophore’s double bond on a subpicosecond time scale, very
similar to retinal photoisomerization in the visual process [43–46]. A first evidence
of the medium effect on the p-coumaric acid chromophore is found in the
absorption spectrum. In gas phase, the p-coumaric monoanion (pCA−) absorbs at
430 nm [47, 48] whereas in water solution the absorption maximum is located at
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around 310 nm and it varies with the pH [48, 49]. It is important to note that pCA
has two hydrogen atoms susceptible of deprotonation being the carboxylic
hydrogen more acid than the phenolic one. Thus, in passing from acidic to neutral
condition, the chromophore will first lose the carboxylic hydrogen yielding the
carboxylate anion rather than the phenolate. Nevertheless, in gas phase, the phe-
nolate anion is found to be more stable than the carboxylate due to the delocal-
ization the negative charge along the structure. At basic pH the dianionic form is
obtained.

In this section we compare the absorption spectra of p-coumaric acid as a
function of its protonation state. During the ASEP/MD runs, quantum calculations
were performed with the Gaussian 09 package [50]. The final SA-CASSCF and
CASPT2 calculations were done with Molcas 7.4 [51]. All MD simulations were
performed using Moldy [52] or Gromacs [53] and assuming rigid molecules.
Lennard-Jones parameters and solvent atomic charges were taken from the
OPLS-AA (optimized potentials for liquid simulations, all atoms) force field [54,
55]. Solute atomic charges were obtained from the quantum calculations with the
CHELPG (charges from electrostatic potential in a grid) method [56, 57].

We started our study with the neutral form of the trans-pcoumaric acid (pCA).
Four conformes were studied. Two of them correspond to the cis or trans dispo-
sition of the central vinyl double bond and the carboxylic double bond of the acid
terminal group, s-cis and s-trans. For each of these species, the hydrogen of the
phenolic group can be disposed in syn or anti position relative to the central double
bond. These four species are displayed in Scheme 5.2 and are identified as I (s-cis-
anti), II (s-cis-syn), III (s-trans-anti) and IV (s-trans-syn). In gas phase, anti rota-
mers are preferred to the syn ones, in solution the opposite is verified and the syn
conformations are slightly more stable than anti.

Regarding the absorption spectrum, the most probable transition in gas phase is a
(π → π*) absorption to the S2 state with an oscillator strength of around 0.5. This is

Scheme 5.2 Conformers for the neutral form of the trans-p-coumaric acid
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a HOMO→LUMO transition involving a gap of 4.5 and 4.6 eV for the s-cis and s-
trans isomers, respectively. The transition to the S1 state corresponds to a
HOMO→LUMO+1 transition with an energy gap of around 4.23 eV for all the
forms.

In water, the most probable transition is still that corresponding to the S2 state,
with an oscillator strength of 0.4. This transition results in around 4.30 eV, which
overestimates the experimental value in about 0.3 eV. However, if the solvent
electronic polarization is explicitly considered we get a value of 4.00 eV, in perfect
agreement with the experiment. It is also observed that the S0→S1 transition is
hardly affected by the solvent interaction, being the vertical transition energies in
gas phase and in solution practically coincident. The different behavior of S2 and S1
comes from the distinct charge distribution of these states. Whereas the transition to
S2 implies an electron density displacement from the phenolic ring to the alkyl
fragment and a considerable increase in the dipole moment, S1 has a charge dis-
tribution similar to S0 and consequently they interact with the solvent in a similar
way. Due to the larger stabilization of S2 with respect to S1 in water solution the
relative stability order of the two states is reversed.

The situation is somewhat more complicated for the monoanionic form of
p-coumaric acid (pCA−) as it can appear (see Scheme 5.3) in two forms: phenolate
and carboxylate, with very different charge distributions. So, whereas in the car-
boxylate the negative charge is localized on the carboxylate end, in the phenolate
anion, the negative charge is spread along the whole molecule. In fact, in phenolate,
there is an equilibrium between a quinolic structure with the negative charge
localized at the COOH fragment, and a nonquinolic structure with the negative
charge at the phenolate oxygen. In gas phase, the ground state of the phenolate form
is clearly more stable than the carboxylate species due to its larger charge delo-
calization. Interaction with solvent molecules modifies the relative stability of the
different isomers, and in water solution, the carboxylate becomes now the most
stable form.

Scheme 5.3 Neutral, monoanionic and dianionic forms of the p-coumaric acid
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An additional complication comes from the fact that for both carboxylate and
phenolate monoanions, the gas-phase (π → π*) low-lying excited states are found
in the detachment continuum [58–60], that is, their electron detachment energies are
below the first vertical excitation energy, and therefore, these excited states are
metastable. In any case, there is a very good agreement between the calculated
CASPT2/CASSCF(12,24) gas phase excitation energy for phenolate (2.89 eV) and
the experimental data (2.88 eV).

The most probable transition in gas phase is that leading to the S1 state, with an
oscillator strength of 1.0. In water solution, the bright state remains S1, with the
same nature as in gas phase. The absorption band appears displaced toward larger
energies (3.17 or 3.09 eV depending whether the solvent is explicitly polarized or
not); consequently, there is a blue solvent shift of around 0.25 eV.

The theoretical electronic absorption spectrum of the carboxylate anion is quite
complex due to the large number of excited states lower in energy than the bright
one. In fact, the transition with the larger oscillator strength (0.50) is S0→S4. This
corresponds to a (π → π*) transition involving the HOMO and LUMO orbitals. We
find a difference of 2.1 eV between the gas-phase transition energies of carboxylate
(5.06) and phenolate (2.89). In water solution, the bright state is the S2 excited state.
It is a H→L transition, and it has an oscillator strength slightly larger than that
found in gas phase. This state is more effectively solvated and more stabilized than
the ground state, the transition energy is 4.76 eV and a red solvent shift of 0.3 eV is
found. Explicit inclusion of the electronic solvent polarization slightly increases the
transition energy until 4.81 eV.

The double anionic form of the trans-p-coumaric acid (pCA2−) is unstable in gas
phase and would suffer spontaneous autoionization. However, the interaction with
the solvent increases the ionization potential permitting the existence of pCA2− in
water solution. In gas phase, the bright state is the S2 state that corresponds to a
H→L transition, whereas the S1 state implies the transition H→L+1. In solution,
the bright excited state is stabilized and becomes the first excited state as the charge
displacement involved in this transition (−0.35 e in solution) is favored by the
solvent. The calculated transition energy in solution (3.75 and 3.73 eV for non-
polarizable and polarizable solvent, respectively) is in very good agreement with
the experimental data recently published by Boggio-Pasqua and Groenhof [61]
where the trans-p-coumaric acid in aqueous solution at pH > 10 showed an
absorption maximum at around 3.71 eV.

The variation of the transitions energies with the protonation state is displayed in
Fig. 5.1. For all the studied species, the bright state is a π → π* transition involving
a charge displacement along the system. For the neutral form, the transition
involves an increase of the dipole moment of the excited state, a fact that leads to a
larger stabilization of the excited state in water solution and consequently a bath-
ochromic shift of the absorption maximum in solution. Phenolate and carboxylate
monoanions show different behavior with respect to solvation. On the one hand, the
phenolate monoanion in gas phase shows a displacement of the charge from the
phenolic oxygen to the rest of the system during the transition, and this is enhanced
in water solution. As the displacement involves a delocalization of the negative
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charge, the excited state is worse stabilized than the ground state, and a final solvent
blue shift is achieved. On the other hand, in the carboxylate monoanion the negative
charge moves from the COO− toward the phenolic ring during the excitation. As the
solvent hinders this displacement the excited state charge becomes more localized
in solution, and consequently more stabilized than the ground state and a solvent
red shift is found. Finally, for the dianionic species the electronic transition to the
bright state involves a charge displacement from the phenolic part toward the rest of
the system and most of the negative charge is concentrated in the carboxyl end. This
displacement is enhanced in water solution; as a consecuence, the charge is more
localized and more effectively solvated in the excited state than the ground state,
and a final solvent red shift is found. In sum, except for the phenolate anion where a
blue shift is found in the rest of cases a blue shift is registered.

As for the effect of the electronic solvent polarization in the transition energies
and solvent shift values two cases can be distinguished. In neutral species, the
polarization contribution depends on the state nature. That is, it is relevant in those
cases in which there exists a significant charge displacement between the ground
and the excited state. On the contrary, in ionic forms (mono- and dianionic species),
the larger contribution to the solute-solvent interaction energy comes from the
charge−potential term and, in general, solvent polarization has only a minor
influence.

Finally, we would like to draw the attention to some attempts to mimic the
solvent environment effect by including a limited number of solvent molecules in
the quantum calculation. Putschögl et al. [62], for instance, studied the pCA2−

dianion surrounded by eight water molecules. They found that the solvent stabil-
ization was not enough to cause the inversion between S1 and S2 states in solution,
something that occurs when bulk solvation is accounted. In our case, the S1 bright
state is more stabilized than the ground state and consequently a red solvent shift of
around 0.22 and 0.23 eV (nonpolarizable and polarizable solvent, respectively) is

Fig. 5.1 Variation of the transition energies (in eV) for the trans-p-coumaric acid with the
protonation state in gas phase (full lines) and in water solution (dashed lines). For the in-solution
transition energies, the effect of the electronic solvent polarization has been included (values in
parentheses correspond to those obtained without this contribution)
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obtained in water solution. This fact evidences the importance that the bulk solvent
contribution has in this system.

5.3.2 p-Coumaric Acid Derivatives

In this section we focus on the analysis of the solvent effect and coumaryl tail on the
absorption spectrum of some p-coumaric derivatives: acid (pCA−), thioacid
(pCTA−), methyl ester (pCMe−) and methyl thioester (pCTMe−), see Scheme 5.4.
The comparison of the behavior of these systems permits to analyze the modifi-
cations introduced by the substitution of a sulfur by an oxygen atom and the
influence of the methyl group. As we will show the presence of the sulfur modulates
the solvent effect, as a consequence the first two excited states become practically
degenerated for pCA- and pCMe- but moderately well separated for pCTA- and
pCTMe-.

In gas phase and for the four derivatives (see Table 5.1) the bright state is the
first excited state with a π − π* character and oscillator strength close to one. The
second excited state is a n − π* state that involves the phenolic oxygen lone pair
and the third one corresponded to a π − π2* transition. A good agreement was found
between the calculated transition energies and the available experimental data. So,
the absorption maximum for the methyl ester derivative is experimentally found at
2.88 eV [63] whereas our CASPT2//CASSCF(14,12) value is 2.94. Explicit solvent
electronic polarization was not considered, as its contribution is negligible for
monoanionic derivatives. For the thiophenyl ester (pCT−) the transition is experi-
mentally found at 2.70 eV [64]. This value is a good reference for pCTMe− where
we found a transition energy of 2.73 eV as the electron conjugation does not extend

Scheme 5.4 Acid (pCA−), thioacid (pCMe−), methyl ester (pCTA−) and methyl thioester
(pCTMe−) derivatives of the anionic p-coumaric acid
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beyond the sulfur atom. Our results also agree with the values published by Zuev
et al. [65], 2.98 eV, using a similar level of calculation
(SS-CASPT2/ANO-RCC-VTZP) and by Gromov et al. [66], 2.89 eV, using
CC2/SV(P). The TDDFT method overestimates excitation energies. So, Muguruza
González et al. [67] reported values of 3.40 eV for the vertical energies of pCTMe−

and Sergi et al. [68] a value of 3.24 eV for pCA−. According to these values it
seems evident the poor performance of TDDFT in describing charge-transfer
excited states.

The replacement of oxygen by sulfur results in a red shift of the first absorption
band of around 0.21 eV. However, the substitution of the terminal hydrogen for the
methyl group does not modify the band position. In the four derivatives there is a
flux of charge from the phenolic part toward the rest of the molecule. This flux is
larger in pCA− and pCMe−, ≈0.22 e, than in pCTA− and pCTMe−, ≈0.13 e.
Consequently, the delocalization of the charge is larger in the excited state of the
oxo derivatives that becomes more stable than the thio derivatives.

The solvent has important effects on the geometry of the four models analyzed:
bond lengths are notably different in gas phase and in solution. So, for instance, the
phenolic oxygen bond length increases from 1.23 to 1.28 Å when one passes from
gas phase to water solution. In addition, there is a certain loss of the quinolic
character displayed in gas phase, single bonds becoming now longer and double
bonds shorter. However, and contrary to what could be expected, the carboxylic
double bond length is not modified by the solvent, probably because of the steric
hindrance and the low charge on this group (C16O17).

In the ground state of the four studied molecules the solvent originates a flux of
negative charge toward the phenolic moiety. However, during the excitation the
flux goes from the phenolic part (0.32 e) to the central double bond (0.24 e) and the
terminal moieties (0.08 e). As a consequence the negative charge in the excited
states is smoothed out along the molecule. The solvent penalizes the charge delo-
calization in the two excited states and originates a blue shift. The destabilization is
larger for the n→π* state, which becomes the third excited state. The π→π* state is
also destabilizated with respect to the π→π2* state and more in pCA− and pCMe−

than in pCTA− and pCTMe−; consequently, while in the first case the S1 and S2
states become practically degenerated, in pCTA− and pCTMe− there is a gap of
around 0.35 eV.

Table 5.1 Solute-solvent Interaction energies (kcal/mol) in the ground state and excited state

GS π→π1
*

O- -Ph C = C COXY Total O- -Ph C = C COXY Total

pCA- −158.4 16.8 −6.4 −24.6 −172.6 −139.8 34.5 −17.6 −27.6 −150.5

pCMe- −149.1 14.2 −10.7 −10.3 −155.9 −131.8 31.5 −21.8 −13.3 −135.4

pCTA- −147.5 9.4 2.2 −15.4 −151.3 −129.0 24.6 −7.3 −18.2 −129.9

pCTMe- −148.5 12.5 −4.2 −5.6 −145.8 −131.4 25.8 −13.5 −8.1 −127.2
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A quantity that can be useful in the analysis of solvent effects is the group
contribution to the solute-solvent interaction energy (Table 5.1). The molecules are
divided in portions and their relative contribution to the interaction energy and
solvent shift are analyzed. In the present case we divided the molecules in four
parts: the phenolic oxygen, the phenyl group, the central double bond and the
terminal part (acid, thio-acid, ester or thio-ester depending on the case). The larger
contribution to the total interaction energy comes from the phenolic oxygen that is
the group that carries most of the negative charge. However, the contributions of the
remaining groups are far from negligible. Electronic transition results in a decrease
of the solute-solvent interaction energy. This is mainly due to the decrease of circa
35–40 kcal/mol in the contribution of the phenolic part of the molecule (Ph-O) as
consequence of the charge flux from the phenolic part toward the rest of the
molecule. The phenyl and carbonyl groups present a reduced number of water
molecules placed in their neighborhood compared to those existing around the
phenolic oxygen, and consequently the solvent does not stabilize the transferred
charge as effectively.

It is interesting to compare ASEP/MD results with those obtained by other
authors using different methodologies. So, Gromov et al. [66] calculated a
CC2/aug-cc-pVDZ value of 2.96 eV for the transition energy of pCTMe− with two
water molecules placed close to the phenolic oxygen (the part of the molecule with
the largest interaction energy). This value is in reasonable agreement with the
experimental value of 3.22 eV published by Naseem et al. [69]. Nevertheless, those
authors report a theoretical solvent shift of 0.05 eV as they found the absorption
band in gas phase at 2.91 eV. This value is clearly underestimated when compared
with the experiment. Assuming the gas phase experimental value for pCT−

(2.70 eV) as suitable value as well for pCTMe−, the experimental solvent shift can
be estimated in 0.52 eV. Furthermore, the solvent effect on the bond length vari-
ations reported by these authors represents only one-third of that obtained with
ASEP/MD. The situation is even worse when the solvent is described using con-
tinuum methods as they fail in reproducing the correct trend, which is a blue solvent
shift. For instance, Wang [70]. performed a CPCM/TD-B3LYP study of pCTMe−

in different media. In water, the absorption energy was estimated in 3.03 eV being
this value lower than the one computed in gas phase (3.17 eV). Consequently a final
red shift was obtained. In this case, the failure in predicting the solvent shift is due
to the neglecting by continuum models of specific solvent interaction such as
hydrogen bonding. Therefore, we must conclude that the representation of the
solvent through a few solvent molecules or making use of continuum methods does
not accurately account for the solvation effects on the studied systems. In the first
case because solvation is a global property hardly represented just through a few
solvent molecules and in the second because specific interactions between solute
and solvent are missing.
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5.4 Conclusions

Microscopic solvent effect theories imply an extensive sampling of the configura-
tional space of the solute–solvent system. Furthermore, most of processes of
chemical interest involve large charge redistribution and its study requires the use of
high-level quantum-mechanical methods with the consequent increase in the
computational cost. The mean field approximation provides a way of reducing the
number of quantum calculations and, consequently, it permits to reduce the com-
putational cost associated with the inclusion of solvent effects. In this chapter the
theoretical basis of this approximation have been analyzed. We have paid special
attention to the ASEP/MD method that implements this approximation in QM/MM
methods.

The main characteristics of ASEP/MD are: (1) A reduced number of quantum
calculations, that permits to increase the description level of the solute electronic
structure which, in fact, can be described at the same level as in gas phase studies.
(2) Since the solvent is described through MM force fields, there exists a great
flexibility to include both bulk and specific interactions into the calculations. (3) At
the end of the procedure the solute wavefunction and the solvent structure become
mutually equilibrated, i.e., the solute is polarized by the solvent and the solvent
structure is in equilibrium with the polarized solute charge distribution. (4) Finally,
the method permits to perform in an efficient way optimizations on free energy
surfaces.

In this chapter we have presented some applications of the ASEP/MD method to
the study of electron transitions that promote internal rotation around formal double
bonds. More specifically we have addressed the solvent effects on the electronic
spectrum of the p-coumaric acid. Important differences in facing the solvent were
verified depending on the protonation state of the acid and the nature of the terminal
group.
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Chapter 6
Development of a Massively Parallel
QM/MM Approach Combined
with a Theory of Solutions

Hideaki Takahashi and Nobuyuki Matubayasi

Abstract In this contributed article we review our method, referred to as
QM/MM-ER, which combines the hybrid QM/MM simulation with the theory of
energy representation. Our recent developments and applications related to the
method are also introduced. First, we describe the parallel implementation of the
Kohn-Sham DFT for the QM region that utilizes the real-space grids to represent
the one-electron wave functions. Then, the efficiency of our code on a modern
parallel machine is demonstrated for a large water cluster with an ice structure.
Secondly, the theory of energy representation (ER) is formulated within the
framework of the density functional theory of solutions and its application to the
free energy analyses of the protein hydration is provided. Thirdly, we discuss the
coupling of the QM/MM approach with the method of energy representation, where
the formulation for free energy δμ due to the electron density fluctuation of a QM
solute plays a key role. As a recent progress in QM/MM-ER we developed a
rigorous free energy functional to compute free energy contribution δμ. The outline
of the method as well as its extension to the QM/MM simulation coupled with a
second-order perturbation approach are described.
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6.1 Introduction

Enzymes show their elaborate functions in promoting chemical reactions of solutes
that are bound to specific sites embedded in the proteins [1, 2]. Interestingly, in
most cases, the thermal fluctuation of the polymer chains of amino acids as well as
water molecules surrounding the active sites plays a key role in organizing the
chemical events. Thus, it is of fundamental importance in the fields of chemistry
and biochemistry to study the role of the environment in a chemical reaction
occurring in a confined region of a condensed system [3, 4]. Since the dominant
path in a many-particle system is governed by the free energy, it is one of the major
subjects in theoretical and computational chemistry to calculate the free energy
change associated with the reaction path of interest.

The theoretical description of chemical reaction necessitates the method of
quantum chemistry, however, its computational cost increases drastically with the
number of electrons involved in the system. In addition, the free energy calculation
by means of molecular simulation is also known as a demanding task because it
requires a lot of configuration samplings for the intermediate points along the
process. Thus, we have to overcome these difficulties simultaneously to compute
free energy changes for chemical reactions in condensed phases [5].

The hybrid quantum mechanical/molecular mechanical (QM/MM) method is a
promising approach [6–8] to reduce the cost in quantum chemical calculations
without serious loss of accuracy. The QM/MM simulation has been extensively
applied to various chemical events in solutions or biological systems and its effi-
ciency and robustness are well established. As a notable feature in our development
of a QM/MM code [9–11] we employed the real-space grid technique [12–14] to
represent one-electron wave functions in Kohn-Sham density functional theory
(KS-DFT) [15–17] for the QM subsystem to achieve high efficiencies in massively
parallel computations. For the efficient calculation of the solvation free energy of a
solute we resort to a theory of solutions, referred to as theory of energy repre-
sentation (ER) [18–20], where the distribution function of the solute-solvent pair
potential plays a role in constructing the free energy. By virtue of the approximate
functional in the theory it is possible to compute free energy of solvation with a
modest sampling in configuration space as compared to the method of molecular
simulation such as free energy perturbation (FEP) or thermodynamic integration
(TI) [21, 22]. By combining the QM/MM approach based on the real-space grid
DFT with the theory of energy representation we developed a method termed
QM/MM-ER [23, 24], where the energy distribution functions are to be generated
through a set of QM/MM simulations. The point of the theoretical framework of
QM/MM-ER lies in the decomposition of the total solvation free energy Δμ of a
QM solute into two contributions D�l and δμ which are the free energies due,
respectively, to the two-body and many-body interactions between QM and MM
subsystems. The two-body contribution D�l can be calculated straightforwardly with
the theory of energy representation and its efficiency has been well examined by
performing a lot of classical simulations. On the other hand, we have to make some
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devices to evaluate the free energy δμ since the standard theory of solutions is based
on the assumption that the solute-solvent interaction is pairwise additive [20, 25].

In a recent progress in the QM/MM-ER method we formulated a simple and
rigorous functional [24] to evaluate the free energy δμ arising from the electron
density fluctuation of a QM solute in solution. Importantly, this formulation pro-
vides a versatile tool which allows various extensions useful for several important
applications. For instance, the effect of the electronic polarization of the solvent
molecules on the solvation free energy can be treated within a unified framework.
Further, the approach can also be applied to the free energy calculation for a
QM/MM system where the electron density fluctuation of the QM subsystem is
described with the second-order perturbation theory (PT2) [26].

In this issuewe provide a review of theQM/MM-ERmethod and its recent progress
as well. The organization of the article is as follows. In Sect. 6.2, we discuss the
advantage of the real-space grid DFT in the parallel implementation by making
comparison with the LCAO approach and demonstrate its efficiencies on modern
parallelmachines. In Sect. 6.3,we concisely review the theoryof energy representation
and its recent application to the analyses of the hydration free energies of proteins. The
fourth section is devoted to describe the method to couple the QM/MM method with
the theory of energy representation, where a particular emphasis is placed on the
formulation to deal with the free energy contribution δμ. The extension of the method
to the QM/MM simulations coupled with perturbation approach is also illustrated.

6.2 Parallelization of Kohn-Sham DFT

Applications of the electronic structure calculation have so far been limited to relatively
small systems due to its high numerical cost. Hence, the development of a method that
enables us to treat large-scale systems extends drastically the scope of the theoretical
approach. The state-of-the-art computer technology owes its high performancemainly
to the massive integration of the CPU nodes connected with a high-speed network.
Thus, the parallel implementation of the electronic structure calculation is one of the
important issues in the quantum chemistry as well as in the solid state physics. In this
section we briefly review the real-space grid approach which provides a simple
framework suitable for massively parallel execution of DFT. The advantage of the
method will be discussed by comparing it with the localized basis. We will also
demonstrate the performance of the grid method on a modern parallel machine.

6.2.1 Density Functional Theory Using Real-Space Grids

Linear combination of atomic orbitals (LCAO) method [27] has been utilized as a
common technique to represent one-electron wave functions that work as building
blocks in density functional theories as well as in molecular orbital theory.
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We consider here the computational cost and the parallel efficiency associated with
the ab initio LCAO calculations. The most time-consuming part is the calculation
that involves the two-electron integrals <χi χj |1/r12| χk χl> for all combinations of
the indices i, j, k, and l attached to the basis functions {χi}. Hence, a 4-fold loop
with respect to the basis functions has to be processed in a code to evaluate the
expectation values of the two-electron operators. A single basis function in a basis
set is further given by a linear combination of primitive Gaussians with the same
center in order to mimic the radial behavior of the corresponding Slater function.
Therefore, the computational effort associated with the two-electron integrals
increases drastically with the system size. It is important to note that most of the off-
diagonal elements in the Hamiltonian matrix represented by the LCAO basis have
non-zero values. As discussed below this causes a serious increase in the amount of
data communications among the processors in the parallel computations. In the
construction of the Fock matrix in the Hartree-Fock calculation the 4-fold loop for
the two-electron integrals will be parallelized to yield an incomplete Fock matrix at
each processor. Then, we reduce the matrix stored on each CPU to the master node
to obtain complete Fock operator. Due to the non-zero elements in the off-diagonal
part of the Fock matrix the whole of the matrix should be distributed to all pro-
cessors to increment another SCF (self-consistent field) step. The global and mass
communication among the processors are, thus, necessitated in the LCAO
approach. This can be successfully applied to rather small molecules. In large
systems, however, the parallel efficiency will be degraded seriously since the total
communication costs is dominated by the off-diagonal part of the Hamiltonian
matrix which increases drastically with the size of the matrix.

The plane wave basis, an eigenfunction of a kinetic energy operator, has been
commonly used in the Kohn-Sham DFT (KS-DFT) calculations for periodic sys-
tems such as bulk crystals [28]. The matrix elements for the kinetic energy operator
can be readily obtained in the reciprocal space; however, the exchange-correlation
potential defined in the real space can be evaluated only after the total electron
density is obtained in the real space. Hence, it is necessary to transform the
one-electron wave functions in momentum space to those in the real space to
complete the operation of the effective Hamiltonian of KS-DFT. To expedite the
transformations of the wave functions between these spaces, the fast Fourier
transformation (FFT) technique is utilized in most cases. The plane wave expansion
works efficiently on a single CPU machine by virtue of a lot of sophisticated
prevailing FFT algorithms. It is not, however, suitable in general for parallel
computing especially on distributed memory architectures.

Here, we focus our attention to the parallelization of the electronic structure
calculations using KS-DFT. The Kohn-Sham equation [16, 17], which gives the set
of one-electron orbitals in the non-interacting system, is expressed as,

� 1
2
r2 þ text rð Þþ tH rð Þþ txc rð Þ

� �
ui rð Þ ¼ eiui rð Þ; ð6:1Þ
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where r is the position vector of the electron and the first and second terms in the
bracket of the left hand side denote, respectively, the kinetic energy operator and
the external potential such as Coulomb interaction between electrons and nuclei.
The Hartree potential υH(r) in Eq. (6.1) represents the classical Coulomb repulsion
of the electron density n(r). We note that υH(r) as well as the external potential
υext(r) are completely local in the real space. The exchange-correlation potential
υxc(r) describes the mean field originating from purely quantum mechanical
interaction between electrons. Explicitly, the potential υxc(r) is defined in terms of
the exchange correlation functional Exc[n], thus,

txc n½ � rð Þ ¼ dExc n½ �
dn rð Þ : ð6:2Þ

Equation (6.2) clearly states that υxc(r) is a local potential at position r for a
given functional Exc[n] of the electron density by its definition. In the practical
approximation such as generalized gradient approximation (GGA) [17, 29], which
gives a significant improvement on local density approximation (LDA), the argu-
ment of Exc includes the absolute of gradient of n(r) as an ingredient in addition to
the electron density itself. Hence, the potential υxc(r) is usually semi-local in
practice. Operation of the kinetic energy operator also requires the evaluation of the
Laplacian of the wave functions. Thus, the effective Hamiltonian in real-space
representation has non zero elements only in the vicinity of diagonal region.
Therefore, high parallel efficiency can be expected when the one-electron wave
function is represented by a set of probability amplitudes defined on grid points
which are uniformly distributed over a real space.

Chelikowsky et al. developed a scheme to solve the KS equation by means of the
real-space grids [12, 13]. The point of their approach is to express the kinetic energy
operator in Eq. (6.1) using the higher-order-finite-difference method. The Nth-order
finite-difference representation at the grid point with index (j, k, l) in
three-dimensional space is generally given as

� 1
2
r2u j; k; lð Þ ¼ � 1

2h2
XN

n1¼�N

Cn1u jþ n1; k; lð Þþ
XN

n2¼�N

Cn2u j; kþ n2; lð Þ
"

þ
XN

n3¼�N

Cn3u j; k; lþ n3ð Þ
#
þO h2N þ 2

� �

ð6:3Þ

where h is the grid width and C are the constant coefficients and directly determined
from the Taylor series expansions of the wave functions. We provide in the fol-
lowing the procedure to determine the coefficients C in the case of N = 2 for
instance. For the sake of simplicity we suppose a wave function φ(x) with a
one-dimensional variable x. The Taylor expansions for φ(x) at the grid points
x + 2 h, x + h, x − h, and, x − 2 h are explicitly given as,
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u xþ 2hð Þ ¼ u xð Þþuð1Þ xð Þ � 2hþ 1
2
uð2Þ xð Þ � 2hð Þ2 þ 1

6
uð3Þ xð Þ � 2hð Þ3 þ � � �

ð6:4aÞ

u xþ hð Þ ¼ u xð Þþuð1Þ xð Þ � hþ 1
2
uð2Þ xð Þ � h2 þ 1

6
uð3Þ xð Þ � h3 þ � � � ð6:4bÞ

u x� hð Þ ¼ u xð Þ � uð1Þ xð Þ � hþ 1
2
uð2Þ xð Þ � h2 � 1

6
uð3Þ xð Þ � h3 þ � � � ð6:4cÞ

u x� 2hð Þ ¼ u xð Þ � uð1Þ xð Þ � 2hþ 1
2
uð2Þ xð Þ � 2hð Þ2� 1

6
uð3Þ xð Þ � 2hð Þ3 þ � � � :

ð6:4dÞ

Our purpose is to make O(h4) terms in Eqs. (6.4a)–(6.4d) to vanish in con-
structing φ(2). We note that the ratio of the coefficient of the h4 term in Eq. (6.4a) to
that in Eq. (6.4b) is 16. Hence, the O(h4) term vanishes when Eq. (6.4a) is mixed
with Eq. (6.4b) with the weight of −1/16. Further, the terms of odd power of
h vanish by summing Eqs. (6.4c) and (6.4d) with the same weights as the corre-
sponding terms Eqs. (6.4b) and (6.4a). After simple algebraic manipulations we
have an approximate expression for φ(2) with the error of O(h6) thus,

uð2Þ xð Þ ¼ � 1
12

u x� 2hð Þþ 4
3
u x� hð Þ � 5

2
u xð Þþ 4

3
u xþ hð Þ

� 1
12

u xþ 2hð ÞþO h6
� �

: ð6:5Þ

It is worthy of note that the inclusion of only a few neighboring terms around
φ(x) contribute to a high accuracy in the evaluation of φ(2)(x). Hence, the increase in
the accuracy does not cause serious non-locality of the operator. The coefficients for
N ≥ 3 can also be determined in a similar manner. For our practical applications we
found that the choice of N = 4 is adequate to describe the kinetic energy operator.

We also discuss the parallel implementation of the Hartree potential υH(r) which
is defined as

tH rð Þ ¼
Z

n r0ð Þ
r� r0j j dr

0: ð6:6Þ

We here focus our attention to a non-periodic system. The direct evaluation of
the integral in Eq. (6.6) with the real-space formalism requires a 2-fold loop with
respect to the grid points, which results in a huge computational cost. Furthermore,
in its parallelization, the whole data of the electron density n(r), being stored in
master node, should be distributed to all processors to construct a new potential
υH(r) at each SCF step. A method which allows an efficient parallelization is to
adopt the Poisson equation [14] given by
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r2tH rð Þ ¼ �4pn rð Þ: ð6:7Þ

With the finite-difference representation for the Laplacian in Eq. (6.7), we note
that only the vicinity of the diagonal part of the matrix has non-zero values as
discussed above. An outline for the numerical solution of Eq. (6.7) is illustrated as
follows. Suppose that A denotes the Laplacian matrix in the real space, and x and
n are the vectors representing the Hartree potential and the electron density,
respectively, then the Poisson equation of Eq. (6.7) reads

Ax ¼ �4pn: ð6:8Þ

It is easy to see that the solution of Eq. (6.8) for a given electron density n(r) is
equivalent to minimizing the value of

xh jA xj i þ 4p xh nj i: ð6:9Þ

The minimization of Eq. (6.9) can be performed by the steepest descent (SD) or
conjugate gradient (CG) procedure under some boundary conditions for x. We note
that the amount of the data communication required in the multiplication of A to
x is the same as that needed in the operation of the kinetic energy operator to only a
single one-electron wave function. Thus, the Poisson equation provides an
advantageous route to the parallelization of evaluating υH(r) for finite systems.

With the real-space grids, however, it is difficult to describe the rapid behavior of
the wave function near an atomic core region. A solution to this problem is to
employ the pseudopotential which ensures the smoothness of the wave functions
for valence electrons [28]. In general the pseudopotential is dependent on the
angular momentum of the wavefucntion and hence, is in non-local form.
Fortunately, the non-locality of the operator in the real space extends only over a
confined region around an atomic core. Therefore, the use of the pseudopotential
causes only a slight increase in the communication cost. Thus, it is shown that the
real-space grid approach is advantageous to the parallel implementation especially
for the non-periodic finite systems.

Here, we discuss about the key technique to achieve higher accuracy in per-
forming KS-DFT calculations with the real-space grids. It is well known that the
electronic energy of an atom in a real-space cell oscillates for the variation of the
relative position of the atom with respect to the grid. This unpleasant situation is
sometimes referred to as ‘egg-box problem’. To alleviate the erroneous behavior
originating from the finite grid size it is essential to introduce a multi-grid method
which ensures higher resolutions in describing the wave functions specifically
around the atomic cores. The multi-grid approach is efficient, however, it gives rise
to a substantial increase in the computational cost for the integral that involves the
non-local part of the pseudopotential. Ono and Hirose developed a timesaving
double-grid approach [30] which allows an accurate integration with modest
increase in the computational overhead. The point of their approach is to evaluate
the values of the pseudo wave functions on the dense grids by interpolating those
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on the coarse grids. This approximation can be validated by the smooth nature of
the pseudo-wave functions. On the contrary, the values of the pseudopotentials on
the dense grids are being determined explicitly. With this approach the contribution
of the wave function on the double grid can be cast into weight factors defined on
the coarse grids. It should be emphasized that the weight factors remain constant
during the SCF calculations unless the positions of the nuclei are unchanged. Thus,
once the weight factors, which carry the information on the dense grids, are eval-
uated before entering the SCF procedure, there is no need to update the factors.

6.2.2 Performance on a Modern Parallel Machines

In general a modern parallel machine consists of a lot of CPUs connected with
high-speed network facilities. Further, each CPU node itself is mostly constructed
from multi cores working on a shared memory architecture (multi-core processor).
The data communications among the nodes are usually conducted by using MPI
interface, while the thread parallel within each node is processed by means of
OpenMP (OMP) directives. Thus, the hybrid parallel with the combination of MPI
and OMP provides a versatile scheme well suited to the prevailing parallel archi-
tectures. We implemented the hybrid parallelization on our code for the KS-DFT
based on the real-space grid reinforced with the double-grid technique.

As a benchmark test of the parallel code developed by H. Takahashi et al. we
performed the KS-DFT calculations for a water cluster with an ice structure. The
number of water molecules contained in the cluster was 120 and the O–O distance
between the neighboring water molecules was set at 2.76 Å. The ice structure used
in the present calculation is illustrated in Fig. 6.1.

The cluster was embedded in a rectangular QM cell of the size: Lx = 18.6,
Ly = 21.3, and Lz = 23.9 Å, where each ice surface was oriented parallel to that of
the QM cell. The kinetic energy operator in Eq. (6.1) was represented by a 4th-order
finite difference expression and the exchange-correlation potential υxc was evalu-
ated using the BLYP functional [29, 31]. The interaction between valence electrons
and nuclei is calculated by the pseudopotentials in the Kleinman-Bylander sepa-
rable form [32]. The boundary conditions for the solution of the Poisson equation of
Eq. (6.8) was constructed as the Coulomb potential at the boundary formed by the
electron density inside the cell. To expedite the calculation of υH(r) the boundary
condition at each SCF step is approximately determined as the Coulomb potential
due to the ESP charges of the atoms formed by the electron density. The number of
grid points were 112, 128, and 144 along the x, y, and z axes, respectively. The grid
spacing h for each direction was set at 0.166 Å. Further, the double grid technique
by Ono and Hirose [30] was adopted to the wave functions around the atomic cores.
The width of the double grid was set at 0.2 h. In our preliminary calculations on
smaller systems of ice we found that the real-space grid approach with these settings
is comparable in accuracy to the LCAO calculation using aug-cc-pVDZ or
aug-cc-pVTZ basis set [33].
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The parallel computer available in the present calculation is a part of Cray XC30
and it consists of 32 CPU nodes with the same architecture (Intel Xeon E5:
2.30 GHz), where each node is equipped with 28 cores. By employing 64, 128, 256,
and 512 cores of this machine we first examined the parallel efficiency of flat MPI.
The speedup S(p) in the case of MPI using p cores is given as

SðpÞ ¼ 1
r
p þ 1� rð Þ ð6:10Þ

where r denotes the parallelization ratio of the code. It is expected from Eq. (6.10)
that the value S(p) is saturated soon with respect to the increasing number of

Fig. 6.1 Ball and stick representation of the ice structure which consists of 120 water molecules.
The neighboring O–O distance is 2.76 Å. The geometrical parameters of the constituent water
molecules are OH = 0.976 Å and HOH = 109.471°
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p unless r is very close to 1.0. In the following we show this behavior occurring in a
real calculation. Measuring the timings at p = 128 and 256 on the present system the
parallelization ratio r of our code was found to be r = 99.8167… %. Then, S(64)
and S(128) are estimated as 57.4 and 103.8, respectively, which leads to the
speedup ratio S(128)/S(64) = 1.809. In Fig. 6.2 we present the actual results
examined on the system. It is recognized in the figure that the MPI parallel with 128
cores is about 1.8 times faster than the 64 parallel, showing reasonable agreement
with the predicted ratio 1.809. Similarly, the speedup ratio of 512 to 64 parallel was
obtained as 4.607, while the actual value was 4.7. Since the ideal ratio for S(512)/S
(64) is 8.0, the parallel efficiency for 512 parallel with respect to 64 parallel was
found to decrease to about 60 %. We, thus, realized that the parallelization ratio
r should be very close to 100 % to achieve high speedup at a large value of
p. Otherwise, the function S(p) of Eq. (6.10) will be saturated even at small p.

We also carried out a set of hybrid parallel calculations using MPI combined
with OMP. We designate the number of nodes employed in MPI as n, while that of
OMP as m. Then, the number J of the total cores we use in the hybrid parallel
amounts to J = n × m. In this work the number J is fixed at 512 for each calculation
of n = 64, 128, 256, or 512. Hence, the number of cores used in OMP is determined
from the relation m = 512/n. The results for the hybrid parallel are also shown in
Fig. 6.2. In the limiting case that the hybrid parallel is ideally performed, the
elapsed time for an SCF step remains constant irrespective of the number n. In
practice, however, the elapsed time decreases gradually with respect to n. Since the

Fig. 6.2 The elapsed time necessitated for 1 SCF step in the Kohn-Sham DFT calculation for the
variation of the number of nodes employed in the parallel machine. The parallel performance was
assessed both for flat MPI and for hybrid parallel (MPI × OMP) computations. The integers in the
parentheses in the horizontal axis indicate the number of cores used in the OMP calculations. The
system is the cluster of 120 water molecules depicted in Fig. 6.1
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thread parallel is applied only to the time-consuming loops, it is disadvantageous to
assign much computational load to the OMP. On the other hand, putting large
weight on the MPI leads to the increase in the communication overhead relative to
the numerical task. Therefore, the load balance between MPI and OMP is crucial
for the success of the hybrid parallel. In the present system we found that
(n, m) = (256, 2) or (512, 1) is the appropriate choice to achieve high efficiency. Of
course, the performance is dependent on the details of the computer architecture
employed as well as the system of interest, and hence, the choice of (n, m) should
be carefully examined according to the situation.

We conclude that the real-space grid approach is a superior method to achieve
high parallel performance within the framework of Kohn-Sham DFT. Actually, it
was demonstrated that using 128 cores in flat MPI affords us more than 100 times
speedup in a realistic system. We should, however, make some remarks on the
disadvantage of the method. In modern DFT the Hartree-Fock exchange plays a
crucial role as an ingredient to density functionals for the accurate evaluation of
molecular properties [34, 35]. A notable deficiency in the grid method lies in the
high numerical effort associated with the calculation of the Hartree-Fock exchange
energy. The real-space representation suffers from the serious non-locality of the
orbital-based exchange operator since the wave functions are delocalized over the
space. It is, hence, desirable to develop efficient methods for parallel implemen-
tation of the Hartree-Fock exchange.

6.3 Approach to the Free Energy of Solvation

In the context of statistical thermodynamics, the effect of solvent on the stability
and reactivity of solute is quantified by the solvation free energy. This is the
free-energy change for turning on the intermolecular interaction of the solute with
the solvent and involves only the contribution from the potential energy. The free
energy of solvation requires much computational demand with explicit solvent,
however, when such standard techniques as free-energy perturbation and thermo-
dynamic integration are employed [21, 22]. These methods are conducted in
practice by introducing a number of intermediate states connecting the two states of
the (pure) solvent without solute and the target solution with the solute. It should be
noted that the initial and final states are of physical interest, while the intermediate
states are often not. An efficient alternative is then to carry out the simulations only
at the “end-point” states and use an approximate functional for the free energy
[36–48]. Our strategy of free-energy computation belongs to this line. We approach
the solvation free energy by combing the molecular simulation with a
distribution-function theory of solutions. In the present section, we introduce the
method of energy representation to compute the solvation free energy and describe
an illustrative application to protein hydration.
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6.3.1 Method of Energy Representation

As noted above, the method of energy representation [18–20, 49] is an “end-point”
method for free-energy calculation. It is a density-functional method for solutions;
while the density-functional theory of solution is typically formulated in terms of
distribution functions defined over coordinate space [25, 50–54], the solution theory
in the energy representation is developed with distribution functions of
solute-solvent pair energy. In the energy-representation method, the solvation free
energy is computed through an approximate functional consisting of distribution
functions in two systems. One of the systems is the solution system of interest, and
contains the solute and solvent molecules at full coupling of their interaction. The
other is called reference-solvent system. In this system, the configurations of the
solute and solvent are separately prepared, and the distribution functions are cal-
culated by placing the solute in the solvent system as a test particle. In the
energy-representation method, the molecular simulation is conduced only in the
solution and reference-solvent systems, leading to the reduction of computational
load. In the following, we show the explicit form of the free-energy functional
currently employed [19, 49].

The solvation free energy Δμ is the free-energy change corresponding to the
gradual insertion of the solute molecule. When the intra-molecular energy of the
solute is Ψ(ψ) and the total solvent-solvent energy is U(X), Δμ is expressed as

exp �bDlð Þ ¼
R
dwdXexp �b W wð Þþ P

i v w; xið ÞþU Xð Þ� �� �
R
dwdXexp �b W wð ÞþU Xð Þf gð Þ ð6:11Þ

where ψ denotes the solute configuration, X represents the solvent configuration
collectively, xi is the configuration of the i-th solvent molecule, v is the pair
interaction potential between the solute and solvent, and β is the inverse of kBT with
the Boltzmann constant kB and the temperature T. A restriction of attention to a
certain set of solute intra-molecular state can be made simply by the corresponding
alteration of the domain of integration over ψ. The energy representation is intro-
duced by adopting the value of the solute-solvent interaction v of interest as the
coordinate ε for the solute-solvent distribution. The instantaneous distribution q̂ is
defined as

q̂ eð Þ ¼
X

i

d v w; xið Þ � eð Þ ð6:12Þ

where the sum is taken over the solvent molecules.
In the currently used version of the method of energy representation [19, 49], the

solvation free energy Δμ is approximately expressed in terms of distribution
functions constructed from q̂ in the solution and reference-solvent systems. In our
treatments, the solution system refers to the system in which the solute molecule
interacts with the solvent under the solute-solvent interaction v of interest at full
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coupling. In the solution, the average distribution ρ of the v value is relevant in the
approximate construction of Δμ and is given by

q eð Þ ¼ q̂ eð Þh i ð6:13Þ

where 〈···〉 represents the ensemble average in the solution system of interest. On
the other hand, the reference solvent system denotes the system in which the solute
does not interact with the solvent and the solvent configuration is generated only by
the solvent-solvent interaction. At an instantaneous configuration of the reference
solvent system, q̂ is constructed by placing the solute molecule in the system as a
test particle; at test-particle insertion, the solvent configuration generated from a
simulation without solute is used as is and the solute is placed in the solvent system
without disturbing the solvent configuration. The solute-solvent overlap is allowed
and accounts for the excluded-volume effect in solvation. The average distribution
ρ0 and the correlation matrix χ0 then appear in the approximate functional for Δμ
and are expressed, respectively, as

q0 eð Þ ¼ q̂ eð Þh i0 ð6:14Þ

and

v0 e; gð Þ ¼ q̂ eð Þq̂ gð Þh i0� q̂ eð Þh i0 q̂ gð Þh i0 ð6:15Þ

where 〈···〉0 represents the ensemble average in the reference-solvent system. In the
sampling corresponding to 〈···〉0, the solute and solvent degrees of freedom are
uncoupled from each other in the probability distribution.

An approximate functional for the solvation free energy Δμ is derived in Ref.
[19]. The functional is constructed by adopting the PY (Percus-Yevick)-type
approximation in the unfavorable region of solute-solvent interaction and the HNC
(hypernetted chain)-type approximation in the favorable region, and Δμ is given by
a set of definitions and equations listed as [19, 49]

x eð Þ ¼ �kBT log
q eð Þ
q0 eð Þ
� 	

� e ð6:16Þ

r0 eð Þ ¼ �kBT
Z

dg
d e� gð Þ
q0 eð Þ � v0ð Þ�1 e; gð Þ

� 	
q gð Þ � q0 gð Þð Þ ð6:17Þ

Dl ¼
Z

de eq eð Þ � kBT
Z

de q eð Þ � q0 eð Þð Þ � q eð Þlog q eð Þ
q0 eð Þ
� 	�

� q eð Þ
q0 eð Þ
� 	

� a eð ÞF eð Þþ 1� a eð Þð ÞF0 eð Þf g q eð Þ � q0 eð Þð Þ
� ð6:18Þ
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F eð Þ ¼ bx eð Þþ 1þ bx eð Þ
exp �bx eð Þð Þ�1 ðwhen x eð Þ� 0Þ

1
2 bx eð Þ ðwhen x eð Þ� 0Þ

(
ð6:19Þ

F0 eð Þ ¼ �log 1� br0 eð Þð Þþ 1þ log 1�br0 eð Þð Þ
br0 eð Þ ðwhen r0 eð Þ� 0Þ

1
2 br0 eð Þ ðwhen r0 eð Þ� 0Þ

(
ð6:20Þ

a eð Þ ¼
1 ðwhen q eð Þ� q0 eð ÞÞ
1� q eð Þ�q0 eð Þ

q eð Þþq0 eð Þ

 �2

ðwhen q eð Þ� q0 eð ÞÞ

(
ð6:21Þ

Note that the first term of Eq. (6.18) is the average sum of the solute-solvent
interaction energy. The rest of Eq. (6.18) is constructed from the distribution
functions. See Appendix B of Ref. [20] and Appendix B of Ref. [49] for the scheme
to determine σ0(ε) through Eq. (6.17). According to the benchmark tests for
amino-acid analog solutes in solvent water, the error caused by the use of the
approximate functional was observed not to be larger than the error due to the use
of force field [55, 56].

Equation (6.13) is the average distribution (histogram) of the solute–solvent pair
energy value ε in the solution system. Equation (6.14) is similarly the average
distribution in the reference solvent and corresponds to the density of states for
solute–solvent pair interaction. Equation (6.15) is a correlation matrix and describes
the solvent–solvent correlation in the reference solvent. ω(ε) of Eq. (6.16) is an
energy-represented version of the solvent-mediated part of solute–solvent potential
of mean force. It vanishes when the solvent–solvent correlation is absent. σ0(ε) of
Eq. (6.17) is also the solvent-mediated part of the response function of the solute–
solvent distribution to the solute–solvent interaction in the reference solvent.
Equations (6.19) and (6.20) introduce a combined PY-type and HNC-type
approximation. They are the expressions in the solution and reference-solvent
systems, respectively, and are mixed with a weighting function of Eq. (6.21).
The PY approximation is formulated as the first-order perturbation of the
solvent-mediated part of the solute-solvent pair distribution function expanded in
terms of the change in the solvent local density caused by the solute insertion.
The HNC approximation is, on the other hand, the first-order perturbation of the
solvent-mediated part of the solute-solvent potential of mean force. It is recognized
in treatments of simple liquids [25] that the PY and HNC approximations work well
in the repulsive and attractive domains of the solute-solvent interaction, respec-
tively. Equations (6.19) and (6.20) are energy-represented expressions of the con-
ventional wisdom of the applicability of the PY and HNC approximations.

In the energy representation, the interaction energy between the solute and
solvent is adopted for the one-dimensional coordinate of the distribution functions,
and a functional for the solvation free energy is constructed from energy distri-
bution functions in the solution and reference-solvent systems of interest. The
introduction of the energy coordinate for distribution functions is a kind of
coarse-graining procedure for reducing the information content of solute-solvent
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configuration. Since the set of configurations (structures) with the equal
solute-solvent interaction energies are grouped into a unit in the energy represen-
tation, any approximate functional built in terms of energy distribution functions
cannot violate the statistical-mechanical principle that the configurations with the
same solute-solvent interaction energies contribute to the solvation free energy with
the equal weights.

As seen in Eq. (6.12), each of the solute and solvent molecules is taken as a
single unit in the energy representation. The molecule is treated as a whole, while
the coordinate for the distribution functions is one-dimensional. No explicit refer-
ence is made to the detail of the molecular structure by focusing on the interaction
energy. The following advantages then emerge in the method of energy
representation.

Firstly, the method is straightforwardly applicable to molecules with
intramolecular flexibility. The implementation is indifferent whether the molecule is
rigid or flexible. The information of structural fluctuation of the molecule is adsorbed
when the energy coordinate is introduced by Eq. (6.12). For large molecules con-
stituting micellar, membrane, and protein systems, it is not allowed to neglect the
molecular flexibility. In the method of energy representation, an additional and/or
separate scheme is not necessary to be formulated for large, flexible species.

Secondly, the treatment of inhomogeneous system and clusters is straightfor-
ward. So far, the formulation does not assume the system homogeneity or the
thermodynamic limit. The application to inhomogeneous and/or finite systems is
then possible without modification. The binding of a molecule to such nanoscale
structures as micelle, membrane, and protein can be viewed as a solvation in an
inhomogeneous and partially finite, mixed solvent [57, 58]. The method of energy
representation can thus be a useful approach to intermolecular correlation and
association important in biological and interface sciences.

Thirdly, an accurate treatment is possible for supercritical fluid. In supercritical
fluid, the solvent density and temperature can be varied over wide range and the
solvent effect may act as a key to control a chemical process. It is well known that
supercritical fluid can be described accurately when the whole molecule is treated as
a single unit [25]. A multidimensional representation is necessary, however, in the
usual coordinate space. By introducing the energy as the coordinate for distribution
functions, the whole molecule can be taken as a single unit with keeping the
description one-dimensional. The approximate functional given by Eqs. (6.13)–
(6.21) incorporates the intermolecular correlation at the two-body level. The sol-
vation free energy obtained is then exact to second order in the solvent density.
Since the method is exact in the low-density regime, a formulation of a good
approximation in the high-density regime leads to an accurate description over a
wide range of solvent density.

Finally, the combination with the quantum-mechanical/molecular-mechanical
(QM/MM) methodology can be performed. In QM/MM calculation, the many-body
effect is introduced for the solute-solvent interaction and is beyond the applicability
of conventional theories of solutions. In the method of energy representation, the
fluctuation of the electronic state in response to the environment is viewed as a
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fluctuation of intramolecular degrees of freedom of the QM solute. The evaluation
becomes feasible for the free energy for the many-body effect of the electronic
fluctuation. In addition, Eq. (6.12) makes no reference to the functional form of the
potential function. It refers only to the value of the potential energy, and there is no
need for modification or deterioration of the electronic-state calculation. Thus, the
treatment is possible for an arbitrary distribution of charges. The contraction to a set
of point charges is not necessary, and the effect of the diffuse (cloud-like) nature of
electronic distribution can be determined. The detail of the combination with the
QM/MM methodology is given in Sect. 6.4.

6.3.2 Application to Protein Hydration

The structure of a protein is determined by the balance between its intramolecular
energy (structural energy) and the free energy of solvation. Toward the structure
prediction of protein, therefore, it is necessary to model the solvation free energy at
high accuracy. MD simulation with explicit solvent meets this necessity. The
free-energy calculation of hydration of such large molecule as protein is highly
prohibitive, however, when standard and numerically exact methods such as
free-energy perturbation and thermodynamic integration are to be conducted in
all-atom treatment. Alternatively, the method of energy representation can be
suitable for computing the free energy of protein hydration since it is an “end-point”
method as described in the preceding subsection and reduces the computational
load considerably. In this subsection, we provide an illustrative application of the
energy-representation method to structure determination of protein complex [59].

Two protein complexes were examined: a complex consisting of bovine trypsin
and CMTI-1 squash inhibitor (PDB ID of the complex: 1PPE [60]), and RNase SA
in complex with barstar (PDB ID of the complex: 1AY7 [61]). They consist of 252
and 185 residues, respectively. We prepare a set of “decoy” structures as described
in the following, and select the “right” structure through free-energy calculations
with the energy-representation method.

The sets of complex structure models (decoys) were generated as follows. First,
a rigid-body protein–protein docking program ZDOCK 3 was employed [62, 63].
By grid searching the rotational space at 6° and using the scoring function, the
optimal translational position was determined for each orientation of one monomer
relative to another. The 54,000 decoy structures thus generated were also re-ranked
with ZRANK [64] equipped with more optimized scoring function. The decoys
examined with all-atom simulation were then the top-ranked ones generated by
ZDOCK and ZRANK, the one whose interface root-mean square distance (RMSDi)
is the smallest among the 54,000 decoys, and those with RMSDi closest to 2, 3, 4,
6, 8, and 10 Å; RMSDi was defined in the present calculation with respect to the Cα
atoms in the interface residues in which at least one atom is located within 10 Å of
the other protein in the crystal structure of the complex.
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In addition to the above 9 structures, 4 more structures were subject to the
analysis. Two of them were generated by Rosetta dock [65]. 10,000 decoys were
constructed using the program “docking_protocol” in the Rosetta 3 package [65],
which returns scores for the entire complex as well as the complex interface only.
The top ranked decoys in the total score and in the interface score were picked
up. The other two were the x-ray structure and the equilibrium structure in solution.
To determine the latter, the crystal structure was solvated so that the distance
between the outmost protein atom and the closest simulation box face in the initial
setup were 10 Å. A 50-ns MD simulation was then performed, the last 10-ns
trajectory was used to generate the average structure, and the snapshot closest to the
average structure was employed.

Before starting the MD simulation, the side-chain optimization was conducted
for each of the decoy structures generated by ZDOCK and Rosetta dock using the
fixed-backbone design program in the Rosetta 3 package [65]. Each decoy structure
was then subject to a 2,000-step energy minimization with the conjugate gradient
method, and was solvated by water in a cubic box which is 2.5 times as large as the
solute size along all the box axes. The system was brought to thermodynamic
equilibrium at 300 K and 1 atm using Langevin thermostat and barostat. MD was
carried out at a time step of 2 fs, and the electrostatic interaction was handled by the
particle mesh Ewald method. After the energy minimization with a cut-off length of
12 Å, all of the protein atom coordinates were fixed and only water molecules were
allowed to move. The water molecules around the fixed protein were sampled for
1 ns after a 1-ns equilibration run. A pure-water simulation was also performed over
100 ps with the same number of water molecules contained in the solute-water
system. The solvent system was sampled every 100 fs, and the solute (decoy)
insertion was conducted 1,000 times for each solvent configuration. With the above
procedure, the solvation free energy was computed with 95 % error of several
kcal/mol, which is small enough to distinguish the lowest free-energy decoy from
the others.

The stability of each decoy structure is determined by the sum of the
intra-complex energy Ec and the solvation free energy Δμ. Figure 6.3 shows Ec Δμ
and (Ec + Δμ) against RMSDi for the 1PPE complex. The complex structures with
low RMSDi have smaller Ec that the other decoys, and with addition of the sol-
vation term, the (Ec + Δμ) value for the equilibrium structure in solution becomes
distinctively the smallest. The “right” structure for 1PPE can thus be singled out
from Fig. 6.3. It should be noted that the crystal structure is a close but not the
“right” one in solution. The protein structure in solution deviates from that in crystal
typically by a few Å.

Figure 6.4 shows Ec Δμ and (Ec + Δμ) against RMSDi for 1AY7. As in the 1PPE
case, the structures with low RMSDi have small Ec and the smallest (Ec + Δμ) is
returned by the equilibrium structure in solution. Note that the structures of
RMSDi = 8 and 10 Å have relatively low (Ec + Δμ). They have high Ec with
favorable effect of solvation. This is related to the fact that their interfaces within
the complex are relatively small and that the complexes are well exposed to solvent
water. It is seen furthermore that the structures around the equilibrium one have low
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Fig. 6.3 Intra-complex
energy Ec, solvation free
energy Δμ, and their sum
(Ec + Δμ) against RMSDi for
1PPE. Each value is shown as
the difference from the value
for the equilibrium structure
in solution

Fig. 6.4 Intra-complex
energy Ec, solvation free
energy Δμ, and their sum
(Ec + Δμ) against RMSDi for
1AY7. Each value is shown
as the difference from the
value for the equilibrium
structure in solution
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Ec and high Δμ. They achieve favorable interactions within the complex at expenses
of relatively unfavorable interactions with solvent water.

In summary, the stable structures of protein complexes can be estimated first by
the intra-complex energy and then singled out by adding the solvation effect. Both
of the intra-complex and solvation effects are important, and the solvation free
energy is necessary to identify the “right” structure in solution. To faithfully model
the effect of solvent toward the structure prediction of protein, all-atom treatment is
necessary and is becoming feasible through combination of large-scale molecular
simulation and statistical mechanical theory of solutions.

6.4 QM/MM Method Combined with the Theory
of Energy Representation

In 2004 we developed a method referred to as QM/MM-ER [23] for the purpose of
computing solvation free energy of a QM solute in MM solvent by combining the
hybrid QM/MM with the theory of energy representation. As described in Sect. 6.3
the standard theory of solutions [25] is based on the assumption that the
solute-solvent interaction is pairwise additive. However, the QM/MM method
involves the many-body interaction that originates from the electron density
polarization of the QM subsystem. Hence, we have to make some device to manage
the many-body effect within the framework of the energy representation.

The point of our method is to decompose the total solvation free energy into the
contribution D�l due to the two-body interaction and the residual many-body
contribution δμ. For the free energy D�l the method of energy representation can be
applied straightforwardly. In a recent progress in QM/MM-ER [24] we formulated a
simple and rigorous functional to evaluate the free energy δμ by introducing a new
energy coordinate that represents the energy shift of the whole system due to the
polarization of the solute. The QM/MM-ER approach has so far been applied to
various solution systems and its efficiency and accuracy have been well established
[66–75]. The formulation to treat δμ provides a versatile theoretical framework
which allows us subsequent various extensions [76, 77].

In the following we provide a formulation of QM/MM-ER with an emphasis
placed on the method to calculate δμ and its extensions. The application of the
method to the calculation of solvation free energy of H2O molecule in water will
also be presented.

6.4.1 Treatment of the Many-Body Interaction

The free energy change associated with a reaction in solution can be expressed in
terms of the free energy change in the gas phase and the solvation free energies for
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the reactant and the product by virtue of the thermodynamic cycle. To illustrate the
method of QM/MM-ER it is appropriate to start with defining the solvation free
energy within the QM/MM approach [23].

Suppose that a solute molecule is described using some quantum chemical
method and solvent molecules are represented by a classical force field. The total
energy Etot of a QM/MM system consists of three contributions as

Etot ¼ EQM þEQM=MM þEMM ð6:22Þ

where EQM and EMM are the energies of the QM and MM subsystems. The cross
term EQM/MM in Eq. (6.22) describes the interaction energy between the two sub-
systems. It is assumed that the wave function Ψ of the solute in solution is the
ground state eigenfunction for the Schrödinger equation

H0 þVpc X½ �� �
Wj i ¼ E Wj i ð6:23Þ

where H0 is the electronic Hamiltonian including nuclear repulsion energy for the
isolated solute and Vpc is the Coulomb potential created by the point charges placed
on the MM solvent molecules. X in Eq. (6.23) collectively denotes the set of the
coordinates {xi} for the constituent solvent molecules. In Eq. (6.23) we emphasize
the dependence of Vpc on the instantaneous solvent configuration X. Accordingly,
the wave function Ψ and E are also dependent on X. The energy EQM in Eq. (6.22)
can be expressed as

EQM ¼ Wh jH0 Wj i: ð6:24Þ

Here, we introduce the distortion energy Edist of the QM solute in solution,

Edist ¼ EQM � E0 ð6:25Þ

where E0 is the ground state energy of the solute at isolation. We note Edist is
always positive from the variational principle. The interaction energy EQM/MM in
Eq. (6.22) can be given by the sum of the electrostatic and van der Waals inter-
actions, thus,

EQM=MM ¼ EES
QM=MM þEvdW

QM=MM: ð6:26Þ

EES
QM=MM in Eq. (6.26) is the electrostatic interaction between the solute and the

solvent, and is given as

EES
QM=MM ¼ Wh jVpc X½ � Wj i þ

X

k2QM
zk � Vpc X½ � Rkð Þ

¼
Z

dr n X½ � rð ÞVpc X½ � rð Þþ
X

k2QM
zk � Vpc X½ � Rkð Þ

ð6:27Þ
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where zk and Rk are, respectively, the nuclear charge and the position vector of the
kth atom in the QM region, and notation r stands for the position vector of the
electron. n(r) in Eq. (6.27) is the electron density of the solute and is dependent on
X. The van der Waals interaction EvdW

QM=MM is conventionally evaluated by the

Lennard-Jones (LJ) potential. The third term EMM in Eq. (6.22) is in general
described with the sum of the LJ potentials and the Coulomb interaction between
fractional charges on the interaction sites.

With these preparations it is possible to express the solvation free energy Δμ of
the QM solute in MM solvent, thus,

exp �bDlð Þ

¼
R
dX exp �b Edist X½ � þEQM=MM n X½ �;X½ � þEMM X½ �� �� �

R
dX exp �bEMM X½ �ð Þ

ð6:28Þ

where β is the reciprocal of the product of Boltzmann constant kB and the absolute
temperature T. The interaction EQM/MM in Eq. (6.28) can be written in completely
pairwise form between solute and solvent. We note, however, n(r) is dependent on
whole of X and, hence, EQM/MM is not pairwise additive. Furthermore,
Edist[X] cannot be decomposed into sum of pair potentials. Thus, it is not
straightforward to apply the theory of energy representation which assumes the
pairwise interaction between solute and solvent.

To extract the free energy contribution D�l due to the two-body interaction
between solute and solvent we reformulate the free energy Δμ as

exp �bDlð Þ ¼ exp �bD�lð Þ � exp �bdlð Þ

¼
R
dX exp �b EQM=MM �n;Xð ÞþEMM Xð Þ� �� 


R
dX exp �b EMM Xð Þð Þ½ �

�
R
dX exp �b Edist X½ � þEQM=MM n X½ �;Xð ÞþEMM Xð Þ� �� 


R
dX exp �b EQM=MM �n;Xð ÞþEMM Xð Þ� �� 
 :

ð6:29Þ

In Eq. (6.29) �n rð Þ is an electron density fixed at an arbitrary distribution. Then,
D�l describes the solvation free energy of a QM solute with the electron density
�n rð Þ. Since �n rð Þ is no longer dependent on X, D�l is regarded as the free energy due
to the two-body interactions. Thus, D�l can be straightforwardly evaluated using the
approximate free energy functional provided in Eq. (6.18). On the other hand, δμ
defined in Eq. (6.29) represents the free energy due to the fluctuation of the electron
density around �n rð Þ in response to the solvent motion. The free energy δμ is
responsible for the many-body interaction. Therefore, the standard functional in the
theory of energy representation cannot be applied to the computation of δμ.
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In a recent progress in QM/MM-ER we developed a simple and exact method to
compute the free energy δμ within the framework of the theory of energy repre-
sentation. The key of the method is to introduce a new energy coordinate η for the
energy distribution functions which serve as fundamental variables to construct the
free energy δμ. Explicitly, η is defined as energy shift of the whole system due to
the electronic polarization of the QM solute, thus,

g ¼ Edist X½ � þEQM=MM n X½ �;Xð Þ � EQM=MM �n;Xð Þ
¼ Edist X½ � þ

X

i2solvent
t n X½ �; xið Þ � t �n; xið Þð Þ: ð6:30Þ

The energy distribution functions P(η) and P0(η) are constructed, respectively, in
the solution and the reference systems, thus,

P gð Þ ¼
R
dXd g� Hð Þ exp �b Edist X½ � þEQM=MM n X½ �;X½ � þEMM X½ �� �� �
R
dX exp �b Edist X½ � þEQM=MM n X½ �;X½ � þEMM X½ �� �� � ð6:31Þ

P0 gð Þ ¼
R
dXd g� Hð Þ exp �b EQM=MM �n;X½ � þEMM X½ �� �� �
R
dX exp �b EQM=MM �n;X½ � þEMM X½ �� �� � ð6:32Þ

where the variable H denotes the polarization energy defined by Eq. (6.30). In the
solution system solvent molecules fully couple with the QM solute with the fluc-
tuating electron density. In the reference system, on the other hand, the ensemble of
the solvent is generated under the condition that solute electron density is fixed at
�n rð Þ. By taking the logarithm of the ratio of these distribution functions we readily
obtain the simple formulation for δμ,

dl ¼ kBT ln
P gð Þ
P0 gð Þ
� 	

þ g: ð6:33Þ

It should be noted that Eq. (6.33) is identical in its form to the overlapping
distribution method [22]. For later references, we denote the right hand side of
Eq. (6.33) as R(η). Since δμ is independent of the energy coordinate R(η) must be
constant with respect to the variation of η in principle. Hence, the constancy of R(η)
is a good measure of the statistical convergence. For the numerical robustness we
multiply Eq. (6.33) by a weight functionW(η) and integrate with respect to η, which
reads,

dl ¼
Z

dgW gð Þ kBT ln
P gð Þ
P0 gð Þ
� 	

þ g

� �

¼
Z

dgW gð ÞR gð Þ:
ð6:34Þ
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The weight function W(η) is arbitrary as long as it is normalized. It is apparent
from Eq. (6.34) that W(η) should have larger values in the region where P(η) and
P0(η) have sufficient overlap for adequate integration. Such function was proposed
by Sakuraba and Matubayasi [78]. We emphasize that no approximation is used in
the construction of Eq. (6.34). Thus, we formulated a simple but exact functional
for the free energy due to the electron density fluctuation of a solute in solution in
terms of the energy distribution functions.

In closing this subsection we make some remarks on the choice of the electron
density �n rð Þ. From a physical view point it is natural to take the average distribution
~n rð Þ of the electron density in solution as the reference electron density. Explicitly,
~n rð Þ is yielded from the statistical average in solution system, thus,

~n rð Þ ¼
R
dX n X½ � rð Þ exp �b Edist X½ � þEQM=MM n X½ �;X½ � þEMM X½ �� �� �
R
dX exp �b Edist X½ � þEQM=MM n X½ �;X½ � þEMM X½ �� �� � : ð6:35Þ

~n rð Þ is obviously an appropriate density for the computation of the free energy D�l
and it also ensures the larger overlap between P(η) and P0(η) which leads to the fast
convergence in the free energy δμ. For the numerical convenience it is advanta-
geous to take the electron density n0 at isolation because the computational effort to
construct ~n rð Þ can be avoided. As demonstrated in the following, the choice of the
reference electron density does not affect the results of the solvation free energies
seriously.

6.4.2 Application of the QM/MM-ER Method: A Water
Molecule

As a benchmark test of the QM/MM-ER method described above we performed a
set of simulations to compute solvation free energy of a QM water in MM water
solvent. In these simulations we employed the electron density n0 and the average
distribution ~n rð Þ as reference electron densities in Eq. (6.29) to examine the
numerical robustness of our method.

The outline of the computational setups are as follows. For more details we refer
the readers to our previous paper [24]. All the QM/MM simulations were performed
with the code developed by Takahashi et al. [9–11], where the QM subsystem is
described with the Kohn-Sham density functional theory utilizing the real-space
grid method. The major methodological part of our grid approach was common to
that provided in Sect. 6.2.1 except that the Hartree potential was constructed using
FFT. For these calculations we utilized non-parallelized version of our program.

The structure of the QM solute was optimized by conducting the Gaussian 03
package with BLYP [29, 31]/aug-cc-pVDZ [33] levels of theory. The optimized
geometrical parameters are OH = 0.975 Å and HOH = 104.2°. The position and the
geometry of the QM solute was fixed during the simulations. The LJ parameter
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specified in SPC/E model [79] was assigned to the oxygen atom of the QM water to
evaluate the van der Waals interaction EvdW

QM=MM in the QM/MM interaction

EQM/MM.
The one-electron wave functions of the QM solute were contained within a cubic

QM cell spanned by equally spaced 64 grids along each axis. The spacing h of the
grid was set at 0.152 Å, which resulted in the QM cell size of LQM = 9.71 Å. We
adopted the time-saving double-grid technique by Ono and Hirose around the
atomic cores, for which the spacing was set at h/5. The exchange-correlation energy
of the system was evaluated by the BLYP functional based on the GGA
approximation.

The MM solvent was represented with 499 water molecules of SPC/E model that
are contained within a periodic simulation box of the size L = 24.6 Å. The ther-
modynamic condition of the solvent was ρ = 1.0 g/cm3 and 300 K. The constant-
NVT ensemble was generated by means of the molecular dynamics simulations. The
temperature control was performed by rescaling the velocities. The Nose-Hoover
thermostat, that is a more rigorous approach, was not employed in our simulations
since the properties of the thermostat will hardly affect the computational results.
The internal structures of the solvent molecules were fixed during the simulation
and their rotational motion were driven by using quaternion. The Newtonian
equations of motion were solved numerically by the leap-frog algorithm [21] with
the time step of 1 fs. The long range interactions between fractional charges on MM
molecules were incorporated using the Ewald method [22]. On the other hand, the
Coulombic interaction between QM and MM subsystems were treated with the bare
form of 1/r. Thus, the dipole-dipole interaction between solute and solvent was
truncated at a long range. However, the dependence of the solvation free energy on
the system size was found to be negligible in our previous calculations for QM H2O
molecule [23, 24]. For ionic molecules we safely compensated the free energy
contribution due to the long range interaction using the Born’s equation.

For the computation of the free energy D�l in Eq. (6.29) with the theory of
energy representation, 200-ps QM/MM simulation was carried out to construct the
energy distribution functions ρ(ε) in the solution system, while 400-ps simulation
was devoted for the distributions ρ0(ε) and χ0(η,ζ) in the pure solvent system. In the
construction of these distribution functions the solvent molecules of which mass
centers were within a sphere Ω of radius 11 Å were considered, where the center of
the sphere was placed at the mass center of the solute. In the computation of δμ in
Eq. (6.29), our simulations were conducted over 300 ps to yield the energy dis-
tribution functions defined in Eqs. (6.31) and (6.32), where all the solvent mole-
cules are involved with the minimum image convention.

We first present the results for the QM/MM-ER simulations where the average
electron distribution ~n rð Þ was taken as the reference density �n rð Þ in Eq. (6.29).
Specifically, for the construction of ~n rð Þ we performed a conventional QM/MM
simulation for 100 ps after 5-ps equilibration. The energy distribution functions for
the two-body interaction between the QM solute of the electron density ~n rð Þ and
MM solvent molecules are shown in Fig. 6.5. ρ(ε) and ρ0(ε) are, respectively, for the

176 H. Takahashi and N. Matubayasi



solution and the pure solvent systems. The explicit definitions for ρ(ε) and ρ0(ε) are
presented in Eqs. (6.13) and (6.14) in Sect. 6.3. In the construction of these dis-
tribution functions we note that the computational effort is much less than the
ordinary QM/MM simulations since there is no need to perform SCF procedure to
optimize the electron density at each MD step. The peaks around the energy
coordinate ε = −8 and −5 kcal/mol are both responsible for the hydrogen bonds
(HB) between solute and solvent. Since the electrostatic field formed by the QM
water is not identical in principle to that of the MM molecule, the HB energy curve
for the QM solute which acts as a proton donor differs from that for the QM solute
as a proton acceptor. In the present case the peaks around −8 and −5 kcal/mol are
due to the QM solutes acting as a donor and an acceptor, respectively. In contrast to
the distribution function in solution system the peaks ascribed to HBs completely
vanish in the pure solvent system because the solvent configurations are being
sampled in the absence of the solute molecule. The distributions ρ(ε), ρ0(ε), and the
correlation matrix χ0(ε,η) defined by Eq. (6.15) in the pure solvent system were used
as inputs to the free energy functional in Eq. (6.18). The free energy D�l due to the
two-body interaction was, thus, computed as −9.7 kcal/mol. We note, however, that
this free energy does not include the distortion energy �E of the QM solute asso-
ciated with the electron density polarization from n0 to ~n rð Þ. The distortion energy
can be simply computed from the statistical average of Edist defined by Eq. (6.25),
thus, �E = <Edist>. �E was actually obtained as 4.4 kcal/mol through the same sim-
ulation to construct ~n rð Þ in Eq. (6.35). Then, the solvation free energy of the solute
with the fixed electron density ~n rð Þ was estimated as �E + D�l = −5.3 kcal/mol.
Though the value is slightly larger than the experimental value of −6.3 kcal/mol
[23, 80], it is adequate enough for the quantitative discussions in most cases. We
summarize the results in Table 6.1 for readers’ references.

The major source of the underestimate of the solvation free energy might be
attributed to the neglect of the electron density fluctuation of the solute in solution.

Fig. 6.5 Energy distribution
functions ρ(ε) and ρ0(ε) for the
solution and the pure solvent
systems, respectively, for the
QM water solute with electron
density fixed at ~n rð Þ. The
distributions ρ(ε) and ρ0(ε) are
defined by Eqs. (6.13) and
(6.14), respectively, in the
text
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We consider to incorporate the remaining free energy contribution δμ defined in
Eq. (6.29) into the solvation free energy. For this purpose we performed additional
QM/MM simulations to yield the energy distribution functions P(η) and P0(η) in
Eqs. (6.31) and (6.32).

The distributions for P(η) and P0(η), respectively, in solution and reference
systems are presented in Fig. 6.6. It is recognized that they have peaks around
3 kcal/mol on the energy coordinate. As indicated in Eq. (6.30) the energy coor-
dinate η includes the polarization shift of the electron density from the fixed dis-
tribution �n rð Þ (= ~n rð Þ) as well as the distortion energy Edist[X], hence, it is natural
that the distributions have peaks on the positive energy coordinate. The reasonable
coincidence of P(η) with P0(η) directly suggests that the electrostatic field produced
by the average electron density ~n rð Þ can faithfully reproduce the dynamics of the
solvent under the influence of the solute with electron density n(r). Also presented
in the figure is the function of R(η). We observe that R(η) is reasonably constant at
least in the region where both P(η) and P0(η) have notable populations. The con-
stancy of R(η) implies the sufficient statistical convergence in the free energy δμ.

Table 6.1 Solvation free energies Δμ of a QM water molecule and their components in units of
kcal/mol

�n �E D�l dl� �E Δμ

~n 4.4 −9.7 −1.6 −6.9

n0 0.0 −4.0 −3.3 −7.3

Fig. 6.6 The energy distribution functions P(η) and P0(η) for the solution and the reference
systems, respectively, for the QM water solute with electron density fixed at ~n rð Þ. The distributions
P(η) and P0(η) are defined by Eqs. (6.31) and (6.32), respectively, in the text. R(η) is defined in
Eq. (6.34)
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By adopting P(η) as the weight function W(η) in Eq. (6.34) (W(η) = P(η)) we obtain
the free energy δμ = 2.9 kcal/mol. Since δμ includes the average distortion energy
�E = 4.4 kcal/mol, the net free energy due to the electron density fluctuation can be
evaluated as δμ − �E = −1.6 kcal/mol. We obtained the total solvation free energy Δμ
of the QM solute as -6.9 kcal/mol which excellently agrees with the experimental
value of −6.3 kcal/mol. Our approach revealed that the electron density fluctuation
gives more than 20 % contribution to the total solvation free energy of a water
molecule. It is expected that the free energy δμ will make larger contributions in
anionic molecules or transition states in particular since these species have larger
polarizabilities in general. We also applied the weight function W(η) proposed by
Sakuraba and Matubayasi [78] for the integration of Eq. (6.34), which led to the
free energy δμ = 2.9 kcal/mol. We, thus, found that the free energy δμ is inde-
pendent on the choice of the weight function suggesting the numerical robustness of
Eq. (6.34).

Next, we adopted n0(r) as a reference electron density in Eq. (6.29) to examine
the effect of the choice of the reference state on the solvation free energy. The
distribution functions for the two-body interaction in the solution and the pure
solvent systems are presented in Fig. 6.7. The distribution for the solution system
has also two distinct peaks besides the one around *0 kcal/mol. These are, of
course, responsible for the hydrogen bondings between the solute and solvent,
however, the peak positions are slightly shifted toward the direction of larger
energy coordinate. As a result the two-body free energy contribution D�l was
obtained as −4.0 kcal/mol where we note the distortion energy �E is 0.0 kcal/mol
since electron density n0 is taken as the reference density. This free energy can be
directly compared with the value of −5.3 kcal/mol (=�E + D�l) for the solute with
electron density ~n rð Þ. Thus, the free energy contribution due to the static polar-
ization of the solute was evaluated as −1.3 kcal/mol.

Fig. 6.7 The distribution
functions synonymous with
Fig. 6.5 except that the
electron density of the QM
water is fixed at n0(r)
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The distribution functions P(η) and P0(η) for the solute with density n0 are
shown in Fig. 6.8. In contrast to the distributions for the solute with the density ~n P
(η) in the solution system seriously splits from P0(η) in the reference system for the
solute with n0 density. This is, of course, attributed to the fact that the electrostatic
field due to the solute with the fluctuating electron density n is substantially dif-
ferent from that due to the solute with n0. The free energy functional of Eq. (6.34)
with the weighting function W(η) by Sakuraba et al. gives the free energy
δμ = −3.3 kcal/mol, which results in the total solvation free energy
Δμ = −7.3 kcal/mol. It was found that the method using n0 as a reference electron
density gives almost the same solvation free energy, demonstrating the robustness
of the present approach.

6.4.3 Perturbation Approach to the QM/MM-ER Method

We have, so far, discussed the treatment of the free energy δμ due to the electron
density fluctuation in solution. As a result a simple and exact functional has been
formulated in terms of the energy distribution functions which describes δμ. By
virtue of the versatile form of the functional it can also be applied to the pertur-
bation approach for the QM/MM-ER method. The major purpose of this subsection
is to introduce our recent development which combines QM/MM-ER with a
second-order perturbation theory (PT2) [76] and demonstrate its efficiency. With
this method the free energy calculation can be substantially expedited since the

Fig. 6.8 The distribution functions synonymous with Fig. 6.6 except that the electron density of
the QM water is fixed at n0(r)
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computation of the polarization energy, the most time-consuming part in QM/MM
simulations, is approximately evaluated with PT2.

The perturbation approach to the polarization of a QM molecule was first
motivated by Francl [81] who applied PT2 to the Hartree-Fock method to construct
the polarization energy of a QM molecule due to a single external charge. Later,
Orozco et al. extended the Francl’s work to the QM/MM simulations for condensed
systems [82, 83]. The point of our approach in combining QM/MM-ER with PT2 is
that the 2nd-order term in the PT2 energy instead of Eq. (6.30) is taken as the
energy coordinate η to construct the energy distribution functions. As will be shown
below, the perturbation expansion of the QM/MM interaction provides an excellent
framework well suited to the application to QM/MM-ER. The notational conven-
tions are almost common to those in Sect. 6.4.1. It seems appropriate to start with
the review of 1-body perturbation theory in the context of QM/MM interaction.

It is quite natural to take the electric field Vpc in Eq. (6.23) as a perturbation to
the electronic Hamiltonian in the perturbation expansion. By the Rayleigh-
Schrödinger perturbation theory the electronic energy EQM + EES

QM=MM can be

expressed as

EQM þEES
QM=MM ¼ E 0ð Þ þE 1ð Þ þE 2ð Þ þ � � � ð6:36Þ

where E(n) represents the nth-order term with respect to the perturbation.
Specifically the unperturbed energy E(0) is identical to the electronic energy E0 of
the QM solute at isolation. The first order term E(1) corresponds to the electrostatic
interaction between the unperturbed solute and the solvent, which can be expressed
in terms of the 1-electron wave functions {ϕi

(0)} of the unperturbed system, thus,

E 1ð Þ ¼
Xocc

i

/ 0ð Þ
i

D
Vpc

�� ��/ 0ð Þ
i

E
þ
Xnuclei

k2QM
zk � Vpc Rkð Þ ð6:37Þ

where the index i is for the occupied orbitals and the first term of right hand side of
Eq. (6.37) is the Coulomb interaction of the fieldVpc and the electron density n0 of the
solute. The second term represents the interaction betweenVpc and the nuclear charge
zk of the kth atom. The 2nd-order term E(2) in the expansion of Eq. (6.36) is given by

Eð2Þ ¼
Xocc

i

Xvir

a

1

eð0Þi � eð0Þa

/ð0Þ
i

D ���Vpc /
ð0Þ
a

���
E���
���
2

ð6:38Þ

where the index a runs through the virtual orbitals, and {ɛi
(0)} express the set of

eigenvalues for the corresponding orbitals. We note that the sum of the first order
term E(1) and EvdW

QM=MM in Eq. (6.26) corresponds to the energy EQM/MM(�n,X) in
Eq. (6.29) when the electron density n0 at isolation is taken as �n. Further, the
polarization energy η defined in Eq. (6.30) is replaced by the 2nd-order term E(2)

provided that the perturbation expansion can be truncated up to the second term.
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Of course, the accuracy can be systematically improved by incorporating the higher
order terms into the coordinate η. Anyway, with the definition η = E(2) it is made
possible to compute free energy contribution δμ with the method completely par-
allel to that presented in Sect. 6.4.2. Explicitly, the distribution functions P(η) and
P0(η) defined, respectively, in Eqs. (6.31) and (6.32) are rewritten in terms of the
perturbation energies,

PPT2 gð Þ ¼
R
dXd g� E 2ð Þ X½ �� �

exp �b E 1ð Þ X½ � þE 2ð Þ X½ � þEvdW
QM=MM X½ � þEMM X½ �


 �
 �

R
dX exp �b E 1ð Þ X½ � þE 2ð Þ X½ � þEvdW

QM=MM X½ � þEMM X½ �

 �
 �

ð6:39Þ

PPT2;0 gð Þ ¼
R
dXd g� E 2ð Þ X½ �� �

exp �b E 1ð Þ X½ � þEvdW
QM=MM X½ � þEMM X½ �


 �
 �

R
dX exp �b E 1ð Þ X½ � þEvdW

QM=MM X½ � þEMM X½ �

 �
 � :

ð6:40Þ

Since the ensemble of the configuration X generated in the reference system is
equivalent to the solution system for D�l, the distribution PPT2,0(η) of Eq. (6.40) can
be constructed simultaneously through the simulation for the calculation of D�l with
modest additional computational cost. The use of PT2 approach is advantageous
since the SCF procedure, most time-consuming part of the QM/MM simulation, can
be avoided. Once the zeroth-order wave functions {ϕi

(0)} have been obtained
beforehand, there is no need to update the wave functions during the simulations
provided that the geometry of the solute is fixed.

It is also helpful to describe the method to calculate the forces F(2) responsible
for the energy E(2) in Eq. (6.38). The straightforward differentiation of Eq. (6.38)
with respect to the coordinate xl of the lth site of the MM subsystem leads to

Fð2Þ
l ¼ �

Xocc:

i

Xvir:

a

1

eð0Þi � eð0Þa

/ð0Þ
i

D ���
@Vpc X½ �
@xl

/ð0Þ
a

���
E

/ð0Þ
a

D ���Vpc /
ð0Þ
i

���
E
: ð6:41Þ

The direct evaluation of Eq. (6.41) necessitates the integration for each orbital
pair of ϕi

(0) and ϕa
(0) for individual coordinate xl. To reduce the computational cost

which involves the integration with respect to the electron coordinate r, Eq. (6.41)
is reformulated as

Fð2Þ
l ¼ �

Z
dr

@

@xl
Vpc X½ � rð Þ

Xocc:

i

Xvir:
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eð0Þi � eð0Þa

/ð0Þ
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ð0Þ
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dr
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@xl
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ð6:42Þ
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In Eq. (6.42) the quantity in the square bracket represents the polarization
density Δn(r) of the QM solute and is common to every coordinate xl. Since Δn
(r) only needs to be calculated once at each MD step, the computational effort can
be substantially decreased when Eq. (6.42) is utilized for the force calculation.

As a benchmark test for the method described above we performed simulations
for a set of molecules which consists of three hydrocarbons (C2H6, C2H4, and
C2H2), two alcohols (C2H5OH and C6H5OH), an ether ((CH3)2O), a nitrile
(CH3CN), NH3, H2O. To make comparisons we also carried out conventional
QM/MM-ER simulations for the same set of molecules. The zeroth-order wave
functions were constructed using Kohn-Sham DFT with a GGA functional.

The geometries for the molecules in the benchmark set were optimized under the
polarizable continuum model (PCM) environment to mimic the influence of water
solvent. The exchange-correlation energy was evaluated using B3LYP functional
[31, 34] and aug-cc-pVTZ basis set [33] was used. These optimizations were
performed conducting Gaussian 09 package. The geometries of the solutes were
kept fixed during the simulations. The zeroth-order wave function for each solute
was constructed with the Kohn-Sham DFT utilizing the real-space grids. In the
evaluation of Eq. (6.38) we truncated the sum at the eigenvalue of 0.2 au for the
virtual orbitals. The other computational details for the QM subsystem are common
to those presented in Sect. 6.4.2.

The MM subsystem was prepared in the following way. First, 500 water
molecules represented with SPC/E model were contained within a cubic simulation
box with periodic boundary conditions. The size L of the simulation box was, then,
adjusted to reproduce the density 1.0 cm3 of water in ambient condition, which led
to L = 24.6 Å. To embed a solute molecule into the solvent we removed solvent
molecules of which total volume amounts approximately to that of the solute. The
molecular volumes of the solutes were those estimated in the standard PCM cal-
culations [84] in Gaussian 09 with B3LYP/aug-cc-pVDZ level of theory. As a
result the number of water molecules in the box was reduced to 496 * 499
according to the size of the solute molecule. The van der Waals interactions
between solutes and solvent molecules were calculated using the OPLS-AA force
field [85].

For the free energy contribution δμ, we performed 200-ps simulations in the
solution and reference systems to construct the energy distribution functions
PPT2(η) and PPT2,0(η) in Eqs. (6.39) and (6.40), respectively. For the construction of
these distributions all the solvent molecules in the simulation box were taken into
consideration with the minimum image convention. For the free energy contribution
D�l due to two-body interactions, 200-ps simulation was carried out to yield the
energy distribution function ρ(ε) in the solution system, while 100-ps simulation
was devoted for the pure solvent system, in which the solute was randomly inserted
into the solvent at every 100 step (100 fs) to construct ρ0(ε) and correlation matrix
χ0(ε, η). 10

3 times insertions were made at every 100 fs by randomly generating the
x-, y-, and z-coordinates of the mass center of the solute molecule at fixed orien-
tation. Consequently, 106 solvent configurations were sampled out of a 100-ps
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simulation. For the constructions of the distribution functions ρ(ε), ρ0(ε), and χ0(ε, η),
we considered the solvent molecules of which mass centers were located within a
sphere Ω of radius 11 Å, where the center of sphere Ω was placed at the mass center
of the solute.

We provide in Fig. 6.9a the energy distribution functions PPT2(η) and P0,PT2(η)
for an Ethanol molecule in water. For the construction of these functions the PT2
approach described above was employed. To make comparisons we also performed
a set of QM/MM simulations that utilized the KS-SCF procedure at each MD
step. These distribution functions P(η) and P0(η) are shown in Fig. 6.9b. We found
that overall behaviors of the PT2 distributions reasonably agree with those of the
KS-SCF suggesting the efficiency of the method. It is recognized, however, that the
distributions given by SCF procedures are slightly broader than the corresponding
distributions obtained with PT2 method. The discrepancies can be attributed to the
truncation at the second order in the perturbation expansion and also to the finite
sum in the virtual orbitals in Eqs. (6.38) and (6.42). Using the PT2 distribution
functions PPT2(η) and P0,PT2(η) the free energy δμ due to the electron density
fluctuation of Ethanol in water was evaluated as −2.1 kcal/mol showing reasonable
agreement with the value −2.8 kcal/mol given by the distributions P(η) and P0(η).

Fig. 6.9 Distribution
functions of the polarization
energy η of Ethanol in water
solution. P(η) and P0(η) are
for the solution and the
reference systems,
respectively. a Polarization
energy η is evaluated with
(a) PT2 approach and with
(b) KS-SCF
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The slight underestimation of the free energy δμ in PT2 approach will be a con-
sequence of the truncation of the higher order terms. The two-body contribution D�l
for Ethanol was computed as −1.7 kcal/mol using Eq. (6.18). The sum of the free
energies D�l and δμ gives the total solvation free energies ΔμPT2 = −3.8 kcal/mol
and ΔμSCF = −4.5 kcal/mol. These values show excellent agreements with the
experimental value of −5.01 kcal/mol [86].

In Fig. 6.10a we show the results of the PT2 approach compared with those of
the KS-SCF calculations for the benchmark set that consists of 9 molecules. First of
all, it is recognized in the figure that overall agreement between PT2 and KS-SCF is
good. It fails seriously, however, to reproduce the hydration free energy Δμ of
Acetonitrile CH3CN. Explicitly, ΔμPT2 was obtained as −11.2 kcal/mol, while the
experimental value is −3.86 kcal/mol [86]. Thus, the PT2 method apparently
overestimates the affinity of Acetonitrile to water solvent. In contrast, the standard
QM/MM-ER method that uses KS-SCF soundly produces the hydration free energy
of −5.1 kcal/mol. The source of the error in the PT2 calculation would be the strong
electric field Vpc formed by the solvent molecules. The average dipole moment of
Acetonitrile was computed as 5.53 D in the present QM/MM simulation, while
those of the other molecules except for ions were found to be less than 2.59 D (H2O

Fig. 6.10 Comparison of the
solvation free energies for 9
neutral molecules a between
the PT2 method (ΔμPT2) and
KS-SCF (ΔμKS), b between
the PT2 method (ΔμPT2) and
experiment (ΔμExpt.) [86]. The
arrows in the figures
corresponds to the variation of
the zeroth-order Hamiltonian
from H0 to H0

0 ¼ H0 þ ~Vpc
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in solution). Thus, the large dipole moment of CH3CN gives rise to a formation of a
strong electric field of the surrounding polar solvent, which resulted in a poor
description with the perturbation approach. It should also be noted that the PT2
calculations in the benchmark set mostly underestimate the absolute values of Δμ as
compared to KS-SCF. This is, off course, due to the truncation in the perturbation
expansion. The PT2 results are also compared with experimental values in
Fig. 6.10b. In contrast to the comparison between PT2 and KS-SCF the agreement
between PT2 and experiment is not so fine. This can be attributed to the errors
inherent in the force field as well as in the exchange-correlation functional used in
DFT calculations. Anyway, it was demonstrated that the PT2 approach is adequate
to calculate solvation free energy that deserves for quantitative discussions at least
for solutes with modest dipole moments.

A time-consuming, but promising method to solve the problem revealed for
Acetonitrile is to take a biased Hamiltonian H0

0 ¼ H0 þ �Vpc instead of H0 as a
zeroth-order Hamiltonian for the PT2 approach. Here, an appropriate choice for �Vpc

is, for instance, the statistical average ~Vpc of the electrostatic field, thus,

~Vpc rð Þ ¼
R
dXVpc X½ � rð Þ exp �b Edist X½ � þEQM=MM n X½ �;Xð ÞþEMM Xð Þ� �� 

R
dX exp �b Edist X½ � þEQM=MM n X½ �;Xð ÞþEMM Xð Þ� �� 
 :

ð6:43Þ

We note that ~Vpc is no longer dependent on the configurationX. Correspondingly,
the perturbation V

0
pc X½ � rð Þ for the biased Hamiltonian is Vpc[X] subtracted by �Vpc,

that is,

V
0
pc X½ � rð Þ ¼ Vpc X½ � rð Þ � ~Vpc rð Þ: ð6:44Þ

With respect to the perturbation defined by Eq. (6.44) it is also possible to
formulate the perturbation expansions completely parallel to Eqs. (6.36)–(6.38).
Since ~Vpc is the average potential for Vpc[X] it is naturally expected that the
difference potential Vpc X½ � rð Þ � ~Vpc rð Þ is modest enough as a perturbation. For
Acetonitrile we constructed the average potential ~Vpc performing an additional
QM/MM simulations for 500 ps. A much less statistics would be adequate, how-
ever, since ~Vpc merely defines an intermediate states for solvation. For the per-
turbation V

0
pc X½ � rð Þ = Vpc X½ � rð Þ � ~Vpc rð Þ the distribution functions PPT2(η) and P0,

PT2(η) defined, respectively, in Eqs. (6.39) and (6.40) were constructed. As a
consequence of the use of V

0
pc X½ � rð Þ as a perturbation, the distribution PPT2(η)

perfectly overlaps with P0,PT2(η) in contrast to the original approach. Using these
distributions the free energy δμ was evaluated as −0.7 kcal/mol. The two-body
contribution D�l was computed as −3.8 kcal/mol for the solute with electron density
~n that was determined as the ground state eigenfunction for the zeroth-order
Hamiltonian H0

0. Then, the total solvation free energy Δμ was given as
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−4.5 kcal/mol that is very close to the experimental value (−3.86 kcal/mol). The
variation of the free energies (KS-SCF vs PT2) when the perturbation is changed
from Vpc[X] to V

0
pc X½ � rð Þ is shown by an arrow in Fig. 6.10a. We note that

zeroth-order Hamiltonian for KS-SCF is also changed in the construction of the
new point (blue square dot in the figure). It was, thus, demonstrated that the
introduction of the biased Hamiltonian significantly improves the applicability of
the method.

We close this subsection with a discussion for the parallelization of the PT2
approach. The data communications with respect to the wave functions can be
avoided in PT2 since the set of the unperturbed wave functions {ϕi

(0)} is not updated
throughout the simulation provided that the molecular geometry of the solute is
fixed. The QM/MM simulation based on PT2 is, therefore, quite amenable to
parallelization both on the shared and distributed memory architectures. For the
shared-memory machines the double loops associated with the calculations of E(2)

and Fl
(2) defined, respectively, by Eqs. (6.38) and (6.42) are the major targets for the

thread parallel which can be readily implemented using standard OMP directives. In
the MPI parallelization, we first divide the zeroth-order wave functions either in the
orbital space or in the real space, and, distribute the portions to computational nodes
that constitute a parallel machine. Once the wave functions are assigned to the
nodes before simulation, one only needs to reduce at each MD step the scalar values
evaluated individually on the nodes to the master node to construct the complete
values for E(2) and Fl

(2). It is expected that high parallel efficiency can be achieved
with modest additional effort for programming.

We examined the efficiencies of the OMP parallel executed for a water molecule
and a benzene dimer. The computer node used was the Intel Xeon (E5-2680,
2.7 GHz) with 16 cores. As a specific treatment to expedite the force calculation, we
reduced the number of grids from 64 to 32 along each direction by taking average
of the polarization density Δn in Eq. (6.42). In our measurement on a single core for
a QM water molecule in 499 MM solvent water molecules we found *73 % of the
total computational time was devoted to the construction of the electrostatic
potential Vpc, and the residual time was used mostly for the evaluation of the PT2

Fig. 6.11 Speedups
measured for a Benzene dimer
and a water molecule with
respect to the increasing
number N of cores in a
multi-core processor (N = 1,
2, 4, 8, and 16)
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forces. We show in Fig. 6.11 the plot of the speedup with respect to the increasing
number N of cores up to N = 16. The figure shows that the speedup increases almost
linearly with increasing N irrespective of the number of electrons in the QM sys-
tems. At N = 16, the parallel efficiencies for Benzene dimer and a water molecule
are 87 and 86 %, respectively. Thus, it was demonstrated that QM/MM-PT2 is
amenable to parallel implementation and shows an excellent performance on a
shared memory architecture. The fine tuning of the OMP code to avoid the ‘cache
miss’ which occurs in the memory access will further improve the efficiency.

6.4.4 Application to the Free Energy Analyses
for the Hydration of Benzene

The method of QM/MM-PT2 coupled with the theory of solutions so far discussed
provides us with an excellent theoretical framework to analyze solvation free
energies. In a recent work, we applied the method described in Sect. 6.4.3 to study
the role of the π electrons in a hydration process. Explicitly, the free energy δμ
associated with the hydration of Benzene was decomposed into the contributions
δμπ and δμσ due, respectively, to the π and σ electrons. In the following we illustrate
the outline of the work with an emphasis placed on the methodological aspect.

The interaction between an aromatic ring and a σ bond attracts a broad interest in
the context of the XH/π interaction (X = C, N, or O) [87, 88]. It is well recognized
that XH/π interactions are ubiquitous in protein systems and plays a decisive role in
organizing their elaborate functionalities and structures in solutions. Since Benzene
constitutes one of fundamental building blocks in organic molecules, the interaction
of a σ bond with a Benzene ring can be considered as a representative XH/π
interaction. In a pioneering work by Suzuki et al. it was proved experimentally for
C6H6–H2O dimer that the OH bond of the water molecule pointing toward the
center of the aromatic ring forms a weak hydrogen bond with the aromatic ring. The
detailed energetics for the interaction was studied by Tsuzuki et al. who performed
a set of high level ab initio calculations [89]. They concluded that the major source
of the attractive interaction in the dimer is the induction effect of the electronically
polarized OH bond on the aromatic ring, though its absolute energy (*3 kcal/mol)
is much smaller than the conventional hydrogen bondings. Thus, it is apparent that
a weak hydrogen bond is formed between an aromatic ring and a polarized σ bond
in a static isolated dimer. However, the role of the XH/π interaction in condensed
environment is not well examined nor understood on the quantitative basis. This
issue has a direct relevance with a well-known fact that benzene has a negative
solvation free energy (Δμ = −0.87 kcal/mol) though benzene is known as a typical
non-polar molecule.

Here, we report the results of the free energy analyses based on QM/MM-PT2
coupled with the theory of energy representation, which provides an insight into the
role of the OH/π interaction in the solvation process. To perform the analyses we
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first need to introduce the concepts of the static and dynamic polarizations of a
solute in solution. The static polarization is defined as the electronic distortion of a
solute under the influence of the average electric field ~Vpc rð Þ given by Eq. (6.43).
Remind that ~Vpc rð Þ is independent of the solvent configuration X. The polarizable
continuum model (PCM) [84] or reference interaction site model (RISM) combined
with SCF [90, 91] is the method that realizes the static polarization of a solute
applying the mean-field approximations for the solvent on the basis of the funda-
mental electromagnetism or the theory of solutions, respectively. Then, the dynamic
polarization is due to the residual potential V

0
pc X½ � rð Þ ¼ Vpc X½ � rð Þ � ~Vpc rð Þ in

Eq. (6.43). Thus, the dynamic polarization arises from the electron density fluc-
tuation of a solute in response to the potential V

0
pc X½ � rð Þ dependent on the

instantaneous solvent configuration.
Our major concern in the present analyses lies in the free energy contribution δμ

due to the dynamic polarization. The polarization energy pertaining to the dynamic
polarization can be approximated with the perturbation method as

E0ð2Þ ¼
Xocc

i

Xvir

a

1

e0ð0Þi � e0ð0Þa

/0ð0Þ
i

D ���V0
pc X½ � /0ð0Þ

a

���
E���
���
2

ð6:45Þ

when the perturbation expansion is truncated at the second order (PT2). Note that
Eq. (6.45) is completely parallel in form to Eq. (6.38). The prime notation is
attached to the superscript of each term in Eq. (6.45) to specify that the biased
Hamiltonian is used in the PT2 expansion. Then, it is possible to decompose
naturally the energy E0ð2Þ due to the dynamic polarization into the contributions
from σ and π electrons, which reads,

E0ð2Þ ¼ E0ð2Þ
p þE0ð2Þ

r

¼
Xocc:

i2p
þ
Xocc:

i2r

 !
Xvir:
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E���
���
2
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ð6:46Þ

It is apparent that the term E0ð2Þ
p in Eq. (6.46) represents the energy shift which

arises from the polarization of the π electrons of a solute. The same is true for the
polarization of σ electrons. Using the spatial distribution functions ρ(X) for the
configuration X of the solvent it is possible to formulate the Kirkwood’s charging
equation for the individual free energies δμπ and δμσ, thus,

dl ¼ dlp þ dlr

¼
Z 1

0
dk
Z

dXq X;kð Þ d
dk

E0 2ð Þ
p;k X½ � þ

Z
dk
Z

dXq X;kð Þ d
dk

E0 2ð Þ
r;k X½ �

ð6:47Þ

The coupling parameter λ in Eq. (6.47) is introduced to describe the degree of the
electron density fluctuation of a solute which interacts with the environment.
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At λ = 0 the solute electron density is fixed at an electron density specified by the
bias potential ~Vpc rð Þ, while the solute electron density at λ = 1 fully couples with
the surrounding electric field V

0
pc X½ � rð Þ. The λ-dependence of the distribution

function ρ(X) as well as the energies E0ð2Þ
p and E0ð2Þ

r are explicitly denoted in the
equation. We note that Eq. (6.47) expressed in terms of the distribution function
ρ(X) is very simple in form. It is, however, infeasible to treat it numerically since
X consists of huge number of variables which represent the coordinates of the
constituent molecules. Fortunately, it is possible to reformulate Eq. (6.47) in terms
of the distribution functions P(η) for the polarization energy η of only one

dimension. Explicitly, η is defined as η = E0ð2Þ
p for π electrons. The free energy δμπ

for instance can be expressed in the form parallel to the Kirkwood’s charging
equation, thus,

dlp ¼
Z 1

0
dk
Z

dgPp g;kð Þ d
dk

E0 2ð Þ
p;k gð Þ: ð6:48Þ

For the derivation of Eq. (6.48) we refer the readers to the Appendix of Ref [77].
The free energy δμσ for σ electrons can, of course, be given in the same form as
Eq. (6.48). It should be noted that the fluctuation of the π electrons in response to
the external field correlates with that of the σ electrons to a certain degree.
Therefore, it is necessitated to introduce the indirect part of the solute-solvent
potential ωπ(η,λ) of the mean force which describes the effects of this correlation.
Due to the potential ωπ(η,λ) the free energy δμπ cannot be evaluated with Eq. (6.34).
Explicitly, ωπ(η,λ) is defined as

xp g; kð Þ ¼ �kBT log
Pp g;kð Þ
Pp g;0ð Þ
� 	

� g: ð6:49Þ

Pπ(η;λ) in Eq. (6.49) is the distribution function of η and dependent on the
coupling parameter. Using the local potential ωπ(η,λ) as well as the distribution
functions the free energy δμπ is expressed as

dlp ¼ �kBT
Z

dg Pp gð Þ � P0;p gð Þ� �þ bxp gð ÞPp gð Þ��

�b
Z 1

0
dkxp g;kð Þ Pp gð Þ � P0;p gð Þ� �	�

:

ð6:50Þ

Pπ(η) and P0,π(η) in Eq. (6.50) are the distribution functions of the energy

coordinate η (= E0ð2Þ
p ) in the solution (λ = 1) and the reference (λ = 0) systems,

respectively. As expected Eq. (6.50) has the same form as Eq. (6.18). In the con-
struction of the free energy using an approximate functional, however, it is possible
to adopt an reduced form of the functional since there is no need to consider the
effect of the exclusion volume for the free energy. Explicitly, the integration of
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ωπ(η;λ) with respect to λ in Eq. (6.50) is expressed in terms of the potential ωπ(η;λ)
only at λ = 1, thus,

b
Z 1

0
xp g;kð Þdk ¼ bxp gð Þþ 1þ bxp gð Þ

exp �bxp gð Þð Þ�1 xp gð Þ� 0ð Þ
1
2 bxp gð Þ xp gð Þ� 0ð Þ:

(
ð6:51Þ

In the construction of Eq. (6.51) the PY approximation is applied to the unfa-
vorable region (ωπ(η) ≤ 0), while HNC is used for the favorable region (ωπ(η) ≥ 0)
as usual. The equations parallel to Eqs. (6.48)–(6.51) can also be adopted to the
calculation of the free energy δμσ associated with the dynamic polarization of σ
electrons. As described above the potential ωπ(η;λ) carries the information for the
correlation between π and σ electrons, and hence, the free energy decomposition
into the contributions to σ and π electrons can only be performed in a formal
fashion. It should also be stressed, however, that it is the potential ωπ(η;λ) which
enables one to decompose the free energy δμ in a formal but natural manner. In the
following we present the results of the decomposition analyses applied to Benzene
in aqueous solution.

The σ–π decomposition was performed with our real-space grid DFT program.
The computational details for the QM/MM-PT2 simulations as well as the method
of energy representation are almost common to those described in Sect. 6.4.3.
Specifically, we employed GROMOS 43A1 force field [92] to evaluate the van der
Waals interaction for Benzene. We refer the readers to Ref. [77] for the other
specifics of the computational setups.

First, we assessed the role of the static polarization of Benzene. As shown in
Table 6.2, the solvation free energy D�l was obtained as 0.84 kcal/mol for Benzene
with the fixed electron density which corresponds to the biased Hamiltonian
H0

0 = H0 + ~Vpc rð Þ. Thus, the calculation which considers only the effect of the static
polarization fails to reproduce the experimental value of −0.87 kcal/mol [86]. The
free energy δμ due to the dynamic polarization was evaluated as −1.3 kcal/mol
using Eq. (6.34). It was, thus, revealed that inclusion of free energy δμ realize the
negative hydration free energy of −0.47 kcal/mol which reasonably agrees with the
experimental value. The present calculation clearly suggests the importance of the
dynamic polarization in the hydration of Benzene.

We, further, decompose the free energy δμ into the contributions δμπ and δμσ
defined in Eq. (6.50). The energy distribution functions used to construct these free
energies are presented in Fig. 6.12. It is worthy of note that the distribution Pπ(η) for
π electrons in the solution system has a long tail in the region of low energy
coordinate, which shows a clear contrast to the distribution in the reference system.

Table 6.2 Hydration free energy of Benzene and its components in units of kcal/mol

D�l δμ δμπ Δμσ Δμ Δμexpt.
a

Benzene 0.84 −1.30 −0.94 −0.35 −0.47 −0.87
aExperimental value provided in Ref. [86]
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This demonstrates the fact that the instantaneous solvent configurations yielded in
the solution system are substantially different from those in the reference system.
Using these distribution functions the free energies δμπ and δμσ were evaluated as
−0.94 and −0.35 kcal/mol, respectively. The sum of the individual free energies δμπ
and δμσ amounts to −1.29 kcal/mol and it excellently agrees with the exact value δμ
of −1.3 kcal/mol. This suggests the robustness of the method of the free energy
decomposition as well as the approximate functional given by Eq. (6.51). The free
energy contribution of the π electrons due to dynamic polarization was found to be
almost three times as large as that of σ electrons although the number of σ orbitals
are four times as large as the π orbitals. The role of the fluctuation of the π electrons
in the hydration of benzene was, thus, clarified on the quantitative basis.

6.5 Summary and the Outlook

We summarize this chapter by reviewing the major results. In Sect. 6.2.1 we
provided the outline of the real-space grid Kohn-Sham DFT (RS-DFT) which aims
at massively parallel implementation. Since the Hamiltonian matrix of the KS-DFT
is dominated by the diagonal part in the real-space representation the parallelization
can be achieved only by local communications between neighboring nodes in
contrast to the LCAO approach. In Sect. 6.2.2 we assessed a parallel performance of
our RS-DFT code on a modern parallel machine equipped with 512 cores for a
water cluster with an ice structure. To avoid the global communications associated
with FFT we instead employ the Poisson equation to construct the Hartree potential.
Then, we achieved a high parallelization ratio of *99.8 % measured on this

Fig. 6.12 Distribution functions of the polarization energy η of benzene in water solution. Pπ(η)
and P0,π(η) are the distributions of the energy E0ð2Þ

p defined by Eq. (6.46) in the text for π electrons
in the solution and the reference systems, while Pσ(η) and P0,σ(η) are those for σ electrons
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system. It was also revealed, however, that the speedup will be saturated imme-
diately with respect to the increasing number of cores used. Hence, the paral-
lelization ration should be very close to 100 % to obtain desired speedup when one
employs thousands of cores.

In Sect. 6.3.1 we introduced a novel theory of solutions, referred to as the theory
of energy representation, where the distribution functions of the solute-solvent
interaction potential serves as fundamental variables in the density functional theory
of solutions. It makes a contrast to the conventional theory of solutions that
employs the spatial distribution functions of the solvent around a solute to construct
the solvation free energy of the solute. Since a whole molecule is being treated as a
single entity in the theory of energy representation there is no need to rely on the
artificial concept of the interaction sites. Importantly, by virtue of this notable
feature, the theory can be naturally combined with quantum mechanical approaches
because the spatial diffuseness of the electron density, one of the inherent properties
of the quantum mechanical objects, can be taken into consideration without
reducing it to a set of point charges on atoms. It was demonstrated in Sect. 6.3.2 that
the method can be successfully applied to the analyses of the hydration free energy
of proteins.

We illustrate in Sect. 6.4.1 the method to combine the hybrid QM/MM approach
with the theory of energy representation. The standard theory of energy represen-
tation is based on the assumption that the solute-solvent interaction is pairwise as
well as the conventional theory, hence, some device should be developed to
combine QM/MM with the theory of solutions. A promising approach to solve the
problem is to extract the two-body contribution D�l from the total solvation free
energy Δμ. Then, the remaining many-body contribution δμ is treated separately
with the theory of energy representation. For the evaluation of D�l the approximate
free energy functional based on the energy representation can be applied straight-
forwardly. In a recent development, we formulate a simple but rigorous functional
to compute δμ due to the electron density fluctuation of a QM solute in solution.
Thus, the basic framework of the QM/MM-ER method was established. The
application of QM/MM-ER to the hydration of a QM water molecule to an MM
water solvent was presented in Sect. 6.4.2, which demonstrated the accuracy and
the numerical robustness of the method.

The equation to compute δμ has a versatile form which allows various method-
ological extensions. Making use of the formulation we combine the QM/MM-ER
approach with a perturbation approach (PT2) for the purpose of accelerating the free
energy calculations. This method also provides an excellent framework for ana-
lyzing the free energy contribution responsible for the affinity of Benzene to water
solvent. Our analyses successfully revealed the role of the fluctuation of π electrons
in the hydration of Benzene on the basis of quantitative discussion.

As demonstrated in Sect. 6.2 the Kohn-Sham DFT utilizing the real-space grid
technique enables ones to perform QM/MM simulations involving large scale QM
molecules. Furthermore, the computational effort associated with the statistical
average to construct free energy can be substantially reduced by virtue of the energy
representation method. Thus, QM/MM-ER based on the real-space grid DFT
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provides us with a practically powerful tool to investigate various chemical events
occurring in solutions and in biological systems. Actually, calculation of the sol-
vation free energy of a whole ATP (adenosine triphosphate) molecule is now
proceeding for the purpose of analyzing the free energy of hydrolysis of ATP in
water using massively parallel machines. According to our benchmark test calcu-
lations, in the near future some protein molecule as a whole can be treated as a QM
solute in conjunction with the next generation massively parallel machine.

Acknowledgments Manuscript for the contribution to the book: Quantum Modeling of Complex
Molecular Systems (Springer).
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Chapter 7
Structure and Electronic Properties
of Liquids and Complex Molecular
Systems in Solution: Coupling Many-Body
Energy Decomposition Schemes
to Born-Oppenheimer Molecular
Dynamics

Benedito J.C. Cabral, K. Coutinho and S. Canuto

Abstract A discussion on the structure, dynamics and electronic properties of
liquids and complex molecular systems in solution is presented. Special emphasis is
placed on the sequential coupling of electronic structure calculations to Monte
Carlo and Molecular dynamics sampling procedures. A promising approach to
investigate the electronic absorption spectra of liquids and molecular solutions
relying on a many-body energy decomposition scheme is presented and some
applications to hydrogen bonding liquids are discussed. The possibility to para-
metrize classical force fields by using information generated by first principles
molecular dynamics is investigated and preliminary results for the structure of
chlorophyll-c2 in liquid methanol relying on this approach are reported.

7.1 Introduction

The study of electronic properties is of fundamental importance for understanding
chemical reactivity in condensed phases. For many systems of interest chemical
reactions take place in solution, where the chemical kinetics and energy transfer
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processes are assisted by the environment. The importance of environmental effects
fostered the development of theoretical methods to take into account these effects
on the structure, dynamics and electronic properties of complex molecular systems.
Simplified representations of the solvent by a continuum medium of dielectric
constant ε led to the formulation of self-consistent reaction-field (SCRF) methods
[1–6]. The SCRF approaches were very important for the analysis of solvent effects
on the electronic properties of complex molecular systems. They can be seen as a
first formulation of general multi-scale methods, which are characterised by the
definition of a quantum mechanical (QM) sub-system embedded in a classical
environment [7, 8] described by a dielectric constant ε (QM/ε). The importance of
thermal effects motivated the development of different methodologies where elec-
tronic structure calculations are coupled to statistical mechanics sampling proce-
dures such as Monte Carlo and Molecular Dynamics. These approaches are part of
quantum mechanics/molecular mechanics (QM/MM) methodologies [7–9]. Further
developments of QM/MM methods opened the possibility to investigate environ-
ment effects in large systems of biological interest [10, 11]. An alternative for-
mulation of QM/MM methods rely on the a posteriori calculation of the electronic
properties for a quantum system in a classical environment by using configurations
generated by statistical mechanics sampling [12–14].

Monte Carlo and Molecular Dynamics statistical mechanics sampling can be
carried out by using energy and forces derived from classical force fields or from
first principles quantum mechanical calculations. The application of classical
molecular dynamics to complex biological systems is now a standard procedure that
is only limited by the reliability of the classical force fields. By adopting a first
principles approach, this technique may overcome, in many cases, the limitations of
classical force fields to represent the interactions in condensed phase. The appli-
cations of first principles molecular dynamics to the study of very large systems are,
however, limited by computational costs. Recent advances in the analysis of the
electronic structure theory, specifically of incremental procedures [15–32], opened
the way to the application of high level electronic structure methods to complex
systems in condensed phases [18, 20, 24, 27, 29]. Incremental methods usually rely
on the partition of the system in smaller fragments and applications to systems with
thousand of atoms were reported [21]. The partition procedures are anchored on the
decomposition of the total energy in many-body energy (MBE) contributions,
which describe the interactions between the fragments of the system [21, 24]. The
possibility of partitioning or definition of fragments relying on localization proce-
dures by using the electronic density [33] or natural transition/localized orbitals [28]
has been also exploited. Incremental methods can be applied to generate the
dynamics as well as to the analysis of the electronic structure for configurations
generated by classical molecular dynamics. An interesting development concerns
the application of MBE schemes to the ab initio calculation of the electronic
absorption spectra [18, 20, 24, 28, 34–36].

198 B.J.C. Cabral et al.



In this chapter we will review some recent applications of MBE decomposition
schemes to the calculation of the electronic absorption spectra of hydrogen bonding
liquids. The possibility to parametrize classical force fields by using information
generated by first principles molecular dynamics is discussed. Preliminary results
relying on this approach for the structure of chlorophyll-c2 in liquid methanol are
also presented.

7.2 Electronic Properties of Liquids and Molecular
Solutions

7.2.1 Sequential QM/MM Calculation of the Electronic
Properties

A posteriori calculations of the electronic properties of complex molecular systems
in condensed phases by using configurations generated by statistical mechanics
sampling defines a QM/MM procedure with some specific features. There is no
need to address the well known issue concerning the definition of the interface
between the QM and the MM partitions [9, 37, 38], which is particularly difficult
when the QM and MM system are covalently linked [37, 38]. The a posteriori
method for the calculation of the electronic properties is not necessarily the same
method used in the sampling procedure. Thus, high level electronic structure cal-
culation methods can be used by adopting a sequential QM/MM methodology.
A promising approach associated with QM/MM procedures is the coupling of
many-body energy decomposition schemes to configurations generated by statis-
tical mechanical sampling [24]. This approach opens the way to high level ab initio
calculations of electronic properties in condensed phase [26, 34, 35].

7.2.2 MBE Schemes for the Calculation of Electronic
Excitation Energies: The Frenkel Exciton
Hamiltonian Formalism

Ab initio electronic structure calculations in condensed phases can be carried out by
adopting fragmentation schemes [22–24, 29]. In general, these schemes rely on the
decomposition of the total ground state energy E[0] in many-body contributions
accordingly to the following equation

E 0½ � ¼
XNf

i¼1

E i½ � þ
XNf

i¼1

XNf�1

j\i

DE ij½ � þ
XNf

i¼1

XNf�1

j\i

XNf�2

k\j

DE ijk½ � þ . . . � C 0½ � ð7:1Þ
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where Nf is the number of fragments (or partitions) in which the system is
decomposed, and the different contributions are given by

DE ij½ � ¼ E ij½ � � E i½ � � E j½ � ð7:2Þ

DE ijk½ � ¼ E ijk½ � � E ij½ � � E ik½ � � E jk½ � � E i½ � � E j½ � � E k½ � ð7:3Þ

C[0] is the self-interaction energy of the charge background in which the
expansion is carried out. Implicit in the introduction of a charge background in
MBE decomposition schemes is also the partition of the system into quantum
(QM) and classical (MM) parts. Therefore, a MBE decomposition scheme with
electrostatic embedding is closely related to a QM/MM approach where polariza-
tion effects on the QM system due to the charge background (the MM partition) are
taken into account.

As discussed below, the introduction of polarization effects even through a
simplified representation of the environment significantly improves the conver-
gence of the expansion 1. Some aspects concerning many-body energy decompo-
sition schemes are worth noticing. Although the definition of a fragment may be
difficult when covalent bond breaking and formation is involved, for some systems
it is relatively simple. This is the case of molecular aggregates or clusters for which
we can assume that each fragment corresponds to a single or multiple monomeric
units. The convergence of the expansion for the total energy (Eq. 7.1) is in general
quite slow. This is mainly due, for each term of the expansion, to the absence of
polarization effects from the environment. Moreover, when one-electron basis-sets
are used higher-body terms in the expansion are contaminated with basis-set
superposition errors (BSSE) [23, 39]. The convergence of the MBE decomposition
scheme can be improved by including an approximate representation of the envi-
ronment for each term in the expansion 1. BSSE can be systematically reduced by
using larger basis-set or explicitly correlated basis-sets [40].

The importance of polarization effects for the convergence of the MBE expan-
sion for two water hexamers is illustrated in Fig. 7.1. The energy was calculated at
the CCSD(T)/cc-pVTZ level with two different charge embeddings that were
defined by using the TIP3P model for water [41, 42] and the PCM [5] charges for a
water molecule. The PCM charges were determined for a single water molecule in a
continuum medium with the dielectric constant of liquid water.
Merz-Singh-Kollman charges [43] calculated at the MP2/aug-cc-pVDZ level were
adopted. At this level, the water dipole moment is 2.22 D. At the CCSD(T)/
cc-pVTZ level, and by defining the computer time for N = 6 as 100, the times for
N = 1, 2, 3 and 4 are, 0.07, 2.6, 26, and 90, respectively. However, it should be
observed that these ratios are very dependent on the scaling with N of the specific
theoretical level.

The results for DE Nð Þ � E FULLð Þj j shows the importance of carrying out the
MBE expansion by taking into account polarization effects from the environment
(data for this difference with no embedding are represented by NOEMB). The results
also indicate that by using a 2-Body approximation (N = 2), jDE Nð Þ � E FULLð Þj is
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close to 1 kcal/mol. Interestingly, the convergence of the series is not very dependent
on the choice of the embedding charges, at least when the results relying on TIP3P
and PCM are compared. However, an improved representation of the environment in
which the MBE expansion is carried out remains an open issue. Specifically, the
construction of a polarizable and self-consistent environment should be exploited.

Excitation energies can be calculated as the difference between the total energies
for the ground and excited states.

DE ¼ E �½ � � C �½ �ð Þ � E 0½ � � C 0½ �ð Þ ð7:4Þ

where E �½ � and E 0½ � are the excited and ground state energies, respectively. C �½ � is
the charge background self-interaction energy contribution to excited state.

By applying MBE schemes, E �½ � is expanded as

E �½ � ¼
XNf

i¼1

E i�½ � þ
XNf

i¼1

XNf�1

j\i

E ijð Þ�½ � þ
XNf

i¼1

XNf�1

j\i

XNf�2

k\j

E ijkð Þ�½ � þ � � � ð7:5Þ

In the previous expression, only one specific fragment for each term of the sums
is excited. For the one-body contribution when the fragment i is excited, all the
other fragments for j 6¼ i are in the ground state. For the two-body contributions,
when the (ij) fragment is excited all the other (kl) pairs for i 6¼ k and l 6¼ j are in
the ground state.

MBE decomposition schemes were recently applied to calculate the electronic
absorption spectra of clusters [24, 25], liquids [34–36], and molecular solutions
[26].

Fig. 7.1 Convergence of the MBE decomposition scheme for two water hexamers. Energies were
calculated at the CCSD(T)/cc-pVTZ level. The embedding charges correspond to the TIP3P model
[41, 42] and PCM approach [5]. Calculations with no embedding are represented as NOEMB
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It should be observed that the reliability of the MBE decomposition scheme for
the prediciton of excitation energies depends on the nature of the excited state. The
accuracy of MBE scheme can be improved when the excitations are localized on
specific fragments or orbitals [28]. A further improvement can be accomplished by
taking into account the excitonic coupling between different fragments [24, 34–36].
The MBE scheme can be reformulated in terms of a multi-state effective Frenkel
Exciton Hamiltonian [44, 45] that takes into account excitonic coupling. In the
multi-state effective Frenkel Exciton Hamiltonian formalism, multiple excitations
from each fragment are included, yielding an energy range that depends on the
number of excitations.

The Frenkel exciton Hamiltonian formalism with energies calculated with MBE
schemes was recently applied to investigate the electronic absorption spectrum of
liquid HCN [34], water [35], and liquid and supercritical CO2 [36].

The effective Frenkel Exciton Hamiltonian [44, 45] can be written as:

H ¼
XNf

i¼1

XNs

k2i
Ek
i i; k[\k; ij j þ

XNf

i6¼j

XNs

k2i

XNs

l2j
Jklij i; k[\j; lj j ð7:6Þ

where Nf is the number of fragments or monomers in the system and Ns is the
number of excited states for each fragment. The excited state jk[ in the fragment
i with energy Ek

i is represented by ji; k[ . Jklij is the coupling between the kth and
lth excited states on the ith and jth fragments, respectively. The dipole [d-d]
excitonic coupling between states k and l, on fragments i and j is approximated by
the interaction between their transition dipoles

Jklij
1

R3
ij

dki � dlj � 3ðdki � R̂ijÞðdkj � R̂ijÞ
h i

ð7:7Þ

where Rij is a vector from fragment i to fragment j, dki ¼ \i; kjd̂ji; 0[ , d̂ is the
dipole moment operator, and ji; 0[ represents the ground state wavefunction of
fragment i.

The off-diagonal terms of H are set to zero for excitations taking place on the
same fragment. Thus, the matrix elements Hab are given by:

Hab ¼
Ek
i if i ¼ j ^ k ¼ l

Jklij if i 6¼ j
0 if i ¼ j

8<
: ð7:8Þ

where the k, l, i and j have the same meaning as above, and the a and b indexes are
given by a ¼ i� 1ð Þ � Ns þ k and b ¼ j� 1ð Þ � Ns þ l. Diagonalization of the
Hamiltonian matrix yields a set of Nf � Ns eigenvalues, and from the eigenvectors
cab of the matrix Hab, the transition dipole of state b can be written as
db ¼ P

a dacab, where da‘s are the transition dipole moments of the individual
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states of each fragment. From the transition dipole moments the oscillator strengths
from the ground to the excited state b are calculated through the expression
fb ¼ 2

3Ebd2b, where Eb is the excitation energy of the state b.
The one-body [1B] approximation for the energies of the ground state (E0[1B])

and excited state k of the fragment i (Ek
i 1B½ �) are given, respectively, by E0 1B½ � ¼PNf

i¼1 E0 i½ � � C 0½ � and Ek
i 1B½ � ¼ Ek

i þ
PNf�1

j 6¼ i E0 j½ � � C j�½ �. C 0½ � and C j�½ � are
constants related to the contribution of the electrostatic environment to the total
energies of the ground and excited states, respectively [24]. The diagonal elements
of the Frenkel exciton Hamiltonian are then approximated by Ek

i 1B½ �. After diag-
onalization and representing the eigenvalues of H by ~Ek

i 1B½ � the excitation energies
from the ground to the excited state k are calculated as xk

i 1B½ � ¼ ~Ek
i 1B½ � � E0 1B½ �.

7.3 Applications

7.3.1 Electronic Properties of Hydrogen Bonding Liquids

Hydrogen bond (HB) networks play a relevant role on the dynamics of chemical
and biochemical reactions in solution. The structure of HB network is determined
by many-body energy cooperativity associated with polarization effects. Electronic
density fluctuations induced by thermal effects or photoexcitation, assist and drive
energy transfer processes in solution [46]. An interesting aspect related to the
formation of HB networks is the role that they may have played in the origin of
self-organized structures associated with life [47]. Therefore, the structure,
dynamics and more recently, the electronic properties of these complex HB net-
works have been the subject of several fundamental investigations. In this section,
we review recent applications of MBE decomposition schemes to the calculation of
the electronic absorption spectra of liquid water and HCN.

7.3.1.1 Ab Initio Calculation of Electronic Absorption of Liquid
Water: Coupling MBE Decomposition Schemes to First
Principles Molecular Dynamics

The HB network of water [48, 49] exhibits a high ability to reorganize itself in
different environments or thermodynamic conditions. The liability of the HB net-
work is illustrated by the multiples phases of ice [50] and the reorganization of
water molecules around charged [51–53] and hydrophobic species [54, 55].
Interestingly, recent investigations indicate that nanoconfined water exhibits elec-
tronic properties quite different from normal water [56, 57]. These more recent
works support the relationship between the structure of the HB network and the
electronic properties of water.
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Electronic absorption in water has been the subject of several experimental
[58–60] and theoretical investigations [61–71]. The electronic absorption of liquid
water at ambient conditions is characterized by a *0.8 eV blue shift of the first
absorption maximum relative to the observed position for the gas-phase water
monomer [58, 59]. Moreover, a gradual red shift (up to *0.6 eV) in the absorption
band edge is observed by increasing the temperature from 25 to 400 °C [60].

Several works on the electronic absorption of liquid water were reported
[24, 61–63, 65]. Here, we will couple MBE decomposition schemes for the cal-
culation of excitation energies [18, 23, 34, 35] to configuration generated by
Born-Oppenheimer molecular dynamics (BOMD).

BOMD were generated with the Becke (B) [72] and Lee-Yang-Parr (LYP) [73]
functional for exchange and correlation, respectively (BOMD/BLYP, and with a
modified BLYP functional (BLYP-D3) that includes an empirical correction (D3)
[74–76] for the dispersion interactions (BOMD/BLYP-D3). The dynamics was
carried out with the hybrid Gaussian and plane-wave method GPW [77] as
implemented in the QUICKSTEP module [78] of the CP2K program [78].
Goedecker, Teter, and Hutter (GTH) norm-conserving pseudopotentials [79] were
used for representing the core electrons and only valence electrons were explicitly
included in the quantum mechanical density functional theory (DFT) calculation of
the forces to generate the dynamics. Further technical details on the BOMD runs
can be found in Ref. [35].

In Fig. 7.2 we present the results for the radial distribution functions (RDFs) of
water predicted by BOMD/BLYP and BOMD/BLYP-D3. Comparison with recent
experimental data [80] shows that the inclusion of empirical corrections for the
dispersion interactions leads to a much better agreement with experiment. In
keeping with previous first principles molecular dynamics investigations the BLYP

Fig. 7.2 Partial radial distribution functions [RDF(r)] for liquid water from different models. Left
panel O-O; right panel O-H. Experimental curve from Soper [80]
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exchange-correlation functional leads to a more structured water in comparison
with experiment. The importance of dispersion interactions in liquid water was
discussed by several studies [81–86].

For the a posteriori calculation of excitation energies using configurations
generated by molecular dynamics, a quantum system, including explicitly a given
number n of molecules is defined. This supermolecular structure is embedded in the
electrostatic environment of the remaining molecules, that are represented by point
charges. It is important to assess how the results depend on the size of the quantum
system (n) and on the choice of the embeddeding charge background. Actually,
previous analysis indicated a very weak dependence of the electronic absorption
spectrum on the choice of the embedding charges [24, 71] that is presently repre-
sented by TIP3P [41, 42] charges.

Excitation energies were calculated with the equation of motion coupled cluster
theory with single and double excitations (EOM-CCSD) [87] and the Dunning’s
correlation-consistent d-aug-cc-pVDZ and aug-cc-pVTZ basis-sets [88].

As shown in Fig. 7.3 the results are not significantly dependent on the size of the
quantum system n. Another fundamental aspect concerns the dependence of the
electronic absorption spectrum on the electrostatic background. This is illustrated in
Fig. 7.4 where we report results with (EMB) and withouth charge embedding
(NOEMB) of the quantum system.

Polarization effects significantly contribute to blue shift the maximum position
of the first absorption band of liquid water. Therefore, electrostatic interactions are
at the origin of the experimentally observed *0.8 eV blue shift of the first
absorption maximum of liquid water relative to the gas-phase water molecule
[58, 59]. It should be noticed that hydrogen bonding in liquid water leads to a small
stretching of the OH bond relative to the gas-phase value. In addition, this structural
change leads to a small red shift of the first maximum relative to the isolated
molecule [35]. Therefore, the overall shift is determined by a competition between

Fig. 7.3 Dependence of the
excitation spectra of water on
the size of the quantum
system n for calculations with
the BLYP-D3 functional and
the d-aug-cc-pVDZ basis-set

7 Structure and Electronic Properties of Liquids and Complex … 205



OH stretching that contributes to a small red shift and electrostatic interactions that
contribute to a blue shift. The role played by coordination and Coulombic effects on
the optical spectrum of water has been investigated by Hermann et al. [68].
However, it should be stressed the importance of taking into account small struc-
tural changes of the water molecules due to hydrogen bonding for a quantitative
prediction of the electronic properties of water in bulk phases as well as in the water
liquid-gas interface, where a non-uniform distribution of hydrogen bonds and
monomeric dipole moments was observed [89].

The role played by dipole-dipole [d-d] excitonic coupling (see Eq. 7.7) is also
illustrated in the inset panel of Fig. 7.4. The results indicate that the main effect of
[d-d] coupling in the present case is a small blue shift of the first absorption band
peak position.

Figure 7.5 shows the result for the electronic absorption of liquid water relying
on EOM-CCSD/aug-cc-pVTZ calculations. The 1-Body calculations and a quan-
tum system with n = 20 explicit water molecules were used. A total number of
Ns = 30 excited states were considered for each water monomer. The vertical bars
are experimental data for liquid water from Heller et al. [58] (Exp1) and Hayashi
et al. [59] (Exp2). Quite similar results for BOMD/BLYP and BOMD/BLYP-D3
are observed. The maxima positions are at 8.3, 10.5, and 13.9 eV with the
d-aug-cc-pVTZ basis-set. Comparison with the first set of experimental data (Exp1)
[58] shows a very good agreement, particularly for the first peak position that is
only blue shifted by *0.1 eV relative to Exp1 (8.2 eV). For the second and third
maxima, our results relying on BOMD/dapvdz are in better agreement with those
reported by Hayashi et al. [59]. In this case, our BOMD values (BLYP and
BLYP-D3) are red shifted by 0.1 and 0.4 eV in comparison with Exp2 [59].

Fig. 7.4 Dependence of the excitation spectra of water on the charge embedding for a system with
n = 15 explicit water molecules. EOM-CCSD/d-aug-cc-pVDZ calculations with a number of
excited states Ns = 20 for each fragment (or water monomer) The inset panel illustrates the role
played by [d-d] excitonic couplings
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7.3.1.2 Electronic Absorption in Liquid HCN

HCN is a strong dipolar species with a gas-phase dipole moment of 3.0 D [90] that
may form HB networks with a rich topological structure consisting of polymerized
chains, ramified, and cyclic aggregates [91, 92]. The presence of polar domains in
strongly dipolar fluids has also been investigated by several works [93–95] and the
structure and energetic properties of the HCN monomer and clusters [96–102] have
been reported.

Results for the structure of liquid HCN from BOMD have been previously
reported [34]. Here, we will focus on some specific structural changes of the HCN
monomer in the liquid phase and also on the coupling of MBE schemes to calculate
its electronic absorption spectrum. Deviations from the linearity of the HCN
monomer are observed in condensed phase. This is illustrated in Fig. 7.6 where the

Fig. 7.5 EOM-CCSD/aug-cc-pVTZ results for the absorption spectrum of liquid water.
Calculations with n = 20. Vertical lines are the experimental peak positions from Heller [58]
(Exp1) and Hayashi [59] (Exp2)

Fig. 7.6 Distribution N(θ) of
the angle θ (H-C-N) in liquid
HCN illustrating deviations
from the linearity relative to
the gas phase monomer
geometry
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distribution N(θ) of the angle θ (H-C-N) is presented. The most probable value of θ
is 173 degrees. It should be expected that these geometry deviations affect the
electronic properties of HCN in liquid phase.

The calculation of electronic properties were carried out by adopting a
multi-state Frenkel Hamiltonian formalism [44] with a 1-Body approximation for
the excitation energies. Excitation energies were calculated with EOM-CCSD and
the aug-cc-pVDZ basis set [88]. The number Ns of excited states was nine for each
fragment that by adopting a 1-Body approximation corresponds to one HCN
molecule. The convergence of the absorption spectrum with the number n of HCN
molecules has been checked by carrying out calculations with several values of
n from 2 to the full 64 molecules in the BOMD box and different definitions of the
supermolecular system (see Ref. [34] for details). The electronic absorption spec-
trum was calculated by selecting 100 supermolecular structures from BOMD. In a
first approach (named as no embedded single box), the system was defined by the
n explicit HCN molecules and the electrostatic background of the remaining
64-n molecules were represented by point charges corresponding to a classical force
field model [103]. In the second approach (named as embedded supercell) the
BOMD box was replicated around the central one thus defining a supercell with
1728 (64 × 33) molecules. It should be noticed that by adopting the second
approach each HCN molecule experiences nearly the same electrostatic environ-
ment, in contrast with the first approach, where the fragments near the edges of the
box experience an assymetric environment.

Figure 7.7 illustrates the behaviour of the average value of the maxima position
for the two first excitations of liquid HCN with the number n of HCN molecules

Fig. 7.7 Average value of the maxima position for the two first excitation energies of liquid HCN
as a function of the number n of HCN monomers explictly included in the quantum system by
using two different embeddings. Black circles embeddeed supercell; blue diamonds no embedded
single box (see text)

208 B.J.C. Cabral et al.



explictly included in the quantum system. The results strongly indicate that by
adopting the embedded supercell approach no significant dependence with n is
observed. If the no embedded single box approach is adopted, a correct estimate for
the average value of the excitations can be made by using a relatively small number
of HCN monomers. However, the results deviate quickly from the correct value
with increasing n, particularly for the first excitation energy. Consequently, the
importance of checking the dependence of the results with n as well as the adoption
of the embedded supercell approach should be stressed.

Figure 7.8 shows the spectrum of liquid HCN calculated by using the 1-body
approximation and EOM-CCSD energies. The embedded supercell approach was
used with n = 64 explicit HCN molecules in the quantum system. The vertical lines
are the values for the gas phase monomer.

The spectrum of liquid HCN is characterized by the presence of two allowed
bands centered at 9.4 and 10.4 eV. A weakly allowed band on the red edge of the
first allowed one (see inset panel) is also observed. Further details on the nature of
the excitations defining each band can be found in Ref. [34]. Here, we will focus on
some specific aspects that stress the importance of the presently adopted approach.
By coupling a MBE decomposition scheme to BOMD configurations the electronic
spectra can be calculated at the EOM-CCSD/d-aug-cc-pVDZ level for systems with
a significant number of fragments (n = 64 HCN monomers). The results based on
the embedded supercell supermolecular systems show no significant dependence on
the number n of HCN monomers included in the quantum system and supports the
adequacy of the present approach when the number of monomers in the BOMD is
relatively small.

Fig. 7.8 Electronic absorption spectrum of liquid HCN. Results relying on
EOM-CCSD/d-aug-cc-pVDZ and the 1-Body approximation. Inset panel: weakly allowed low
energy excitation band of liquid HCN. Vertical lines are excitation energies for the gas phase HCN
molecule
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Comparison between the maxima positions for the two first absorption bands of
liquid HCN at 9.4 and 10.4 eV relative to the gas phase values show that they are
shifted to the blue by 0.2 and 0.4 eV, respectively. This is a small shift in com-
parison with liquid water, where a ∼0.8 eV blue shift is observed for the maximum
position of the first band relative to the gas phase value [58, 59]. The small shift for
liquid HCN is possibly explained by the geometry changes from the gas to the
liquid phase and also to the nature of the first excited states of HCN. As our results
for the structure indicate (see Fig. 7.6), some bending of the HCN molecule is
observed in liquid HCN as well as a small increase of the CN bond distances. Both
changes are also observed for the geometry of the HCN in the first excited adiabatic
state. Moreover, very weak interactions between transition dipole moments corre-
sponding to the first excitations in liquid HCN preserve the local nature of the gas
phase HCN excitation. Our results also indicate that these localized excitations are
not very dependent on the interactions with the liquid environment.

7.3.2 Structure and Electronic Properties of Chlorophyll-C2

in Liquid Methanol

Electronic properties of chlorophylls and related systems are of fundamental interest
to understand the molecular mechanisms of energy and charge transfer in complex
antenna and photosynthetic reaction centers [104]. Several studies were dedicated
to investigate the electronic absorption spectra of photosynthetic chromophores (see
König and Neugebauer [105] for a recent review). Most of the available experi-
mental information on the electronic properties of chlorophylls is determined in
solution. This feature fostered theoretical studies on the electronic properties of
photosynthetic chromophores in solution, [106–114] or in interaction with hydro-
gen bonding species, [113, 115–122] or with the protein environment [123, 124].

Recently, some works pointed out the importance of new photosynthetic species
that show an absorption spectrum at lower energies, specifically in the 700–750 nm
region or beyond [125]. This is related to the role that may be played by new
chromophores in artificial photosynthesis, by expanding the spectral absorption
region, as well as in photoprotection, by increasing photoabsorption at lower
energies. A close related issue concerns the role played by hydrogen bonding on the
structural mechanisms and photoprotective function of water-soluble
chlorophyll-binding proteins [126] and synthetic analogues of natural chloro-
phylls aggregates in aqueous media [127].

In contrast with other chlorophylls, chlorophyll-c2 (chlc2) is characterized by the
absence of the isoprenoid tail and the similarity with porphyrins (no reduction of
the D ring). Although chlc2 is not soluble in water it is soluble in methanol and the
absorption spectrum of chlc2 in liquid methanol is known [128]. The structure of
chlc2 is illustrated in Fig. 7.9.
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Theoretical investigations on the electronic absorption [112] and ionization
spectra of chlc2 [113] in methanol were reported. These studies were based on the
sequential Monte Carlo(MC)/Quantum mechanics approach [13] and the calcula-
tions were carried out with the gas-phase optimized structure of chlc2 (that was kept
rigid during the MC sampling) and a classical force field to represent the interac-
tions in the chlc2 methanol-system [112]. More recently, we have carried out a
Born-Oppenheimer Molecular Dynamics (BOMD) [129] of chlc2 in liquid meth-
anol [114]. BOMD was carried out with the Perdew, Burke, and Ernzerhof
(PBE) exchange-correlation functional [130]. Time dependent density functional
theory (TDDFT) calculations of the excitation energies were carried out with the
B3LYP functional.

It was verified that the structure of chlc2 is characterized by a displacement of the
Mg atom from the macrocycle plane. Moreover, the orientation of the methanol
molecules relative to the macrocycle plane is different when we compare the side
with a protruding Mg atom and the other one, where the methanol molecules exhibit
a solvatophobic behaviour with the methyl groups oriented towards the macrocycle
plane. These features are illustrated in Fig. 7.10.

Deviation of Mg from the macrocycle plane has been experimentally observed in
magnesium phthalocyanine crystals [131] and an aqua(phthalocyanine)magnesium
compound [132]. X-ray single crystals studies indicate that Mg can be significantly
displaced from the macrocycle plane and that the deviation increases with
decreasing temperature [131]. For the aqua(phthalocyanine)magnesium, deviations
of ∽0.45 Å of Mg from the N4 plane were observed [132]. Another related system is
ethyl chlorophyllide-a dyhydrate for which the crystal X-ray structure was reported
[133]. In this case the displacement of the Mg atom from the N atoms plane is
0.39 Å [133]. Our prediction for chlc2 in liquid methanol (0.39 Å) coincides with
this value.

Fig. 7.9 Structure of
chlorophyll-c2
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The structure of chlc2 in liquid methanol, specifically the coordination of the
chromophore metallic center to the methanol molecules can be discussed by rep-
resenting the radial distribution function [RDF(r)] related to Mg-O interactions.
A relevant issue concerns the coordination number of the metalic center. BOMD
results for the structure indicate that the coordination number for Mg of chlc2 in
liquid methanol is five [114] a feature that seems to be related with the displacement
of the metallic center from the macrocycle plane. This is in contrast with the results
from force field calculations that indicate a coordination number of six (four
nitrogen atoms plus two oxygen atoms). Several works discussed the coordination
of the central Mg atom of porphyrins and chlorophylls in different solvents and
environments [112, 118, 134–138].

A question that naturally arises concerns the limitations of the available classical
force field for describing the interactions between chlc2 and methanol [112]. Taking
into consideration the good agreement between the structure predicted by BOMD
and some experimental information for the structure and coordination number of
the Mg atom, it could be of interest to design a parametrization procedure for the
construction of a new classical force field. This procedure could rely on the data for
the structure generated by BOMD.

As discussed above, the MC simulation for generating the structures of
chlorophyll-c2 in liquid methanol used a rigid geometry for the solute. With the Mg
atom localized at the center of the ring the coordination number obtained after the
simulation was six methanol molecules. This raises the question of the adequacy of
the optimized geometry and the classical force field used in the MC simulation.
However, by using the geometry of the solute where the Mg atom is lifted
out-of-plane by 0.39 Å, as obtained as the most probable value in the BOMD, and

Fig. 7.10 Superposition of configurations from BOMD illustrating the displacement of Mg from
the macrocycle plane and the different orientations of the methanol molecules on each side of the
macrocycle
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repeating the MC simulation with the same force field and still a rigid solute
geometry leads to the coordination of five. The good agreement between the
structure predicted by BOMD and the reparametrized force field is illustrated for the
Mg-O RDF in Fig. 7.11.

In addition, only mild changes in the calculated absorption spectrum are seen.
This suggests that, in this case, adapting the solute to the solvated situation obtained
with ab initio dynamics essentially corrects the limitations of the classical force
field. However, a more complex situation may arise. In the case of free base
phthalocyanine the average and the distribution results obtained from a BOMD for
the bond distances, bond angles and torsion angles were used to reparametrize the
GROMOS53a6 [139] force field. Preliminary results for the electronic absorption
spectrum [140, 141] well reproduced the data from the BOMD for free base
phthalocyanine [142].

The electronic absorption spectrum of chlorophyll-c2 in liquid methanol is
presented in Fig. 7.12, where results with only the charge embedding (CE) are
compared with results with CE + 20 explicit methanol molecules. By using only the
charge embedding the maxima position of the Soret band is at 457 nm in good
agreement with the experimental data of Jeffrey and Shibata (451 nm) [128]. The
result based on the CE + 20 methanol molecule for the maximum position of the
Soret band is 464 nm. Although this result is red shifted by 13 nm relative to
the data reported by Jeffrey and Shibata [128], it is in good agreement with the
experimental value for chlc2 in 2-methyl tetrahydrofuran at 77 K (466 nm) [143].
Overall, a good agreement is observed between the present data relying on a
combination of BOMD with TDDFT and experimental information thus supporting
the adequacy of the present theoretical approach to investigate the electronic
properties of complex supramolecular species in solution.

Fig. 7.11 Mg-O radial
distribution functions
describing the correlation
between the oxygen atom of
methanol and the Mg atom of
chlorophyll-c2. Black line
reparametrized force field; red
line BOMD
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7.4 Conclusions and Perspectives

The possibility to carry out high level ab initio studies of electronic properties in
liquid phase by coupling many-body energy (MBE) decomposition schemes to
configurations generated by statistical mechanical sampling procedures was dis-
cussed and some recent applications to hydrogen bond liquids was reviewed.
A particularly powerful approach is defined by the combination of MBE schemes
with Born-Oppenheimer Molecular Dynamics. This combination overcomes the
well known limitations of classical force fields to model the complex interactions in
condensed phase and, at the same time, make possible the application of high level
ab initio methods to systems with hundreds of atoms. However, MBE schemes
should be improved. Specifically, the representation of the embedding by using a
self-consistent procedure with polarisable charges should be exploited. In addition,
as illustrated by the results for the structure of chlorophyll-c2 in liquid methanol, a
promising route to model very large systems could be based on the parametrization
of classical force fields by using information generated by first principles molecular
dymamics for smaller sub-systems.
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Chapter 8
Free Energy Gradient Method and Its
Recent Related Developments: Free
Energy Optimization and Vibrational
Frequency Analysis in Solution

Yukichi Kitamura, Norio Takenaka, Yoshiyuki Koyano
and Masataka Nagaoka

Abstract To obtain stable states (SS) and transition states (TS) of chemical
reaction system in condensed state at a finite temperature, the free energy gradient
(FEG) method was proposed in 1998 as an optimization method on a multidi-
mensional free energy surface (FES). This is analogous to the method for the Born
Oppenheimer potential energy surface (PES) considered by ab initio molecular
orbital (MO) calculation, and utilizes the force and Hessian on the FES with respect
to the coordinates of a solute molecule, which can be adiabatically calculated by
molecular dynamics (MD) method. In this chapter, we reviewed the FEG meth-
odology that is the method for estimating molecular properties based on the free
energy (FE) landscape in condensed state and also discussed a future perspective
for the improvement and the extension of the theoretical methods. We believe that a
family of the FEG methodologies should become more efficient as one promising
strategic setting and will play important roles to survey condensed state chemistry
on the basis of recent supercomputing technology.
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CM Classical Mechanical
COSMO COnductor-like Screening MOdel
CPCM Conductor-like Polarizable Continuum model
DCM Dielectric Continuum Model
DFT Density Functional Theory
DOF Degrees Of Freedom
DOS Density Of States
ER Energy Representation
est Electrostatic
EVB Empirical Valence Bond
FE Free Energy
FEG Free Energy Gradient
FEH Free Energy Hessian
FEP Free Energy Perturbation
FES Free Energy Surface
FMO Fragment Molecular Orbital
FTIR Fourier Transform InfraRed
HF Hartree-Fock
ICN Integrated Coordination Number
IFIE Inter-Fragment Interaction Energy
INM Instantaneous Normal Mode
IR InfraRed
LJ Lennard-Jones
MC Monte Carlo
MD Molecular Dynamics
MFA Mean Field Approximation
MO Molecular Orbital
MP2 Second-order Moller-Plesset perturbation theory
mw Mass-weighted
NAM Number-Adaptive Multiscale
NEB Nudged Elastic Band
NF Neutral-Form
PE Potential Energy
PES Potential Energy Surface
PPII Polyproline II
PS Product-State
QM Quantum Mechanical
QM/MM Quantum Mechanical/Molecular Mechanical Method
RDF Radial Distribution Function
Red moon Rare event-driving mechanism of our necessity
RS Reactant-State
SCF Self-Consistent Field
SD StanDard
SEI Solid Electrolyte Interphase
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SS Stable State
TS Transition State
vdW Van der Waals
VFA Vibrational Frequency Analysis
ZW ZWitterion

8.1 Introduction

Today, it is indispensable and common in modern chemistry to deal with molecules
as the quantum systems that consist of a couple of classical mechanical (CM) nuclei
and quantum mechanical (QM) electrons, for understanding chemical phenomena
deeply. Such QM approaches can provide us the microscopic information such as the
structural information (e.g. stable state (SS) and transition state (TS)) and chemical
properties (e.g. electric or magnetic external fields and internal perturbations such as
a nuclear or electron spin) of chemical reaction systems. However, from the point of
view of computational efforts, it remains difficult to directly apply the QM
approaches to large reaction systems such as the solution (or biological) ones that we
are interested in. Thus, to treat these whole reaction systems in solution and bio-
logical environment, it is very useful in many cases to employ a multiscale model
such as the quantum mechanical/molecular mechanical (QM/MM) methods, which
are often combined with molecular dynamics (MD) or Monte Carlo (MC).

Nevertheless, the potential energy surfaces (PESs) for the condensed system are
too high dimensional, and then it is almost impossible to search even SS of solute
molecule with respect to all degrees of freedom for the whole system. Therefore, the
statistical treatments have been utilized to represent the effective properties per a
single molecule under the experimental conditions. In particular, the free energy of
the solute system is one of important thermodynamic quantities and is related to a
number of chemical properties, i.e., a reaction rate constant, equilibrium constant and
so on. So far, the free energy surface (FES) has been often estimated approximately
along only a certain reaction coordinate since FES makes it possible to consider
effectively a vast number of solvent molecules. Given such concepts, the Free Energy
Gradient (FEG) methodology has been proposed as SS and TS optimization method
in condensed systems [1–3]. In this methodology, we consider the gradient on the
multidimensional FES with respect to the coordinates of a reactive part (usually
solute molecule) to solve this problem. The contributions of the degrees of freedom of
a remainder part (usually solvent molecules) are included in the terms of the
ensemble-averaged ones under a certain thermodynamic environment. If we know
the first and second derivatives on the FES, i.e., the force and Hessian, the “reaction
ergodography” [4, 5] would become possible in solution [1–3, 6–11], and could be
appropriately utilized to both the optimization problems on the FES and researches of
spectroscopic characteristics, i.e., the searching of equilibrium structures of solute
molecules in solution and vibrational (IR and Raman) spectra in solution.

8 Free Energy Gradient Method and Its Recent Related Developments … 221



In this chapter, we review the essential aspects of the FEG methodology and
some applications to clarify the solvent effects on the molecular properties
(e.g. structure and spectroscopy) in condensed systems. In addition, we briefly
review the theoretical methods related to the FEG methodology to improve and
extend them for the solution chemical reaction system.

8.2 Methodology

In this section, starting with concise description of the standard QM/MM treatment,
we have defined the derivatives on FES as statistical averages using a number of
QM/MM-MD trajectories, i.e., free energy gradient (FEG) and free energy hessian
(FEH). Then, we introduce and discuss the original and basic treatment to find any
stationary states on the FES, i.e. equilibrium molecular structures where the first
derivatives with respect to them should be zero. We also touch on a simple opti-
mization scheme using the quasi-Newton method and a reaction path search con-
necting between SS and TS. Further, we introduce the dual approach to vibrational
frequency analysis (VFA) using two kinds of “FEH” matrices. Finally, we have also
proposed a protocol to theoretically explore the chemical reactions in solution.

8.2.1 The Quantum Mechanical/Molecular
Mechanical (QM/MM) Method

The hybrid Quantum Mechanical/Molecular Mechanical (QM/MM) approach is
one of multiscale models for complex chemical reactions in solution and in pro-
teins. In the QM/MM method, it is common that only the reactive parts in the whole
solution reaction system are treated quantum-mechanically, while the other parts are
molecular-mechanically [12–16]. The effective Hamiltonian Ĥ of the whole system
consists of three terms:

Ĥ ¼ ĤQM þ ĤMM þ ĤQM=MM; ð8:1Þ

where the first two terms ĤQM and ĤMM stand for the standard Hamiltonian of the
QM and MM systems, respectively, while the last QM/MM term ĤQM=MM repre-
sents the interaction between the QM and MM system, and is expressed as a sum of
electrostatic (est) and van der Waals (vdW) terms:

ĤQM=MM ¼ Ĥest
QM=MM þ ĤvdW

QM=MM: ð8:2Þ

The first term Ĥest
QM=MM is given by
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Ĥest
QM=MM ¼

X

M

qMVQM RMð Þ; ð8:3Þ

with the potential

VQM RMð Þ ¼ �
X

x

1
R0
sM

þ
X

A

ZA
RAM

; ð8:4Þ

which is represented as the sum of coulomb interactions among the electrons and
cores of QM atoms [17]. In these expressions, qM is the atomic point electric charge
on the M-th MM atom in solvent molecules, whose position is denoted by RM, R0

sM
is the distance between the s-th QM electron of the solute molecule and the M-th
MM atom, ZA is the core charge of the A-th QM atom, and RAM is the distance
between the A-th QM atom and the M-th MM one. The vdW term ĤvdW

QM=MM, which

is included to introduce effectively quantum dispersion and repulsion, is usually
expressed using a number of 6–12 Lennard-Jones (LJ) functions:

ĤvdW
QM=MM ¼

X

A

X

M

eAM
rAM
RAM

� �12

�2
rAM
RAM

� �6
" #

; ð8:5Þ

where εAM and rAM are a couple of LJ parameters for the A-th QM atom interacting
with the M-th MM atom. The potential energy V of the total system is then obtained
by

V ¼ W ĤQM þ ĤQM=MM

�� ��W
� �þ VMM ¼ VSB þ VMM: ð8:6Þ

Once an effective Hamiltonian for the system has been defined, the wave
function Ψ and energy can be evaluated by minimizing the VSB in Eq. (8.6) with
respect to the molecular orbital coefficients of the ground state wave function using
a self-consistent (SCF) procedure to solve the effective Schrödinger equation.

Until now, our laboratory has been developing a minimal QM/MM implemen-
tation combining AMBER with Gaussian [18, 19] or PAICS [20] for the purpose of
performing ab initio QM/MM-MD simulation.

8.2.2 Analytical Force and Hessian on Free Energy Surface
(FES)

The force (vector) on the FES, i.e., the potential surface of mean force, can be
calculated by time-averaging the instantaneous forces acting on each atom of a
solute molecule over the equilibrium distribution for all solvent molecules.
Furthermore, we can also evaluate the Hessian matrix on the FES, i.e., the second
derivative matrix with respect to the solute coordinates on the FES.
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The forces on the FES are defined as follows:

FFE qð Þ ¼ � @G qð Þ
@q

¼ � @VSB qð Þ
@q

� �

B;q
; ð8:7Þ

where FFE (q) is a force vector on the FES, q denotes a vector of the solute
mass-weighted (mw) coordinates, G(q) is a free energy (FE) function of the solute
at a structure q, VSB is the sum of both the potential energy of the solute and the
interaction energy between the solute and solvent molecules. The brackets
\ � � � [ B;q denote the time average along an equilibrium molecular dynamics
(MD) trajectory constraining the solute molecular structure q, which is equal to the
ensemble average by the equilibrium distribution, i.e., the multiple integral with
respect to the degrees of freedom (DOF) of the whole solution minus the solute
internal DOF. In the MD simulation, it is usual that the forces acting against each
atom of the solute molecule by all solvent molecules are always calculated every
time step. We can, therefore, evaluate the force vector on the FES (Eq. (8.7))
without any additional effort in the MD method combined with the QM/MM
methodology (i.e., the QM/MM-MD method).

Similarly, the Hessian matrix on the FES (“FE-Hessian”) is obtained by

HFE qð Þ ¼ @2G qð Þ
@q@q

ð8:8Þ

¼ @2VSB qð Þ
@q@q

� �

B;q
�b

@VSB qð Þ
@q

@VT
SB qð Þ
@q

� �

B;q
� @VSB qð Þ

@q

� �
@VSB qð Þ

@q

� �T

B;q

" #
;

ð8:9Þ

where b means 1=kBT , and the “superscript” T denotes the transposition. While the
second and third terms in the RHS of Eq. (8.9) can be calculated out of those
quantities usually evaluated in MD simulations, the first term evaluation needs an
additional procedure where a number of the “instantaneous” second derivatives on
PES at the solute structure q should be evaluated including the “instantaneous”
solvent influence [1–3]. The approximation to neglect the second and third terms of
the force fluctuation in Eq. (8.9), which was originally introduced in the averaged
solvent electrostatic potential (ASEP)/MD [21, 22] treatment and also assumed in
the average solvent electrostatic configuration (ASEC) [23, 24], was often adopted
in the free energetic studies. Then, the approximate FE-Hessian is obtained in the
QM/MM formalism (Eqs. (8.1)–(8.6)),

HFE ¼ @2VSBðqÞ
@q@q

� �

B;q
; ð8:10Þ
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thereby, the FE-Hessian matrix HFE is obtained as an equilibrium ensemble average
of instantaneous Hessian matrices at a given solute conformation in solution, i.e., q.

Thus, each matrix element of HFE, which is a 3N × 3N matrix containing all the
second derivatives of potential energy V with respect to the solute mw Cartesian
coordinates q, can be expressed as follows,

@2VSB qð Þ
@q@q

¼
@2 Wh jĤQM þ Ĥest

QM=MM Wj i
@qaA@qbB

þ
@2ĤvdW

QM=MM

@qaA@qbB

 !
ð8:11aÞ

¼

@2 Wh jĤQMþĤest
QM=MM Wj i

@qx1@qx1
þ @2ĤvdW

QM=MM

@qx1@qx1
� � � @2 Wh jĤQMþĤest

QM=MM Wj i
@qx1@qzN

þ @2ĤvdW
QM=MM

@qx1@qzN

..

. . .
. ..

.

@2 Wh jĤQMþĤest
QM=MM Wj i

@qzN@qx1
þ @2ĤvdW

QM=MM

@qzN@qx1
� � � @2 Wh jĤQMþĤest
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ð8:11bÞ

with

q ¼ qaAf g ¼ ffiffiffiffiffiffi
m1

p
x1;

ffiffiffiffiffiffi
m1

p
y1;

ffiffiffiffiffiffi
m1

p
z1; � � � ; ffiffiffiffiffiffi

mA
p

aA; � � � ; ffiffiffiffiffiffiffi
mN

p
xN ;

ffiffiffiffiffiffiffi
mN

p
yN ;

ffiffiffiffiffiffiffi
mN

p
zNf g;
ð8:11cÞ

where subscripts A and B are the indices of the QM atoms (which have each integral
number from 1 to N), and α and β denote one of x, y and z. mA is the mass of the A-
th QM atom.

Further, it is understood that each matrix element consists of the components
originating in the pure QM, the est and the vdW contribution. The est components
are conveniently computed by the quantum chemical calculation package. For
instance, in GAUSSIAN program [25], several approximate methods of electronic
state calculations are available, e.g., the Hartree-Fock (HF), second-order
Møller-Plesset perturbation theory (MP2), configuration interaction field (CIS),
complete active space self-consistent field (CASSCF) method, and the density
functional theory (DFT) methods. On the other hand, since the vdW components
are expressed as such analytical functions of the mw Cartesian coordinate variables
involved in the same atom (A = B) as follows,

@2ĤvdW
QM=MM

@qaA@qbA
¼

P
M
eAM 24 7 rAM

RAM


 �12
�4 rAM

RAM


 �6� �
qaA�qaMð Þ2

R4
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�

�12 rAM
RAM


 �12
� rAM

RAM


 �6� �
1

R2
AM



a ¼ bð Þ;

P
M

eAM 24 7 rAM
RAM


 �12
�4 rAM

RAM


 �6� �
qaA�qaMð Þ qbA�qbMð Þ

R4
AM

� 

a 6¼ bð Þ;

8
>>>>>><

>>>>>>:

ð8:12Þ
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whereM denotes an integral number discriminating the MM atoms, and eAM and rAM
are a couple of LJ parameters for the A-th QM atom interacting with the M-th MM
atom, and RAM is the distance between the A-th QM atom and the M-th MM one.

8.2.2.1 Structural Optimization on FES

By utilizing forces on FES, we can identify the SS and TS structures in solution
with full optimization with respect to all coordinates of the solute molecules. For
example, if we adopt the quasi-Newton method with the following
Broyden-Fletcher-Goldfarb-Shanno (BFGS) procedure [26–29] for structural opti-
mization scheme in the FEG method, the iþ 1ð Þ-th reactant structure qiþ1 is taken
as,

qiþ1 ¼ qi þ Dqi ¼ qi � aiH�1
i FFE qið Þ; ð8:13Þ

where ai is the step length and the matrix H�1
i is the approximate representation of

the inverse Hessian matrix, which is defined as,

H�1
i ¼ I� siyTi

yTi si

� 

H�1

i�1 I� yis
T
i

yTi si

� 

þ sisTi
yTi si

; ð8:14Þ

where,

si ¼ qi � qi�1; ð8:15Þ

and

yi ¼ FFE qið Þ � FFE qi�1ð Þ: ð8:16Þ

Then, the optimization procedure is executed in the following processes,

(Step 1) Start with the initial structure qk, with k = 1.
(Step 2) For qk, calculate the forces on the FES FFE qkð Þ and the free energy

change DAk by using free energy perturbation (FEP) method [30], which
is described as follows:

DAk ¼ Ak � Ak�1 ¼ �kBT ln exp �b VSB qkð Þ � VSB qk�1ð Þf g½ �h ik�1;

ð8:17Þ
(Step 3) Find the stationary structure, displacing qk by the amount Dqk using the

forces,

Dqk ¼ akH�1
k FFE qkð Þ; ð8:18Þ

where ak is a constant. If the force FFE qkð Þ is satisfied with the following
zero-gradient condition,
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FFE qkð Þ ¼ � @VSB qkð Þ
@qk

� �

B;qk

¼ 0 ð8:19Þ

Then, finish the optimization procedure with the optimized structure
qFEeq ¼ qk. If not,

(Step 4) Set qkþ1 ¼ qk þ Dqk , k ¼ k þ 1 and return to step 2.

8.2.2.2 TS Structure and Reaction Path Search on FES

By combining the FEG method with the nudged elastic band (NEB) method
(FEG-NEB) (FEG-NEB) [11], we can also obtain the minimum energy pathway
which connects the reactant-state (RS) and product-state (PS) passing through the
transition-state (TS) for an elementary chemical reaction. The NEB method is a
widely used interpolation algorithm and optimizes the “chain-of-conformations”
qj
��j ¼ 1; . . . ; Nnode

� �
which is a sequence of structural conformations (nodes)

generated from two terminal conformations corresponding to RS and PS. To keep
the nodes uniformly spaced along the path, the NEB method utilizes the force
projections along the path direction and the off-path direction by a spring which is
put in between each pair of neighboring nodes. Thus, in the FEG-NEB method,
FFE qj
� �

are calculated in the following way.

FFE qj
� � ¼ FFE;== qj

� �þ FFE;? qj
� �

; ð8:20Þ

FFE;== qj
� � ¼ k qjþ1 � qj

�� ��� qj � qj�1

�� ��� � � sjsj
� �

FFE;? qj
� � ¼ � @A qjð Þ

@qj
1� sjsj
� �

8
<

: ; ð8:21Þ

and

sj ¼
qjþ1 � qj
qjþ1 � qj
�� �� ; ð8:22Þ

where FFE;== qj
� �

denotes the parallel component of the force vector on the FES for
the j-th conformation at present optimization step, while FFE;? qj

� �
is the perpen-

dicular one. k and sj represent the spring constant and the projection vector to the
direction of the reaction coordinate, respectively. For example, according to the
same optimization procedure previously mentioned (Eqs. (2.7)–(2.13)), the opti-
mization cycles are repeated self-consistently until all conformations qj

� �
are

optimized so as to be satisfied independently with the zero gradient conditions for
all nodes,
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FFE qj
� �¼ 0

��j ¼ 0; . . . ;Nnode
� �

: ð8:23Þ

8.2.2.3 Dual Approach to Vibrational Frequency Analysis (VFA)

To investigate vibrational properties of solute molecules in solution, we have pro-
posed a new theoretical method as a direct extension of the FEG one, i.e., the “dual”
approach to the vibrational frequency analysis (VFA) [31]. By employing the dual
VFA approach, we can simultaneously obtain the effective vibrational normal modes
and the vibrational spectra in solution, which uses complementarily two kinds of
Hessian matrices obtained by the equilibrium QM/MM-MD trajectories, that is, a
uniqueHessian on the FES (i.e., the FE-Hessian) and a sequence of instantaneous ones
(i.e., the instantaneous normal mode Hessians: INM-Hessians). Figure 8.1 shows a
schematic chart of the dual VFA approach. First, we execute the QM/MM-MD
simulation and collect many solvent conformations around the solute molecule being
fixed at q, sequentially numbered. Second, we obtain an FE-Hessian as the average of
instantaneous Hessian matrices at those conformations and then, by diagonalizing the
FE-Hessian (cf. Eq. (8.11a)), we can obtain a set of FE normal coordinates Qif g and
FE vibrational frequencies xif g of the solute molecule in solution.

The effective vibrational frequencies xFE
i

� �
are estimated by diagonalizing the

FE-Hessian matrix HFE (i.e., Eq. (8.10)),

Fig. 8.1 Schematic flow chart of the dual approach
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U�1HFEU ¼ kFEI ¼ kFE1 kFE2 � � � kFE3N
� � � I; ð8:24Þ

where U and I are 3 N-dimentional unitary and identity matrices for an N-atomic
solute molecule, respectively. kFE is a diagonal matrix consisting of the eigenvalues
kif g of HFE and is related with a matrix of effective vibrational frequencies

xFE ¼ xFE
i

� � ¼ 1
2pc

ffiffiffiffiffiffiffi
kFEi

q� 

; ð8:25aÞ

with the speed of light c. The matrix of the corresponding vibrational normal
coordinates is expressed as follows,

Q � Qi½ � ¼
XN

A¼1

Xx;y;z

a

ui;AaDqAa

" #
¼ UDq; ð8:25bÞ

where Dq is the mw Cartesian displacement vector. Further, a set of 3 N vibrational
vectors LFE can be also obtained by

HFELFE ¼ kFELFE; LFE � LFE
1 LFE

2 � � � LFE
3N

� �
: ð8:25cÞ

On the other hand, one can calculate the approximate vibrational spectra via the
instantaneous normal mode (INM) analysis [32–35]. The l-th INMs are defined by
diagonalizing an instantaneous Hessian (“INM-Hessian”) matrix at the l-th solvent
conformation Rl ¼ RMf gl in the sequence of conformations. The corresponding l-

th eigenvalues kINMi;l

n o
ði ¼ 1; � � � ; 3NÞ are obtained by

kINMl I ¼ kINMi;l

h i
� I ¼ U�1

Rl HINMURl ; ð8:26Þ

with

HINM
l ¼ @2VSB qð Þ

@q@q

����
Rl

; ð8:27Þ

and

xINM
l ¼ xINM

i;l

h i
¼ 1

2pc

ffiffiffiffiffiffiffiffiffi
kINMi;l

q� 

; HINM

l LINM
l ¼ kINMl LINM

l : ð8:28Þ

To characterize the ensemble-averaged vibrational frequency distribution, the
vibrational INM density of states (DOS) are defined as follows;
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q xð Þ ¼ 1
3N � Nm

X3N�Nm

i¼1

d x� xINM
i

� �
* +

B;q

ð8:29aÞ

¼ 1
Lð3N � NmÞ

XL

l¼1

X3N�Nm

i¼1

d x� xINM
i;l


 �
: ð8:29bÞ

Here, Nm shows the number of normal modes with imaginary frequencies and
L is the number of solvent conformations considered. In addition, to obtain infrared
(IR) spectra, we define the vibrational INM DOS weighted by the dipole moment
derivatives @ll=@Q

INM
i;l ,

DIR xð Þ ¼ 1
3N � Nm

X3N�Nm

i¼1

d x� xINM
i

� �
wIR
i

* +

B;q

; ð8:30aÞ

¼ 1
Lð3N � NmÞ

XL

l¼1

X3N�Nm

i¼1

d x� xINM
i;l


 �
wIR
i;l ; ð8:30bÞ

with

wIR
i;l ¼

1
4pe0

NAp
3c2

@ll
@QINM

i;l

 !
; ð8:31Þ

where e0, NA and ll are vacuum permittivity, Avogadro’s number and the net
dipole moment of the solute molecule at an instantaneous solvent conformation Rl.
Moreover, we can estimate the ensemble-averaged IR intensities Iaq in solution to
extract the contribution of the absorption coefficient for IR spectra from the total
spectral line as follows,

Iaq xð Þ ¼ DIR xð Þ
q xð Þ ¼

1
3N�Nm

P3N�Nm

i¼1
d x� xINM

i

� �
wIR
i

� �

B;q

1
3N�Nm

P3N�Nm

i¼1
d x� xINM

ið Þ
� �

B;q

: ð8:32Þ

8.2.3 Research Protocol for Exploring FES in Solution

For isolated molecules, when their molecular properties are investigated by quan-
tum chemical (QM) calculations, we optimize initially its molecular structure and

230 Y. Kitamura et al.



then execute additional calculation to estimate the specific properties that we want
to know, e.g., the electron density analysis, the vibrational frequency analysis and
so on. Moreover, it is usual for us to apply the higher-level theoretical method step
by step, if further improvement is required in describing their electronic states in
chemical accuracy.

Also, in principle, the procedure should be the same for those molecules in
solution. Figure 8.2 shows the schematic flow chart of the calculation protocol for
exploring the molecular properties of solute molecules in solution. First, we would
execute the geometry optimization of the solute molecule in the isolated state, i.e.,
gas geometry optimization. Then, the DCM (dielectric continuum model) geometry
optimization is to be executed by assuming a dielectric constant for the solvent,
starting from the final structure obtained in advance by the gas geometry optimi-
zation as the initial guess geometry, i.e., a prior treatment in solution with a lower
theoretical level. Finally, the FEG geometry optimization is executed by adopting
the structure obtained by the DCM geometry optimization as the initial guess
geometry. Hence, we can obtain efficiently more accurate stable molecular struc-
tures in solution. In particular, this step-by-step treatment is so important and
economical because the FEG method is necessarily time-consuming and then
expensive due to the necessity to collect many solvent conformations in estimating
the force on FES. As we need more QM calculation, such treatment would become
more serious and important.

After those stable molecular structures are optimized by the FEG method, we
estimate their molecular properties of our interest. Truly, the selection of

Fig. 8.2 Schematic flow chart of the calculation protocol for exploring the molecular properties of
solute molecule in solution
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a theoretical level of QM calculation depends on each individual problem, but it is
in general considered correct that theoretical predictions of molecular properties in
solution would become more accurate in the following order: QM method in the
isolated state; DCM method; semi-empirical QM/MM-FEG method; ab initio
QM/MM-FEG method (high precision).

Further, the FEG-NEB method in Sect. 8.2.2.2 should become useful for many
systems for determining the transition states (TSs) on FES, although it is also
difficult to obtain them even in the isolated state. Then, only if we would obtain
such stationary states enough accurately through the direct optimization by ab initio
QM/MM-FEG method, whether they might be SSs (i.e., reactants or products) or
unstable ones (e.g., TS, etc.), the FE difference between any arbitrary two states
corresponding to two molecular structures in solution must be effectively evaluated
by employing the energy representation (ER) method [36, 37]. Moreover, there are
several excellent approximate methods recently developed to investigate solvent
effects, that is, the (ASEP)/MD [21, 22] and the ASEC [23, 24] method, which can
reduce drastically the number of QM calculations by utilizing the mean field
approximate (MFA), providing a better approximate description of the quantum
characteristics of solutes in solution.

Hence, in near future, the FEG methodology will become a systematic theo-
retical strategy as a basic tool to understand chemical reactive molecules in solution
and their FESs would be able to be automatically explored computationally by
combining the FEG method with other effective methods.

8.3 Applications

In this section, we have applied the FEG method to several chemical reaction
systems for investigating the solvent effects on the structural and vibrational
properties of solute molecules in aqueous solution.

8.3.1 Structural Optimization of Equilibrium Structures
and Reaction Path

8.3.1.1 Zwitterionic Glycine in Aqueous Solution

First, we show how the FEG method realizes the FE changes through the process of
structural optimization in solution at a finite temperature. As an example, we take
the glycine zwitterion (ZW) in aqueous solution [6] which is the most simple but
interesting amino acid. To describe the glycine ZW potential energy surface in
aqueous solution, we employed the empirical valence bond (EVB) method which
was prepared so as to reproduce a set of energies and forces calculated at the
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HF/6-31 + G* level of theory. Then, the geometry optimized in the gas phase at the
HF/6-31 + G* level of theory was adopted as the initial one.

In Fig. 8.3, the changes of (a) the FE, the potential energy (PE) and (b) the
enthalpy and entropy contributions of the stabilization of glycine ZW in aqueous
solution are shown as functions of the optimization step number. As the optimi-
zation step number increases, the FE decreases and becomes almost flat for step
numbers greater than 18. At the final step 20, the FE change of stabilization from
the initial geometry results in −0.9 kcal mol−1. On the other hand, the PE increases
as the step number increases (see the dashed curve in Fig. 8.3a). This means that the
destabilization of the solute PE is offset by the larger hydration energy change
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Fig. 8.3 a Free energy (solid
curve with error bars) and
solute potential energy
(dashed curve) changes of the
stabilization of glycine ZW in
aqueous solution using the
FEG. b Changes in the
enthalpy and entropy
contributions of the
stabilization of glycine ZW in
solution using the FEG
method (Reproduced with
permission from
Okuyama-Yoshida et al. [6].
Copyright © 2000 American
Institute of Physics)
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during the optimization procedure. In other words, the stable structure is optimized
in compensation for the balance between the solute potential energy gradient and
the force acting on each solute atom due to solvation [9].

Moreover, to investigate in detail the origin of the FE stabilization of the glycine
ZW, we calculated the enthalpy and entropy contributions to the stabilization (see
Fig. 8.3b), which were approximately estimated from the FE changes at two dif-
ferent temperature (300 and 320 K). It was found that the enthalpy changes of
stabilization from the initial geometry optimized in the gas phase is
−3.5 kcal mol−1. The enthalpy contribution is larger than the entropy one
(+2.6 kcal mol−1), thus the enthalpy one is attributed to the stabilization in the FE in
the course of the optimization procedure.

8.3.1.2 Menshutkin Reaction and Ammonia Ionization in Aqueous
Solution

Next, the FEG method was applied to explore the TSs for two asymmetric reaction
systems, i.e., Menshutkin reaction (H3N + CH3Cl → H3NCH3

+ + Cl−) [7] and the
ammonia ionization reaction in aqueous solution (H3N + H2O → H4N

+ + OH−)
[8, 9]. FE profiles can be expressed as functions of certain reaction coordinates,
which are defined by RC–Cl–RN–C and RN–H for Menshutkin and ammonia ioniza-
tion reaction, respectively. We used the QM/MM-MD method to describe both
solution systems for the purpose to include the solvent molecular structures
explicitly. In the original studies [7–9], the QM parts of the whole solution systems
were treated by semi-empirical MO methods, i.e., AM1 and PM3 level of theory.

Figure 8.4 shows the optimized TS structure for the Menshutkin reaction in the
isolated state and that in aqueous solution obtained by the FEG method. The
optimized values of RN–C and RC–Cl for TS in solution are 1.97 and 2.07 Å,
respectively. In comparison with those lengths in the isolated state, it is found that
the TS in solution shifts toward the reactant side. Moreover, the distance between
NH3 and Cl group of TS in solution (RN–Cl = 4.04 Å) becomes larger than that in
the isolated state (RN–Cl = 3.90 Å). Such structural deformation should enhance the
charge separation of the solute complex, and consequently brings about the FE
stability of TS. In fact, from the radial distribution functions (RDFs) with respect to

Fig. 8.4 Optimized TS geometries for the Menshutkin reaction (a) in the isolated state and (b) in
aqueous solution obtained by the FEG method. Bond length is in Å and bond angle is in degree
(Reproduced with permission from Hirao et al. [7]. Copyright © 2001 Elsevier B.V.)
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the Cl–Ow and Cl–Hw distances, it was observed that the strength of the interaction
between Cl and water molecules increases by the structural optimization (for
details, see Ref. [7]).

By optimizing all the structural parameters except the reaction coordinate RN–H

[9], the TS structure of the H3N� � �H2O molecule pair in aqueous solution
(Fig. 8.5a) was obtained as the structure at the maximum of the resultant FE profile
in solution (Fig. 8.6). It should be noted that the TS structure that does not exist in
the isolated state was determined theoretically, for the first time, in aqueous solu-
tion. The R(N1-O6) of TS is 2.820 Å which is longer than that of SS (2.792 Å, see
Fig. 8.5b), and it was also observed that the dipole moment of the SS becomes
larger according to the ionization progress, i.e., those of the SS and TS are 4.004 D
and 7.032 D, respectively. It is shown clearly that the H3N� � �H2O molecule pair’s
polarization makes the bare potential energy itself destabilized (VS(PM3) in
Fig. 8.6) but the pair in aqueous solution is free-energetically stabilized by ambient
water molecules.

(a) (b)
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Fig. 8.5 Optimized geometries of the HN3� � �H2O molecule pair in aqueous solution at (a) the TS
and (b) the SS by the FEG method. Bond length is in Å and bond angle is in degree (Reproduced
with permission from Nagaoka et al. [9]. Copyright © 2006 American chemical society)
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To evaluate the accuracy of the present method, we have compared the theo-

retical FE of activation DAzf of the ammonia ionization reaction with the experi-

mental one. From the experimental value of the rate constant at 295 K [38], DAzf
can be estimated to be 9.57 kcal mol−1. It is true that the activation energy dif-
ference of 5.13 kcal mol−1 might be large between the theoretical value

(14.7 kcal mol−1) and the experimental one, which is referred to as DDAzf . This can
be mainly explained by insufficiency of QM level of theory. The PE of the bare
H3N� � �H2O pair at R(N1-H5) = 1.512 Å (Fig. 8.5a) by the B3LYP/6-31(d) level of
theory, then, became a value, 24.23 kcal mol−1, which is smaller than the PM3
value, 28.65 kcal mol−1. Because the PE difference between PM3 and
B3LYP/6-31G(d) (i.e., 4.42 kcal mol−1) is almost the same amount as

5.14 kcal mol−1, which means that DDAzf might be originating mainly in the quality
difference of electronic state calculations for the reactants themselves. Also, the TS
dipole moment 5.834 D at B3LYP/6-31G(d) is larger than 5.027 D at PM3, and it is
also considered that the dielectric stabilization is brought about by the former.

8.3.1.3 Intramolecular Proton Transfer of Glycine in Aqueous
Solution

Through the above applications of QM/MM-FEG method combined with the EVB
and the semi-empirical MO method to the chemical species in aqueous solution, it
was clearly understood that the structural optimization of some stationary states (SS
and TS) on the FES is inevitable to obtain accurate information with respect to a
chemical reaction process in solution. However, the conventional QM/MM-FEG
method has still three issues unresolved for its wider practical use:

(i) It is necessary to develop some convenient and reasonable FEG strategy
reinforced directly with ab initio MO method, for the purpose to further
improve the accuracy and applicability of the FEG method. This is because,
from the viewpoint of chemical accuracy, it is well known that the
semi-empirical MO methods would sometimes bring about inaccurate
description for the electronic states of solute molecules.

(ii) In most of real applications, it is difficult to choose a suitable set of
well-defined variables for reaction coordinates, except special cases, and
sometimes it is troublesome to define a reasonable mapping with more than
two variables.

(iii) The conventional VFA in the FEG method can characterize only the aver-
aged behavior of solutes in solution, providing a set of average values of
vibrational frequencies with their representative normal-mode vectors.

To resolve the first issue (i), we have recently developed an AMBER–GAUSSIAN

interface (AG-IF) [18] with the FEG method orientation. Moreover, for the second
one (ii), we have proposed ab initio QM/MM-FEG method combined with the NEB
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method (ab initio QM/MM-FEG-NEB method) [11]. For demonstration, this
method has been applied to the intramolecular proton transfer reaction from ZW to
neutral-form (NF) of glycine in aqueous solution (Fig. 8.7).

Figure 8.8 shows the FE profiles and PE ones, at the HF/6-31+G(d) and the
MP2/6-31+G(d) level of theory, along the FE reaction coordinate obtained by the
FEG method at the HF/6-31+G(d) level. The FEs of activation from the forward
reaction from ZW to NF, DATSs, were estimated to be 13.9 and 14.1 kcal mol−1 at
the MP2 and the HF level, respectively. To compare them with the experimental
value (14.4 kcal mol−1 [39]), we have also estimated the FE contribution from the
degrees of freedom for the intramolecular vibration of glycine in solution. As a

Fig. 8.7 Glycine isomers in aqueous solution

Fig. 8.8 Free Energy (FE) and potential energy (PE) profiles for the intramolecular proton transfer
process of glycine molecule in aqueous solution at the HF/6-31+G(d) and the MP2/6-31+G(d)
level along the reaction coordinate s obtained by the FEG method at the HF/6-31+G(d) level
(Reproduced with permission from Takenaka et al. [11]. Copyright © 2011 Springer-Verlag)

8 Free Energy Gradient Method and Its Recent Related Developments … 237



result, DATSs were finally evaluated 10.7 (MP2) and 10.9 kcal mol−1 (HF), which
are slightly underestimated in comparison to the experimental one. This should be
partly because the present TS structure was optimized at the HF level, employing
the same set of LJ parameters for the QM/MM LJ force field throughout all the
structures along the reaction coordinate.

On the other hand, the FE of activation of the inverse reaction, DA�
TS, was

1.8 kcal mol−1 (MP2) and is in good agreement with the estimation by the
Car-Parrinello MD method (*1.5 kcal mol−1 [40]). On the contrary, the FE
overestimation at the HF level could be understood mainly due to the incorrectness
of the PE itself as shown in Fig. 8.8. It is understood that, for discussion of the FE
stability of the proton transfer reaction of glycine in aqueous solution, it is essen-
tially necessary to include the electron correlation effect at least by the MO cal-
culation at the MP2 level.

According to the previous theoretical study employing the polarizable contin-
uum solvent model [41], it was reported that the rotation of the carboxylic group
would play a fundamental role on the tautomerization mechanism of glycine
molecule. In addition to the free energetic investigations between the ZW and NF
process, it might be necessary to examine the configurational equilibrium between
those NF conformers in fully understanding the experimental one.

Finally, as for the third issue (iii), the dual VFA approach [31] proposed in
Sect. 8.2.2.3, is one possible solution and some examples are discussed in the
following sections.

8.3.2 Vibrational Spectroscopy Analysis in Solution

8.3.2.1 Water

For an application to the vibrational spectroscopy analysis, we took an H2Omolecule
in liquid water [42]. Initially, the structure of the H2O molecule in water was opti-
mized by the standard FEG method for the H2O geometry to satisfy the zero-FEG
condition (cf. Eq. (8.19)) using the FE-Hessian matrix HFE (cf. Eq. 8.10). Then, to
estimate INM-Hessian matrices for the vibrational frequency analysis (VFA) at the
optimized structure qFEeq on FES, we executed ab initio QM/MM-MD simulation to
apply the dual VFA (cf. Sect. 8.2.2.3) approach to the present H2O system.

A set of three effective vibrational normal mode frequencies of the OH stretching
and the HOH bending motion has been obtained by diagonalizing HFE, which are
scaled by the recommended factor of 0.9418 [43]. In Fig. 8.9, they are shown as
three grey bars with the heights in proportion to their infrared (IR) intensities
(Eq. (8.32)). The vibrational frequencies of the symmetric and asymmetric
stretching modes were 3287 and 3387 cm−1, showing large red-shifts, −354 and
−393 cm−1, respectively, due to the environmental change from in the isolated state
to in liquid phase. On the contrary, the bending modes was 1676 cm−1, showing a
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slight blue-shift, +77 cm−1. These shifts stem from the electrostatic interactions of a
water molecule with ambient water molecules [44] and the tendency is consistent
with previous studies of liquid H2O [44–47].

In addition, we have also evaluated the INM-DOS of IR spectra in liquid water
with respect to the “instantaneous” vibrational normal mode frequencies (cf.
Eq. (8.30a)) along an equilibrium QM/MM-MD trajectory. In the high frequency
region (>1600 cm−1), the IR spectra of liquid water consist of two main bands,
corresponding to (a) the stretching motions of the covalent OH bonds and (b) the
bending motion with respect to the HOH angle (Fig. 8.9). The bandwidths of these
three bands were*50 cm−1 (full width at half-maximum (FWHM)), reflecting only
the electron density fluctuations which depends on “instantaneous” solvent con-
formations around the “solute” H2O molecule involved. This is because the
molecular structure of the H2O molecule was kept as that one optimized on FES,

(a)

(b)

Fig. 8.9 Calculated IR
spectra obtained by
diagonalizing the FE-Hessian
matrix (the grey bars) and by
the density of states (DOS) of
IR intensities prepared by
diagonalizing the
INM-Hessian matrices along
an equilibrium QM/MM-MD
trajectory (the grey jagged
curves). a The OH stretching
and b the HOH bending
frequencies (Reprinted table
with permission from Georg
et al. [42]. Copyright © 2014
Springer-Verlag)
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i.e., the average H2O molecular structure in equilibrium liquid water. It is true that
the band appearance of stretching modes has been observed in experiments to be a
wide monomodal one due to the overlapping of the two stretching modes. However,
by applying the dual VFA approach, we can identify these fundamental vibrational
modes to separate such an original complex band to the individual bands, facili-
tating more atomistic analysis in understanding the molecular vibrational spec-
troscopy in solution.

8.3.2.2 Glycine in Aqueous Solution

We applied the dual VFA approach to a neutral form (NF) glycine molecule in
aqueous solution and compared the calculation results with those estimated by the
conductor-like polarizable continuum model (CPCM) method in order to extract the
explicit solvation effects. Table 8.1 shows a triple of typical vibrational frequencies
ðxgas; xCPCM; xFEÞ of a glycine molecule in the isolated state and in aqueous
solution with their vibrational frequency shifts, ðDxCPCM; DxFEÞ, evaluated by two
types of solute-solvent interactions, i.e., the CPCM and QM/MM method, scaled by
the recommended factor of 0.9418 [43]. In addition, they were compared with the
experimental values Dxexp obtained by the Fourier transform infrared (FT-IR)

Table 8.1 Calculated vibrational frequencies (Normal vibrational frequencies (in cm−1) scaled by
0.9418 [43]. It should be noted that these by the FE- and the CPCM-Hessian are calculated at the
optimized structures by the FEG and the CPCM method, respectively) x (cm−1) and their shifts
from in gas phase to in aqueous solution Dx (cm−1) (Reprinted table with permission from
Kitamura et al. [31]. Copyright © 2014 American chemical society)

Mode Gas In water Frequency shift

xgas xCPCM xFE DxCPCM
a DxFE

b Dxexp

Stretching

νas(NH2) 3476 3351 3416 −125 −60 −13c

νs(NH2) 3381 3262 3322 −119 −59

ν(OH) 3570 3047 3077 −523 −493 −320c

νas(CH2) 3011 2990 3028 −21 +17

νs(CH2) 2958 2936 2972 −22 +14

ν(CO) 1708 1657 1691 −51 −17 −39c

Bending

δ(COH) 1341 1232 1338 −9 +97

δ(COH) + γs(NH2) 886 897 990 +11 +104

γ(COH) 606 563 997 −43 +391 +416d

γas(NH2) 225 221 505 −4 +280
aDxCPCM ¼ xCPCM � xgas
bDxFE ¼ xFE � xgas
cFTIR data for Gly-(H2O) and Gly-(H2O)2 cluster in Ar matrix [48]
dFTIR data for Gly-(1-methyluracil) cluster in Ar matrix [49]
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spectroscopy measurement of glycine-(H2O)n (n = 1,2) [48] and glycine-
(1-methyluracil) H-bond complexes [49].

Both DxCPCM and DxFE for the stretching modes (>1650 cm−1) were red-shifted
with the exception of those DxFE of CH2 group, while DxFE agreed well with
Dxexp in comparison with DxCPCM (see Table 8.1). On the other hand, for the four
bending modes (≤1650 cm−1), all xFEs showed rather large blue-shifts in solution.
In particular, xFE of γ(COH) showed the largest blue-shift (+391 cm−1) in the four,
being clearly consistent with Dxexp (+416 cm−1). In contrast to DxFE; DxCPCM for
the bending modes were very small in any cases, showing that the inclusion of
explicit effect of HBs is inevitable to reproduce vibrational frequency shifts for the
bending modes.

In order to clarify the microscopic origin of such vibrational frequency shifts
DxFE, we have investigated two essential effects, i.e., the structural relaxation of
glycine molecule itself and the explicit solvation structure around it (for details, see
Ref [31]). According to these results, it is considered that the mechanism of fre-
quency shifts of the stretching-modes would be attributed to the softening (or
hardening) of vibrational frequency modes due to the bond length elongation (or
shortening). On the contrary, the large blue-shifts of xFE of the bending-modes in
aqueous solution can be understood to be brought about by the microscopic
solute-solvent interactions. The mechanism must be explicitly explained by the
steric hindrance by the HB water molecules, since the bending motions generally
occur oscillatorily orthogonal to the HB direction and the stronger HB formation
should make their motions more difficult to occur.

Moreover, Fig. 8.10 shows the vibrational INM DOS DIR xð Þ (Eq. (8.30a))
weighed with wIR

i of each vibrational mode in the high-frequency range (2800–
3600 cm−1) to clarify the influences of the explicit solvent water molecules on the

Fig. 8.10 The approximate IR spectra: the vibrational INM DOS DIR xð Þ weighed with wIR
i in

high-frequency range. Those average IR intensities Iaq at the vibrational frequencies estimated by
the VFA approach are also indicated by the gray bar (Reproduced with permission from Kitamura
et al. [31]. Copyright © 2014 American chemical society)

8 Free Energy Gradient Method and Its Recent Related Developments … 241



vibrational spectra. The relatively broad peak in the range of 3000–3160 cm−1

should correspond to the stretching motion of the –OH group (3077 cm−1, see
Table 8.1), where its full width at half-maximum (FWHM) is *80 cm−1. On the
contrary, in the range of 3280–3440 cm−1, there were two less broad peaks with
each FWHM (*30 cm−1) less than a half the value of –OH group. Actually, it was
found that such two peaks, i.e., 3322 and 3416 cm−1, correspond to the symmetric
and the asymmetric modes of –NH2 group, respectively. In contrast to the above
three modes, the two modes of >CH2 group, i.e., 3028 and 2972 cm−1, were found
to become very sharp since they were hardly influenced electrostatically even in
aqueous environment.

Fig. 8.11 IR spectra of O–H and C=O stretching modes. Scatter plots of the lengths of
nearest-neighboring H or O atom of water molecules versus the O–H and C=O stretching
frequencies. Linear fits (dashed lines) are (a) dO�H���Ow = 0.0031 m OHð Þ −7.9532; R = 0.901 and
(b) dC¼O���Hw = − 0.0249 m COð Þ +43.936; R = − 0.623 (Reproduced with permission from
Kitamura et al. [31]. Copyright © 2014 American chemical society)

242 Y. Kitamura et al.



We have investigated the microscopic origin of the broadening of spectra in
solution. For the purpose, we have focused on the IR spectra of the C=O and O–H
stretching modes. Figure 8.11 shows the scatter plots of the intermolecular HB
distances dHB with the nearest-neighboring O (or H) atoms in the water molecule
(the left ordinate) and DIR xð Þ (the right ordinate), where the abscissa is taken as the
vibrational frequency. In this case, we have also shown the linearly-fitted curves,
i.e., dO�H ���Ow ¼ 0:0031 � m OHð Þ � 7:9532 and dC¼O ���Hw ¼ �0:0249 � m COð Þ þ
43:936: As a result, m OHð Þ was positively correlated with the O–H� � �Ow distance
dO�H���Ow, with its correlation coefficient R = 0.901, indicating the strong correla-
tion. This positive correlation indicates that m OHð Þ is red-shifted as the O–H� � �Ow

distance becomes smaller, which is ascribed to the weakening of O–H bond due to
the decrease of the electron density of O–H bond induced by the negative
point-charge on the O atom of a closer water molecule. On the other hand, the slope
of the fitted curve for m COð Þ became negative, showing relatively weak correlation
(R = − 0.623). Contrary to an above tendency of the O–H group, m COð Þ is
blue-shifted as the intermolecular HB distance ðthe C=O � � �Hw distance dC¼O���HwÞ
becomes smaller and the electron densities in the C=O σ and π bonding orbitals
increase slightly due to the polarization but these changes are smaller than the
change in the O–H bonding orbital.

To interpret and explain those vibrational frequency changes occurring upon HB
formation, we have investigated the electron density of glycine molecule in aqueous
solution via the natural bond orbital (NBO) analysis and found that the contribution
of hyperconjugative interaction energy increases by the polarization of C=O
group. As a result, it was considered that m COð Þ is blue-shifted due to the stabil-
ization by the hyperconjugative interaction, while m OHð Þ is red-shifted by the
destabilization of the corresponding orbitals.

In this way, by using the dual approach, the vibrational spectra in solution can
be, in principle, separated to identify the individual contributions of each vibra-
tional normal modes. Moreover, by combining it with the FEG method and other
additional analyses, e.g., solvation structures and the electron density analysis, the
dual approach can provide us fundamental and essential information to understand
the general features of experimental vibrational spectra in various molecular sys-
tems in solution. In conclusion, the present approaches are quite useful to interpret
the microscopic origin of the experimental vibrational spectra.

8.4 Recent Related Developments

Accuracy of the QM/MM-MD method depends on not only the description of the
QM region but also the interaction between the QM and MM ones. Because
the charge distribution in the MM region is described by a number of point charges,
the standard (SD) QM/MM electrostatic interaction, which often contributes the
main environmental effect on the QM molecules, pose serious theoretical and
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technical problems in describing the boundary between the QM and MM regions,
relating to the short range behaviors due to the absence of the QM characteristics,
that is, the Pauli repulsion. This problem is known as the electron spill-out problem
[50, 51]. In addition, it is also important to select the parameters of the empirical
functions such as the Lennard-Jones interactions [10].

Under the circumstances, a number of theoretical methods have been already
developed to improve the QM/MM-MD method, e.g., the modification of the
semi-empirical QM Hamiltonians [7, 52–54], the optimization of the QM/MM
empirical parameters [10] and the replacement of the empirical repulsion potential
functions [55]. However, these methods need the numerical values of some rea-
sonable reference quantities to optimize the parameters for some specific molecular
systems. Moreover, it is usually hard to obtain the reference experimental or
computational ones in solution. It is, therefore, reasonable and plausible as a second
best strategy that the closer MM solvent molecules around the QM solute should be
included into the QM region to avoid the serious problems in the boundary between
QM and MM regions. This is because the most serious problem is originating in the
quantum-mechanical behaviors. On the basis of such strategy, we have developed
the number-adaptive multiscale (NAM) QM/MM-MD [56, 57] and the
QM/MM-MD method combined with the fragment molecular orbital (FMO) one,
i.e., FMO-QM/MM-MD method [20].

8.4.1 Number Adaptive Multiscale (NAM) Method

The adaptive multiscale QM/MM-MD methods [58–61] are straightforward
approaches to include the closerMM solvent molecules around theQM solute into the
QM region. For these methods, it is common to introduce the transition (T) region
between the QM andMM ones to smooth the forces exerted on the solvent molecules
when they move from the QM region to the MM one or vice versa. Recently, we have
proposed a new treatment of the adaptivemultiscale QM/MM-MDmethod, that is, the
number-adaptive multiscale (NAM) QM/MM-MD method [56, 57]. This method
defines both the QM and T regions by the “number” of solvent molecules around the
solute, although most of previous methods adopted conventionally by the “distance”
from the solute, i.e., the “distance-based” definition. Thus, the NAM QM/MM-MD
method is suitable for the parallel computing since the number of QM calculations is
constant at each time step during theMD simulation [56]. For more information about
the theoretical details and the algorithm, see Refs. [56, 57].

We have applied the NAM method to the pure water system [56] and a glycine
ZW ZW molecule in aqueous solution [57], and calculated the radial distribution
functions (RDFs) between the QM solute molecule and the MM solvent ones for
verifying the applicability of the NAM QM/MM-MD method. Figure 8.12 displays
the RDFs between the oxygen atoms of the solute water molecule and other MM
solvent oxygen atoms by (a) the SD methods and (b) the NAM ones at the HF,
BLYP and B3LYP methods with the 6-31+G(d,p) basis set. We also display in
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Fig. 8.12 the RDF by the full MM-MD method with the SPC/E water model as a
reference since it was calibrated to correspond very well to the experimental results
[62]. In the RDFs by the SD method (Fig. 8.12a), the first peak is found to exceed
the reference (black curve) due to the inaccurate intermolecular interactions
between one QM water molecule and close MM water ones in the solute. On the
other hand, those by the NAM method with the BLYP and B3LYP methods
(Fig. 8.12b) are found to be closer to the reference (black curve), while that with the
HF method is lowered due to the neglect of the electronic correlation effect in the
QM calculation and the second peaks cannot be accurately reproduced by the NAM
method. In this study, we have included four water molecules in the QM region as
the first solvation shell, and this discrepancy is probably due to the inaccurate

Fig. 8.12 Radial distribution functions g(r) of the QM water molecule relative to all other MM
solvent ones in pure water by (a) the SD QM/MM-MD method and (b) the NAM ones at the HF,
BLYP and B3LYP methods with the 6-31+G(d,p) basis set. As a reference, g(r) by the full
MM-MD method with the SPC/E water model is also shown (Reproduced with permission from
Takenaka et al. [56]. Copyright © 2012 Elsevier B.V.)

Fig. 8.13 Radial distribution functions g(r) for glycine ZW in aqueous solution of (a) oxygen
atoms (OC) in the –COO− group and (b) a carbon atom (Cα) in the >CH2 group with respect to the
oxygen (Ow) and hydrogen (Hw) atoms of the solvent water molecules (Reproduced with
permission from Takenaka et al. [57]. Copyright © 2012 American institute of physics)
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modeling of the interaction between the QM solvent molecules in the first solvation
shell and the MM ones in the outer region.

Figure 8.13 displays the RDFs for the solute glycine ZW molecule in aqueous
solution by both the SD and the NAM method at the B3LYP/6-31G(d) level of
theory. As seen in Fig. 8.13a, the first peaks by the SD method were found to
exceed those by the NAM method in the RDFs of the –COO− group and the
estimated hydration number was obtained to be 4.8, which is in good agreement
with 4.4 ± 0.2 of the experimental ones [63]. On the contrary, in the case of
the >CH2 group, there was no clear difference between the RDFs by the SD and the
NAM methods (Fig. 8.13b). The errors in the RDFs for the SD and the NAM
method were different according to the chemical properties of the functional groups
involved, stemming from their trapping extent of electrons occurring due to the
neglect of the Pauli repulsion at the short distance. In particular, it should be noticed
that the >CH2 group shows no clear overestimation since the >CH2 group does not
form the hydrogen-bond with the solvent water molecule for the hydrophobic
nature.

In conclusion, by treating quantum mechanically the closer solvent water mol-
ecules around the solute molecule via the present NAM method, the QM
description of the solute-solvent interactions would be essentially able to be
improved systematically and reasonably without additional adjustments of the
empirical parameters.

8.4.2 Fragment MO-QM/MM-MD Method

For dealing with large molecular systems, fragment-based QM methods have been
well-established to open up and widen the active field of QM researches. One
among them is the fragment molecular orbital (FMO) method by Kitaura and
co-workers [64, 65]. As its application with MD simulation, a full ab initio
FMO-MD method was developed with an application by Komeiji et al. [66, 67].
However, even with the FMO method, such direct QM-MD calculation still
demands great computational cost. Under the circumstances, we have presented a
QM/MM treatment based on ab initio FMO method, i.e., the ab initio
FMO-QM/MM method, and implemented an AMBER-PAICS interface which
combines a famous MD program AMBER with an FMO program PAICS [68, 69]
to execute direct FMO-QM/MM-MD simulations. For more information about the
theory and algorithm [20].

As an example of a solution system, we treated one alanine dipeptide (Fig. 8.14)
in aqueous solution and investigated the stability of an alanine dipeptide in the
polyproline II (PPII) conformation by using two systems with two different sizes of
the QM region. For the system with a larger QM region (the large QM system), all
molecules within 5 Å from the alanine dipeptide were included into the QM region
and the definition of the QM region remains unchanged during the MD simulation.
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For the system with a smaller QM region (the small QM system), only the alanine
dipeptide was treated as the QM molecule.

From the FMO-QM/MMMD simulation for the large QM system, we calculated
the inter-fragment interactions (IFIEs) between the alanine dipeptide and the sur-
rounding QM H2O molecules. For 5 H2O molecules, i.e., WAT2, WAT12,
WAT27, WAT32, and WAT44 (Fig. 8.14), the averaged IFIEs (ca. −10 kcal mol−1)
are stronger than those of the other H2O molecules. From a typical snapshot of
alanine dipeptide and these 5 H2O molecules (Fig. 8.14), those 4 H2O molecules
interact directly with two peptide C=O group of the alanine dipeptide, while a
triple-water bridge is observed between two peptide C=O group via WAT32
molecule, i.e., C=O ···(H2O)3 ···O=C.

In Fig. 8.15, shown are the RDFs and the integrated coordination numbers
(ICNs) with respect to the lengths R(OC–HW) and R(OC–OW), where OC stands for
the oxygen atom in two peptide C¼O groups of the alanine dipeptide and the
oxygen and hydrogen atoms of solvent H2O molecule are abbreviated to OW and
HW; respectively. For the OC–HW RDF (Fig. 8.15a), the ICN up to the first min-
imum (R(OC–HW) = 2.5 Å) is 4.4. The first peak of the OC–HW RDF reflects the
formation of the direct hydrogen bonds with 4 H2O molecules. For the OC–HW

RDF (Fig. 8.15b), the first minimum are located at (R(OC–HW) = 3.4 Å) and the
integration of the first peak gives an ICN of 5.4. From these results, it is found that

Fig. 8.14 Typical snapshot structure of the alanine dipeptide in aqueous solution. Two peptide
C=O groups of the alanine dipeptide are forming directly hydrogen bonds with four H2O
molecules (WAT2, WAT12, WAT27, and WAT44). The local backbone conformation of the
alanine dipeptide was defined by two dihedral angles, φ and ψ (Reproduced with permission from
Okamoto et al. [20]. Copyright © 2013 The chemical society of Japan)
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these 5 H2O molecules contribute significantly to the stabilization of the alanine
dipeptide in aqueous solution.

On the other hand, for the smaller QM system, three kinds of double-water
bridges were observed, i.e., C=O ···(H2O)2 ···O=C, C=O ···(H2O)2 H–N, and N–H
···(H2O)2 ···O=C. For the OC–HW RDF (Fig. 8.15c), the first peak and minimum
are observed at R(OC–HW) = 1.7 and 2.4 Å, respectively, and integration of the first
peak yields an ICN of 6.0. For the OC–OW RDF (Fig. 8.15d), the ICN integrating
over the first peak (R(OC–HW) = 2.6 Å) to the minimum (R(OC–HW) = 3.2 Å) is 6.3.
The well-defined first peak and minimum for OC–HW and OC–OW RDFs corre-
spond to the formation of double-water bridges around the alanine dipeptide. For
the small QM system, the OC–HW and OC–OW RDFs appear more structured than
those for the large QM system, with a higher first peak and a deeper first minimum.

Therefore, it is concluded that the intermolecular description of the QM/MM
boundary depends strongly on the QM region size in the QM/MM model.

Fig. 8.15 RDF (solid curve) and ICN (broken line) between solute alanine dipeptide and solvent
H2O molecule with respect to Oc–Hw and Oc–Ow for (a, b) the large QM system and (c, d) the
small QM system (Reproduced with permission from Okamoto et al. [20]. Copyright © 2013 The
chemical society of Japan)
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8.4.3 Future Aspects: Fragment MO-QM/MM Methodology
with NAM and Hybrid MC/MD Reaction Method

Within a QM/MM framework, the molecular system is divided into QM and MM
regions. For example, in a solution system containing both QM and MM solvent
molecules, the forces exerted on the atoms near the QM/MM boundary are inac-
curate because of the transferability problems between the QM and MM force
models. The adaptive multiscale QM/MM methods such as the NAM method are
very useful to obtain a proper boundary representation between the QM and MM
regions. In the NAM method, we introduce the partitioning of the molecular system
by using the “number” of solvent molecules around the solute and the QM/MM
calculations for individual partitions can be entirely independent each other in the
parallel-computing. However, the applicability of the present NAM method are
limited, since the QM/MM calculations for partitions with large-sized QM regions
require high computational cost. Under the circumstances, we are recently devel-
oping a new FMO-QM/MM treatment combined with the NAM method in order to
reduce the computational times.

Moreover, we have recently proposed and developed the hybrid Monte Carlo
(MC)/Molecular Dynamics (MD) reaction method [70] to realize the practical
atomistic simulation method for a massive complex chemical reacting systems. The
concept of the hybrid MC/MD reaction method is shown in Fig. 8.16. First, we
execute MD simulation in the region R until one (or some) pair of atoms meets the
necessary conditions and select (instantaneous) configuration state r. Next, one of
pairs is virtually reacted to generate a (instantaneous) configuration state s, relaxing

Fig. 8.16 Schematic representation of the hybrid reaction method (Red moon method). In left
figure, the configurational distribution in equilibrium Peq is proportional to the exponential factor
exp[−βU] where U is the global potential function. On the other hand, in right figure, those are by
regional ones. The connecting points of the two kind of moves (open circles) are selected
according to the criterion of chemical reaction. Wr!s and Ws!t are the transition probabilities from
the state r to s and from s to t, respectively (Reproduced with permission from Nagaoka et al. [70].
Copyright © 2013 Elsevier B.V.)
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the whole system through short MD simulation. In this step, after computing the
potential energy difference ΔUrs (= Us − Ur) between the reactant and product, the
present reaction event is accepted (or rejected) according to the transition proba-
bility under the Metropolis scheme. In this method, a Monte Carlo (MC) method is
applied to drive chemical reaction processes which are rare events, while the proper
molecular motions (molecular translation, rotation and vibration) are directly treated
by using molecular dynamics (MD) method. By repeating such a combined cycle
(MC/MD cycle) consisting of a couple of MC and MD treatment, the present
method can enhance the change of states that is brought about by chemical reac-
tions, to achieve a “long-time” simulation of large-scale chemically reactive sys-
tems. This method is so efficient that 2-chlorobutane racemization process [70], the
solid electrolyte interphase (SEI) film formation in lithium-ion battery [71] and the
membrane nanostructure in interfacial polycondensation [72] have been studied
successfully. The hybrid MC/MD reaction method is called the Red Moon method
from the acronyms of “Rare event-driving mechanism of our necessity”, and our
intention of the naming is described in Ref. [70].

8.5 Summary and Conclusions

In this chapter, we have reviewed in general the free energy gradient methodology.
A family of the free energy gradient methods can provide us some essential
properties of molecules in condensed state, such as molecular structures in sta-
tionary states and their vibrational spectroscopic information including the atom-
istic solvent effects under the thermodynamic condition, which must be helpful to
understand the nature of chemical reactions in solution. This methodology should
be systematized as the research protocol for automatically exploring the reaction
pathway of an elementary chemical reaction on the free energy surface in solution.
This should be accomplished by combining it with several specific methods which
have been demonstrated by specific applications and were explained with suitable
references. Thus, the development of theoretical methods based on the free energy
landscape would bring about a systematic development of computational chemistry
in condensed phase. This strategy is analogous to that developed in quantum
chemistry to explore the Born-Oppenheimer potential energy surfaceIp of a reacting
species in the isolated state. Moreover, we have proposed a novel method, i.e.,
hybrid MC/MD reaction method, to directly simulate such complex chemical
reaction systems that an “effectively” enormous number of elementary ones are
participating in. By employing the hybrid MC/MD reaction method, the stereo-
chemical control of aggregation-state chemical reactions and the structural control
of super-nano scale aggregates would be realized within a practical computational
time. We are now trying to deal with and study more extensive chemical problems
from the viewpoint of theoretical chemistry by combining the protocol for
exploring elementary chemical reaction pathways on a free energy surface.
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Chapter 9
Towards an Accurate Model for Halogens
in Aqueous Solutions

M.I. Bernal-Uruchurtu, A. Alcaraz Torres, F.A. Batista Romero
and R. Hernández-Lamoneda

Abstract The overwhelming progress and constant evolution of computational and
theoretical methods in chemistry have provided us a more detailed molecular
description of some complex molecular properties. Our group has intended to do so
for an old problem: the solvatochromic properties of halogens in aqueous systems.
There are beautiful experiments that show how sensitive Br2 and Cl2 are to the
structure of the environment around them. In this chapter, we present the tests and
calculations performed with different theoretical methods to identify their reliability
as pieces of a multi-scale study aimed to address open questions related with this
phenomenon. We used different approaches to explicitly take into account the
solvent effect and tested several theoretical methods on the solvatochromic effect of
small clusters. The combination of a semiempirical Born-Oppenheimer molecular
dynamics study (SEBOMD) of Br2 in liquid water solution using PM3-PIF and
then, the evaluation of the effect the closest water molecules have on the shifts are
presented. This is a first step towards a robust multi-scale protocol ad hoc designed
for these systems.

9.1 Introduction

In the last decade, detailed experiments on the spectroscopic behavior of halogens
in aqueous environments demanded the concurrence of theoretical methods to
provide a rationale of the results in terms of the molecular properties of its com-
ponents. These experiments [1–4] increased the amount of information confirming
the remarkable sensitivity of chlorine, bromine and iodine as sensors of their
molecular environment.
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Indeed, at the end of the 19th century the first observations of the large shift of
the electronic spectra of halogens in solution were published [5, 6]. A favored
hypothesis, aimed to explain the color of solutions containing halogens in different
solvents, claimed that the colors observed were only related to properties of the
solvent. In 1950 Mulliken contested this idea with the proposal of solute-solvent
complexes [7]. His suggestion of charge transfer complexes was later proved
wrong; nonetheless it prompted the search of a better understanding of their nature,
structure and stability. Mulliken’s suggestion of charge transfer complexes was later
reinforced by the structural studies of Hassel’s group on the structures of adducts
formed between oxygenated solvents such as 1,4 dioxane and bromine [8]. The
stability of these donor-acceptor complexes was thought to have the same origin as
charge-transfer structures, i.e., transfer of negative electric charge from a donor
molecule to an acceptor molecule. Few years later, the very first semi-empirical
quantum calculations on the Cl2–H2O system found a strong charge polarization of
the dihalogen and little charge transfer from one molecule to the other [9].

During the 80s and 90s, the advance of experimental techniques well suited to
the study of small clusters in the gas phase and in noble gas matrices was funda-
mental for the proper characterization of the interaction between dihalogens mol-
ecules and water. The molecular beam spectroscopy studies done, in particular by
A. Legon’s group, allowed for a definitive characterization of the forces responsible
of the stability of Lewis base donation to dihalogens and inter-halogen molecules
[10–14]. The alignment of the lone pair on the oxygen atom of the donor molecule
with the axis of the covalent bond in the dihalogen acceptor, led to the identification
of a new type of intermolecular interaction: ‘halogen-bond’. Groups studying
molecular interactions in crystals soon adopted this term [15]. The IUPAC defi-
nition of this force recognizes the parallelism between hydrogen- (HB) and
halogen-bond (XB). Its general properties are:

• The physical forces involved in the halogen bond must include electrostatic and
inductive forces in addition to London dispersion forces.

• The atoms Y and X are covalently bound to one another, and B� � �X–Y is
polarized so that the X atom becomes more electropositive (i.e. the partial
positive charge d+ increases).

• The lengths of the X–Y bond and, to a lesser extent, the bonds involved in B
deviate from their equilibrium values.

• The stronger the halogen bond, the more nearly linear is the B� � �X–Y
arrangement and the shorter the B� � �X distance.

• The interaction energy per halogen bond is greater than at least a few times kT,
where T is the temperature of the observation, in order to ensure its stability.

The spectroscopic behavior of halogens in aqueous solution is further compli-
cated by two aspects, first the relatively low solubility of halogens in liquid water
and second, the rich chemistry of dihalogens in these media. Bromine has the
highest solubility in liquid water, ≈0.2 M, (Cl2 ≈ 0.05 M and I2 ≈ 0.001 M) but, as
the others, it decomposes in solution. The hydrolysis products of X2 in water
depend on pH and lead to the formation of the oxyhalogen acids, HOX and its
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anions (See Scheme 9.1). This problem is particularly true for chlorine, whose Keq

is at least five orders of magnitude larger than those of bromine and iodine.
Furthermore, a concurring equilibrium forms the X�

3 ion with a large extinction
coefficient and a well-known signature in UV-vis spectra.

The gas phase spectra of dihalogens are dominated by two valence excited states
close in energy that result in an overlapping spectra. The solvent chosen can modify
the position of the maximum in the spectra. The solvatochromic phenomena
observed at the end of the 19th century has not yet been fully understood. The work
of Ham in 1954 confirmed that the formation of a donor-acceptor complex between
the solvent and the dihalogen was responsible for the observed blue shift in the
spectra [16]. The experimental studies of Janda’s and Apkarian’s groups recorded
the shift in the absorption spectra of chlorine and bromine in liquid water solution,
ice solution and clathrates. The shifts observed in aqueous liquid and ice solutions
of halogens is similar; 550, 1750 and 2820 cm−1 for Cl2, Br2 and I2 respectively,
whereas the shifts recorded for the bromine and iodine clathrate are at least 50 %
smaller [17]. For some years our group has pursued an explanation of the differ-
ences observed in different media.

To understand how all the halogen and water molecular properties act together
resulting in the observed condensed phase phenomena, we have used several
computational chemistry methodologies. As our work has found, choosing a
methodology that pinpoints the relative relevance each feature has on the macro-
scopic behavior, is a difficult task. In this work we describe the results obtained
using different methods to model the aqueous environment in condensed phases and
the problems encountered with their use for large systems or precise spectroscopic
predictions. In some sense, this exploration has rendered the pieces that might be
useful to build a high-performance multi-scale model for the study of halogens in
aqueous systems.

The interactions present in halogen-bonded systems are in general weak, thus the
need to use quantum mechanical methods that include electron correlation for an
accurate description. In particular, these interactions are sensitive, not only to the
basis set used but also to the level of electron correlation used, the counterpoise
correction and the inclusion of spin-orbit effects for bromine and iodine. In contrast
with the widely accepted idea that hydrogen bonded systems are reasonably well
described with Moller-Plesset perturbation (MP2) methods, halogen bond interac-
tions are overestimated at this level. Therefore, for an accurate description of these
systems a coupled cluster method is advised, preferably with single and double
excitations (CCSD) or with perturbative triple excitations (CCSD(T)). This problem
pertains also to density functional theory methods (DFT) where some methods lead
to better results than others and the choice of the best functional is not straight-
forward. DFT methods have the advantage over wave function methods that time

Scheme 9.1 Hydrolysis reactions of dihalogens
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dependent DFT (TD-DFT) offers access to excited states in a considerably less
costly manner than CI or CC methods.

The need to validate the model for halogens in aqueous media using spectro-
scopic predictions makes necessary an accurate description of the electronic
structure of the halogen and its environment or at least, the effect the latter has on
the solute. The dynamic and thermal effects of the aqueous system also need to be
captured in a realistic way. For these reasons, designing an accurate model for these
systems is a true challenge. Furthermore, a well-suited model for this system
requires attributes such as:

• Accuracy: The structure, stability and spectroscopic properties must be well
reproduced. This needs a proper description of the HB in aqueous system, as well
as, the interactions formed between a water molecule and a halogen one (XB), and
a weaker one, hydrogen-halogen interaction (HX) [18]. For excitation energies
and shifts the tolerance has to be larger than for other properties but a requirement
might be that the method discern with no error the blue shifting configurations
from the red shifting ones and, of course, the predicted average shifts must
coincide, at least in the order of magnitude, with the experimental ones.

• Flexibility. The model selected for the study must be able to reproduce most of
the structural changes induced by specific molecular interactions. HB and XB
result in significant structural changes that favor the stability of the system
through non-additive effects. Furthermore, XB and also HB result in a modifi-
cation of some covalent bonds as a pre-requisite for reactivity [19].

• Polarizability. The large polarizability of halogen molecules is one of the factors
leading to the interaction with water, and the polarizability of water itself is a
property that has been found as crucial for the complex formation. Instead of a
phenomenological treatment of molecular polarizability as many refined clas-
sical models have, it would be convenient to count with a more realistic charge
distribution and mobility that would also provide the anisotropic element of the
interactions present in the system.

• Low-cost. The reliability of a computational study of halogens in condensed
phases requires a proper sampling of the configurational space. This only is
achieved if a very large number of configurations or a long trajectory is
obtained. Thus, very costly methods or full ab initio or on-the-fly DFT simu-
lations are not a reasonable option.

9.2 Brief Review of Models Aimed to Halogen-Bonded
Systems

An indicator of the acceptance halogen-bonding as a relevant variable for the better
understanding of many interesting phenomena, from: molecular recognition, drug
design, crystal engineering to basic physical chemistry of halogens, is the rise in the
literature of approximate models during the past few years. As expected, several
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classical models aimed to study phenomena in condensed phases have been
developed. Among them it is possible to distinguish those using general parameters
for halogen atoms like MMFF (Merck Molecular Force Field) from those that focus
on the peculiarities of halogen bonding like its polarizability and anisotropy. For
example, in 2011 Ibrahim proposed a form in which the sigma-hole1 notion [20]
could be added to standard MM (molecular mechanics) models [21]. The electro-
positive region in a family of halobenzenes was modeled using an extra positive
point charge (EP) placed at an optimized distance of the halogen atom. This
approach led to a good reproduction of halogen bonds between halobenzenes and a
series of Lewis bases. However, it’s probable that EPs alone are not sufficient
to reproduce the anisotropy of the interaction for a halogen bonds formed with
dihalogens that exhibit a large quadrupole moment like bromine.

Another widely used model, the optimized potentials for liquid simulations
(OPLS), was unable to reproduce XB due to the negative charge placed in halogens
for the generation of the dipole moment of molecules bearing them. The addition of
a site with a positive charge to the halogen atoms corrected their intermolecular
behavior and the updated model might be used in combination with other water
models [22]. The studies of Jorgensen’s group on halobenzenes hydration revealed
that XB, albeit not having a large impact on the total solute-solvent interaction
energy, modified the orientation of water molecules close to the halogen-ending
side of the aromatic derivative and favored specific interactions with active sites in a
model protein.

An explicit sigma-hole (ESH) was added to chlorine, bromine and iodine in the
Amber force field [23]. In this model, ESH was also designed as a massless point
charge. The fine balance between the magnitude of ESH charge and its position
with respect to the van der Waals boundary of the halogen atom were the main
issues related to the improvement of the gas-phase calculations and protein–ligand
geometry optimizations. As in many cases, an increased accuracy might require a
revision of the universal parameters by a careful parameterization targeted to the
specific molecules/problems. Du et al. developed a different set of parameters, also
compatible with the Amber force field but considering the anisotropic effects
present in halogen bonds [24]. A sphere of negative charge and an ellipsoid of
positive charge represent the charge distribution characteristic of halogens. The
parameters were fitted to reproduce the ab initio electrostatic potential obtained for
several individual halomolecules. The performance of the model consisted in ver-
ifying that the essential features of the ab initio potential energy surface of one
halogen-bonded pair was correct.

The SIBFA model [25, 26] (sum of interactions between fragments ab initio
computed) obtains the energy of a system as the contribution of electrostatic
multipolar, short-range repulsion, polarization, charge transfer and dispersion.

1sigma-hole: A region of electropositive potential due to the depletion of electron density
occurring at the ends of the covalent sigma X-Y bond. It can favorably interact with a lone pair of
electrons on a heteroatom from the donor.
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The multipolar components coming from ab initio calculations were obtained using
Stone’s analysis and the explicit inclusion of them provides the anisotropic property
to the polarizable model required for a good description of a sigma-hole driven
interaction between halobenzenes and water and Mg(II) [27].

Schofield and Jordan [28] developed a polarizable force field specifically fitted
to describe the interaction between bromine and water. In the COS (charges on
springs) model, polarization is achieved by placing a single charge-on-a-spring at
the bond midpoint of the Br2 molecule and fitting the force constant of the spring
and its value to reproduce the ab initio polarizability of this molecule. The
bromine-water interaction terms were fitted to reproduce the electrostatic, polari-
zation, dispersion and exchange repulsion contributions to the total interaction
energy of Br2-water pairs. The quality of the fitting allows them to have average
errors for binding energy reproduction of only 0.076 kcal mol−1. This is, indeed, a
very good fit however, its accuracy is difficult to evaluate here due to the fact that
the accuracy of the resolution-of-the-identity second-order Moller-Plesset pertur-
bation (RIMP2) for calculating the interaction energies of the complex is not
reported. Therefore, if a first approximation is to consider it as accurate as a MP2
calculation, it will overestimate the interaction energy of this complex by ≈5 %.
The performance of COS model was validated with the reproduction of the ab initio
obtained PES of Br2 in the polyhedral cages that form the crystal structure of
clathrates and the calculation of the binding energy from the minima found for each
cage. The polarizable model, overestimates it by 12–20 % when compared with
their best reference: a local coupled cluster singles doubles (triples) LCCSD(T)/
AVDZ, AVTZ, AVQZ. (aug-cc-pV(D,T,Q)Z) Another finding reported by them is
that MMFF underestimates the interaction between Br2 and the water cages by a
large amount. This is a very good example of the advantages of having an ad hoc
model fitted to reproduce good quality ab initio data instead of a general method.
Their model is used to compare the stability difference between three polymorphic
structures for bromine clathrate. Molecular dynamics (MD) simulation considered
rigid molecules in all cases and provided a reasonable good stability order con-
sidering that only the enthalpic contribution to the stability was evaluated from their
work.

On the other hand, it is possible to find that approximate quantum based methods
and models have appeared in the past 2 years. Kubař et al. presented a self con-
sistent charge density functional based tight-binding (SCC-DFTB) method for
halogens [29]. These methods derived from DFT have showed interesting results as
an alternative to semiempirical methods to describe complex molecular systems.
More recently the group developing them obtained parameters for halogens. Their
performance for a set of halogenated organic molecules might be further improved
and there are not yet results for non-bonded interactions as the halogen-bond.

The computational cost/performance ratio is one of the most attractive features of
semiempirical methods and for that reason they have been recognized as a limited but
still useful way to approach the study of complex systems. However, the accuracy
limitations on the description of non-bonded interactions have been the main
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deterrent for their use. In the past years, several new parameterizations have been
made and empirical corrections added for dispersion and hydrogen bonding, which
have improved the quality of the results for some systems, but several non-physical
artifacts remain in the description of geometries far from the equilibrium ones.
Several years ago, the origin of those artifacts in PM3 was pointed to the Gaussian
correction functions (GCF) [30] introduced to create a minimum in the H-bond
region of the water dimer and correct the excessive repulsion MNDO-type methods
had. Indeed, the replacement of the GCF for a simpler form, a parametrizable
interaction function (Eq. 9.1) (PIF) [31], fitted to reproduce high-quality ab initio
data opened a procedure for obtaining ad hoc semiempirical models [32–34].

PIF ¼
Xinter
A;B

g A;Bð Þ ¼
Xinter
A;B

aABe�ðbABRABÞ þ vAB
R6
AB

þ dAB
R8
AB

þ eAB
R10
AB

ð9:1Þ

Equation 9.1 Analytical form of the parameterizable interaction function.
Models like PM3-PIF are very well suited for the description of water clusters,

liquid water and the solvation of a wide range of molecules [35]. The model built this
way can be used as a quantum semiempirical force field where the molecular flex-
ibility and polarizability are natural features at the core of the model. The lacking
components of molecular interaction, mainly dispersion, are included in an effective
way through the parameterization of the PIF function to MP2 potential energy
surfaces of the system of interest. We have recently published the parameters for the
Br–O and Br–H interaction [36]. The tests of their performance showed, once again,
a considerable improvement over the geometry and interaction energies of the
specific interactions of this system, XB and XH, with respect to PM3. Additional to
the interaction of a Br2–H2O complex, a thorough set of tests to validate its use for
the study of bromine in aqueous systems was performed. In a forthcoming section
we will present additional details of its performance and some new applications.

This overview of the available models capable of treating halogen-bonded
systems shows three important things: first, considering the physical ingredients of
the interaction, i.e., anisotropic charge distribution and polarization, results in better
performing models; second, serious validation of an approximate model, classic or
quantum, requires an analysis of its performance in molecular dynamics, and third,
general models for halogen bonding tend to estimate results with lower accuracy
than those developed for a specific system or problem.

9.3 The Stepwise-Approach to a Multi-scale Model

Ab initio molecular dynamics and/or Car-Parrinello-type simulations seem a
promising option to model the physical chemistry of halogens in aqueous systems
due to their robustness, and the fact that they might be useful to simulate spec-
troscopic properties and reactivity. However, the size of the systems needed to
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study, either its reactivity or its spectroscopy, is beyond the current capabilities of
those methods. Besides, in the literature there are some examples where this option
does not always provide physical results [37–39]. To have an idea of the com-
plexities of the system we are interested in, let’s consider for example, the for-
mation of bromine clathrates; starting from a saturated solution of bromine in liquid
water upon clathrate formation there is an increase of the Br2/H2O ratio by 40.
Thus, modeling a system big enough to look into this interesting process is not
amenable to all standard numerical simulation protocols. The pieces of information
gathered about these systems, with well-known quantum and classical methodol-
ogies, are useful to build up a hierarchical scheme of the molecular properties
needed to model this complex system. This will be helpful to evaluate at least two
important factors: the convenience of including or not, a particular molecular fea-
ture in the reproduction of a particular property and, the accuracy of a protocol for
studying these complex systems.

In the next sections we present an account of the main findings of each step
towards a better understanding of the physical chemistry of halogens in aqueous
media. The order chosen considers the different levels of complexity in the
description of the aqueous environment as well as some of the available methods to
look into the effect this environment has on the spectroscopic properties of bromine.

9.3.1 Discrete and Small Number of Solvent Molecules

The effect a single water molecule has on the spectroscopic properties of bromine,
was studied by Hernández-Lamoneda et al. with ab initio methods [40]. From the
experimental work done by Legon’s group it was clear that a non-negligible force
was responsible of the complex formation. The interaction energies calculated using
CCSD(T) methods and large basis sets showed that the interaction responsible for
the water-bromine complex formation is stronger than most “weak interactions”:
15.23 kJ mol−1, this amounts to approx. 60 % of the interaction energy in the water
dimer. However, when zero point energy (ZPE) is considered the energy difference
between these interactions becomes smaller [41].

The prediction of the well depths is dependent on the size of the basis set
selected and the complete basis set limit extrapolated value is 15.02 kJ mol−1.
Curiously enough, the overestimation observed with MP2 methods and double-f
basis sets results in a reasonable agreement with more refined methods and larger
basis sets, making of MP2 a reasonable choice for the study of larger systems.

On the other hand, DFT methodologies have shown that for the same system, the
interaction energies and quite probably, other properties are not only dependent on
the size of the basis set but also on the functional chosen. Two independent studies
showed that B3LYP and BHHLYP with 6-311+G(d,p) and 6-31++G(d,p) basis sets
respectively, overestimated the interaction energy, 16.99 and 24.48 kJ mol−1 cor-
respondingly [42, 43]. Thus, the election of this convenient method, in terms of
computational cost, implies a severe compromise on interaction energies.
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In fact, two different works looked into the stable structures of clusters formed
with dihalogens and water clusters, one using DFT [42] and the other ab initio
methods [18]. The results differ in the structures identified as the global minimum
for each number of water molecules. MP2/AVDZ methods identify as minima
structures where water molecules form themselves the most stable structure for that
water stoichiometry and the dihalogen forms a strong XB with one of the water
molecules. Additional stability arises from with the formation of the weak XH
interaction. That DFT study reports as stable structures some that are close in
energy to the ab initio minima but differ in the arrangement of the water molecules.
It also found some structures that are not ab initio minima. A recurring difference
between similar DFT and ab initio structures is that the former methods do not
stabilize the XH interaction found in [18].

DFT offers, through TD-DFT, advantages on the ease of calculation of the
transition energies to the excited states compared with restricted methods such as
RMP2 or RCCSD(T). Since the study of halogens in condensed phase solutions is
aimed to understand the solvatochromic effect, here we decided to perform test
calculations with the ubiquitous B3LYP functional and a larger basis set than for
MP2 calculations, AVTZ instead of AVDZ. An exhaustive exploration of different
levels within the DFT framework is beyond the scope of this work.

In Fig. 9.1, it is possible to find the optimized geometries for six selected
clusters, the ab initio structures were obtained at the MP2/AVDZ level [18] and
the DFT ones at the B3LYP/AVTZ level. Only two of the three minima found for
the 1:1 complex were considered in this work (the missing one differs only in the
orientation of the water molecule). As expected the XB interaction leads to a more
stable structure than the one stabilized by a XH. The decomposition of the inter-
action energy using the symmetry adapted perturbation theory (SAPT) for this two
structures reveals that they are quite different; the electrostatic component of the XB
structure contributes with 60 % of the interaction energy, the induction with 10 %
and dispersion with 30 %; whereas for the XH bonded complex it was found that
the main contribution to its stability was dispersion with 55 % followed by 31 % of
electrostatic and 14 % of induction contribution. This difference between XB and
XH interaction is useful to understand why this interaction is not that important in
DFT optimized structures. The shifts calculated for small clusters are presented in
Table 9.1.

The TD-DFT calculation of the transition energies corresponds to the average of
the lowest lying singlet excited states, whereas RMP2 and CCSD(T) correspond to
the triplet states. The comparison is feasible since singlet and triplet states arise
from the same electronic configuration. Also notice that since the triplet state
corresponds to the ground state for that multiplicity it is possible to use open-shell
ground state methods. In general, a good agreement is observed between ab initio
and DFT but the shifts predicted by TD-DFT are 10 % smaller than the ab initio
ones. However, for the structures strongly dependent on XH interactions the errors
are quite large, 65 and 30 % for 1b and 3b respectively. Both methods coincide in
predicting considerably larger shifts for these small clusters than the ones observed
for bromine in solution.
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Fig. 9.1 Optimized structures of selected stable clusters of Br2-(H2O)n with n = 1,3. The values of
the intermolecular distances are in Å
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9.3.2 Continuum Model of the Aqueous Environment

During the last 40 years it has been possible to witness an important evolution on
the way the environment around a solute molecule is described. The reaction field
approach, the effect a continuous dielectric medium has on the charge distribution
of a molecule that polarizes back the dielectric and generates a reaction potential, is
a standard scheme to consider the solvent effects on many molecular properties.
Most modern continuum models obtain through a self-consistent cycle the wave
function of the molecule affected by the reaction potential thus the self-consistent
reaction field acronym (SCRF). Solvatochromic effects have been more or less
successfully explained using: from Onsager’s to more refined models like
Nancy SCRF [44], Tomasi’s polarizable continuum model (PCM) [45], Cramer and
Truhlar’s SMx models [46].

Early tests on the field effects characterized by dielectric constant values ranging
from 0 to 100 had on Cl2 shifts resulted in a small blue shift (30–80 cm−1) for
equilibrium transition i.e., the Cl–Cl distance was optimized considering the field
around the molecule. These calculations were done using the Nancy SCRF model
[47] implemented in Gaussian03. Similar behavior was found with PCM on
Gaussian09 [48, 49] for the non-equilibrium vertical transitions of bromine but with
larger values.

The dielectric constant differences between liquid water, ice and clathrates are not
known but the effect of adding a reaction field with the dielectric constant of liquid
water allowed us to evaluate the effect it might have over an already XB or XH
interacting complex. As several studies have shown, the explicit inclusion of water
molecules allows having the short range effect of hydration while the continuum
contributes to the electrostatic and polarization long range effects [50–53]. In
Table 9.2 we present the shifts calculated for the non-equilibrium vertical transitions
of the small clusters described previously using TD-DFT at the B3LYP/AVTZ level
on structures optimized in a vacuum and in the cavity. As it can be seen the size of
the shifts increases as a consequence of the continuum field over the clusters
although there is not a clear trend in the amount increased. However, this observation

Table 9.1 Δω in cm−1

calculated for optimized
geometries of Br2-(H2O)n
with n = 1–3 shown in
Fig. 9.1

RMP2a RCCSD(T)b TD-DFTc

Br2–H2O (a) 2052 1983 1788

Br2–H2O (b) 640 571 201

Br2–(H2O)2 (a) 2892 2724 2567

Br2–(H2O)2 (b) 3626 3471 3018

Br2–(H2O)3 (a) 2372 2294 2074

Br2–(H2O)3 (b) 6739 4465 3109
aRestricted MP2/AVDZ
bMP2/AVDZ//RCCSD(T)
cTD-DFT B3LYP/AVTZ
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could be used in cluster models of the liquid or clathrates to take into account the
effect of the surrounding environment.

9.3.3 A Simple Electrostatic Model of the Environment

As the size of the system increases the kind of problems that require to be con-
sidered for modeling these systems is different. As the previous sections mentioned,
for small clusters the ability to accurately describe the geometry or the shifts of a
particular method has is of crucial importance. In the case of clathrates an open
question was the effect the possible different orientations of the halogen in the cages
had on the measured shift. Polyhedral cages with 20, 24, 26, or 28 water molecules
form the clathrate structure. Combinations of different proportions of these building
blocks create the crystal cell of the clathrate. The size of the system makes
unpractical the study of the potential energy surface (PES) of the dihalogen inside
those cages with standard ab initio methodology. For that reason we decided to use
a minimalist model of the cages. The simplest consideration possible of the effect
the structure of the environment around Br2 has on its spectroscopic behavior was
to use a crude representation of water molecules. For this, a dipole could replace
each one of the molecules forming a clathrate cage2 (512, 51262, 51263, 51264)
however, there is no way of computing individual dipole moments without an
approximation of the charge distribution of each molecule on the cage. A simpler
approach might then be the placement of point charges at the O and H positions in
the cage. These partial charges might be obtained from the best available electronic
density of each cage, using one of the many available charge model [36].

The effect this electrostatic model of a cage has on the transition energies was
evaluated using the equations of motion (EOM)–CCSD method [54] as imple-
mented in Molpro [55]. Constraining the vibrational mode of Br2 and sampling all
the possible orientations of the diatomic in each cage, it is possible to show that the
anisotropy of the interaction, combined with the particular symmetry of each cage,

Table 9.2 Δω in cm−1 of
small Br2-(H2O)n with
n = 1–3 in vacuum and in a
PCM solvent cavity.
Structures are shown in
Fig. 9.1. The reference in gas
phase corresponds to the
B3LYP/AVTZ optimized
geometry for bromine

TD-DFT

Δω in vacuum Δω in RF

Br2 0 434

Br2–H2O (a) 1788 2629

Br2–H2O (b) 201 549

Br2–(H2O)2 (a) 2567 3203

Br2–(H2O)2 (b) 3018 3832

Br2–(H2O)3 (a) 2074 2873

Br2–(H2O)3 (b) 3109 3402

2Nomenclature 5n6m indicates a water cage composed of n pentagonal and m hexagonal faces.
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results in an irregular pattern of red- and blue-shifting regions as shown on Fig. 9.2.
The latter correspond well with the regions where the electrostatic field created by
the point charges stabilizes the ground state and vice versa.

This crude model predicts blue shifts in the right order of magnitude of the
experimental ones. However it has clear shortcomings due to the lack of other
relevant components of the interaction between the cage and Br2 such as exchange
and dispersion.

9.3.4 Local Correlation Methods

The main motivation behind local correlation methods is to be able to treat large
molecular systems within full ab initio formalism. In this respect they represent an
alternative to hybrid approaches, such as quantum mechanics/molecular mechanics
(QM/MM), where one has to deal with the non-trivial problem of the coupling
between the boundary dividing the regions treated with different levels of theory.
The key ingredient of the local correlation methods [56–58] is the localization of
both, occupied and virtual spaces, such that by restricting the electronic excitations
within localized domains it is possible to achieve linear scaling with the size of the
system [59]. In fact, it has been shown that when using local methods, the bot-
tleneck of the calculation becomes the Hartree-Fock procedure eventually. In order
to overcome this limitation the use of density fitting approximations for the
two-electron integrals becomes mandatory [60, 61].

So far, the most successful applications of local correlation methods have been
the calculation of basic structural information: geometries, frequencies, dipole
moments, NMR chemical shifts and reaction energies for systems composed of over
a hundred atoms and few thousand basis functions. In those cases it has been shown
that 98–99 % of the correlation energy can be recovered [62]. It has also been used
within QM/MM approaches to model enzymatic reactions [63].

Fig. 9.2 EOM:CCSD calculated shifts (in cm–1) of Br2 inside point charge simulated 51262 and
51263 clathrate cages. θ and ϕ (in degrees) correspond to the orientation of the dihalogen with
respect to the main symmetry axis of the cage
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In contrast, there have been few applications of local methods for treating weak
intermolecular forces [64–66]. Due to the local approximation the basis set
superposition error can be drastically reduced giving them an obvious advantage
over standard methods particularly, for geometry optimizations. Another advantage
is that the local nature of the excitations allows a partitioning of the energy con-
tributions providing useful information about the nature of the interactions [64].

Local methods have been implemented not only for ground states but also for
excited states, which for the problem we are interested in is of utmost importance.
In the first case correlation can be treated at MP2, MP4 and CCSD(T) levels
whereas for excited states the linear response coupled-cluster (CC2) method
[67, 68] has been implemented. The local CC2 (LCC2) method has been suc-
cessfully tested against canonical CC2 for a variety of molecules having deviations
of less than 0.05 eV in the transition energies [67, 68]. Furthermore, it can deal with
complicated cases such as Rydberg states and charge transfer excitations, which are
a challenge for TD-DFT methodology.

In Table 9.3 the calculated shifts using LCC2 for small clusters are compared
with the values coming from the highly accurate RCCSD(T).

In general, the agreement between LCC2 and RCCSD(T) is quite good except
for two clusters: 1b and 3b. As it is possible to see in Fig. 9.1 for both geometries
the XH interaction plays a key role for their stability. To understand the large
differences for these two cases, one has to take into account the fact that transition
energies are quite sensitive to the XB and XH distances, thus a vertical transition
starting on a slightly displaced position in the ground state PES might result in large
changes due to the steep slope of the excited state PES in that particular region. The
LCC2 optimized geometries are free of BSSE error in contrast with RCCSD(T) and
TD-DFT at the B3LYP/AVTZ (see Table 9.1). For structure 1b the Br–H is 0.1 Å
longer in the local case and for 3b it is 0.05 Å. However, to confirm that the large
difference found for 1b is due to the difference in geometry, we use the local
optimized geometry in a standard RCCSD(T) calculation of the shift. The result,
11 cm−1 is much closer to the LCC2 value.

Table 9.3 Δω in cm−1 of small Br2-(H2O)n with n = 1–3 using local and standard ab initio
methods. Structures are shown in Fig. 9.1. The reference in gas phase corresponds to the optimized
geometry for bromine with each method

RMP2 RCCSD(T) LCC2

Br2–H2O (a) 2052 1983 1980

Br2–H2O (b) 640 571 −70

Br2–(H2O)2 (a) 2892 2724 2463

Br2–(H2O)2 (b) 3626 3471 3209

Br2–(H2O)3 (a) 2372 2294 2252

Br2–(H2O)3 (b) 6739 4465 2108

266 M.I. Bernal-Uruchurtu et al.



9.3.5 Semiempirical Born-Oppenheimer Molecular
Dynamics of Br2 in Liquid Water

The PM3-PIF models that have been developed in the past decade were aimed to
enable more realistic studies of solutes in aqueous solutions. The fact that at the
center of the model there is a correct structural and energetic description of the
intermolecular forces governing the physical and chemical behavior of a condensed
phase makes of these PM3-PIF models an excellent choice for a large exploration of
the dynamic and structural properties of solutions. A clear obstacle for an ample use
of these models is the need to obtain specific atomic pair parameters for each
system and, as recently found, they are not necessarily transferable [34]. However,
the advantage of having an inexpensive model including implicit polarizability and
molecular flexibility with a satisfactory description of interactions makes worth the
parameterization challenge.

As we recently reported, fitting the PIF parameters for Br–O and Br–H was not
exempt of its own difficulties. In particular, the use of the regular PIF function
(Eq. 9.1) resulted in a poor description of the PES of bromine in the cages. For that
reason an additional term was added to the function resulting in an improved fitting
and description of the 1:1 complex PES as well as the Br2@cages PES. The PIF
form used for Br–O and Br–H pairs only is:

PIF ¼
Xinter
A;B

gPIF A;Bð Þ ¼
Xinter
A;B

aABe� bABRABð Þ þ vAB
R6
AB

þ dAB
R8
AB

þ eAB
R10
AB

þ gAB
R12
AB

ð9:2Þ

Equation 9.2 PIF function used only for the Br–O and Br–H pairs.
PM3-PIF was implemented in DivCon, a semiempirical linear scaling code and

then coupled with Tinker [69], a molecular dynamics code. With the
DivCon/Tinker set of programs we calculated molecular dynamics trajectories for a
system formed with 210 water molecules and one Br2 molecule for a total of 150 ps.
Several interesting questions about bromine in liquid water solution might be
addressed with this study. For example: Is the hydration of a non polar but
polarizable solute, hydrophobic or hydrophilic?, To what extent the spectroscopic
behavior of bromine in liquid water is the result of the closest neighbors interac-
tions? In this work we will address the latter since it pertains to the discussion about
the performance of different methods to evaluate the transition energies to the
excited states and we will leave a more detailed description of bromine hydration to
a forthcoming report.

With the trajectory obtained for the system described above in a NVE ensemble
at 298 K, using periodic boundary conditions and Ewald correction and considering
the density of this dilute solution close to that of pure water, we obtained the radial
distribution function (rdf). The first peak of the gBr–O and gBr–H distributions start
around 2.4 Å and have the first minimum close to 5 Å, both peaks are centered
around the same distance, ≈3 Å. The closest molecules to bromine are those in the
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Fig. 9.3 Instantaneous structures of bromine molecule and its closest water molecule neighbors
using PM3:PIF
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inner part of this peak, between the beginning of the peak and its maxima, their
number ranged from 1 to 7. Three different instantaneous configurations with 1–7
water molecules were extracted and their structures are shown in Fig. 9.3. Using as
reference the average Br–Br distance during the MD trajectory, 2.45 Å, their shifts
were calculated and in Table 9.4 we present the results using the three different
methods above described: EOM-CCSD, LCC2 and TD-DFT at the B3LYP/AVTZ.

The LCC2 shifts are in good agreement with EOM-CCSD, most differences are
within a 350 cm−1 (*1 kcal mol−1) error. To further confirm the reliability of
LCC2 a couple of structures where the shift difference was large were calculated
with the RCCSD(T). For both cases these values lay between the other two cal-
culations but closer to the more accurate EOM-CCSD. The results obtained with
TD-DFT show a very large red shift. This result was quite unexpected, given the
good performance TD-DFT calculations had shown for the equilibrium structures
shifts. This kind of errors might be due to transitions of electrons between two
separated regions of space or between orbitals of different spatial extend. We would
like to emphasize that these results do not prescribe the use of TD-DFT for this kind
of systems but that a more careful evaluation of the origin of these large errors is
absolutely required.

Table 9.4 Δω in cm−1 for the closest water molecules to Br2 in 21 instantaneous MD
configurations shown in Fig. 9.2. The reference in gas phase corresponds to the optimized
geometry for bromine with each method

(H2O)n Structure EOM-CCSD LT-DF-LCC2 TD-DFT

1 a 22 −3 −4366

b 37 1 −4358

c 505 387 −3904

2 a −370 −702 −4896

b 31 3 −4353

c 700 757 −3910

3 a −746 −1104 −5967

b 292 210 −4358

c −308 −431 −4980

4 a 207 156 −4214

b 566 488 −3858

c 990 904 −3451

5 a −225 −479 −4761

b 319 78 −4351

c 58 −265 −4500

6 a −7 −340 −4360

b −467 −707 −5093

c −628 −952 −5515

7 a 565 – −4110

b 304 −80 −4264

c 794 496 −3641
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9.4 Conclusions

The various tests we presented here on the performance of standard ab initio, local
and DFT methods to predict the shifts of bromine—water clusters and different
solvent models, manifest clearly the challenge this system embodies. However, the
advantages and limitations each combination of methods and level of calculation
presented for drawing a physically correct representation of the phenomena is of
great interest for deciding on the best way to build a multi-scale protocol to study
halogens in aqueous media.

It is clear now that the solvatochromic effect is the result of a combination of
specific interactions like, XB, XH and HB and bulk effects. The continuum model
of the solvent showed that the latter are not a negligible contribution to the total
shift, thus the calculations from clusters coming from numerical simulation studies
like SEBOMD, should take this into account.

The relevance of the correct treatment of the dispersion driven interaction XH is
now evident. The fact that a common DFT calculation, like the one tested here,
predicts a longer H� � �Br distance than ab initio methods leads to structural changes
in the optimized structures. However, the large differences observed for the
structures coming from the liquid simulations, strongly suggest that TD-DFT at the
level presented, fails to represent the excited state interactions.

The comparison of the local method LCC2 with refined standard ab initio results
indicates that the former is a good choice for the study of excited states in large
systems. LCC2 tends to predict red shifts slightly larger than RCCSD(T) by an
average of less than 350 cm−1 (*1 kcal mol−1). This is only a problem for small
shifts, which for any methodology is a challenge.

Future work is aimed to include the thermal and dynamic effects on the shifts of
bromine in aqueous systems like clathrates.
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Chapter 10
Theoretical Studies of the Solvation
of Abundant Toxic Mercury Species
in Aqueous Media

J.I. Amaro-Estrada and A. Ramírez-Solís

Abstract We present the main results of a comprehensive research program related
to the identification of the solvation patterns of abundant toxic Hg-containing
species in aqueous media. Two different solvation models have been used.
A systematic study of stepwise hydration using cluster models at the Density
Functional Theory level with the B3PW91 exchange-correlation functional. We
address solvation free energies, optimized geometries, vibrational frequencies and
Hg-coordination patterns for the Hg(II)XY–(H2O)n (X,Y = Cl,OH; n ≤ 24) com-
plexes. One to three direct Hg-water interactions appear along the hydration pro-
cess. A stable pentacoordinated Hg trigonal bipyramid structures arises from n = 15.
The first solvation shell is fully formed with 22 and 24 water molecules for
HgClOH and Hg(OH)2 species respectively. The thermal stability and the persis-
tence of the trigonal bipyramid coordination around Hg of fully solvated structures
Hg(II)XY-(H2O)n (X,Y = Cl,OH; n = 24) has been verified using
Born-Oppenheimer molecular dynamics simulations at the B3PW91/6-311G**
level.
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GGA Generalized Gradient Approximation
NPA Natural Population Analysis
NBO Natural Bond Orbital
CBS Complete Basis Set limit
CP Counterpoise correction
PCM Polarizable Continuum Model

10.1 Introduction

As a consequence of the growing industrial activity in the last century, the con-
centration of mercury levels in ecosystems worldwide has increased in a significant
way. Surface soils, plants and marine environments [1] have accumulated high
levels of this toxic metal even in remote regions such as the Arctic [2]. From the
ecological point of view it is crucial to find relevant information on the fate,
transport and pathways of mercury species in these biological environments. It is
difficult to establish the exact amount of mercury worldwide, however, approxi-
mately 90 % of Hg in the atmosphere has been found as elemental Hg(0), although
the ratio of free monatomic vapor varies continually [3, 4] due to oxidation pro-
cesses to Hg2+ forms that occur through various physical and chemical mecha-
nisms. Many adverse effects of Hg accumulation in humans are well known,
particularly on the nervous and immune systems.

One of the most important entrance pathways of mercury complexes into the
food chain is through photosynthetic organisms and bacteria, which are then
ingested by higher predators (marine mammals, fish, polar bears, seabirds, etc.)
leading to a process of mercury accumulation and biomagnification. Previous
studies about the mercury bioaccumulation [5] and methylation [6] processes have
shown that HgCl2, HgClOH and Hg(OH)2 are the most abundant Hg-containing
inorganic complexes in aqueous environments.

The bioavailability of deposited mercury is followed by a crucial biochemical
step in which one or several Hg-containing species cross the cell membrane by
passive or active diffusion. The intrinsic selective properties of the cell membrane
suggest that passage for Hg-containing species is dependent on the specific type of
ligands bonded to the Hg atom. In this way, Gutknecht [7] and Myers et al. [8]
compared the permeability rates of several mercury complexes with a variety of
inorganic and organic ligands (HgCl2, HgCl3

−, HgCl4
2−, Hg(OH)2 and HgClOH)

through laboratory-synthesized lipid bilayer membranes. These studies showed that
lipid membranes are highly permeable to HgCl2, Hg(OH)2 and HgClOH showing a
permeability twenty times larger than the permeability to water and more than a
million times more permeable than to Na+, K+ and Cl− [7].

The molecular processes involved in the transmembrane passage of
Hg-containing molecules as well as the relative stability of these Hg-containing
species are two fundamental issues related to the question of Hg cellular uptake
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[9–11]. We address here some questions related to the first issue from the molecular
perspective dealing with the most common Hg-containing neutral species in
aqueous environments.

As a first step, we have delved into some issues related to the bioavailability of
HgCl2. In particular, using quantum chemical methods [12, 13] we have studied
how is this species solvated, how many water molecules belong to its first solvation
shell and what is the interaction energy with its water environment. Another crucial
question related to the bioavailability is whether HgCl2 can be considered as a
water-dressed molecule or not during the trans-membrane transport process making
it available to the cell interior. In this regard we recently addressed the solvation of
HgCl2 through Density Functional Theory (DFT) studies using stepwise cluster
solvation including up to 24 water molecules [12], and through Monte Carlo
simulations of the aqueous solution [13]. We found that the hydrogen bond network
is crucial to allow orbital-driven interactions between Hg(II) and the water mole-
cules. Born–Oppenheimer molecular dynamics simulations of the HgCl2–(H2O)24
cluster showed that an HgCl2–(H2O)3 effective solute appears with a trigonal
bipyramid configuration. The remaining 21 water molecules form a first solvation
shell around it, in the shape of a water-clathrate with external water molecules
rarely exchanging positions with those belonging to the effective solute. Hg directly
interacts with 3 water molecules with donor–acceptor type Hg–O bonds, while all
other interactions are of hydrogen bond type.

As an example of how detailed information at the molecular level can be of help
to understand the main processes at work in these complex metal-membrane
interactions, we recall here that a refined study on the solvation mechanism of As
(OH)3 has allowed us to better understand how this neutral toxic species can enter
the cell via transmembranal aquaglyceroporines [14]. It is important to note that the
interaction of arsenious acid with the extracellular portion of aquaglyceroporines
might be facilitated due to its singular amphipathic solvation pattern. Therefore,
accurate information at the molecular level concerning the solvation pattern of
Hg-containing molecules in aqueous environments can be used to provide new
insights into the type of trans-membrane cellular uptake of these toxic species.

In this respect we report the main structural and energetic features of the step-
wise hydration of Hg(OH)2 [15] and HgClOH [16, 17] complexes. Once we reach
the optimized structure of the first aqueous solvation shell, we include the tem-
perature effects on the system through DFT Born-Oppenheimer molecular
dynamics simulations. The study of the intra and inter-molecular interactions using
a cluster description of the aqueous solvation of Hg-containing molecules is the first
step to reach a more realistic description through Monte Carlo (MC) simulations of
the condensed phase. Recently, this MC approach was used by some of us to
accurately describe aqueous solvation of As(OH)3 [14] and HgCl2 [13] in the liquid
phase. Based on an adequate description of the microsolvated species in the gas
phase, the next stage in our research is the development of refined interatomic
interaction potentials needed to carry out classical Monte Carlo simulations of both
Hg complexes in aqueous solution as we have done for the HgCl2 molecule [13].
The next section presents the methods and computational details, in section III

10 Theoretical Studies of the Solvation of Abundant Toxic Mercury … 277



we show the results and the section IV we present the main conclusions and some
perspectives.

10.2 Methods and Computational Details

10.2.1 Cluster Stepwise Solvation of HgCl2, HgClOH
and Hg(OH)2

Since we are interested on the accurate description of solvation free energies,
geometrical parameters and frequencies of small clusters Hg(II)XY-(H2O)n with X,
Y = Cl, OH (up to n = 5), we carried out calculations at the 2nd order Möller-Plesset
perturbation theory (MP2) level. The chlorine [18] and mercury [19] atoms were
treated with the Stuttgart-Dresden relativistic effective core potentials (RECP) in
combination with their adapted valence basis sets augmented by a set of polari-
zation and diffuse functions: s exponent 0.007, p exponent 0.0013, d exponent
0.0025 for Hg, and p exponent 0.005477, d exponents 0.22, 0.0643, f exponent
0.706 for Cl. The oxygen and hydrogen atoms have been described with the
aug-cc-pVDZ (AVDZ), aug-cc-pVTZ (AVTZ) and the very large aug-cc-pVQZ
(AVQZ) [20] basis sets. The counterpoise (CP) correction was applied to all
binding energies to account for the basis set superposition error (BSSE). With the
AVQZ basis sets these calculations lead to a molecular basis of 893 orbitals for the
tetrahydrated [HgClOH–(H2O)4] complex. Clearly, the study of larger clusters
(n > 5) at the MP2/aug-cc-pVnZ level is not feasible from the computational point
of view and a more affordable DFT-based theoretical approach is needed. Therefore
we performed a careful calibration of the exchange-correlation functional using the
MP2/AVTZ results for HgCl2 with one to three water molecules as references. The
hybrid B3PW91 functional turned out to be the best among ten other Generalized
Gradient Approximation (GGA), hybrid and meta-GGA exchange-functionals.

In order to complete the first solvation shell around the HgXY (X,Y = Cl,OH)
molecules, the geometry optimizations were performed using a stepwise solvation
scheme at the DFT level with the hybrid B3PW91 functional, and the nature of the
stationary points (all minima) was verified with analytical frequency calculations
for all n. Again, the mercury [19] and chlorine [18] atoms were treated with the
Stuttgart-Köln relativistic effective core potentials in combination with their
adapted valence basis sets. Since many more water molecules were added to form
the first solvation shell around all the mercury species, the oxygen and hydrogen
atoms have been described with the 6-311G(d,p) basis set. At this point it is
important to note that we also made calculations using larger basis sets including
diffuse functions (6-311 ++G(d,p)); we found that the Gibbs free energies thus
obtained are considerably affected by the basis set superposition error. When the CP
correction was applied to these energies we obtained values close to those obtained
with the 6-311G(d,p) basis sets, so we decided to use the latter without the CP
correction for our systematic studies. The electronic density at the B3PW91 level of
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the optimized structures was analyzed using the Natural Population Analysis
(NPA) and the Natural Bond Orbital (NBO) schemes [21]. All the MP2, DFT and
NPA calculations were performed with the Gaussian03 program [22].

10.2.2 DFT Born-Oppenheimer Molecular Dynamics

To assess the thermal stability of Hg(II)XY–(H2O)n (X,Y = Cl,OH) fully solvated
structures (n = 24). Born-Oppenheimer molecular dynamics (BO-MD) simulations
at the B3PW91/6-311G** level were carried out with the Geraldyn2.1 code based
on the method implemented by Raynaud et al. [23], which uses the velocity-Verlet
integration scheme [24]. For the integration of the equations of motion a time step
of 0.5 fs. was chosen. The stability of Hg(OH)2-(H2O)24 structure was tested at
T = 300 K while for HgClOH–(H2O)24 structure the simulation was development at
T = 700 K. The systems are equilibrated after 2–3 ps and this has been verified for
all cases. Statistical results are obtained after equilibration has been achieved. Note
that this temperature (700 K) is higher than the critical point of water but it involves
a rather small thermal energy of ca. 1.5 kcal/mol. We chose this 700 K temperature
in order to test the stability of hydrated systems as we have done before for HgCl2.
Initially we performed both simulations at 700 K, however the Hg(OH)2–(H2O)24
structure was not stable and water molecules evaporated very early in this high
temperature simulation. These simulations were performed in the canonical
ensemble and a Nosé–Hoover chain of thermostats [25, 26] was used to control the
temperatures during the 8–10 ps of the simulations. The total MD simulations took
around 100 CPU days on 32 processors@2.8 GHz running the Linux versions of
Geraldyn2.1-G03.

10.3 Results and Discussion

10.3.1 Stepwise Solvation with Few Water Molecules

10.3.1.1 HgClOH

As the first step we studied the structural and energetic properties of the isolated
molecule. The main optimized geometrical parameters are a quasi-linear O–Hg–Cl
angle of ca. 176° and bond distances of ca. 1.94 Å for Hg–O, 2.30 Å for Hg–Cl and
0.96 Å for H–O. Table 10.1 presents the optimized MP2 parameters with the
various basis sets and Fig. 10.1 schematically depicts the optimal geometry. Note
that the Hg-O distance goes from 1.98 Å with the AVDZ to ca. 1.91 Å with the
AVQZ basis sets, which shows the importance of the (mainly oxygen) basis set
quality for this intramolecular geometric parameter. Although the dipole moment
and NPA atomic charges were already reported in ref [13], we shall briefly
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comment these. The atomic charges are –0.49 for Cl, +0.96 for Hg, +0.50 for H and
–0.97 for O. As pointed out previously [13], HgClOH has a rather large dipole
moment of 2.13 D, even larger than that (1.85 D) of the water molecule. We recall
here that the dipole moment of HgCl2 is almost zero due to its nearly linear
geometry [12]. For the HgClOH case, the exchange of the OH unit for the chlorine
atom significantly modifies the dipole moment. Therefore, in an aqueous envi-
ronment, it could be expected that HgClOH interacts more strongly than HgCl2
with the dipole moments of the solvating water molecules.

The interaction of HgClOH with water was studied via stepwise solvation by
adding a number (n) of water molecules to the system, with n = 1,2,3,4. Special care
was taken in order to insure that all the Cl–Hg–O–Ow (Ow stands for water oxy-
gens) dihedral angles were properly sampled with each additional water molecule,
thus we report here only absolute minima in the corresponding MP2 potential
energy surfaces of the microsolvated species. The stability of the optimized
structures with varying number of water molecules was verified by the absence of
imaginary frequencies at the MP2 level with the various basis sets used.

When a single water molecule is added around HgClOH (see Fig. 10.2, top-left)
the optimized geometry looks, at first sight, like the one computed by Shepler et al.
[27] and by Castro et al. [12] for HgCl2. An interaction is also found between Hg
and the water oxygen (2.68 Å), but the Cl–Hg–Ow angle is significantly larger due
to the asymmetry of the present solute and the first (weak) hydrogen bond inter-
action, at a distance of 2.60 Å, appears with the OH moiety of HgClOH. The
Cl–Hg–OH angle increases by 2.2° compared to HgClOH in the gas phase. The
Hg–OH bond length increases 0.02 Å while the Hg–Cl bond remains unchanged.
As for the HgCl2–H2O case, the nature of the Hg–Ow interaction is electrostatic
[12], with an oxygen lone pair pointing towards mercury.

Table 10.1 Optimized
geometrical parameters of
HgClOH at the MP2 level

Basis Hg-O Hg–Cl H–O O–Hg–Cl Hg–O–Hg

AVDZ 1.982 2.306 0.971 176.6 108.7

AVTZ 1.943 2.303 0.964 176.5 109.2

AVQZ 1.907 2.300 0.961 176.1 111.0

Distances in Å, angles in degrees

Fig. 10.1 Optimized MP2
geometry of isolated HgClOH
molecule
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A second water molecule was then added to the previous structure using many
initial configurations, some of them in such a way that two Hg–OH2 interactions are
formed at the beginning. This was done using very many dihedral angles of the
second water molecule with respect to the first one; however the optimizations do
not maintain this structure. The optimized structure (Fig. 10.2, top-right) arising
from all the possible initial configurations resembles again the one computed by
Shepler et al. [27] and Castro et al. [12] for HgCl2; however, there is an important
qualitative difference since the new H2O molecule is here stabilized by two
hydrogen bonds, one between its hydrogen and the oxygen of HgClOH, and
another with the first water molecule.

Addition of a third water molecule leads to the growth of the hydrogen bond
network (Fig. 10.2, bottom-left). As could be expected, these structures do not look
like the ones calculated for HgCl2 [12, 19] due to the strong preference of water to
establish hydrogen bonds with the OH moiety of HgClOH. Only at this stage two
direct Hg–Ow interactions appear, at 2.59 Å respectively, leading to a
tetra-coordinated mercury atom. A fourth water molecule was then added to the
previous structure using many initial configurations. This was done using very
many dihedral angles of the fourth water molecule with respect to the other three an
to the intramolecular Cl–Hg–O axis. It is only when the fourth water molecule is
added that a hydrogen-halogen bond is established with the solute via the chlorine
atom. Figure 10.2 (bottom-right) shows the optimized structure, where it can be
seen that each water molecule is stabilized by one to three hydrogen bonds. At
this stage two direct different Hg–Ow interactions are found (at 2.48 and 2.64 Å).

Fig. 10.2 Optimized geometry of HgClOH solvated by one (top-left), two (top-right), three
(bottom-left) and four (bottom-right) water molecules
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Note the asymmetry of the hydrogen bond network, where one of the water mol-
ecules (the one coordinated to Cl) is also hydrogen bonded to two other water
molecules. When four solvating water molecules are considered the Hg–Cl bond is
stretched (2.34 Å) from its isolated molecule value (2.30 Å) and the Cl–Hg–O(H)
angle slightly decreases (174.1°) from the gas phase value (176.5°). Clearly, only
minor structural changes are induced in the solute by the surrounding microsol-
vation environment. Table 10.2 summarizes the previous results with the RECP
(Hg,Cl)-AVTZ basis sets at the MP2 level.

We have obtained the vibrational spectra for the isolated molecule as well as for
all the HgClOH–(H2O)n optimized complexes. Results can be reviewed at the
MP2/aug-RECP(Hg,Cl)-AVTZ level as supplementary material in ref. [16] along
with the corresponding infrared intensities. Note the presence of additional normal
modes when a new water molecule is added to cluster, one of them appearing
around 1600 wavenumbers and two more between 3000 and 4000 cm−1, corre-
sponding to the bending, the symmetric and the antisymmetric stretching normal
modes of the water molecule. Table 10.3 shows the evolution of the main modes as
functions of n (n = 0,1,2,3,4). In particular, when four water molecules surround
HgClOH, the frequencies of the Hg–Cl and Hg–O(H) stretching intramolecular
modes decrease by 30 and 89 cm−1, respectively. On the other hand the Cl–Hg–O
bending mode is barely modified by the microsolvation.

The strength of the water-solute interaction cannot be assessed from the incre-
mental binding energies since these also include the water-water interaction

Table 10.2 MP2/aug-RECP(Hg,Cl)-AVTZ optimized geometrical parameters of gaseous and
solvated HgClOH–(H2O)n systems

n Hg–Cl Hg–O(H) Cl–Hg–O(H) Cl–Hg–Ow Hg–Ow Hg–Ow

0 2.30 1.94 176.5 – –

1 2.30 1.96 178.7 110.47 2.60 –

2 2.31 1.97 176.5 95.77 2.47 3.70

3 2.31 2.00 174.5 95.49 2.59 2.59

4 2.34 1.99 174.1 90.29 2.48 2.64

The water oxygen atoms (Ow) are those directly linked to Hg. Distances in Å and angles in
degrees. Cl–Hg–Ow is the angle concerning the water oxygen closest to Hg

Table 10.3 MP2/aug-RECP(Hg,Cl)-AVTZ harmonic frequencies of selected vibrational (S for
stretching, B for bending) modes of gaseous and solvated HgClOH–(H2O)n systems

N Hg–Cl S Hg-O(H) S Cl–Hg–O(H) B Cl–Hg–Ow B Hg–Ow S Hg–Ow S

0 383 636 140

1 379 610 138 76 152

2 371 591 132 66 183

3 363 564 136 75 211 171

4a 353 547 121 66 190 106

The water oxygen atoms (Ow) are those directly linked to Hg. All energies in wavenumbers.
Cl–Hg–Ow is the angle concerning the water oxygen closest to Hg
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energies, which arise from the growing network of hydrogen bonds between them.
A more reliable measure of the strength of the solute-water interaction are the
solute-OW stretching frequencies. Note that with three solvating water molecules
the strongest water-solute interaction occurs, since the largest Hg–Ow stretching
frequency of 211 cm−1 is found for n = 3. This is also consistent with the fact that
for n = 3 we find two water molecules that are equidistant from the solute
(at 2.59A), while for n = 2 and 4 one of the water molecules lies significantly
further away from Hg.

Since Shepler et al. [27] showed that the complete basis set (CBS) results
obtained with the MP2 approach lead to nearly the same (within 0.5 kcal/mol)
incremental binding energies for the microsolvation of HgCl2 and HgBr2 as those
obtained with the considerably more expensive MP2/CBS + [CCSD(T)/
AVDZ − MP2/AVDZ] hybrid method. Table 10.4 presents the evolution of the
incremental binding energies for the HgClOH–(H2O)n complexes as functions of
the basis set quality. As can be seen, both the binding energy (n = 1) and the MP2
incremental binding energies (for larger n), increase with basis set quality if one
considers the Counterpoise (CP) -uncorrected MP2 energies. However, as shown
before for the microsolvation of HgCl2 [27], the basis set superposition errors are
quite large and they increase with basis set quality for all n, so that the CP cor-
rections are crucial to provide reliable energetic values. We stress that using the
CP-corrected energies; a much smaller dispersion of the incremental binding
energies is found for each n as a function of basis set quality. Also note that the
trend is reversed with respect to the CP-uncorrected values since the incremental
binding energies slightly decrease with basis set quality for a given value of n. For
the present case the counterpoise corrected MP2/CBS limit values are 5.20, 11.49,
6.63 and 10.00 kcal/mol. At this point we recall that the dipole moment of HgClOH
is much larger than that of HgCl2 and, in spite of this, the first two values are quite
close to those (6.98, 11.45 kcal/mol) obtained for the microsolvation of HgCl2 with
one and two water molecules; also note that the third incremental binding energy is
slightly smaller than for the HgCl2 case [27]. This reveals that the dominant
intermolecular interactions at work for the solvation of both species are of the same
type. For the incremental binding energies this is obvious since these arise mainly
from the build-up of the hydrogen bond network around the solute, but we stress

Table 10.4 Counterpoise
corrected MP2 incremental
binding energies (kcal/mol) of
the minimum-energy
HgClOH–(H2O)n structures
with different basis sets,
aug-RECP(Hg,Cl) valence
basis for Hg and Cl used
throughout

Basis set n = 1 N = 2 n = 3 N = 4

AVDZ (9.38) (13.85) (10.05) (12.80)

6.76 11.89 7.49 10.60

AVTZ (11.19) (14.77) (11.63) (15.25)

6.45 11.95 6.69 10.01

AVQZ (14.48) (16.70) (15.65) (16.71)

5.19 11.49 6.64 10.00

CBS limit 5.20 11.49 6.63 10.00

Counterpoise uncorrected values in parentheses. Complete basis
set (CBS) limit values are also shown
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that this is also true even for the interaction of the mercury species with the first
water molecule.

10.3.2 Stepwise Solvation up to the First Water Shell

10.3.2.1 Hg(OH)2

As the number of solvating water molecules increases the Hg-O(H) distances grow
up to 2.09 Å and the O–Hg–O angle shows a large change from quasi-linearity at
166° for n = 12. Table 10.5 shows the main optimized geometrical parameters for
the Hg(OH)2 -(H2O)n clusters, with particular emphasis on the variation of the
distances and the angle between Hg and lateral O(H) moieties of the solute, as well
as the distances of the water oxygen atoms (Ow) directly coordinated to Hg. When a
single water molecule is added to Hg(OH)2, the optimized structure is qualitatively
different to the one computed by Castro et al. for the HgCl2 molecule [12] since no
direct Hg–Ow interaction is found; however, it is similar to one obtained for
HgClOH [16] (Fig. 10.2, top-left) at the MP2 level. An attractive interaction of the
water hydrogen atom with the electronegative part of the solute (one of the oxygen
atoms) arises, producing a slight stretching in the Hg–O bond (2.01 Å).

The first direct interaction between Hg and a water oxygen (2.59 Å) was found
for n = 2, explaining the fact that the solvation free energy when n = 1
(−0.3 kcal/mol, see Table 10.6) is smaller than the value of −2.7 kcal/mol we

Table 10.5 Main optimized geometrical parameters of gaseous and solvated Hg(OH)2 systems.
Water oxygen atoms (Ow) are those directly linked to Hg

n Hg–O
(H)

Hg–O
(H)

O(H)–Hg–O(H)
angle

Hg–Ow

d1
Hg–Ow

d2
Hg–Ow

d3

0 1.98 1.98 175.8 – – –

1 2.01 1.98 177.7 2.82 – –

2 2.02 1.99 179.1 2.59 – –

3 2.02 2.02 173.8 2.52 – –

4 2.02 2.02 174.0 2.63 2.97 –

5 2.04 2.03 178.2 2.68 2.70 –

6 2.04 2.02 178.7 2.65 2.75 –

8 2.04 2.04 172.7 2.59 3.03 3.19

12 2.06 2.05 166.4 2.66 2.72 3.00

15 2.07 2.03 177.8 2.58 2.71 3.22

16 2.09 2.09 175.7 2.63 2.66 2.68

24 2.04 2.09 177.3 2.75 2.79 2.80

24a 2.03 2.04 171.7 2.97 3.02 3.06

Distances in Å and angle in degrees
a Average structure obtained with the BO-DFT-MD simulation at 300 K
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reported for the HgCl2–H2O case [12]. The nature of the water-mercury interaction
was investigated by computing the Wiberg bond indexes. Interestingly, the Wiberg
index value (0.1463) for n = 2 case is larger compared with the 0.0927 value when
n = 1 in line with a stronger orbital interaction. For n = 2 the O–Hg-O angle reaches
its maximum value (179.1°) but a decrease of 5.3° appears for n = 3 due to the
symmetric hydrogen bonds that appear on both sides of the solute.

Although as expected, the microsolvation free energies increase monotonically,
the incremental microsolvation energies show an interesting sawtooth pattern as the
number of water molecule increases. We have found that this pattern is related to
two factors: the Hg–Ow interactions and the particular way in which the hydrogen
bonding between water molecules is established for each n. Particularly, the
absolute value of the incremental energy for the trimer (2.11 kcal/mol for n = 3) is
lower compared with the value obtained for the dimer (4.12 kcal/mol for n = 2),
despite of having two new hydrogen bonds in the network. This suggests a strong
contribution from the direct mercury-water interaction to the solvation energy for
n = 2. This phenomenon also appears when n changes from 4 to 5 and when n
changes from 7 to 8. A remarkable case is when n increases from 5 to 6, where the
change even shows a sign reversal. A careful examination of the global minima for
these structures reveals the reason of this apparent anomaly in the incremental
microsolvation energy trend. We found that two structural features explain this fact:
the water-water distances are larger in the hydrogen bond network for n = 6 and,
most importantly, a rather large reorientation of one of the solute hydrogen atoms
(i.e., a significantly modified O–Hg–O–H dihedral angle with respect to the solute
geometry when n = 5) contributes to a decrease in the incremental free microsol-
vation energy when n goes from 5 to 6.

Table 10.6 Gibbs microsolvation free energies and incremental microsolvation free energies
(kcal/mol), number of direct Hg–O(water) interactions and hydrogen bonds versus the number of
water molecules in each Hg(OH)2–(H2O)n cluster

Water
molecules

Direct Hg–Ow

interactions
Hydrogen
bonds

ΔGsolv
o Incremental

energy

1 0 1 −0.30 0.30

2 1 2 −4.42 −4.12

3 1 4 −6.53 −2.11

4 2 5 −11.04 −4.51

5 2 7 −13.63 −2.59

6 2 8 −12.43 +1.20

7 2 10 −21.41 −8.98

8 2 12 −24.71 −3.3

12 2 19 −32.82 −8.11

15 2 24 −35.45 −2.63

16 3 27 −38.68 −3.23

24 3 41 −60.93 −22.25

ΔGsolv
o = [Go(system with n water molecules)-nGo(H2O)–G

o(Hg(OH)2)]
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A second Hg-O(water) interaction is observed with the addition of a fourth water
molecule (see Fig. 10.3, top), although this new direct interaction is more evident
for n = 5 as shown by the Wiberg indexes of 0.1381 and 0.1313. The variation of
the geometrical parameters in the solute seems to play an important role on the
evolution of the water hydrogen bond network when the size of the cluster is
increased. When n changes from 4 to 5, a slight increase of 4.2° in the O-Hg-O
angle allows the entrance of an additional water molecule into the cluster (see
Fig. 10.3, right). Each water molecule interacts with other two neighbouring water
molecules, leading to an important increase of the ΔGsolv

o value (−13.63 kcal/mol)
as a consequence of the cumulative interactions between them in the solvating
network.

Figure 10.3 (bottom) presents the optimized geometries of the solute solvated by
six and eight water molecules. In the former case, two Hg–O(water) direct inter-
actions (2.65, 2.75 Å) and eight hydrogen bonds appear in the network while, in the
latter case, an additional Hg–O(water) weak interaction is observed at 3.19 Å. As a
consequence, the O–Hg–O angle decreases (172.7°) and the free microsolvation
energy is now -24.71 kcal/mol. This clearly highlights the energetic importance of
the direct Hg-water interactions over the formation of hydrogen bonds in the sol-
vating network. From n = 16 onwards the third direct interaction Hg–Ow appears,
which is again supported by the Wiberg indices of 0.1179, 0.1204 and 0.1097
obtained with the NBO scheme. This is in line with orbital–driven interactions.

We have found that from n = 16 up to the complete the first solvation shell
(n = 24), the coordination geometry of mercury is a trigonal bipyramid, as shown in
Fig. 10.4. Note that for n = 24 the direct coordination Hg–Ow optimized distances are

Fig. 10.3 Optimized geometries of Hg(OH)2 solvated by four (top-left), five (top-right), six
(bottom-left) and eight (bottom-right) water molecules
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2.75, 2.79 and 2.80 Å. Unlike the HgCl2–(H2O)24 case, where both the equatorial
and the apical coordination patterns were found as stable structures [12], the fully
solvated Hg(OH)2 presents only the apical structure, where the solute oxygen atoms
are in the apical positions of the triangular bipyramid pattern (O–Hg–O angle of
177.3°). We explored different hydration configurations for n = 24 in order to find a
solute-equatorial structure but, in all cases, this search lead to axial-solute stable
structures, all of these very close to our reported geometry (which has the lowest
energy). The microsolvation free energy for n = 24 is found to be -60.93 kcal.mol−1.

10.3.2.2 HgClOH

For n = 1 and n = 2 (Fig. 10.5), we find that the B3PW91 optimized structures are
consistent with those reported at the MP2 level (Fig. 10.2). The intra and
inter-molecular distances at the DFT level are slightly larger in all cases, while the
Cl–Hg–O(H) angle slightly oscillates depending on the n value. The first direct
mercury-water interaction (2.70 Å) appears from the beginning of the solvation
process with n = 1.

For n = 3 and n = 4 we found two slightly different minima when compared to
those computed at the MP2 level (see Fig. 10.5). While the MP2 scheme predicts two
direct water-Hg orbital interactions for n = 3, the B3PW91 scheme favors the for-
mation of two new hydrogen bonds between the water molecules. For n = 4 the
difference with the MP2 optimized structure is qualitatively less important, since
both the DFT and the ab initio methods yield two direct water-Hg orbital interactions,
the latter also predicting the first hydrogen-halogen bridge. Therefore, for small
n values, with this hybrid DFT method we find a faster evolution of the hydrogen
bond network, mainly due to more significant contributions of the water-water
interactions with respect to the water-mercury and water–halogen interactions.

Fig. 10.4 Optimized
geometry of Hg(OH)2
solvated by 24 water
molecules at 0 K. We
highlight the three water
oxygens in the equatorial
plane of the trigonal
bipyramid (blue, green and
black atoms) and the solute
oxygen atoms are shown in
gold
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It is crucial to emphasize that the incremental energies (5.25 and 10.90 kcal/mol)
computed using the B3PW91 scheme and the AVTZ basis sets are in excellent
agreement with the counterpoise-corrected MP2 complete basis set values reported
previously for n = 1 and 2 (5.20 and 11.49 kcal/mol). On the other hand, for n = 3
the presence of two new hydrogen bonds between the H2O molecules at DFT level
gives rise to a slightly larger incremental binding energy value (8.16 kcal/mol)
compared with the incremental CC-MP2 value (6.69 kcal). This trend is reversed
when the fourth water molecule is added to the cluster. In that case, the structure
computed at DFT level has a lower incremental binding energy (6.53 kcal/mol) than
the CC-MP2 optimized value (10.01 kcal/mol) for the MP2. Here note that, while
MP2 calculations considerably overestimate the interaction energies due to the basis
set superposition error, the much faster B3PW91/AVTZ calculations directly lead
to reasonably accurate incremental interaction energies even without the counter-
poise correction. Note, however, that B3PW91/6-311G** approach leads to over-
estimated values. So keeping in mind that the B3PW91 method provides an
approximate description of the aqueous solvation for this metallic species, it is clear
that the study of much larger clusters cannot be achieved at the MP2/AVTZ level.
Therefore, we continue to address the study of larger clusters with the
B3PW91/6-311G** approach.

A comparison of the evolution of the total Gibbs free water binding energies for
the HgClOH–(H2O)n and Hg(OH)2–(H2O)n clusters is presented in Fig. 10.6. For
the HgClOH–(H2O)n case some interesting aspects can be observed. For instance,
the absolute value of the incremental free energy for n = 2 (-1.94 kcal/mol) is nearly

Fig. 10.5 B3PW91 geometries of HgClOH solvated by one (top-left), two (top-right), three
(bottom-left) and four (bottom-right) water molecules
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five times larger compared with the value for n = 1 (-0.40 kcal/mol), this suggests
that the Hg–O(water) interaction plays a more important role in the trimer (n = 2)
than in the dimer (n = 1) case, in spite of the fact that the thermal correction to the
Gibbs free energy for the trimer is much larger (16.9 vs. 2.9 kcal/mol) than for
the dimer. This difference seemed large but a careful systematic examination of the
thermal corrections for systems with varying number of water molecules reveals
that, for every added water molecule, the thermal correction to the Gibbs free
energy grows ca. 15 kcal/mol. This fact is also consistent with the shorter Hg–Ow

distance for the trimer (2.5 Å) than for the dimer (2.7 Å). Another interesting
feature is that the water interaction energy slightly decreases when going from n = 4
to n = 5; this apparently anomalous behavior was also found for the Hg(OH)2–
(H2O)n solvation when going from n = 5 to n = 6 and was discussed in the previous
section.

For HgClOH–(H2O)n with n > 20, note that the near-constant changes of
2–3 kcal/mol per additional water are consistent with the fact that the first solvation
shell has been fully formed, i.e., that each additional water molecule simply builds
new hydrogen bonds with water molecules that constitute the first solvation shell
and have little effect on the internal “core” geometry of the cluster.

Overall these curves reveal that Hg(OH)2 interacts more strongly with water
environment than HgClOH.

At this point it is interesting to analyze the role played by cuadrupole moments
on the total water binding energies. In order to do so, we plot in Fig. 10.7 the sum of
the squares of all the components of the cuadrupole moments vs. number of water
molecules in the HgClOH–(H2O)n and Hg(OH)2–(H2O)n clusters. It is found that
there is no clear correlation between the magnitude of the cuadrupole moments with

Fig. 10.6 Gibbs free water binding energies versus number of water molecules in HgClOH–
(H2O)n (black curve) and Hg(OH)2–(H2O)n (red curve) clusters
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the Gibbs free binding energies as the number of water molecules increases. If one
is interested in the bulk description for the solvated systems, it is clear that nothing
can be said with such a small number of explicit water molecules since many more
of them are needed to built the second, third and subsequent solvation shells.

Figure 10.8 shows the optimized geometries of the solute solvated by twelve and
sixteen water molecules. Note the presence of three Hg–Ow (water) direct inter-
actions (2.41, 2.53 and 2.62 Å) leading to a close packed trigonal bipyramid pattern
around Hg when n reaches 16 and this local solvation pattern remains for larger
values of n.

We found that 22 water molecules are needed to build the first solvation shell.
When this point is reached, the addition of one extra water molecule has to be done
by making two new hydrogen bonds with the previously existing water network, so
that the 23rd water molecule is not directly interacting with the HgClOH solute but

Fig. 10.7 Sum of the squares of the components of the cuadrupole moments vs. number of water
molecules in HgClOH–(H2O)n (black curve) and Hg(OH)2–(H2O)n (red curve) clusters

Fig. 10.8 Optimized geometries of HgClOH solvated by 12 (left) and 16 (right) water molecules
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merely serving as a water-water bridge. On the other hand, the optimized structure
with 21 water molecules leaves a region around HgClOH without the effect of
aqueous solvation, in other words, leading to an incomplete surface coverage of the
solute by the solvent.

The largest solvated complex we considered comprises 24 water molecules
(Fig. 10.9). Note the apical coordination pattern where the Cl, Hg and O atoms of
the solute recover a nearly-linear configuration; a similar coordination has been
reported for Hg(OH)2–(H2O)24 [15] and HgCl2-(H2O)24 [12]. We recall that Castro
et al. [12], besides finding the apical structure, also found a stable equatorial tri-
gonal bipyramid pattern for the HgCl2 case. Therefore, we explored different
configurations in order to find an equivalent solute-equatorial structure. However,
only stable apical solvated structures were found having very similar (within
3 kcal/mol) Gibbs free energies; note that we present here only the one corre-
sponding to the lowest Gibbs free energy (ca. −32 kcal/mol).

In order to address the possible effects of the polar aqueous medium on the
geometry of the optimized structures including explicit water molecules we per-
formed calculations using the Polarizable Continuum Model (PCM) of Tomasi et al.
[25] as implemented in Gaussian09; we used the same 6-311G(d,p) basis sets as
above. As is well known, in the PCM approach the solvent, in this case water, is
represented by a continuous medium which is characterized by its dielectric con-
stant (ε = 78.355). Thus, we re-optimized the structures determined as minima in
vacuo for selected values of n. It can be seen that the PCM optimized intermo-
lecular distances are overestimated. For the bare the solute intramolecular Hg–Cl
and Hg–O(H) PCM distances are 0.1 and 0.06 Å longer. However, when explicit
water molecules are considered, the overestimation of the Hg–Ow distances is
surprisingly large, especially for the smaller clusters. To emphasize this, note that

Fig. 10.9 Optimized
geometry of HgClOH
solvated by 24 water
molecules at 0 K. We
highlight the three water
oxygens in the equatorial
plane of the trigonal
bipyramid (blue, dark green
and black atoms) and the
solute oxygen atom is shown
in gold
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for n = 1, 2, 3, 6, and 12 the differences with the shortest optimized B3PW91
Hg–Ow distances are 1.19, 1.03, 1.02, 1.36 and 0.45 Å, respectively. It is clear that
the PCM scheme significantly favors the separation of the explicit water molecules
from the solute, leading to a rather loosely bound solvating water network around
HgClOH in a clathrate manner. As an example of this, Table S4 in the Electronic
Supplementary information in ref. [17] shows the vibrational frequencies obtained
for the optimized B3PW91/6-311G** HgClOH–H2O complex in vacuo and with
the PCM scheme with water as continuous solvent. Figure 10.10 presents the
B3PW91-PCM optimized geometry for the HgClOH–(H2O)1,3 cases, where the
closest Hg–Ow distances are 3.89 and 3.49 Å vs. 2.69 and 2.47 Å obtained in
vacuo. For the HgClOH–(H2O) PCM case we stress the total absence of orbital
interaction between Hg and the water oxygen, clearly showing that the Ow lone pair
solvation by the PCM scheme is energetically more favorable than the interaction
with Hg.

Let us now focus on the energetic aspect of the PCM results of the Gibbs free
energies at 298 K of the solute, of a single water molecule and of the optimized
structures for selected values of n, both in vacuo and in the polarizable medium. For
n = 0, the difference of the Gibbs free energy in vacuo and in the polarizable
medium is -38.8 kcal/mol, which provides an approximation to the solvation energy
of this species in water. Here we have employed the usual definition of the
incremental water binding energies [27], i.e., ΔGo = [Go(HgClOH with n water
molecules)-nGo(H2O)–G

o(HgClOH)], One might be tempted to obtain the incre-
mental water binding energies for n > 0 considering the polarizable medium.
However, it can be easily shown that incremental water binding energies obtained
with the PCM approach are fundamentally wrong for a simple reason. First of all,
note that the continuous solvent model leads to a nearly constant decrease of the
Gibbs free energies of ca. 12 kcal/mol for all n, roughly corresponding to the
solvation energy of the bare solute. This fact is explained by the near-constant
increase in the size of the surface which defines the solute cavity since, with each
additional water molecule considered as solute, three new spheres (one with the

Fig. 10.10 Optimized B3PW91 geometries of the HgClOH–H2O (left) and HgClOH–(H2O)3
(right) complexes with the PCM scheme with water as a continuous solvent. Note the absence of
Hg–Ow interaction in the first case and the much longer Hg–Ow distance in the latter as compared
with the structure in Fig. 10.5
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oxygen atom radius and two with hydrogen radii) are added to the cavity generation
algorithm of the PCM code.

Secondly, the sum of the Gibbs free energy of the fragments, HgClOH plus
n times that of an isolated water in the PCM scheme is obviously more negative
than that of the HgClOH–(H2O)n complex. Note that this difference becomes even
larger for larger n, thus suggesting that these complexes never get to form. This is
so because the polarizable medium solvation of the isolated water molecules
(or even of the frozen-geometry-(H2O)n water clusters derived from the optimized
HgClOH–(H2O)n structures), with the PCM approach always leads to lower ener-
gies due to the larger surface area of the separated fragments. This is the funda-
mental reason why previous studies on explicit aqueous microsolvation of mercury
mono and dihalides [27] as well as of thiosulfuric acid and its tautomeric anions
[28] did not address the energetic differences with the polarizable medium model.
We emphasize once again that incremental water binding energies cannot be
interpreted as incremental solvation energies since, with increasing n values, they
include the water-water attractive interactions which are not directly related to the
stabilization of the solute by the presence of the neighboring aqueous environment.

Before going to the dynamical results we point out that we tried to address the
effects of dispersion-corrected density functionals on structures and energies.
Disappointingly we found that no quantum chemistry program available to us
(Gaussian09, Molpro-2010, NWChem or CRYSTAL) is capable of using
dispersion-corrected density functionals for mercury containing molecules.
However, at this point we recall that, while the M06 functional was not only
designed to account for dispersion corrections it partially accounts for these effects;
the comparison of the M06 and the ab initio MP2 results described earlier in this
study indicate that there are small differences with the B3PW91 ones, suggesting that
dispersion effects are small on the presently optimized HgClOH–(H2O)n complexes.

10.3.3 DFT Born-Oppenheimer Molecular Dynamics

10.3.3.1 Hg(OH)2

Finally, as part of a complete analysis of the first solvation shell, we carried out a
Born–Oppenheimer molecular dynamics simulation at the B3PW91 level and
300 K starting from the Hg(OH)2–(H2O)24 optimized structure (see Fig. 10.4). Two
important dynamical results must be highlighted. The first one is that the solvation
shell remains stable throughout the 8 ps of the simulation despite the non-negligible
thermal effects at room temperature. Secondly, while a clathrate-like structure is
obtained at the end of the simulation (see Fig. 10.11), the trigonal bypiramid pattern
remains with the three equatorial waters oscillating around their equilibrium posi-
tions coordinated to Hg.

Due to the thermal effects the average equatorial Hg–Ow distances are somewhat
larger than the static ones (2.97, 3.02 and 3.06 Å). In Table 10.5 it is also possible
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to observe that the Hg–O average distances (2.03 and 2.04 Å) are similar to those of
the static DFT optimized structure and that the quasi-linearity of the solute is only
slightly modified (171.1°). Figure 10.12 shows the temporal evolution of the Hg–
Ow distances where large oscillations around the average values can be seen.

Fig. 10.11 Geometry of Hg
(OH)2 solvated by 24 water
molecules obtained at the end
of the BO-DFT-MD
simulation at 300 K. We
highlight the three water
oxygens in the equatorial
plane of the trigonal
bipyramid (blue, green and
black atoms) and the solute
oxygen atoms are shown in
gold

Fig. 10.12 Hg–Ow distance evolution for the three equatorial water molecules in the trigonal
bipyramid solvation pattern. The blue, green and black curves correspond to the atoms highlighted
in Figs. 10.5 and 10.10
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We note that after 5 ps the Hg–Ow oscillations become larger, suggesting that
water exchange could happen if longer simulation times were computationally
accessible. The rather large amplitude (2 Å) of the oscillations also reveals that the
Hg-water interactions are relatively weak but, at the same time, strong enough to
keep the trigonal bipyramid motif throughout the simulation.

Figure 10.13 shows the temporal evolution and the average value of the O–Hg–O
angle of the solute throughout the simulation. It can be seen that large amplitude
oscillations (>17˚) occur every 1.0–1.5 ps, while small amplitude oscillations (<10°)
have a much shorter period of around 0.1–0.2 ps. However, the average O–Hg–O
angle is 171.1°, in line with the average trigonal bipyramid coordination of Hg
throughout the simulation

These results allow us to say that the static cluster model is valid to provide a
first account of the aqueous solvation with the first water shell around the solute.
This also gives us confidence about the estimation of the Gibbs free microsolvation
energy obtained from the static optimizations.

10.3.3.2 HgClOH

To address the role of thermal effects on the fully solvated structure, a Born–
Oppenheimer MD simulation at the B3PW91 level part of that high temperature
(700 K) was carried out. The simulation started from the HgClOH–(H2O)24 opti-
mized structure with random velocities consistent with the fixed temperature.
A particularly important feature of the dynamical results is the stability of the
cluster-derived first solvation shell. Throughout the MD simulation we observed the
persistence of a trigonal bipyramid coordination pattern around Hg, as shown by

Fig. 10.13 O–Hg–O angle evolution and the average value (dashed line) at T = 300 K
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the representative geometry depicted in Fig. 10.14 Note however that up to seven
water molecules actively participate in setting up of this pattern throughout the
simulation. This BO-MD simulation allows us to examine the evolution of the main
geometrical parameters, in particular, the behavior of intermolecular Hg–O(water)
distances.

Figure 10.15 (Top) shows the Hg–Ow distance evolution for the seven water
oxygens that directly interact with mercury during the BO-MD simulation as well
as the solute Cl–Hg–O angle. Note that the first water exchanges, occurring very
early (t < 0.8 ps) in the simulation, take out two of the equatorial water molecules
(black and green curves) and these molecules never come back to interact directly
with Hg again. On the other hand, exactly the opposite happens for a water mol-
ecule (orange curve) whose optimal distance is far from Hg and, after around 1 ps,
comes into the trigonal equatorial coordination around Hg to remain there until the
end of the simulation. Intermediate situations are found, where two water molecules
(pink and light blue curves) originally not coordinated to Hg, intermittently build up
the trigonal coordination environment around Hg. Only one (purple curve) of the
seven closest water molecules briefly participates in the formation the trigonal
coordination environment around Hg; it quickly approaches Hg while another
molecule (light blue curve) recedes from Hg due to steric impediments, to finally
move away (all this in less than 0.4 ps). However, we emphasize that after 5 ps the
Hg–Ow oscillations become smaller and the number of water exchanges decreases
due to thermalization. Therefore, using the last 5 ps of the simulation we can
roughly estimate that one water exchange takes place every 10 ps after thermali-
zation has been achieved. This 1011 s−1 rate can be compared with the water
exchange rate in the first solvation shell of metal ions in aqueous solution. For
instance, in the case of the bare Cs+ ion the mean lifetime is 200 ps [29]. As could

Fig. 10.14 Representative
geometry of HgClOH
solvated by 24 water
molecules with BO-DFT-MD
simulation at 700 K. We
highlight the three oxygens
that directly interact with the
mercury (blue, orange,
turquoise) during the
simulation. The solute oxygen
atom is shown in gold
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be expected, the much shorter lifetime we estimate here for molecules in the first
solvation shell is in agreement with the smaller interaction energy of water with the
neutral HgClOH molecule as compared to that of the ion-water system. However,
we stress that: a) much longer simulation times would be needed to extract sta-
tistical data to determine a reliable average water-exchange period and, b) these
mean lifetimes apply to gas-phase clusters and all the many body effects arising

Fig. 10.15 Hg–Ow distance evolution for the oxygen atoms directly interacting with Hg during
the BO-MD simulation. Lower panel, solute Cl–Hg–O(H) angle evolution and the average value
(dashed line) at T = 700 K
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from the second and subsequent hydration shells are absent in this type of
simulations [30].

The dynamical description provides similar Hg–Cl, Hg-O(H) and Cl–Hg-O
average values (2.47, 2.10 Å and 168.7°) compared with the static (2.46, 2.10 Å
and 170.0°) B3PW91/6-311G** values. The temporal evolution of the Cl–Hg–O
angle of the solute throughout the simulation is shown in Fig. 10.15 (bottom). The
presence of chlorine atom produces a slight decrease on the angle average value
(168.7°) compared with the Hg(OH)2 case (171.1°) [15], where two hydroxyl
groups are present. On the other hand, note that large amplitude oscillations (>18°)
occur between 1.5 and 2.0, 2.7–4.0 and 6.2–7.5 ps.

Finally, inspection of the dynamical simulation reveals that 17 out of 24 water
molecules never get to participate in the coordination around Hg, simply breaking
and making inter-water hydrogen bonds.

10.4 Conclusions and Perspectives

Previous theoretical studies [12–14] have showed the relevance to obtain adequate
information at the molecular level to describe the aqueous solvation mechanism of
abundant Hg-containing neutral molecules. In this work we present the main results
of a detailed research program about the study of the solvation patterns of Hg(OH)2
[15] and HgClOH [16, 17], two of the most common Hg-containing species in
marine environments. As a first step in the approach to the aqueous solvation
problem of HgClOH, we analyse the results of a systematic MP2 study of the
structures, vibrational frequencies and the incremental binding energies of the
HgClOH–(H2O)n (n = 1-4) microsolvated species. A series of augmented
correlation-consistent basis sets was used in order to obtain complete basis set limit
binding energies including the CP correction to account for the basis set super-
position error. The basis set superposition errors are quite large and they increase
with basis set quality for all n, so that the CP corrections are crucial to provide
reliable energetic values. The MP2/CBS-CP incremental binding energies are 5.2,
11.5, 6.6 and 10.0 kcal/mol for n = 1–4. Although two direct Hg–Ow orbital-driven
interactions with water oxygens appear for n = 3 and n = 4, the intramolecular
geometry of HgClOH is barely modified by the microsolvation environment. The
vibrational analysis reveals that the strongest water-solute interaction appears for
n = 3.

On a second stage we have analyzed the evolution of geometrical parameters and
the microsolvation free energies for the optimized Hg(II)XY–(H2O)n (X,Y = Cl,
OH) complexes with n ≤ 24 at B3PW91/6-311G** level. After an exhaustive
search, we obtained the absolute minima in the potential energy surfaces of Hg
(OH)2-(H2O)n and HgClOH–(H2O)n complexes with n < 6. For larger n the opti-
mized structures might be local or global minima, since the number of possibilities
of hydrogen bonds in the surrounding network dramatically increases with cluster
size. Nevertheless, the optimized structures are within a few kcal/mol of the
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absolute minima in each case, the difference being due to small changes in the
orientation or coordination of the intra-water hydrogen bond network.

For Hg(OH)2 system, the Hg-O solute distances remain practically unchanged,
the O–Hg–O angle of the solute depends on cluster size. Three direct Hg–Ow

orbital-driven interactions appear from n = 16 up to n = 24, when the first solvation
shell is complete. We obtained the Wiberg indices to establish the presence of
mercury-water oxygen direct interactions for each n value, which have also allowed
us to ascertain their orbital-driven nature. A strong dependence of the solvation free
energy with respect to the number of hydrogen bonds in the water network is
observed. The final microsolvation energy of the “apical” optimized structure is
estimated to be around −61 kcal/mol, approximately 26 kcal/mol larger than the
value we reported previously for a HgCl2–(H2O)24 structure [12]. This rather large
difference between the Hg(OH)2–(H2O)24 and HgCl2–(H2O)24 systems arises due to
the presence of the hydroxyl groups in the former which allow the formation of four
solute-water hydrogen bonds (two with each OH moiety), whereas the
halogen-hydrogen bonds are less numerous and weaker in the latter case. Thus, the
first aqueous solvation shell presents a stronger interaction with the Hg(OH)2 sol-
ute. This suggests that the transmembrane passage of Hg(OH)2 into the cell via
simple diffusion is less favorable compared to the case when the metal is coordi-
nated with two Cl groups. Through natural population analysis, we found that the
singly-ionic character of mercury remains practically unaltered along the stepwise
solvation process, thus pointing to a Hg(I) state instead of the usually presumed Hg
(II) oxidation state for Hg(OH)2.

We found that 22 water molecules are necessary to fully form the first solvation
shell around HgClOH molecule. For small n DFT energetic and structural opti-
mized parameters are in close agreement with counterpoise-corrected MP2 calcu-
lations. The intramolecular Hg-O and Hg–Cl solute distances practically remain
unchanged along the solvation process; however the Cl–Hg-O angle of the solute
shows a larger dependence with the n value. Three short direct Hg–O(water)
orbital-driven equatorial interactions appear from n = 16 onwards. The pentaco-
ordinated HgClOH trigonal bipyramid coordination around Hg is on the same way
those found in the microhydration patterns for Hg(OH)2 and HgCl2 [12]. On
average, two new hydrogen bonds appear when a new water molecule is added to
the network, even for the larger clusters.

When considering the effects of a continuous polarizable solvent through the
PCM scheme, we found that the optimized geometries lead to very large Hg–Ow

distances due to the larger stabilization produced by the continuum solvation of the
explicit water molecules. For the larger clusters the PCM optimized structures show
a loosely bound water network around HgClOH, in a clathrate-like manner.

The role of dispersion-corrected density functionals could not the assessed since
none of the quantum chemistry codes we have access to can deal with
mercury-containing systems. However, comparison of the B3PW91 geometries and
water binding energies with the MP2 and M06 results for small n suggest that the
dispersion corrections to them should actually be small.
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Finally, we explored in detail the thermal stability of the optimized Hg(II)XY-
(H2O)n (X,Y = Cl, OH) structures by means of a DFT Born-Oppenheimer
molecular dynamics simulations. We found that when temperature effects are taken
into account the solvating water network is slightly altered and clathrate-like
structures appear where the Hg–Ow distances are slightly larger than the static
optimized values. The trigonal bipyramid structures remains stable throughout the
simulations and rather large-amplitude oscillations of the Hg–Ow distances in the
equatorial plane are observed. This suggests that possible water exchange could
occur in the first solvation shell if longer simulations times were computationally
accessible.

We emphasize that these static and dynamical descriptions of the first solvation
shell of Hg-containing species using a stepwise hydration scheme yield a restricted
view when compared with the full solvation that occurs in the liquid phase, how-
ever they represent a crucial step in order to obtain a better description of the
aqueous solvation through Monte Carlo simulations of the condensed phase.
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Chapter 11
Advances in QM/MM Molecular
Dynamics Simulations of Chemical
Processes at Aqueous Interfaces

Marilia T.C. Martins-Costa and Manuel F. Ruiz-López

Abstract We review recent studies carried out in our group on the modeling of
aqueous interfaces using Molecular Dynamics simulations with a combined
Quantum Mechanics and Molecular Mechanics force-field (QM/MM). We first
present the methodology and we comment on some ongoing developments. Since in
the QM/MM approach the adsorbed molecule is described quantum mechanically,
this computational scheme has allowed us to get insights on interface solvation
effects on molecular properties. In particular, we have shown that polarization
phenomena at the air–water interface may produce larger effects than polarization in
bulk water. This finding contrasts with the usual assumption that polarity at liquid
interfaces is close to the arithmetic average of the polarity of the two bulk phases,
and that solvation effects at the air–water interface should be similar to the effects in
a low polar solvent such as butyl ether. A summary of previous results is presented
with some selected examples that are briefly discussed, and which include systems of
atmospheric interest at the air–water interface, as well as systems of biological
relevance at a water-organic interface. Then, we report some new results for a series
of small volatile organic compounds at the air–water interface, namely methyl
chloride, acetonitrile and methanol. These molecules share a similar structure but
display quite different behaviors at the interface; the discussion focuses on the
orientational dynamics and the solvation effects on reactivity indices. Finally, some
conclusions and future directions in this exciting field are presented.

Acronyms

B3LYP Becke’s 3-parameter-Lee-Yang-Parr exchange-correlation functional
defined in reference [64]

HF Hartree-Fock method
HOMO Highest occupied molecular orbital
LUMO Lowest unoccupied molecular orbital
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MD Molecular dynamics
NVT Canonical ensemble (constant number of particles, constant volume,

constant temperature)
QM Quantum mechanics
ROS Reactive oxygen species
SCF Self-consistent field method
SFG Sum frequency generation
VOC Volatile organic compound

11.1 Introduction

The study of solvation phenomena is fundamental to rationalize the mechanisms and
energetics of chemical processes in condensed phases, which may be very different
in comparison with equivalent gas phase reactions [1]. The huge amount of exper-
imental and theoretical work that has been accumulated in the last decades has
allowed for significant improvements in our understanding of the physics behind
solvation effects in water or in traditional organic solvents. However, a number of
important challenges remain to be addressed as, for instance, how solvation influ-
ences the reactivity in non-conventional media such as supercritical fluids, ionic
liquids, etc. Besides, the role of solvation on the chemical properties of molecules
interacting with a liquid interface is still poorly known. This is unfortunate because
liquid interfaces, and in particular aqueous interfaces (air–water interface,
water-hydrophobic interfaces), are widespread in nature, from the atmosphere to the
Earth’s surface, and from inorganic sources to cells and living organisms.

Since the beginning of QuantumChemistry, computational methods have strongly
contributed to the understanding of molecular properties and chemical reactions, as
well as to elucidate solvation phenomena. The theoretical study of solvent effects with
quantum chemical methods started in the 1970s decade. One of the simplest models
was probably the so-called supermolecule approach, introduced by Pullman and
Pullman [2]. In this model, the solvent molecules in the first solvation shell are
explicitly considered in the quantum chemical calculation of the molecule of interest.
Nevertheless, the major contribution to the theoretical study of solvated molecules
came from the use of dielectric solvent models, first implemented in semiempirical
quantum theory by Rivail and Rinaldi [3, 4]. The dielectric solvent models, also
known as self-consistent reaction field models or polarizable continuum models,
were strongly ameliorated and completed in the 1980s by several groups in Nancy [5–
7], Pisa [8–10] andMinnesota [11, 12], to cite themost well-known examples; several
reviews on these and on other related models are available [13–15] and for a com-
parison between them, see [16]. The first ab initio calculations of transition structures
in solution [17, 18] opened the way to computational studies of reaction mechanisms
in the liquid state, with an increasing number of applications reported each year.
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However, dielectric solvation models do suffer from a too simple description of the
solute-solvent interactions, and also from a static vision of the solvated system, which
is supposed to be at thermodynamic equilibrium. A step forward was done after the
publication in 1990 of a paper by Field et al. [19] on the QM/MM model, which was
an extension of the seminal work reported by Warshel and Levitt in 1976 [20] (the
acronym QM/MM stands for Quantum Mechanics/Molecular Mechanics). The
QM/MM model was initially developed to carry out Molecular Dynamics
(MD) simulations of large molecules such as proteins using a semi-empirical
description of the active site. But extension to first-principles studies of ions and
molecules in solution [21–23] was reported soon after Karplus’ work and algorithms
to simulate chemical reaction trajectories and analyze non-equilibrium effects in
solution based on a rare event sampling approach were developed [24, 25].

Only until very recently, has the QM/MM MD approach been applied to analyze
solvation effects on chemical properties of molecules adsorbed at liquid surfaces and
interfaces [26–31]. The main aim of this chapter is to summarize the current state of
knowledge in the field. The rest of the chapter is organized as follows. We briefly
present the QM/MM MD methodology, summarizing the most important equations
of this approach and pointing out some ongoing developments. The Results and
Discussion section is divided in two subsections. In the first one, we review our
previous studies on interfaces, outline the main conclusions that were reached and
emphasize their potential impact. We then report new results for methane derivatives
(MeX with X = Cl, CN, OH) interacting with the water surface. These molecules are
simple volatile organic compounds of atmospheric relevance and they have been
chosen here specifically to illustrate the role of interface orientational effects.

11.2 The QM/MM Model for Liquid Interfaces

The QM/MM method has been described in detail in many places [32–36]. In
addition, this book contains several chapters with specific applications of the
method (see in particular the chapter by B. Mennucci). Hence, we will just sum-
marize here the main lines of our model for interface simulations.

In QM/MM models of solutions, solute and solvent molecules are described
explicitly. However, while the solute and (if required) a few solvent molecules are
described using Quantum Mechanics techniques, their environment is described
classically using a force-field from Molecular Mechanics. Since (by construction)
there are no covalent bonds between the QM and MM subsystems, the total
Hamiltonian is simply written:

H ¼ HQM þ HMM þ HQM=MM ð11:1Þ

Here, HQM , HMM and HQM=MM represent, respectively, the Hamiltonians for the QM
and MM subsystems and for the interaction between them, which contains an
electrostatic and a non-electrostatic part:
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HQM=MM ¼ Helec
QM=MM þ Hnon�elec

QM=MM ð11:2Þ

The latter is usually described through a Lennard-Jones potential including the
atomic interactions between the QM nucleus n and the MM center s:

Hnon�elec
QM=MM ¼

X

n

X

s

4ens
rns
Rns

� �12

� rns
Rns

� �6
" #

ð11:3Þ

The repulsion term (represented by the 12-term) may also be computed using
pseudo-potentials that explicitly depend on the electron coordinates [37], which is
useful to avoid an overestimation of the electronic polarization in some cases (in
particular when very large basis sets are employed). The non-electrostatic QM/MM
parameters are usually taken from the MM force-field, but if necessary they can be
refined using mean-field procedures [38].

The QM/MM Hamiltonian can be used to carry out Molecular Dynamics sim-
ulations of a complex system. In the case of liquid interfaces, the simulation box
contains the solute and solvent molecules and one must apply appropriate periodic
boundary conditions. Typically, for air–water interface simulations, we use a cubic
box with periodic boundary conditions in the X and Y directions, whereas for
liquid/liquid interfaces, we use a rectangle cuboid interface with periodic boundary
conditions in the three directions. An example of simulation box for a liquid-liquid
interface is illustrated in Fig. 11.1. The solute’s wave function is computed “on the
fly” at each time step of the simulation using the terms in the whole Hamiltonian
that explicitly depend on the solute’s electronic coordinates (the Born-Oppenheimer
approximation is assumed in this model). To accelerate the convergence of the
wavefunction calculation, the initial guess in the SCF iterative procedure is taken
from the previous step in the simulation, or better, using an extrapolated density
matrix from the last three or four steps [39]. The forces acting on QM nuclei and on
MM centers are evaluated analytically, and the classical equations of motion are
solved to obtain a set of new atomic positions and velocities.

Fig. 11.1 Example of
simulation box for a
liquid–liquid interface.
Periodic boundary conditions
are applied along the three
axes. Two liquid–liquid
interfaces are obtained
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11.2.1 Polarization at Liquid Interfaces

Some experiments have suggested that the polarization of a molecule at a
liquid/liquid interface is close to the arithmetic average of the polarization in the
two bulk phases [40, 41]. Other experiments, however, have shown that polariza-
tion at interfaces is highly dependent on molecular orientation [42] and theoretical
calculations have recently demonstrated that solvation effects at the air–water
interface on electronic properties can be larger than solvation effects in bulk water
[43]. From these and other related studies, it has become clear that in order to
achieve a realistic description of chemical compounds adsorbed at aqueous inter-
faces, it is crucial to deal with instantaneous polarization effects.

In the QM/MM approach, the polarization of the QM subsystem is introduced in
a natural way through the modification of its Hamiltonian to account for electro-
static embedding. In contrast, explicit polarization of the MM subsystem is barely
considered and most QM/MM simulations of condensed phases employ effective
potentials optimized for bulk solvation properties. These MM force-fields are not
necessarily well adapted for liquid interfaces and the use of polarizable MM
force-fields will need to be envisaged in the future.

When the MM force-field includes polarization terms, the equations given above
has to be slightly modified. Detailed expressions for the case of induced dipole
moments were reported before [36]. Basically, the QM/MM term must include an
additional contribution:

HQM=MM ¼ Helec
QM=MM þ Hpol

QM=MM þ Hnon�elec
QM=MM ð11:4Þ

defined as:

Hpol
QM=MM ¼ �

X

s

l!ind
s � E!QMðR!sÞ ð11:5Þ

where l!ind
s represents the induce dipole moment in MM center s (see below) and

E
!

QMðR!sÞ the electric field created by the QM system on center s. The MM
Hamiltonian must also include a polarization term, which must account for the
energy needed to create the induced dipoles, usually derived within the context of
linear response theory. It is possible to show that in that case, the sum of the
QM/MM and MM polarization terms lead to:

Hpol
QM=MM þ Hpol

MM ¼ � 1
2

X

s

l!ind
s � E

!
MMðR!sÞ þ E

!
QMðR!sÞ

� �
ð11:6Þ

where E
!

MMðR!sÞ is the electric field on center s due to the other MM centers
(charges, permanent dipole, induced dipoles). The induced dipole moments are
obtained from the polarizabilities and electric field contributions as:
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l!ind
s ¼ as E

!
MMðR!sÞ þ E

!
QMðR!sÞ �

X
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Tst � l!ind
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ð11:7Þ

where the tensor Tst is defined by

Tst ¼ 1
R3
st

1� 3 R
!

st R
!

st

R2
st

 !
ð11:8Þ

with:

R
!

st ¼ R
!

s � R
!

t ð11:9Þ

11.2.2 Free Energy Calculations

The calculation of free energy is necessary to describe the kinetics of chemical
reactions or the energetics of interface adsorption and accommodation processes,
for instance. In our approach, the free energy profiles are usually computed using
the umbrella sampling technique [44]. The use of the metadynamics technique [45]
can be envisaged too and the implementation in our code is underway. This type of
calculations is very time consuming because many trajectories have to be calculated
along the reaction coordinate by varying the energy minimum position of the bias
potential by small steps. As a consequence, a rigorous QM/MM calculation of the
free energy profile can hardly be computed at very high QM levels. We have
proposed an approximated dual-level method [46] in which high-level QM/MM
results can be estimated by adding a perturbation correction to the potential of mean
force obtained at a lower QM/MM level (or even at MM level). Let us assume that
the required free energy profile has been obtained using a simple method A sup-
posed to provide a reasonably good approximation for the system sampling. The
significance of the term “reasonably good approximation” will become clearer
below. To estimate the free energy correction in changing the Hamiltonian from
level A to the higher-level B, we use free energy perturbation theory according to
which:

WBðnÞ �WAðnÞ ¼ �kBT ln e�
UBðnÞ�UAðnÞ

kBT

� �
ð11:10Þ

Here kB is the Boltzmann constant, T is the temperature and UA,B represents the
potential energy created by A or B. The ensemble average is calculated over a set of
system configurations for a particular value of the reaction coordinate ξ. This is the
major advantage of the method because one does not need to carry out high-level
calculations all along the reaction coordinate but only on some selected points.
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The potential energy differences in the exponential may be too large because they
correspond to different methods and it is possible to compute them to some
appropriate reference (for instance for infinite separated systems). In addition, the
previous equation can be reformulated to make more apparent the physical con-
tributions to the free energy. If we define the average quantity:

UBAðnÞ� 	 ¼ UBðnÞ � UAðnÞ� 	 ð11:11Þ

we can write:

WBðnÞ �WAðnÞ ¼ UBAðnÞ� 	� kBT ln e�
dDUBAðnÞ

kBT

� �
ð11:12Þ

where the first term represents the correction to the potential energy, and the second
one is connected with entropic and thermal corrections since it accounts for the
fluctuations of the potential energy difference with respect to its average value:

dDUBAðnÞ ¼ UBðnÞ � UAðnÞ � UBAðnÞ� 	 ð11:13Þ

11.2.3 Multi-scale and Adaptative QM/MM Schemes

The QM/MM method, and the polarizable continuum method as well, are usually
considered as prototypical examples of the so-called multi-scale approaches. They
combine two different description levels for the chemical system; in both cases, a
quantum part interacts with a classical part. Indeed, the QM/MM method can easily
be extended to multi-scale schemes that include more than two description levels.
Examples of three level schemes are the QM/MM/Continuum [47] and QM/QM’/
MM approaches [48, 49]. In the later case, the system is divided into two QM parts,
which may be described with the same or different methods, and a classical MM
part. Dielectric continuum models for liquid interfaces are already available [43, 50,
51] and a QM/MM/Continuum partition could be imagined in this case too, for
instance to describe a solute-solvent cluster interacting with a polarizable dielectric
medium. Here, however, we will focus on the QM/QM’/MM partition. There is not
a general scheme for this kind of approach and different algorithms can be
employed to describe the interaction between subsystems. The main issue is the
calculation of the interaction between two quantum subsystems that are described at
QM (possibly different) theoretical levels.

Let us consider two QM subsystems A and B (molecules or ensemble of mol-
ecules) in a model environment described by MM centers, as represented in
Fig. 11.2. The QM/MM interactions will not be considered explicitly in this case
since they parallel the equations described above. At sufficiently long distances,
roughly when the electronic clouds of A and B do not significantly overlap, it is
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possible to describe the A–B interaction using perturbation theory. As in the
QM/MM method, in the QM/QM’ scheme we separate the A–B intermolecular
interactions into electrostatic and non-electrostatic terms, even though in this case,
both A and B are described quantum mechanically:

EAB
QM=QM 0 ¼ EAB; elec

QM=QM 0þEAB; non�elec
QM=QM 0 ð11:14Þ

The non-electrostatic term is approximated by a Lennard-Jones potential. The
electrostatic interaction is calculated using the wavefunctions of the molecules, wA
and wB, through perturbation theory. Since the systems are (individually) described
quantum mechanically, they are polarizable and their wavefunctions must be
obtained iteratively. With this aim, the calculation of wA is carried out using a
modified Hamiltonian HA

QM þ VB that includes the electrostatic potential created by
B, and the result is used to compute wB in the same way. The process is continued
until convergence of the total energy (initially, gas phase wavefunctions can be
used). Then, the electrostatic-polarization energy of the A–B system can be written:

EAB; elec
QM=QM ¼

X

a2A;b2B

ZaZb
Rab

þ
X

a2A

Z
ZaqB
Rai

þ
X

b2B

Z
ZbqA
Rbj

þ
Z

qAqB
rij

þ

þ EA;pol
QM þ EB;pol

QM

ð11:15Þ

where the last terms account for the polarization energy of A and B; they are
computed as the difference of the expectation values of the molecular Hamiltonians
for A and B using the polarized and unpolarized wavefunctions. In many cases, the
electrostatic potentials VAðBÞ can be approximated using a classical charge distri-
bution, for instance using a multipolar expansion or even net atomic charges qa(b)
that fit the molecular electrostatic potential. It may be noted than, in principle, the
total interaction energy in this scheme could be obtained using a density functional
together with the total density qA þ qB. In addition, frozen densities for one or for
the two QM systems could optionally be chosen, and the approach then resembles
that developed by Wesolowsky et al. [52].

Fig. 11.2 Scheme for a molecular system described with a QM/QM’/MM partition
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The above equations are valid for large intermolecular distances. At short dis-
tance, especially when the molecules strongly interact or react to form other
chemical species, a single QM calculation for the whole A–B system becomes
necessary. The transition from a QM/QM’ partition to a single QM one can be
carried out through the use of the so-called adaptative algorithms, which have been
developed by several groups, basically within the QM/MM framework. An
excellent review is presented in another chapter of this book and we will not
describe these techniques here (see chapters by Jiang et al. and by Pezeshki and
Lin). Let us mention, nevertheless, that such adaptative approaches can be cus-
tomized to deal with QM/QM’/MM partitions in order to account for diffusion of
the QM and QM’ parts. The fundamental idea is to define an intermediate or buffer
region where the energy of the whole system changes smoothly from the long-range
to the short-range expressions. There are however a number of technical problems
that need to be fixed before the adaptative methodologies can be used in general
applications and further developments are still required in this domain.

11.3 Results and Discussion

In this section, we first present a summary of previous applications of our QM/MM
approach to several problems that include molecules and radicals of atmospheric
interest interacting with the air–water interface, and molecules of biological rele-
vance at water-hydrophobic interfaces. Then, we will present some new results for a
series of volatile organic compounds (MeCl, MeCN and MeOH) at the air–water
interface; for these systems, in particular, we will discuss the orientational dynamics
and the effect of the water medium on their electronic properties.

11.3.1 Summary of Previous Studies

Most of our previous studies have been devoted to reactive oxygen species
(ROS) at the air–water interface because such species are ubiquitous and play a
crucial role in atmospheric chemistry, in environmental processes, water treatment
technologies and biochemical reactions. The complex chemistries associated to
these species, and their interconnection across different reaction media, have
recently been reviewed [53]. The stability of ozone, molecular oxygen, hydrogen
peroxide, hydroxyl and hydroperoxyl radicals, and other related compounds at the
air–water interface had been established through classical molecular dynamics
simulations [54–56]. Those studies, in particular, suggested that many of the
compounds could accumulate at the surface of cloud water droplets, influencing in
this way the overall chemistry of the troposphere. Recently, combined QM/MM
MD simulations have confirmed the marked affinity of ROS species such as HO2

[27] and ozone [30] for the air–water interface.
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Many volatile organic compounds (VOCs) display also aqueous interface
affinity. For instance, using the dual-level QM/MM method to estimate the free
energy profile for the uptake of formaldehyde by a water droplet (high//low QM
levels were B3LYP/6-611+G*//HF/STO-3G), we predicted a free energy minimum
at the interface of about −1.5 kcal/mol with respect to the free energy in bulk water,
corresponding to a significant interface accumulation. Since both ROS and VOC
species are stabilized at the air–water interface, they can react with each other and
the effective reaction rates are expected to be significantly higher than in gas phase.

QM/MM MD simulations have also allowed us to acquire critical knowledge on
how interface solvation modifies the molecular properties and the reactivity of the
adsorbed solutes. The most striking finding is probably the fact that, in contrast to
common assumptions, the molecular properties at the interface are not necessarily
intermediate between the properties in gas phase and bulk water. For instance, the
HOMO and LUMO frontier orbital energies of several compounds have been
shown [27] to undergo larger modifications at the interface compared to bulk,
which suggests that their reactivity could also be more affected by the interface than
by the bulk. These results can be rationalized in terms of the polarization field using
simple dielectric models [43]. On one hand, the interface polarization leads to the
appearance of a background electrostatic potential. On the other hand, it induces an
inhomogeneous electric field, whose magnitude is generally smaller than the cor-
responding field in bulk water but which can present larger gradients. In addition,
the interface asymmetry favors specific orientations of the solute and restrains its
rotational dynamics.

The simplest view of a polarized interface is illustrated in Fig. 11.3. A proton
donor such as HO2 is oriented in such a way that the proton points towards the
water surface. The surface is then polarized and creates a negative electrostatic
potential above it, destabilizing the solute molecular orbitals [27]. The opposite
situation applies for proton acceptors such as H2CO [28] or other aldehydes [31].
Obviously, this simple scheme becomes more complicated in the general case. In
particular, the energy shift of the orbitals is not constant because the electrostatic
potential is accompanied by an electric field, an electric field gradient, etc.
Nevertheless, this feature can be at the origin of significant modifications of the

Fig. 11.3 Simple scheme illustrating the polarization of the water surface under the interaction
with a proton donor (left) and a proton acceptor (right)
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intrinsic chemical reactivity at the interface, which may enhance or inhibit a process
to a larger extent than solvation effects in bulk water [28].

Free energy calculations for the uptake of HO2 and of its conjugated basis, the
superoxide anion O2

−, made possible an estimation of the pKa and redox potentials
at the air–water interface [27]. The QM/MM calculations for the interface pKa of
HO2 yield*6.3 ± 0.5 (experimental value is 4.8 in bulk water), whereas estimation
of the redox potential of the O2/O2

− couple at the interface yields −0.65 eV
(experimental value is −0.33 eV in bulk water). Obviously, the precise definition of
these quantities at the interface is not straightforward since it implicates a system
characterized by large fluctuations and non-equilibrium phenomena (see below);
indeed, some usual chemical concepts in bulk solution may need to be revisited
when handling with liquid interfaces.

Photochemical processes can also be modified by solvation at the air–water
interface. In a recent work [30], it has been shown that ozone-water interactions at
the surface of cloud water droplets favors the light absorption and the photolysis of
ozone in the UV and visible regions. This effect, combined with a more efficient
reaction of the photolytic product, namely the oxygen atom, with the surrounding
water molecules, leads to an increase of the OH radical formation rate by about
three-four orders of magnitude compared to the same process in the gas phase.
Since the OH radical is one of the most important atmospheric species (it is usually
referred to as the detergent of the troposphere), this finding might have significant
implications for our understanding of the overall oxidation capacity of the atmo-
sphere. The interface promoted photolysis of benzaldehyde into the radicals C6H5

and HCO has also been described through QM/MM calculations [31]; in this case,
the photolysis rate constant is predicted to increase by one order of magnitude with
respect to gas phase, and due to the accumulation of benzaldehyde at the water
surface, the photolysis rate should increase by as much as six orders of magnitude.
Experimental work is now required to confirm these theoretical predictions and the
impact they might have on the global tropospheric chemistry, which is difficult to
quantify because many other factors need to be incorporated into the calculations
(altitude effects, UV penetration in clouds, size and distribution of water droplets
and aqueous aerosols, etc.).

The study of aqueous interfaces is also relevant for the understanding of many
biological mechanisms. In particular, water-hydrophobic interfaces represent a
suitable model to investigate how cell membranes work. Passive diffusion of amino
acids has attracted attention in recent years to analyze the permeability properties of
the lipid bilayer but the mechanism of transfer is still unclear. QM/MM MD sim-
ulations for the phase transfer of glycine and valine across a water/CCl4 interface
[26, 29] has led to some unexpected conclusions. It was found that the neutral and
zwitterionic tautomers of glycine and valine are roughly isoergonic in the organic
layer close to the interface. This finding suggests in turn that the water-to-CCl4
uptake follows a two-step mechanism: adsorption−neutralization of the zwitterion
close to the interface, with some water molecules surrounding the aminoacid in the
organic layer (see Fig. 11.4), followed by the uptake of the nonionized tautomer
into the organic phase.
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11.3.2 Study of Some Volatile Organic Compounds
(Me-X, X = Cl, CN, OH) of Atmospheric Relevance
at the Air–Water Interface

Methyl chloride (MeCl), acetonitrile (MeCN) and methanol (MeOH) are present in
the troposphere and participate to oxidation chemistry. Methyl chloride is emitted
by both biogenic (biomass burning, coastal salt marshes, tropical plants, etc.) and
anthropogenic sources (industry, fuel combustion, etc.). It is quite abundant and
represents a main source of organic chlorine in the atmosphere with a long tro-
pospheric lifetime (>1 year), which renders possible its transport into the strato-
sphere and its participation (through photolysis) to ozone depletion processes.
Acetonitrile is supposed to be mainly emitted from biomass burning (indeed, like
hydrogen cyanide as well, it can be used as an indicator for biomass burning
emissions) although a detailed knowledge of sources and sinks for this molecule is
still missing. It is relatively stable and its lifetime in the atmosphere has been
estimated between 0.45 and 1.5 years (therefore, as methyl chloride, acetonitrile can
reach the stratosphere). Methanol is the second most abundant organic gas (after
methane) in the atmosphere but its atmospheric budget is poorly understood. The
main source seems to be plant growth, while other sources include plant decay,
biomass burning, atmospheric oxidation of volatile organic compounds, and
anthropogenic activities. Its lifetime is about 10 days (oxidation by OH being the
major sink) and it represents a significant source of formaldehyde.

Fig. 11.4 Valine at the water-CCl4 interface. The image shows the formation of a water default
when zwitterionic valine enters the organic layer from the water one prior to neutralization
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Despite a similar molecular structure, these three organic compounds present
significant differences in terms of polarity and chemical reactivity and therefore the
study of their interactions with the air–water interface, and the possible atmospheric
implications, is interesting. Indeed, methyl chloride and methanol at the liquid
water-vapor interface have been the subject of previous theoretical and experi-
mental investigations [57–60], which focused on the preferred orientations and the
thermodynamics of the adsorption process. In the present work, we have carried out
QM/MM MD simulations for methyl chloride, acetonitrile, and methanol trying to
get further insights into the solvation effects of the interface on the electronic
properties of the systems, as well as on the orientational dynamics.

The main characteristics of the simulations are as follows. We assume the NVT
ensemble (T = 298 K, Nosé–Hoover thermostat [61, 62]) using a box containing the
solute and 499 water molecules (TIP3P model [63]). The box size is (in Å)
24.689 × 24.689 × 130. Periodic boundary conditions are used along the X and Y
directions. The solutes are described at the B3LYP level [64] using the 6-311+G(d)
basis set [65]. The time step is 0.25 fs. After equilibration, the simulations were
carried out for 300 ps. The simulations were done using the Gaussian 09 program
[66] for the QM calculations, Tinker 4.2 [67] for the MD simulations and the
interface developed by us [68].

(a) Analysis of the solute dynamics
Figure 11.5 shows the position of the solute’s center of mass with respect to the

average interface along the 300 ps MD simulation for the three solutes. As shown,
acetonitrile and methanol remain at the interface all along the 300 ps simulation
(they enter from time to time into the aqueous layer but return to the interface after a
few picosenconds). This is not the case for methyl chloride, which desorbs from the
interface after about 220 ps. Classical MD simulations with a polarizable classical

Fig. 11.5 Position of the center of mass of the organic molecules along the QM/MM simulations
at the air–water interface. The average interface is at 12 Å
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force-field [60] reported a residence lifetime for methyl chloride at the liquid
water-vapor interface of 140 ps. Since our QM/MM simulations are computation-
ally costly, it was not possible to obtain a statistically meaningful value for resi-
dence lifetimes, but the calculated trajectory for methyl chloride is consistent with
the predictions of much longer classical simulations. The results clearly suggest that
methyl chloride, in comparison with the other two molecules, interacts weakly with
the interface, and this conclusion is further confirmed by the analysis of the radial
distributions functions in Fig. 11.6. Both acetonitrile and methanol form stable
hydrogen bonds with water molecules. The peaks in the radial distribution functions
of methanol are quite intense and show that methanol behaves as both a proton
acceptor and a proton donor though, as expected, the MeOH–Owater hydrogen-bond
is the strongest one. The radial distribution functions for methyl chloride exhibit a
quite small feature at about 2.4 Å for the MeCl–HOH interaction; methyl protons
are able to form weak hydrogen-bonds with water molecules [58] but no significant
features have been found for this interaction in our simulations at 298 K. Note that
for the analysis of the radial distribution functions of MeCl, as well as for the
analysis that will be carried out below, we have only considered the part of the
trajectory in which the system is clearly at the interface.

As said above, an important feature of solvation at the water surface is the
possibility to get some preferred orientations for the adsorbed molecules. To
investigate this issue, the angular probability distributions have been calculated and
they are plotted in Fig. 11.7. The distributions for methyl chloride and acetonitrile
present small orientational preferences suggesting that both molecules experience
high mobility. Orientations in which methyl chloride is parallel to the interface
(θ* 90°) and those with the C–Cl bond pointing towards the air layer (0 < θ < 90°)
seem to be slightly preferred, in agreement with previous studies (see below). In the

Fig. 11.6 Radial distribution functions for hydrogen-bonds with water molecules
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case of acetonitrile, in contrast, the C–CN bond is rather pointing towards the water
layer. The distribution for methanol is very different in regard to the two other
molecules. The C–OH bond is clearly pointing towards the water layer, with a
strong probability maximum at θ * 180°.

These findings are consistent with vibrational sum frequency generation
experiments [57], which were able to detect methanol at the water surface and
suggested that it adsorbs in an ordered layer. In the same study, however, methyl
chloride could not be detected at the surface. Our results also agree with a recent
theoretical study on methyl chloride using a classical polarizable force-field, which
showed that despite some preferential orientation with the methyl groups directed
towards the water surface, the distribution is rather broad and relatively flat. Other
simulations have led to comparable conclusions for MeCl orientation [58, 59].

To further characterize the rotational dynamics of the molecules, we have used a
second-order rotational autocorrelation function, which is usually employed in
pump-probe experiments and is defined by the second-order Legendre polynomial:

P2ðtÞ ¼ 1
2
ð3cos2ð~uo �~utÞ � 1

� �
ð11:16Þ

Fig. 11.7 Angular
probability distributions for
MeX (X = Cl, CN, OH)
molecules at the air–water
interface
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In this expression, ~u is a unit vector characterizing the orientation of the C–X
bond with respect to Z-axis (perpendicular to the interface) and the average is taken
over all possible time origins. The rotational autocorrelation functions provide
information about the rotational motions and the characteristic time scales. The
results for the three systems are compared in Fig. 11.8. They exhibit a more or less
exponential form with a faster decay in the order MeCl > MeCN > MeOH. The
associated relaxation times may be estimated by fitting these curves by a biexpo-
nential function, as described recently for OH groups of water at the air/water
interface [69]:

P2ðtÞ ¼ Ae�t=s1 þ Be�t=s2 ð11:17Þ

(here, we use a normalized form and assume B = 1 − A). The authors found two
relaxation times. The fast decay time was attributed to the short-time librational
motion of the OH groups. The long relaxation time was attributed to the reorien-
tation decay. In our case, the same analysis leads to quite interesting differences for
the three Me-X systems. First, the calculations show that MeCN and MeOH display
two distinct time decays, like previously found for the water molecules. The
fast-decay times are 0.40 and 0.28 ps for MeCN and MeOH, respectively. The
reorientation decay times amount 3.70 and 6.50 ps for MeCN and MeOH,
respectively, indicating that the anchoring of MeOH to the interface, and to a lesser
extent that of MeCN, is quite strong and produces a significant orientational effect.
In the case of MeCl, the biexponential fit leads to two small relaxation times (0.26
and 0.93 ps) and suggests a different behavior for this system compared to the other
two. Indeed, the rotational autocorrelation function of MeCl is satisfactorily fitted
by a single exponential decay, the corresponding decay time being 0.36 ps, which

Fig. 11.8 Second-order
rotational autocorrelation
functions and biexponential
fits
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confirms that this molecule lacks long-time correlation and exhibits disordered
adsorption at the air–water interface.

(a) Analysis of electronic properties
Some time-averaged electronic properties are summarized in Table 11.1 where

they are compared to the gas phase values for the optimized molecular structure.
Figure 11.9 displays the time fluctuations of the induced dipole moments for the
three molecules along the simulations at the interface.

One striking result is that the calculated induced dipole moments do not show a
trivial correlation with the gas phase dipole moments (as could be anticipated with a
dielectric model for molecules that exhibit a similar structure). The induced dipole
moment is quite large for acetonitrile (average 1.2 D), which also displays the
largest dipole moment in gas phase. However, the induced dipole for methanol is

Table 11.1 Time-averages of the electronic properties of the studied volatile organic compounds
at the air–water interface compared to gas phase values for the optimized structures. The reactivity
indices μ, η and ω correspond, respectively to the chemical potential ((εHOMO + εLUMO)/2), the
hardness (εLUMO − εHOMO) and the electrophilicity (μ2/η)

Dipole (D) HOMO (au) LUMO (au) μ (eV) η (eV) ω (eV)

MeCl gas 2.21 −0.3036 −0.0103 −4.27 7.98 2.28

interface 2.54 −0.3026 −0.0027 −4.15 8.16 2.11

MeCN gas 4.05 −0.3406 −0.0116 −4.79 8.95 2.56

interface 5.26 −0.3488 −0.0024 −4.78 9.42 2.42

MeOH gas 1.89 −0.2843 −0.0025 −3.90 7.67 1.99

interface 2.77 −0.2938 0.0149 −3.79 8.40 1.73

Fig. 11.9 Time fluctuations of the induced dipole moments obtained as the difference between the
instantaneous dipole moment along the QM/MM MD simulation and the gas phase dipole moment
calculated for the optimized structures
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only slightly smaller (average 0.9 D) despite the fact that in gas phase, its dipole
moment is less than half that of acetonitrile. Likewise, the induced dipole for
methyl chloride (average 0.3 D) is much smaller than that for methanol, although
the two molecules have a similar dipole moment in the gas phase; in fact, at the
interface, their relative polarity is inversed.

The comparison of the dipole moments shows that the most polar species are not
necessarily those undergoing the largest polarization effect of the aqueous surface.
Similar remarks can be done if one looks at the reactivity indices. Note for instance
that the largest solvation effect corresponds in general to methanol while the
smallest one corresponds to methyl chloride, even if there are some exceptions (e.g.
the lowest ω is found for acetonitrile). These trends, together with the structural
properties discussed above, highlight the role of hydrogen-bonding with water
molecules and the resulting orientational features characterizing the interaction with
the aqueous surface. Such properties cannot be predicted through electrostatic
considerations as derived from a simple dielectric model. Indeed, this observation
emphasizes the necessity to deal with explicit solvent molecules, such as in the
QM/MM model proposed here for the theoretical study of aqueous interfaces.

11.4 Conclusions and Future Directions

The study of chemical properties and chemical reactions of molecules adsorbed at
aqueous interfaces is still in its infancy. The first results obtained with the QM/MM
MD approach show that interface solvation phenomena cannot be understood (even
qualitatively) from the usual concepts of bulk solutions. Water interfaces (and more
generally liquid interfaces) have to be considered as a medium on their own,
characterized by a complex dynamics behavior that involves large fluctuations of
the physical and chemical properties of the solute. These large fluctuations arise
from at least two main factors: (1) the translational movements of the solute with
respect to the formal average interface, and (2) the orientational motions of the
solute, the dynamics of which is strongly controlled by the nature of specific
solute-solvent interactions. Therefore, obtaining reliable theoretical results of
chemical properties at liquid interfaces is a difficult task that in general requires the
use of explicit solvation models and the achievement of statistical simulations.

Current developments of our QM/MMMD approach include the implementation
of polarizable force-fields for the MM subsystem and of efficient adaptative algo-
rithms. Explicit treatment of instantaneous polarization effects in the simulation of
liquid interfaces is probably much more important than in simulations of bulk
solutions for the reasons explained above. It is worth mentioning that many clas-
sical simulations with polarizable force-fields have already been carried out; in
many cases the results are close (at least qualitatively) to those with non-polarizable
potentials, but in some instances their use has been shown to be compulsory [70].

The study of chemical reactions is another exciting field of application of the
QM/MM MD approach. Many experiments have provided evidence that certain
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chemical reactions may be enhanced by solvation at aqueous interfaces (see for
instance [71–86]) but these observations are still poorly understood. Many issues
need to be carefully investigated in this regard. One intriguing question, in par-
ticular, concerns the role of dynamic effects on the apparent kinetic constants.
Transition State Theory assumes chemical equilibrium between the reactants and
the transition state, and formally this hypothesis is not fulfilled in aqueous media
due to the slow component of water relaxation. At the water surface, in addition, the
translation and orientation coordinates of the chemical system can intervene on the
definition of the adiabatic reaction path and their coupling with the internal coor-
dinates of the reactants deserves further attention.

The experimental techniques to study the adsorption thermodynamics and
reactions at the water surface have been summarized in a recent review [87].
Recently, increasing interest has focused on vibrational sum-frequency generation
and related heterodyne-detected vibrational or electronic sum frequency generation
(SFG) methods [88–91]. These techniques are very promising and substantial
developments have been done in recent years [92–98]. Application of the QM/MM
MD methodology to study SFG phenomena in connection with experiments is very
exciting and this represents certainly one the most biggest challenges for the
foreseeable future.
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Chapter 12
QM/MM Approaches for the Modeling
of Photoinduced Processes in Biological
Systems

Benedetta Mennucci

Abstract Multiscale QM/MM approaches are nowadays a well-established com-
putational tool to study properties and processes of supramolecular systems. In this
chapter, an overview of the extension of these methods to photoinduced processes
in biological systems will be presented and discussed. The attention will be focused
on the strategies which can be used to properly describe the static and dynamic
effects that the environment exerts on the electronic states involved in the processes.
Specific problems related to the modeling of stationary properties and correlations,
as well as reactive events will be analyzed and the computational tools developed so
far within the QM/MM framework to solve them will be described.

12.1 Introduction

In the last decades, the investigation of photoinduced phenomena in (bio)systems
has enormously benefitted from the development of new spectroscopic techniques:
the real time scale of many processes has been discovered and it has been possible
to clarify their mechanism and their relationship with the molecular structure and
the influence of the chemical environment. Laser pulses are used not only to
activate the photochemical reactivity but also to analyze the excited molecular
states and their dynamics (pump-probe experiments) and to achieve control on the
reactive events. Such a significant progress has however also led to new questions
arising from the shortening of the investigated time and length scales towards the
quantum realm. In biological systems, in particular, these progresses have led to a
completely new way of looking at biological processes in which quantum
mechanics plays the major role to gain a biological advantage [1]. In this context, it
is clear that only theoretical methods and computational tools that can accurately
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describe the quantum nature of the phenomena but still including a large part of the
supramolecular system can try to answer these questions.

The hybrid methods which combine quantum-mechanical (QM) and classical
descriptions are surely one of the mostly well-suited strategies in this context. Two
main families of hybrid methods can be defined according to the model used to
describe the classical part of the system. Either continuum or atomistic formulations
can be introduced where, in the first case, the classical subsystem is described as a
dielectric medium while, in the second case, a Molecular Mechanics
(MM) formulation is generally adopted. While QM/continuum methods have been
largely and successfully applied to molecular solutes in liquid solutions [2–5],
QM/MM formulations have been more often used in the field of structured (bio-
logical) environments [6–10] even if the study of chemical reaction dynamics in
solution represents another important field of applications of the method [11, 12].

QM/MM methods have been strongly correlated to biosystems and biological
processes since their birth: the 1976 seminal work by Warshel and Levitt was a
study of an enzymatic reaction [13]. The reasons for this connection are clear: on
the one hand biological systems are too large to be treated with only
quantum-mechanical approaches (even if of semiempirical nature) and on the other
hand their processes, even when they can be localized in a small subsystem, cannot
be accurately described if we do not include the effects of, at least, the local
environment.

In the last decades, QM/MM methods have enormously extended their appli-
cability and improved their accuracy: nowadays they represent a well established
computational strategy not only in biology but also in many fields of chemistry,
physics, and materials science, just to quote the main ones. The primary role they
have achieved has been unequivocally shown by the 2013 Nobel Prize in Chemistry
assigned to Karplus, Levitt and Warshel “for the development of multiscale models
for complex chemical systems”. The official statement used by the Nobel
Committee contains the two words which best describe the QM/MM philosophy
and its main realm of application, namely “multiscale” and “complex”. The mul-
tiscale nature in fact is an intrinsic characteristic of all approaches, which com-
bining two (or more) different levels of descriptions, automatically assume that the
system can be partitioned in shells characterized by different spatial scales. The
“complexity” is instead the characteristic of all systems, which combine a large
number of components with a rich network of interactions among them. For the
characteristics that will be detailed in the following sections, the QM/MM approach
is “ideal” to face the complexity by cleverly defining artificial boundaries which
allow the application of a multiscale description where the “small” scale involves an
accurate QM description and the “large” scale acts as a perturbation which can be
treated with a simplified, e.g. classical, approach.

The photoinduced processes we focus on in this contribution are not only a clear
example of this combination of complexity and multiscale character but they also
introduce a further level of analysis through the additional external perturbation (the
electromagnetic radiation) which induces a dynamic process characterized by a
specific time. This further “temporal” scale which sums up to the original “spatial”
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scale may introduce a separation in the responses of the different components of the
supramolecular system which the multiscale model has to properly take into
account. A simple example is the photoinduced electronic excitation of a solute in a
polar solvent. The differences in the characteristic response times of the various
degrees of freedom of the solvent may lead to a solvation regime in which the slow
components (i.e., those arising from translations and rotations of the solvent mol-
ecules) are no longer equilibrated with the solute upon excitation. The resulting
“nonequilibrium” regime will possibly evolve into a new equilibrium in which the
all the solvent degrees of freedom including the slow ones have relaxed. This
simple example of temporal multiscale phenomenon, when acting within a bio-
system brings in important applications. For example, by conjugating solvato-
chromic fluorescent probes to biologically relevant molecules, it is possible to
obtain valuable information regarding the functions, activities and interactions of
such species in the context of living systems with spatial and temporal resolution.
Furthermore, the excitation process of an embedded chromophore can initiate
important processes within the biosystem such as photo-induced proton/electron
and energy transfers and photochemical reactions.

In this contribution the applicability of QM/MM methods to photo-induced
processes in biosystems will be critically analyzed with particular attention to the
limits and potentials that a classical description of the environment presents. The
presentation will be divided in three parts, the first devoted to the main aspects of
the QM/MM strategy, the second analyzing its applications in the simulation of
stationary properties and correlations and the third reporting on the extension to
reactive processes. Finally, some conclusive remarks will be added.

12.2 The Main Components of QM/MM Methods

The QM/MM formalism can accommodate almost any combination of QM and
MM methods. Traditionally semi-empirical QM methods have been most popular
and they are still largely used even if many current QM/MM applications use
density-functional theory (DFT) as the QM method owing to its favorable
computational-effort/accuracy ratio. In the last years, various highly correlated
methods have also been coupled with an MM description of the environment. In all
cases the description of the hybrid system is made possible replacing the
Hamiltonian operator representing the QM part only (“H0”) with a new or effective
Hamiltonian (“Heff”) including an additional interacting term, as a result a modified
Schrödinger equation has to be solved for the QM subsystem, namely:

Ĥeff Wj i ¼ Ĥ0 þ Ĥenv
� �

Wj i ð12:1Þ
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where Henv contains both the QM-MM interactions and those within the MM
components, namely:

Ĥenv ¼ ĤQM=MM þ ĤMM ð12:2Þ

The definition of the two terms present in Eq. (12.2) depends on the selected MM
force field (FF) as well as the “embedding” scheme.

As far as the choice of the FF is concerned, all those available in the literature
can, in principle, be coupled with a QM description. As it regards the real inter-
acting operator (HQM/MM) different strategies (or embedding schemes) can be
introduced. The simplest and less accurate one is to neglect the explicit interaction
between the QM and the MM subsystems in the QM problem and approximate it at
MM level adding a further contribution to HMM. This approach, also known as
“mechanical embedding” is rarely used in the modeling of photoinduced processes
as it does not allow to include the effects of the environment in the description of
the electronic process of interest if not indirectly by solving the Schrödinger
equation for a geometry obtained optimizing the full system at MM level.

The most common QM/MM strategy for simulating photoinduced processes is
the one known as “electrostatic” embedding where the HQM/MM term contains the
electrostatic interaction between the QM subsystem and the atomic charges of the FF
characterizing the MM subsystem. From a QM point of view, this term corresponds
to a one-electron operator which is generally collected together with the one rep-
resenting the electron-nuclei interaction in the QM subsystem. Different formula-
tions of partial atomic charges can be used but commonly they are computed by
constraining the charges to reproduce calculated physical observables: the standard
procedure is to perform a QM calculation of the molecule under investigation,
evaluate its electrostatic potential on a grid, and derive the ESP charges with a
(possibly restrained) fitting procedure so that they reproduce the QM potential [14].

The introduction of the QM/MM electrostatic operator in Eq. (12.1) allows for
the QM part to be polarized by the classical subsystem but this latter cannot respond
back to this polarization. To account for this mutual polarization effects induced
dipoles can be added to the permanent charges [15–19]: within this context, each
MM site is described in terms of an atomic charge and an atomic polarizability. As
a result, the Hamiltonians reported in Eq. (12.2) become:

ĤQM=MM ¼ Ĥel
QM=MM þ Ĥpol

QM=MM ¼
X
m

qmV̂ðrmÞ �
X
a

linda � Êsolute
a ðraÞ

ĤMM ¼ Ĥel
MM þ Ĥpol

MM ¼
X
m

X
n[m

qmqn
rmn

� 1
2

X
a

linda �
X
m

qmðra � rmÞ
jra � rmj3

ð12:3Þ

where V(rm) and Esolute
a represent the electrostatic potential and the electric field

operators due to the QM system calculated at the MM sites. On the other hand, in
Eq. (12.3) Hel

MM describes the electrostatic self-energy of the MM charges, while

Hpol
MM represents the polarization interaction between such charges and the induced
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dipoles. We recall that the former term enters in the effective Hamiltonian only as a
constant energetic term, while the latter depends on the QM wavefunction through
the induced dipoles. The dipoles induced on each MM polarizable site can be
obtained assuming a linear approximation, neglecting any contribution of magnetic
character, and using an isotropic polarizability for each selected point in the MM
part of the system. The electric field that determines such dipoles contains a sum of
contributions from the QM subsystem, from the MM point charges and from the
induced dipole moments. This mutual polarization between the dipoles can be
solved through a matrix inversion approach, by introducing a matrix equation of
the type:

Rl ¼ E ð12:4Þ

where the vector E collects the electric field from the QM subsystem and the MM
permanent charge distribution. The form of matrix R is determined uniquely by the
position of the polarizable MM sites and the values used for the point polariz-
abilities αi, namely:

R ¼
a�1
1 0 � � � 0
0 a�1

2 � � � 0

..

. ..
. . .

. ..
.

0 0 � � � a�1
N

2
6664

3
7775þ

0 T12 � � � T1N
T21 0 � � � T2N
..
. ..

. . .
. ..

.

TN1 TN2 � � � 0

2
6664

3
7775 ð12:5Þ

where N is the number of polarizable sites. The dipole field tensor Tpq is defined as

Tpq ¼ 1
r3pq

� 3
r5pq

x2 xy xz
yx y2 yz
zx zy z2

2
4

3
5 ð12:6Þ

where rpq is the distance between site p and q, and x, y and z are the Cartesian
components of the vector connecting the two.

It is evident that the computational results of the method critically depend on the
quality of the parameterization and in particular on the point polarizabilities usually
associated with atoms. The atomic polarizability parameters are generally obtained
by fitting to either experimental or QM molecular polarizabilities or QM electro-
static potentials. The methods can also be divided into two groups: additive and
interactive models, depending on the level of interactions permitted between
induced dipoles [20]. In the additive approach, polarizable sites are allowed to
respond to an external electric field but not to permanent and induced multipoles on
other sites within a molecule. In nonadditive, also called interactive, polarization
models, instead, each of a molecule’s polarizable sites is allowed to respond to an
external electric field not only from other molecules but from other sites within the
same molecule. Consequently, all interacting sites polarize themselves. Under
certain conditions, two inducible dipoles at short distances can cause a “polarization
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catastrophe”; this effect can be imputed to the use of point polarizabilities instead of
diffuse charge distributions. To avoid this problem, the 1–2 and 1–3 bonded
polarization interactions can be turned off; alternatively, one can apply
distance-dependent damping for interactions on short distances or use both pro-
cedures. Several schemes for damping interactions between inducible dipoles at
short distances have been proposed by Thole by introducing distance-dependent
screening functions to be used in the calculation of the dipole tensor Tpq of
Eq. (12.6) [21, 22]. We also recall that the introduction of induced dipoles requires
to re-parameterize the permanent charges: the same ESP approach can be used but
now it is the sum of the potential generated by induced dipoles and charges on the
grid points which must reproduce the calculated QM potential [23].

The “induced dipole” formulation is an example of the so-called “polarizable
embedding” but it is not the only possible choice. There are in fact various alter-
natives schemes to simulate the polarization of the MM subsystem, such as the
fluctuating charges [24, 25], the classical Drude oscillators [26], or the Electronic
Response of the Surroundings (ESR) [27] which mixes a non-polarizable MM
scheme with a polarizable continuum model characterized by a dielectric constant
extrapolated at infinite frequency.

In all the embedding schemes presented so far the effects that the classical part of
the system exerts on the QM part are of electrostatic (and induction) nature.
Additional nonelectrostatic (van der Waals) terms are generally described by
empirical potentials independent of the QM electronic degrees of freedom, thus not
affecting the QM wavefunction. As in standard MM methods, the van der Waals
interaction is typically described by a Lennard–Jones (LJ) potential, namely

HLJ
QM=MM ¼ 4

X
i2QM

X
j2MM

eij
rij
rij

� �12

� rij
rij

� �6
" #

ð12:7Þ

so that suitable parameters are needed also for the QM atoms.
Other specificities appear, instead, any time the boundary between the QM and

MM subsystems passes through a covalent bond. This is quite common in bio-
molecular systems; for example it is the case when the process of interest involves
protein residues but it can also happen when only cofactors are involved but they
are chemically bonded to the embedding macromolecule. In all these cases, the cut
bond of the QM atom must be capped. In the literature, there are many different
“boundary” strategies but the most popular are those using (i) link-atom schemes,
and (ii) localized-orbital schemes [28]. In the most common strategy (i), an addi-
tional atomic center (the link atom usually represented by an hydrogen atom), that is
not part of the real system is introduced and covalently bound to the QM atom
involved in the original bond to saturate its free valence [29]. In the strategy (ii),
instead, a set of suitably oriented localized orbitals are placed at the boundary and
generally kept frozen [30, 31]. To reduce at most the artifacts following from these
boundary schemes, the bond being cut should be unpolar and not involved in
conjugative interactions, a typical “good” candidate is an aliphatic, C-C bond.
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For electrostatic embedding, overpolarization of the QM density by the MM
charges close to the cut can become an important problem and should be prevented.
Different approaches have been proposed especially within the link-atom scheme
[32]. A possible solution is to delete the one-electron integrals associated with the
link atoms or the MM point charges in the link region; alternatively, these point
charges can be shifted and redistributed in the nearby atoms [33] or substituted with
Gaussian charge distributions [34]. In the case of polarizable embedding, a
smoothing function can be also used for QM/induced dipole interaction.

When a photoinduced process is simulated with QM/MM methods, a new issue
has to be dealt with. This issue refers to possible delays in the response of the
environment with respect to the fast times which characterize the changes induced
in the QM part e.g. during an electronic excitation, and as a consequence of an
electron or energy transfer. As commented in the introduction, the delays involve
the inertial components of the environment response as the dynamic (i.e. electronic)
ones are generally assumed to be sufficiently fast to immediately follow any change
in the QM charge distribution. In electrostatic embedding schemes the inclusion of
the inertial component of the response is taken into account in an automatic way by
assuming that the spatial distribution of the MM charges does not change, neither
their values, during the investigated process. As far as it concerns the dynamic
component, a polarizable embedding is instead necessary as we have to allow the
fast part of the environment response to change: this can be obtained, for example,
using the induced dipoles which can adapt to the new charge distribution. In
principle, also the van der Waals interactions should be affected during a photo-
induced process as the electronic charge distribution of the QM part will strongly
change an accordingly also their dispersion and repulsion interactions included in
the LJ terms. As a matter of fact, these possible changes are generally neglected and
the LJ terms are calculated once using the parameters corresponding to the
“unperturbed” configuration of the system. Indeed, it is now clear that especially
dispersion can play an important role in photoinduced processes but properly
accounting for that would require translating the dispersion interactions between the
QM and the MM part into a QM operator exactly as for the electrostatic+polari-
zation effects and this is not yet available in most of the QM/MM formulations.

In the above description of QM/MM methods, we have implicitly adopted what
is called as the “additive formulation”. An alternative “subtractive formulation” is
however possible. In their standard implementation, subtractive QM/MM schemes
require three independent calculations: an MM calculation on the entire system
(S) and two calculations on the inner subsystem (I), one at the selected QM level
and one at the same MM level used for the entire system. The QM/MM energy is
then obtained as:

Esub
QM=MM ¼ EMMðSÞ þ EQMðIÞ � EMMðIÞ ð12:8Þ

The main advantage of this formulation is its simplicity: no explicit QM–MM
coupling terms are needed but the standard QM and MM procedures can be used
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without any modifications and the implementation is thus straightforward.
Equation (12.8) can also properly handle the presence of link atoms. The main
disadvantages of a subtractive scheme is that a complete set of MM parameters for
the inner subsystem is necessary, and more severely, the coupling between the
subsystems is handled entirely at the MM level (i.e. it correspond to the
“mechanical embedding”). As a matter of fact, something equivalent to the elec-
tronic embedding can be recovered as done in one of the most popular subtractive
methods, the ONIOM (our n-layered integrated molecular orbital and molecular
mechanics) method by Morokuma and co-workers [35] More recently, ONIOM
has also been further extended to a polarizable embedding based on induced
dipoles [36].

12.3 Stationary Properties and Correlations: Specific
Versus Bulk Effects

A large part of the QM/MM applications to photoinduced processes are focused on
the calculations of “stationary” properties, namely transition energies and dipoles,
absorption/emission and electronic circular dichroism spectra, etc.

All these properties are sensitive to both specific and bulk effects due to the
environment. The former are generally short-range interactions involving the QM
atoms more exposed to the environment and the so-called first “solvation shells”,
i.e. those molecules, fragments or chemical groups of the environment, which are
within few angstroms of distance from the QM region. Bulk effects instead collect
all the other effects and they can also be described as “mean field” effects as they do
not explicitly depend on the specific configuration of the environment but they are
the result of a sort of averaging.

QM/MM approaches in principle are well suited to properly account for both
specific and bulk effects. There are however some issues that have to be dealt with
in order to obtain a correct description.

As it regards specific effects, the use of an atomistic description of the environ-
ment through the MM approach should automatically lead to a proper description of
possible interactions among the QM atoms and those in the first “solvation shells”.
However, this is valid only if the configuration of those shells is correct: in fact if the
structure of the system is not well determined possible artificial interactions among
the QM and the MM parts could appear and largely affect the accuracy of the
description. Moreover, the effects of such interactions should be properly included in
the QM Hamiltonian: if a mechanical embedding is used this is not possible but even
if the most common electrostatic embedding is into play only the electrostatic
component of the interaction can be properly accounted for. This is generally enough
when charged and/or strong hydrogen-bonding groups are present in the environ-
ment. A more complete picture should in principle be achieved if a polarizable
embedding is used: in that case in fact the environment can better “adapt” to the QM
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charge distribution and to its changes during the photo-induced process. Also in this
case, however, dispersive interactions as well as charge-transfer effects between the
QM and the MM part are not included. When these interactions are known to be
important a possible strategy to adopt is to enlarge the boundary so to include in the
QM subsystem also the parts of the environment which more strongly interact with
the QM atoms involved in the process of interest. In all cases, however the most
delicate aspect is the correct parameterization of the FF used. All the available FFs in
fact have been optimized within a completely classical framework: there is therefore
no assurance that they can be properly extended to described QM-classical inter-
actions. Fortunately, the results obtained so far by combining the most popular FFs
with QM approaches seem to show that indeed the electrostatic (+polarization)
effects are described in a reasonably correct way, however this aspect still need to be
further explored in the future to eventually develop FFs specifically optimized for
being combined with QM descriptions. As a matter of fact, examples in this direction
have been already presented and successfully applied also to biosystems. One of the
most popular strategies is the so-called Effective Fragment Potentials
(EFP) approach by Gordon and coworkers [37]. Separate calculations on model
systems are used to derive a set of one-electron terms (the EFP) that account for the
electrostatic, inductive, and repulsive interactions of a moiety. The EFP is then
incorporated into the Hamiltonian of a QM calculation, where it describes the effects
of the environment on the QM part. Originally designed to model the solvent
environment in QM calculations, the scope of the EFP method was subsequently
extended to treat covalent bonds across the boundary. Another example along this
direction is the X-Pol method developed collaboratively by Gao and Truhlar [38]. In
this method, the system is partitioned into individual subsystems, called fragments or
blocks, which can be an individual molecule, a molecular fragment, or even a subset
of the atomic orbitals on a single atom or on a group of atoms. The distinct feature of
the X-Pol method is the incorporation of many-body polarization through per-
forming a double SCF calculation; that is, self-consistent calculations of fragments in
the electrostatic field of the other fragments usually represented by the Mulliken
charges (often scaled by an empirical factor).

Moving now to bulk effects, the problem apparently seems of easier solution: to
account for longer-range effects we just need to enlarge the MM subsystem! This is
certainly true but another fundamental aspect has to be taken into account. To
correctly simulate bulk effects in fact it is necessary to introduce averages. In a
statistical language, the bulk can be defined as an artificial representation, which
mimics the average over all possible configurations of the environment. To achieve
such a representation we can either generate many statistical replicas of the system
or propagate the system in time and then average on a large enough set of
uncorrelated configurations. In both cases, the QM/MM strategy has to be coupled
with computational simulations either using a stochastic or a deterministic method.
In biological applications, both Monte Carlo (MC) and Molecular Dynamics
(MD) formulations are often used within a purely classical formulation. This means
that the QM/MM strategy have to be preceded by a MC or MD simulation of the
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system from which many different configurations (snapshots) are extracted and used
for the following QM/MM calculations. In such a way, the fluctuations in the
structure of the system are completely determined at classical level while the QM
description is applied to many “frozen-geometry” systems. This procedure is
extremely popular as easy to implement and computationally efficient: the simu-
lation is performed at classical level and the QM calculation is restricted to a limited
number of configurations. How large this number should be depends both on the
specific process to be studied and the type of environment. In general, numbers of
configurations of the order of few hundreds are enough to properly account for the
structural fluctuations of standard biological environments (such as proteins or
DNA).

By adopting this decoupled approach (classical simulation followed by QM/MM
calculations) it is possible to reproduce UV-Vis absorption spectra of embedded
chromophores including the inhomogeneous broadening of the spectral band
associated with the environment reorganization energy corresponding to change in
the solvation energy passing from the nonequilibrium to the equilibrium solvation
regimes. If an MD simulation is used, various snapshots are extracted from the
trajectory to represent different configurations of the system. By calculating tran-
sition energies and dipoles of the embedded chromophore at the QM/MM level for
each of the configuration, fluctuations of the environment and of the resulting
transition energies and dipoles are automatically included in the analysis.
A convolution of the spectra calculated for the different local environments will
mimic the inhomogeneous broadening.

Much more delicate is instead the simulation of correlation functions generally
used to reproduce spectral densities through their Fourier transform: in those cases
the number of QM/MM calculations to be performed increases a lot as thousands of
correlated configurations have to be explored. Spectral densities are particularly
important in the simulation of photoinduced processes of multichromophoric sys-
tems such as those present in the pigment-protein complexes (PPC) used by natural
photosynthetic organisms to collect solar light. In these light-harvesting antennae,
the interacting pigments, usually (bacterio)chlorophylls, absorb light and transfer
the resulting excitation energy to other PPCs, called reaction centers (RC), where
the energy is used to initiate charge separation processes [39]. The environment
(namely protein and solvent, and eventually the membrane as most PPC are
membrane bound proteins) plays a fundamental role in this process. First of all
specific and bulk effects can differentially change the excitation energies (com-
monly denoted “site energies”) of each chomophore and affect their excitonic
interactions (by mostly screening the electronic couplings). Besides this tuning of
excitation energies and screening of the couplings, the protein has to dissipate the
excess energy of the excitons when they relax downward to the excited states of the
RC. This dissipation is achieved primarily by protein vibrations that absorb the
excess energy and distribute it over many degrees of freedom. The coupling of
pigment excited states to the protein vibrations is characterized by the spectral
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density J(ω) and the energy associated with equilibration of the environment after
excitation is quantified by the reorganization energy defined as:

k ¼
Z 1

0

JðxÞ
x

dx ð12:9Þ

Both the smooth continuous density of low-frequency vibrational modes, arising
from protein and solvent, and the discrete vibrational modes of intra- or intermo-
lecular vibrations can participate in the energy transfer [40]. Much interest has been
focused on the influence of a slowly relaxing environment associated with the
smooth part of the spectral density on coherent exciton dynamics. Studies have
shown that such an environment can protect quantum coherence [41] and hence
support coherent energy transfer for longer times than environments inducing
purely stochastic (Markovian) exciton evolution. Non-Markovian exciton dynamics
are also expected when the electronic system couples to selective intra- and
inter-molecular vibrations. Indeed, theoretical studies [42, 43] have found that
discrete non-equilibrium vibrations that are resonant with differences in energy of
electronic eigenstates can also sustain coherent dynamics for long timescales
consistent with those reported in experiments [44, 45].

The spectral density J(ω) can be obtained by the coupling of classical MD and
QM/MM calculations: what has to be computed is the auto correlation function of
the site energies fluctuations. This approach has been used for different
light-harvesting systems using both electronic and polarizable embeddings [46–48].
Due to the large computational cost of this simulation which requires thousands of
QM/MM calculations on different configurations extracted from the MD, semi-
empirical methods are generally used as QM method. This aspect when combined
with that of using a classical FF to generate the intra- and intermolecular modes,
seems to show important limitations: while the positions of the peaks of J(ω) are
reproduced in reasonable agreement with experiments, the intensities corresponding
to the most coupled vibrations are generally overestimated. This shows that the
fluctuations predicted by the decoupled two-step approach are too large. These
findings are not unexpected, as most of the classical FFs have been parameterized to
describe average structures and not temperature-dependent fluctuations of intra-
molecular motions. Moreover, the same FF have not been explicitly optimized for
describing the common light-harvesting pigments ((bacterio)chlorophylls, bilins
and carotenoids). A much better description of the spectral densities would be
obtained with QM/MM dynamics but the cost of such simulations is still extremely
high even when using a semiempirical QM level (which on the other hand should
be first benchmarked to be sure that can properly describe the coupling of the
intramolecular distortions with the electronic properties of the chromophore).
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12.4 Reactive Processes

Even if the two-step strategy running first a classical (MD or MC) simulation
followed by a set of QM/MM calculations has shown to be successful in the
simulation of many (photoinduced) processes in (bio)systems, in some cases a more
refined formulations is necessary. For example, if a reactive event is into play, such
as in a photochemical reaction or a photoinduced proton/electron transfer, the
purely classical description is not applicable [49–52]. To properly model chemical
processes either geometry optimizations or MD approaches can be used. Both
techniques mainly involve an iterative scheme in which the energy, the forces (i.e.,
the first derivatives of the energy with respect to the geometric variables) are used to
generate a new geometry (together with the calculation of velocities in the case of
MD). This procedure is reiterated until the chosen convergence criteria are fulfilled
(in the case of geometry optimizations) or the total simulation time reaches the
defined value (in the case of MD). The formal extension of geometry optimizations
or MDs to a QM/MM description is simple within the Born-Oppenheimer
(BO) approximation: at each step of the iterative scheme the QM energy and forces
come from a converged SCF calculation. However the computational cost can
enormously increase. This for example implies that the time windows that can be
explored with BO-MD have to be significantly reduced. If we think that now
classical MDs can relatively easily simulate up to tens of microseconds, hybrid
QM/MM simulations can rarely go beyond tens of nanoseconds (if a very
approximated QM approach is used) or hundreds of picoseconds if accurate DFT or
other QM methods are used. In the application of QM/MM for reactive processes,
in addition to the time issue, another aspect can become difficult to manage. During
a reactive event in fact, an a priori definition of the boundary between the QM and
the MM parts is not always possible especially if we want to keep the “expensive”
QM region as smallest as possible. In the recent years, adaptive QM/MM strategies
have been developed in which the QM region is defined “on the fly” during the
dynamics. It must be noted that the instantaneous switching of an atom in and out of
the QM reactive region has raised concern in the past. This is because from one
time step to the next there will inevitably be an abrupt change in the forces on that
atom. In dynamics studies this discontinuity can influence the integration with
respect to time and conceivably lead to nonphysical behavior. To circumvent this a
more robust integration method can be used and/or ad hoc algorithms have been
developed for smoothing the forces and the potential of the atoms switching regions
in order to conserve both energy and momentum.

A further complexity in the simulation of photochemistry and more in general of
excited state photoinduced dynamics is that they are intrinsically nonadiabatic
processes, in which the coupling between the nuclear and electronic motion leads to
nonradiative transitions between electronic states. A generally applicable approach
for this purpose is the mixed quantum-classical dynamics in which the nuclear
motion is described by classical trajectories obtained in the framework of molecular
dynamics “on the fly” combined with Tully’s surface hopping (TSH) procedure
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[53]. In the TSH approach, a trajectory runs on a given potential energy surface
(PES) and at the same time the state probabilities are computed, usually by
numerical integration of the electronic Schrödinger equation. Hops to other surfaces
take place stochastically, according to the computed probabilities. In order to
simulate the spread of the QM initial wavepacket in the coordinate and momentum
space, as well as the thermal distributions, one has to run many trajectories, with a
suitable sampling of initial conditions. The forces and nonadiabatic couplings
required to propagate nuclear trajectories can be obtained using different ab initio or
semiempirical methods [54, 55], and, in the last years, different approaches for the
nonadiabatic dynamics in the framework of the time-dependent density functional
theory (TDDFT) have been developed [56–58] and successively coupled with a
MM description of the environment [59–61].

Recently, an alternative approach to nonadiabatic dynamics, known as full
multiple spawning (FMS) [62], has been extended to an hybrid QM/MM scheme
[63]. The FMS method is designed to treat problems involving dynamics on
multiple electronic states by employing the quantum mechanical nonadiabatic
couplings that trigger the transfer of population between electronic states while
maintaining some connection to classical dynamics in the description of the nuclear
wave function. Specifically, the nuclear wave function is expanded in a basis set of
complex Gaussian functions, called trajectory basis functions (TBFs). The phase
space center of each of these TBFs evolves according to classical mechanics. PESs,
governing the propagation of the nuclear basis function, and nonadiabatic coupling
are calculated every time step “on-the-fly”. During nonadiabatic events, the nuclear
basis set expands as needed (“spawning”), and throughout the dynamics, the
amplitudes of the nuclear basis functions are determined by solving the nuclear
Schrödinger equation in the time-evolving basis set.

In all cases, one needs at least a schematic knowledge of the potential energy
surfaces of the embedded system, i.e. some cuts along the most important internal
coordinates and/or critical points, such as minima, transition states and minimum
energy conical intersections. This is indeed a challenging problem, since it combines
the still open issues of electronic calculations for excited states and reacting systems
(first of all a balanced treatment of electron correlation at different geometries and for
different states) with the complexity of condensed phase chemical environments. It is
evident that here embedding schemes going beyond the mechanical one are com-
pulsory. In principle, the polarizable scheme should also be preferred as it allows for
a state-specific response of the environment. The enhanced realism introduced by
mutual polarization effects between the QM and the MM parts, presents however a
problem that has largely limited the applications to problems of real biological
interest. Polarizable QM/MMmodels (such QM/continuum models) present in fact a
theoretical ambiguity, which becomes important in multistate treatments, and
originates from the mixing of classical and QM degrees of freedom: if the polari-
zation of the medium is computed in a state-specific way, and the chromophore is in
turn polarized by the reaction field of the medium, the computed electronic states are
no longer orthogonal and, in quasi-degeneracy situations, cannot be easily identified.
This may disturb a univocal definition of the PESs and of their crossings. In specific
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and limited situations, like in vertical transitions (either from a ground, in absorption,
and an excited state in emission), the ambiguity can be solved by introducing a net
separation of the environment response into inertial and dynamic components and
assuming that only the inertial components can change: this leads to what we have
described before as nonequilibrium solvation regime. A possible more general
solution to the problem is to go beyond a PES-based approach such as in the Car–
Parrinello MD (CP-MD) [64] in which the wave functions are treated as fictitious
dynamic variables within a Lagrangian scheme and follow the motion of the nuclei
“on the fly”. QM/MM approaches based on CP-MD have been developed and
successfully applied to biomolecular simulations but they are limited to the elec-
trostatic embedding [65]. The Lagrangian scheme can instead be generalized so to
account for additional dynamic variables which represent the evolution of the sol-
vent polarization. In such a way both the inertial and the dynamic components of the
environment response would be properly included in the calculations being the
inertial component treated on equal footing with the nuclei of the QM subsystem
while the dynamic component following their motion “on the fly”.

12.5 Concluding Remarks

We have presented a necessarily shortened and simplified overview of hybrid
QM/MM methods by focusing on the aspects which are more specific for their
applications to photoinduced processes in biosystems. We have tried to show that
the QM/MM strategy can be effectively used to describe both “specific” and “bulk”
effects of the environment as well as to account for “dynamic” effects which are
required to simulate reactive processes involving different electronic states. We
have also shown that some important problems are still open and further devel-
opments of the model are necessary in order to obtain accurate simulations of
photoinduced processes. In the near future, we may expect improvements in the
efficiency and applicability of QM/MM dynamics as well an expansion in the
applicability of polarizable MM schemes.

Moreover, new force fields optimally suited to be combined with QM calcula-
tions are expected as well alternative strategies to standard MM-FF such as those
along the directions opened by fragmentation methods or QM/QM embedding
schemes such the proposed wave-function theory in wave-function theory
(WFT-in-WFT) [66], wave-function theory-in-DFT (WFT-in-DFT) [67, 68], and
density-functional theory in density-functional theory (DFT-in-DFT) frozen-density
embeddings (FDE) [69, 70]. Whatever direction the progresses in the field will
follow, it is evident that the most important key is the dialog between theory and
experiments. It is exactly thanks to this, that the elementary acts of photochemical
and photophysical processes are now observable and interpretable on the spatial and
temporal scale of a single molecule.
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Chapter 13
The Non Empirical Local Self Consistent
Field Method: Application to Quantum
Mechanics/Molecular Mechanics
(QM/MM) Modeling of Large
Biomolecular Systems

Jean-Louis Rivail, Antonio Monari and Xavier Assfeld

Abstract The present chapter starts with an analysis of the problems encountered
when applying a mixed Quantum Mechanics/Molecular Mechanics to a large
molecular system, which cannot be approached at a full quantum level of com-
putation and a review of the possible solutions. A Non Empirical Local Self
Consistent Field methodology, allowing computing at any quantum chemical level
a part of a very large molecule interacting with the rest of this molecule is described
in some detail. This approach is illustrated by various applications to the spectro-
scopic properties of various bio-macromolecules. Finally, and as a test case we will
focus on the QM/MM modelling of spectroscopic and photophysical properties of
exogenous chromophores interacting with DNA. Hence, we will show how the
combination of high-level QM/MM methods with Molecular Dynamics simulations
allows us to gain unprecedented insights in the process of DNA Photosensitization
that is of paramount importance to understand the induction of DNA photolesions
and to unravel novel anticancer therapeutic strategies.
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13.1 Introduction

Macromolecules are very diverse in composition and function and they occur in
many fields of chemistry and biochemistry. The usual applications of synthetic
polymers mainly deal with their physical properties: molecular weight, conforma-
tions, van des Waals interactions… which don’t require detailed knowledge of the
electronic structure and can be approached by classical computational force fields
which are at the basis of what one usually calls molecular mechanics. Nevertheless,
one may be interested in the chemical reactivity of some region of the polymer,
such as structural defects, and a quantum computation may be the only way to get
the reliable chemical information. The other, very important class of macromole-
cules contains the innumerable biomacromolecules: polypeptides, enzymes, nucleic
acids. The understanding of their role in life usually requires the knowledge of the
electronic structure and often the reactivity of at least well defined parts of the large
system they constitute. This knowledge can only be reached by means of quantum
chemical computations.

The main problem with macromolecules, from a quantum chemist’s point of
view is their size: hundreds or more often thousands of atoms, and their treatment
by means of standard quantum chemical codes is still unrealistic, even on modern
supercomputers. The computational time increases as the third, or even fifth power
of the size of the basis set used for the computation, according to the method used,
and the usual basis sets require, in the average, 5 to ca. 20 functions per atom other
than hydrogen. In addition, a full treatment of macromolecular systems often
implies molecular dynamics or Monte-Carlo statistical simulations which may
require the computation of millions of configurations. Therefore, special compu-
tational strategies have to be devised in order to get the information of interest in
such very large systems. This field is at the present time the object of numerous
methodological approaches which witness the importance of the question, and
several reviews or general papers, focussed on various aspects of the problem, have
been published recently [1–6].

For the time being, a large variety of methods are available to model large
molecular systems.

The empirical force fields of molecular mechanics (MM) allow the computation
of the energy variations of a system following the geometry changes: bond lengths,
bond angles, torsional motions. They include the interaction energy between
non-chemically bonded atoms: electrostatic and van der Waals interactions,
hydrogen bonding. Most of the parameters entering the expression of the energy of
a molecular conformation are derived from quantum chemical computations on
model molecules and the apparent charges of the atoms are parameterized to
reproduce the interaction energies, so that it is usually admitted that they take into
account an average value of the induction energy. Classical force fields allow to
simulate vibrational spectra, and to perform molecular dynamics on the whole
system, including the presence of solvent molecules. There are quite a few well
known force fields [7–10] which enter computational packages ready to use and
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they have very modest computational requirements even for very large systems.
Some more elaborate force fields include a polarizability term which takes
explicitly into account the contribution of the induction energy [11–13] but, in
principle the inclusion of electronic induced moments on the elementary compo-
nents (atoms) of a molecule requires an iterative process which makes the com-
putations more time consuming.

When one is concerned with the electronic structure of a molecule, quantum
computations become compulsory and the computational requirements become far
more important than those of molecular mechanics. Nevertheless, some recent
methodological developments made quantum computations affordable on moder-
ately large molecular systems. Most of them are known under the general label of
linear scaling. The aim of these methods is to develop an algorithm for which the
computational time increases more or less linearly or at least at a power close to one
with the number of atoms (low order scaling) [14, 15]. The basic idea is to replace
the large square matrix having the size of the whole basis set to be diagonalized, by
many small matrices corresponding to small connected fragments of the system.
The so-called “Divide- and-Conquer” methods [16] are becoming quite efficient for
such approaches. They allow computations on pretty large systems, in particular at
the semi-empirical quantum level [17].

Macromolecular systems or solutes are also characterized by an inherent flex-
ibility, showing the possibility to assume different conformations with almost equal
weights. Dynamic effects become much more important than for isolated small
molecules. Such systems therefore are usually treated by means of molecular
dynamics, following the Born-Oppenheimer or the Car-Parrinello scheme. The
Car-Parrinello approach [18] is well suited for the simulation of large systems
although it requires rather large computational facilities and time. One may antic-
ipate that such approaches become more common, in particular for molecular
dynamics studies in competition with quantum computations based on the usual
Born-Oppenheimer approximation. It is applied to some biomolecular systems [19]
but, owing to the size of the systems of interest and to make them reasonably
tractable on present day’s computers, most of the applications don’t involve a
uniform quantum treatment. Instead, they take advantage of a hybrid quantum
mechanical/molecular mechanical (QM/MM) computational scheme as developed
below [20].

In this paper we present an overview of the various strategies developed to insert
a quantum computation on the chemically active part of a large system into a
molecular mechanical description, leading to the so-called QM/MM approaches,
with a particular emphasis on the Local Self Consistent Field method developed in
our group.

The common features of these methods will be presented as an introduction.
They will be classified according to the nature of the quantum-classical interactions
considered and by the way the connection between these two parts is treated.
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13.2 Hybrid Methods for Electronic Properties
of the Active Part of a Macromolecule

In the past, when the computational facilities were far below the present ones, some
studies were limited to model systems in which the whole system was represented
by a small molecule cut from the macromolecule with hydrogen atoms saturating
the dangling bonds [21]. But it is well established that the rest of the system cannot
be discarded as it interacts with the centre of interest by means of mechanical
constraints, electrostatic and induction interactions. It became important to devise
some computational schemes allowing taking into account the influence of the part
of the system, which cannot be considered at the quantum level. The simple idea is
to perform an embedding of the chemical interesting part into its surroundings
treated by means of a less demanding method. The most common kind of such low
level method refers to molecular mechanics giving rise to a family of treatments
known under the generic name of quantum mechanical/molecular mechanical
(QM/MM) methods [1, 6].

The interactions occurring in such embedding can be divided in two kinds of
contributions: steric (geometric constrains) and electrostatic.

The steric contributions contain the non-bonded van der Waals interactions
between MM and QM atoms and, when the MM and the QM parts are chemically
bonded, the contributions to the energy changes of the deformations of these bonds
(stretching, angular deformation and dihedral rotation). When the interaction of the
QM subsystem with the MM one are limited to this kind of contributions, one
speaks of mechanical embedding.

The electrostatic contributions are mainly the Coulomb interactions between the
point charges defined on the MM atoms by the force-field and the electrons and
nuclei in the QM region. The interactions between the fixed MM point charges and
the electrons of the QM system are taken into account by including the QM/MM
electrostatic interaction into the Fock operator. This constitutes the so-called
electrostatic embedding.

Finally, if the electrostatic properties of the MM part are allowed to change
under the influence of the changes of local electric field, one faces the polarization
embedding which requires a more detailed expression of the perturbation term of
the Fock operator.

13.2.1 Mechanical Embedding: The IMOMM-Type
Approach

Macromolecules, in particular biomacromolecules such as proteins, have a sec-
ondary and tertiary structure which may impose a mechanical constraint on the
subsystem to be studied. A typical example, in which these effects are taken into
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account, is given by the popular IMOMM method [22]. The calculation of the
energy E(S) of the full system involves 3 steps:

• MM computation of the whole system S. Energy: EMM(S)
• MM computation of the quantum subsystem Q at fixed geometry. Energy:

EMM(Q)
• High level computation of the quantum subsystem at the same geometry.

Energy: EQM(S)

The QM/MM energy of the system is then defined by:

EðSÞ ¼ EMMðSÞ � EMMðQÞ þ EQMðQÞ ð13:1Þ

With this approach, the electrostatic interaction between the quantum and the
molecular mechanical parts is not taken in account during the quantum computa-
tion. It is why the method belongs to a mechanical embedding.

Note that any other QM/MM method reduces to mechanical embedding if the
electrostatic interactions between the QM and the MM parts of the system are
neglected.

13.2.2 Electrostatic Embedding, QM/MM Treatment
of the System as a Whole

The electrostatic influence of the atomic charges of the classical moiety on the
quantum subsystem may be quite noticeable as it is known in the case of solvent
effects treated by a QM/MM approach. It may therefore be important to develop
methodologies in which the perturbation created by the classical part is incorporated
into the Hamiltonian of the quantum one. Therefore, the wavefunction, energy and
energy derivatives are obtained with the help of a general Hamiltonian which
writes:

H ¼ HMM þ HQM þ HQM�MM ð13:2Þ

where the usual Fock or Kohn-Sham operators derive from this Hamiltonian.
When the classical part of the system is described with a usual force field in

which the electrostatic interactions make use of adjusted point charges on the
atoms, one speaks of electrostatic embedding. The latter contribution is described
by the HQM-MM term of the Hamiltonian, in particular, taking into account the
interaction of the spin-orbitals describing the QM electrons with the MM fixed
point charges. Most of the QM/MM methods, even the modified IMOMM one,
consider this embedding to be enough for a correct description of the system. One
has to note that the MM point charges are derived in order to reproduce condensed
phase properties, i.e. they are adjusted in such a way that one can consider that they
contain an average of the induction interaction. This is the reason why the
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electrostatic embedding is generally considered without the polarization refinement.
However, when the QM part undergoes a severe electronic rearrangement such as a
chemical reaction or an electronic transition, the charge distribution of the MM
fragment should be allowed to adapt itself to this new situation, at least in the
vicinity of the QM part, and the latter is precisely a case in which the polarization
embedding becomes crucial. To treat such effects one can describe the MM part by
using the so called polarizable force fields, that require a more important compu-
tational cost, an alternative solution, particularly efficient in the case of electronic
transitions, will be described later in this review.

In such framework, apart from the case of solutions in which the solute can be
considered as not chemically bonded to the solvent, the use of QM/MM methods
poses the problem of the treatment of the chemical bonds between the quantum and
the classical subsystems. A large variety of strategies have been proposed to allow
such dichotomy to be as chemically meaningful as possible and the detailed
expression of the HQM-MM term may vary from one method to another.

13.2.2.1 The Link or Connection Atom

The simplest idea to separate a chemically significant group of atoms from the
macromolecule is to cut covalent carbon-carbon single bonds and to saturate each
dangling bonds by a hydrogen atom called link atom. The first attempts to make the
molecular mechanics packages able to perform QM/MM computations were built
upon this link atom process [23–25]. The term HQM-MM then takes the form:

HQM�MM ¼ �
XX qk

rki
ð13:3Þ

where qk stands for the atomic charge of a classical atom k and rki for the distance
between atom k and electron i. A classical van der Waals term corresponding to the
non bonded non electrostatic interactions between the quantum and the classical
atoms has to be added to the electronic energy obtained after the resolution of the
Hartree-Fock or Kohn-Sham equations in order to simulate the interaction which
takes place between the actual electronic clouds. After each such step, the bonds
between the quantum and the classical subsystems have to be mechanically
restored. Special care is required to parameterize these bonds as well as the elec-
trostatic properties of the classical atoms bonded to the quantum part. This problem
is carefully analysed in reference [24]. Energy, and energy derivatives are then
readily computed and the method allows geometry optimizations and molecular
dynamics.

The use of hydrogen link atoms is quite popular, especially when the separation
between the subsystems is achieved by cutting carbon-carbon single bonds, such as
the Cα–Cβ bonds in proteins.
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In an alternative slightly different approach [26] the electronic structure of the
quantum subsystem is reduced to atomic partial charges which interact with the
classical ones.

The presence of this link atom introduces some distortions in the electric field
(overpolarization) and some unphysical degrees of freedom which have to be
corrected [27], especially when energy derivatives are needed, for geometry opti-
mizations or molecular dynamics.

To overcome the difficulty introduced by the hydrogen link atom which is located
in between the actual carbon atoms of the bond to be cut, the use of an adjusted
connection atom, located at the place of the first classical atom, has been proposed
[28]. The properties of this connection atom are adjusted in such a way that the bond
with a neighbouring carbon atom belonging to the quantum subsystem mimics an
actual C–C single bond. Regarding the classical subsystem, this atom is assumed to
behave like any other similar carbon atom. The first implementation of the method
has been done within the framework of semi-empirical quantum methods. The same
philosophy led to the use of a “dummy” (CH3) capping group of the bond linking
both systems [28]. Several other tricks have been introduced to overcome the
inconveniences of the original link atom scheme [29, 30].

The alternative ab initio methodology takes advantages of the pseudopotential
theory by adjusting the properties of a pseudo carbon or pseudo fluorine atom
which replaces the actual carbon atom at the boundary position on the MM sub-
system [31–33]. Another related approach deals with “Effective group potentials”
[34].

13.2.2.2 Methods Involving the Bonds Linking the Subsystems

One of the basic assumptions of the NDDO semi-empirical methods is the
orthogonality of the atomic orbitals. Therefore, if one describes the bond between
the quantum and the classical part by a strictly localized bond orbital (SLBO), i.e. a
localized orbital free of localization tails [35] hosting 2 electrons, the molecular
orbitals of the quantum part are orthogonal to the localized one and are able to
describe correctly the chemical group of interest. This property has been put for-
ward by Warshel and Levitt in a basic paper [36].

In practice, the localized orbital is extracted from a model small molecule
computed with the same semi-empirical method and incorporated into the QM/MM
scheme. This is the basis of the Local Self-Consistent Field [37] which consists in
solving the Hartree-Fock equations relative to the quantum subsystem in which the
electronic interactions with the electrons of the localized bond as well as the
classical point charges are included. The adaptation of the PM3 semi-empirical
scheme [38] to the AMBER force-field [9] and the analytical expression of the
energy derivatives and changes of coordinates led to the so-called
classical-quantum force-field (CQFF) [39]. In this force-field, the first atom
belonging to the classical part and linked to the quantum part by means of the
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SLBO is sometimes called a quanto-classical atom. This modelling tool has dem-
onstrated its efficiency in several applications such as the study of a peptide
hydrolysis by an enzyme (Thermolysin) [40]

In this approach, the localized molecular orbital can be analysed as a combi-
nation of two hybrid atomic orbitals, one on the quantum atom, one on the classical
one, each pointing towards the other atom. On the basis of this remark, Gao et al.
[41] developed a generalized hybrid orbital (GHO) method in which 4 hybrid
atomic orbitals are defined on the MM (quanto-classical) frontier atom. The orbital
pointing towards the QM atom, called the active hybrid orbital, is combined with
the atomic orbitals of the QM subsystem in the quantum computation. The three
others, called auxiliary orbitals are directed along the bond of the atom with its
classical neighbours. They contribute to the total density matrix by three diagonal
terms adjusted to reproduce the atomic partial charge of the boundary atom. This
algorithm has been coupled with the CHARMM force-field [10].

This scheme has been extended to ab initio [42] and self-consistent-charge
density functional tight binding quantum methods [43].

The delicate part of these methods is the parameterization of the boundary MM
atom to allow an integrated force field. In the GHO method, adjusted charges and
dipoles are introduced along the classical bonds of the boundary atom [44].

13.2.2.3 The Non-empirical Local Self Consistent Field (LSCF)

The basic ideas of the Local Self Consistent Field using a strictly localized bond
orbital to describe the bonds separating the quantum to the classical subsystems
have been extended to the ab initio or density functional levels of computation [45],
but in this case a difficulty appears due to the fact that overlap between atomic
orbitals is no longer neglected. Therefore, the molecular orbitals of the quantum
subsystem have to be kept orthogonal to each SLBO. This can be achieved by an
orthogonalization of the basis set to the SLBOs, but owing to the fact that some
functions of the set enter the SLBOs, a linear dependency appears between the
orthogonalized functions. This inconvenience can be overcame by means of a
canonical orthogonalization [46] which yields a set of orthogonal, linearly inde-
pendent basis functions which can be used to develop the molecular orbitals of the
quantum subsystem.

The solution of the problem consists in optimizing a monodeterminantal
wavefunction in the orbital approximation with a peculiarity that some orbitals are
externally imposed and that they should remain constant during the optimization
procedure, i.e. frozen. It is noteworthy that these frozen orbitals can be monatomic,
diatomic or polyatomic [47]. They can also be occupied or empty [48, 49] but in
QM/MM computations they are doubly occupied SLBOs. The coefficients defining
these frozen orbitals are the only data needed to start the computation.

The detailed mathematical procedure corresponding to this method is developed
in reference [45]. Let us just mention the various steps of the algorithm.
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We assume that the quantum subsystem is linked to the classical one by L single
bonds to which L strictly localized bond orbitals (SLBO) developed in the basis set
used for the quantum computation are attached. Without any loss of generality we
can assume that these functions are orthogonal

• Step 1: orthogonalization of the N functions of the basis set to the L SLBOs. The
initial basis set is transformed by a square N × N matrix M. One gets a set of
N non linearly independent functions since there are L combinations built with
the same functions.

• Step 2: Perform a canonical orthogonalization [46] by a (N × (N − L)) matrix
X so that the rectangular matrix B = M∙X directly transforms the initial basis set
into the set of basis functions which are linearly independent, orthogonal and
orthogonal to the SLBOs.

• Step 3: Define the Fock (or Kohn–Sham) matrix F with the trial density matrix
PQ corresponding to the quantum subsystem and the constant density matrix
relative to the SLBOs PL.

• Step 4: Compute F′ = B+∙F∙B where B+ is the transposed of B
• Step 5: Diagonalize F′: Λ = C+∙F′∙C . Λ is the diagonal (eigenvalues) matrix.
• Step 6: Exit test. If not satisfied go back to Step 3.

The Fock matrix is the sum of the usual matrix defined by the basis set functions
and the terms representing the interaction of the electrons with the point charges in
the classical part of the system.

In order to develop a user friendly code, the transformations of the SLBO when
its orientation changes have been implemented as well as its derivatives to allow a
full optimization of geometry [50]. In the first implementation of this approach it
appeared that during this optimization, the bond linking the quantum to the classical
system was systematically too short and the curvature of the potential energy
surface (PES) around the minimum was different from that which is obtained by a
full QM calculation, whatever be the method used to localize the orbital. It is clear
that this is a consequence of the fact that the nucleus of the quanto-classical atom of
charge Z is replaced by a charge +1 since this atom contributes for one electron to
the SLBO. Therefore, the interaction between nuclei is underestimated and, in
addition, the variation of the overlap between the basis functions with respect to the
bond length is not taken into account. This defect has been first corrected by
introducing a 5 parameters empirical interaction potential for the frontier bond [50]
of the form:

EX�Y ¼ Aþ Br þ Cr2
� �

eDr þ E
r

ð13:4Þ

where r is the distance between the two atoms forming the bond. The parameters
have been adjusted for any couple of C, O, N atoms, either at the quanto-classical or
quantum position and for various hybridization states of the carbon atom.

To set up a non-empirical method and then to avoid the use of an empirical
potential, the analysis of the factors affecting the energy variations of the system
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when the length of the frontier bond is varied showed that the discrepancy comes
from the fact that the quanto-classical atom is treated as a pseudo one electron atom.
The consideration of the inner shell electrons by means of frozen core orbitals
[51, 52] allowed us to solve this problem. In the case of a carbon quanto-classical
atom the solution was to switch the nuclear charge to +3 and add two electrons 1s in
the QM system. The core electrons are no longer frozen and the description of the
frontier bond is still correct. This modified LSCF method is called LSCF + 3 by
contrast to the initial approach called LSCF + 1. The scheme has been tested [51]
considering the energy variations of the ethane molecule when the C–C bond length
is varied in a representation in which one CH3 group is quantum and one is
classical. Results have shown that the LSCF + 3 scheme reproduces well the
position of the minimum as well as the curvature obtained with the full quantum
results, the error on the minimum distance being of the order of 0.1 Å. Of course,
the agreement ceases to be good at long interatomic distances because the SLBO
extracted from a model molecule at the equilibrium bond length is only valid in the
vicinity of the interatomic distance at which it has been obtained. This scheme has
been successfully applied to the C–N peptide bond where the C atom is at the MM
frontier. It has also been extended to the C–N peptide bonds in which the
quanto-classical atom is the nitrogen atom [5, 53]. In this case, it appears that in
addition to the electron involved in the frontier bond and the 1s electrons of the
inner shell, one must consider two extra valence electrons in the orbital which is
conjugated with the C = O π orbital. This procedure has been tested on a simple
capped diglycine system [5]. The full QM results, obtained at DFT level with the
B3LYP exchange-correlation functional and the 6-311G basis set, are compared
with the case where one of the peptides is treated at MM level (CHARMM force
field). In particular we compare the situation where the carbon (LSCF + 3), or the
nitrogen (LSCF + 5) atom are treated as the quanto-classical atom, respectively.
The agreement on the equilibrium bond length and on the force constant rests
within the error bars of the force-field. One therefore developed a LSCF + 5
method, free of extra parameters, which opens the way to a symmetric description
of the amino acid residues without any arbitrariness. In a QM/MM framework this
non empirical LSCF method opens the way to directly cut through a peptide bond,
currently taking into account the electron delocalization occurring at the amide
bond. It has to be noted that link atom approaches, which use hydrogen atoms to
saturate the dangling bonds are of course not able to reproduce this feature.

This reasoning is expected to work for heavier quanto classical atoms by con-
sidering more core electrons. It has already been applied to silicon with a +11
nuclear charge and a pseudo-potential describing the 10 core electrons [54].

The LSCF method developed here uses strictly localized molecular orbitals
which are obtained by using any standard localization procedure [55–59] followed
by the removal of the tails of orthogonalization and delocalization, and renormal-
izing. A study of the results obtained on small reference molecules by using these
localization methods has been done [60], and the comparison with the use of
extremely localized molecular orbitals (ELMO) [61–63] allows us to assess the
reliability of the methodology. The study shows that the results obtained are rather
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comparable, but the use of the ELMO technique gives the best results compared
with full QM computations.

Various possible improvements have been considered. For instance mixing
bonding and antibonding bond orbitals [36] led to an Optimized LSCF method [64]
in which each SLBO is combined with its corresponding Strictly Localized Anti
Bonding Orbital.

13.2.3 Polarization Embedding

Most of the standard force-fields are now perfectly validated for modelling the
properties of systems in the ground state since their parameters, in particular those
describing the electrostatic interactions are derived from quantum mechanical
computations on model molecules so that they are considered as taking into account
an averaged value of induced polarization. However, several force-fields add
induced polarization effects to the usual electrostatic interactions [12, 13, 65–70] in
view of having a more realistic model of interatomic interactions. The methods
presented above are perfectly adapted to working with such MM tools, although the
computational time becomes obviously larger so that they are not used in usual
ground state studies. There is nevertheless some cases in which electronic polari-
zation changes cannot be ignored such as the study of vertical electronic transitions
in chromophores or solutes [11, 68, 69] because the induced electronic moments of
the surroundings are able to follow the fast changes of the solute’s properties,
contrarily to electrostatic interactions which can be considered as frozen during the
electronic transition (Franck-Condon principle) because they are bound to the
motion of the molecules. The only quantity required to take this effect into account
is the change of interaction energy which can be evaluated simply by a non-polar,
polarizable continuum characterized by a dielectric constant extrapolated at infinite
frequency, or by the square of the refractive index. The quantum subsystem is
assumed to be placed in a cavity surrounded by this continuum. This is the principle
of the so-called “Electronic Response of the Surroundings” (ERS) [71] which has
been applied successfully to the modelling of absorption spectra and circular
dichroism of biological macromolecules [71–76] showing that the role of the
induced polarization changes is far from being negligible. It is also noteworthy to
cite that the addition of the polarization continuum in the computation of ground
state does not introduce significant changes. Indeed, as shown by Very et al. [74], if
one considers the QM atomic charges, the variation induced by ERS is only of
0.1 %, while the effect of changing the classical force field may induces variations
of about 5 %.
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13.3 Applications of the Non Empirical Local Self
Consistent Field to Bio macromolecular systems:
Unravelling DNA Photosensitization

QM/MM and the non-empirical Local Self Consistent Field methodology described
above has been applied to various systems, in particular biological ones. The
inclusion of ERS has also allowed to efficiently tackle excited state properties and
hence modelling photophysics and photochemistry of complex systems. As an
example we may cite the modelling of physico-chemical properties of proteinic
compounds [72], in particular plastocyanins [73] together with the influence of
specific mutations on the active site [77], the spectroscopy of human serum albumin
[5, 78] and the interactions of various exogenous molecules with DNA [74, 76–83].
As an example of application, we develop below the modelling of the photophysical
and photochemical properties of drugs interacting with DNA. In particular we are
interested to the so called DNA photosensitization, in which different chromophores
(the sensitizers) interact with DNA and may, upon absorption of visible or UVA
light, induce the formation of DNA lesions, such as cyclobutane dimers [84, 85].
The mechanisms by which the sensitization proceeds are quite complex, usually
involve the participation of the sensitizer triplet manifold, and may include excited
state electron transfer (Type I photosensitization); production of reactive oxygen
species, such as 1O2 followed by subsequent DNA oxidation (Type II photosen-
sitization); or energy transfer to the DNA nucleobases (Triplet Photosensitization).

The lesions produced upon photosensitization may be so widespread as to
induce the cellular apoptosis. As a consequence photosensitization is nowadays
used in clinical anticancer therapy following the protocol of the so-called photo-
dynamic therapy. Indeed, photodynamic therapy, thanks to the combined use of
light and sensitizer has an incomparable higher spatial selectivity compared to
conventional chemotherapeutic drugs, and hence secondary effects are strongly
limited. The complex processes taking place during photosensitization require a
very carefully tailored modelling able to provide on the one hand a balanced
description of all the excited states involved, and on the other hand to properly take
into account the effects of the strong inhomogeneous environment constituted by
DNA. Indeed, the DNA environment is far from being innocent and in such cases,
such as the very well known “light-switch effect”, can completely switch on or off
the sensitizer’s luminescence. [86] Furthermore dynamic and structural effects, in
particular connected with the formation of non-covalent DNA/sensitizer aggregates
need to be properly described. In this situation QM/MM methods and their coupling
with classical molecular dynamics (MD) represent the best strategy to tackle such a
problem and are able to provide a proper description of the photosensitization with
an atomistic and electronic resolution. As representative examples in this book
chapter we report the study of two well known organic DNA sensitizers, harmane
cation [87, 88] and benzophenone [89, 90].
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13.3.1 Spectroscopical Properties of Harmane Interacting
with DNA

Harmane (Fig. 13.1) is a member of the β-carboline family and is known to interact
with DNA acting as a photosensitizer; in particular it may induce the cleavage of
the glycosidic bond. Thanks to its interaction with DNA it has remarkable antibiotic
and antiparasitary properties that make it attractive for the pharmaceutical industry.
[91, 92] In aqueous solution neutral harmane (Har) exists in equilibrium with its
cation (Har +) and both species contribute to the absorption spectrum. In particular
the cation gives a maximum, due to the absorption to the lowest S1 state at about
370 nm, while the neutral has a blue shifted band at 340 nm. Upon DNA addition
and because of the strongly negative charged backbone, the equilibrium is displaced
toward the cationic form, which is the one interacting with the macromolecule.

Etienne et al. [87] have reported a careful QM/MM study of the spectral
properties of the harmane cation in water and interacting with DNA. In particular as
far as the aqueous solution is concerned, absorption spectrum can be obtained with
two different protocols:

• In the “static” approach the ground state equilibrium geometry is optimized,
with solvent treated implicitly with a continuum method, for instance polariz-
able continuum method (PCM). Excited states are then obtained as vertical
transition form the equilibrium geometry

• In the “dynamic” approach the chromophore is explicitly embedded in a sol-
vation box and the ground state conformational space is explored by means of
classical MD. Representative snapshots are then extracted and excited states are

Fig. 13.1 2D Chemical Structure of Har and Har+. Representative structure of the sensitizers
interacting with DNA, extracted from molecular dynamics are also given. Two stable interaction
modes (intercalation and minor groove-binding) have been identified
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calculated at QM/MM level of theory on each of them. The final spectrum will
be the convolution of vertical transitions of individual snapshots.

The spectra calculated for Har+ in water solution at time dependent density
functional theory (TD-DFT) with the static and the dynamic approaches are
reported in Fig. 13.2. Surprisingly, the static approach fails totally in reproducing
the experimental results, and gives an absorption band far too much blue-shifted.
Paradoxically, even the gas-phase calculation, i.e. without the PCM approach,
seems to give a better agreement with experiment. Furthermore, as reported in [87]
this fact should not be ascribed to a failure of the TD-DFT since different func-
tionals all draw the same picture. On the contrary, the dynamical approach gives a
very good agreement with the experiment provided that the electrostatic and
polarizable embedding are taken into account.

It appears obvious that dynamic and vibronic effects cannot be discarded, and
that the coupling of QM/MM and MD is able to retrieve them properly. Indeed,
Har+ is characterized by a low frequency (*73 cm−1) out-of-plane vibration that
breaks the planarity of the conjugated three-ring system. This situation induces a
larger destabilization of the ground state characterized by bonding interactions
between the rings [87] than of the excited states in which antibonding orbitals are
occupied, hence the red-shift compared to the static approach. The fact that the
spectrum is dominated by dynamic effects and the discrepancy is not due to the
solvent model is also evidenced by the results of Fig. 13.3. Indeed if we perform
pure QM calculations on the chromophore geometries extracted from the MD
simulation with the solvent implicitly described by PCM we once again nicely
reproduce the 370 nm absorption maximum.

Furthermore the use of MD allowed to evidence the two stable interaction modes
between Har+ and DNA, namely intercalation and minor-groove binding (Fig. 13.1
lower panel). Although, a systematic calculation of the binding free energy was not
performed the stability of the two modes appears comparable. The dynamic
approach also nicely reproduce the spectroscopical features, that once again do not

Fig. 13.2 Static (left) and Dynamic (right) TD-DFT spectra for harmane in water solution [86].
Wavelengths in nm, intensities in arbitrary units. PE: polarization embedding, EE: electrostatic
embedding, ME: mechanical embedding
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allow to discriminate between the two modes, suggesting a coexistence of the two
aggregates.

The same considerations sketched for the absorption spectrum also hold for
emission and namely fluorescence [89]. In the static approach the spectrum can
easily be obtained by optimizing the geometry of the excited state and taking into
account solvent relaxation using equilibrium PCM. Conversely, in the dynamic
QM/MM approach the situation is much more complex. From a methodological
point of view the emission spectrum at QM/MM level can be obtained by optimizing
the excited state geometries for each of the snapshots, however relaxing the solvent
would give rise to an optimization with too many degrees of freedom, so that the

Fig. 13.3 Har+ TD-DFT spectrum obtained as a convolution of vertical transitions from the MD
trajectory. The solvent is treated implicitly with PCM. Wavelengths in nm intensities in arbitrary
units

Fig. 13.4 Dynamic QM/MM TD-DFT calculation of the Har+ fluorescence spectra in water (left)
and in DNA (right). For water solution the comparison with experimental results and with
equilibrium and non-equilibrium PCM is given. Wavelengths in nm, intensities in arbitrary units

13 The Non Empirical Local Self Consistent Field Method … 357



computational cost will grow prohibitively. Probably a better strategy would be the
parameterization of a specific force field for the excited state, allowing to efficiently
sampling the excited state conformational space. Results for the Har+ fluorescence in
water and in presence of DNA are reported in Fig. 13.4. From the comparison with
equilibrium and non-equilibrium PCM fluorescence maxima, one can see that the
dynamical effects are of the same order of magnitude as the solvent relaxation, and
hence both phenomena should be taken into account on an equal footing [89].

13.3.2 Benzophenone DNA Triplet Photosensitization

Benzophenone (BP) is a paradigmatic photosensitizer [93], whose action is known
to produce a considerable amount of DNA lesions especially by triplet photosen-
sitization. Indeed BP, like many aryl-ketones is known to have an easy intersystem
crossing with efficient population of the triplet manifold [94, 95]. The BP-centred
triplet state may subsequent transfer its energy to a nearby thymine triggering a
cascade of events leading to cyclobutane thymine dimers. [93] Despite its para-
digmatic role as sensitizer no structure of the BP/DNA was known or crystallized,
the use of MD simulation has allowed [88] to identify two stable interaction modes
(Fig. 13.5). If the first mode, minor groove binding is rather standard, the second
one represented an entirely novel non-covalent interaction mode that was called
double-insertion. In this mode an entire base-pair is ejected from the Watson and
Crick pairing.

QM and QM/MM analysis also allowed to identify that the ejected bases are
stabilized by strong hydrogen bonds with the backbone phosphate, so that to
compensate the rather large helical distortion. In addition to the simple structure,
once again a proper QM/MM modelling of the spectroscopical properties shows a
specific signature on the UVA/visible range of the electronic circular dichroism
spectra of the double-inserted benzophenone (Fig. 13.6). This aspect could allow an
easy and straightforward experimental discrimination between the two modes.

Fig. 13.5 Two representative snapshots of minor groove-binding (left) and double-insertion
(right) obtained with classical MD [88]
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In addition to the spectroscopical and structural properties it is important to
analyse the photophysical and photochemical pathways leading to triplet photo-
sensitization and the differences between the two modes. Indeed, because of the
close proximity with the DNA nucleobases the dominant energy transfer mecha-
nism will be of the Dexter type [90]. To analyse this situation Dumont et al. [90]
have followed the potential energy profile of the different triplet states on a
approximate coordinate ξ connecting the equilibrium geometry of the triplet centred
on BP (ξ = 0) with the one of the triplet centred on the thymine (ξ = 1). Results are
presented in Fig. 13.7, the change of the wavefunction nature being monitored by
natural transition orbital (NTO) [96]. One may recognize the presence of two

Fig. 13.6 QM/MM and TD-DFT electronic circular dichroism for the minor groove (left) and
double-insertion (right). Wavelengths in nm intensities in arbitrary units

(a) (b)  Minor groove binding Double inserted mode  

Fig. 13.7 Potential energy surfaces along the simplified coordinate ξ describing the triplet transfer
from BP to thymine. Scheme a represents the double inserted mode, and b the minor-groove
binding. The nature of the lowest triplet is evidenced through occupied and virtual NTO reported
for ξ = 0 and 1
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low-lying BP triplets (T1 and T2), while only one photophysic relevant triplet is on
thymine.

The two interaction modes give a very different photochemical pathway, indeed
the first BP triplet state may cross with the thymine one overcoming only an
extremely negligible barrier in the case of double-insertion. Minor groove-binding
photosensitization, on the other hand, should require to bypass a much higher
barrier in the first triplet state, however a barrierless crossing with the thymine
centred triplet can be reached from the second BP triplet. This aspect is indeed
photochemically relevant since in aryl-ketones, and because of symmetry reasons,
the population of T1 may happen only via T2. Note also that in the case of
double-insertion T2 crosses the thymine centred triplet already very close to ξ = 0,
hence a second extremely efficient channel to the population of the thymine triplet
may be hypothesized. Overall, this study has for the first time unravelled at
atomistic and electronic levels the photosensitization processes and has confirmed
the great efficiency of BP in inducing the population of the DNA triplets.

13.4 Conclusion

The Local Self Consistent Field (LSCF) methodology is based upon the very
chemically intuitive concept of localized bond orbital. It opens the way of various
studies in which part of an electronic system deserves a special treatment. For
instance, it has been used to study the core-ionized and the core-excited states of
macromolecules [48, 49]. It is also well adapted to constrained density functional
computations [97]. In this chapter we show that representing the bonds between the
QM subsystem and the MM one by the corresponding strictly localized bond
orbitals insures the most physical continuity between both subsystems. In addition,
it allows a full geometry optimization without any empirical parametrization pro-
vided that the inner core electrons of the quanto-classical atoms are included in the
quantum computation (Non empirical SCF). This methodology offers a very elegant
approach for modelling biochemical reactions involving bio-macromolecules as it is
the case for enzymes or DNA. It also permits a theoretical approach of spectro-
scopic phenomena involving such systems [73–83, 87–90, 96]. The next step in this
research will be to include this method into a user friendly computational package.
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Chapter 14
Computational Study of the Initial Step
in the Mechanism of Dehaloperoxidase A:
Determination of the Protonation Scheme
at the Active Site and the Movement
of the His55 Residue

Fiorentina Bottinelli, Patricia Saenz-Méndez and Oscar N. Ventura

Abstract Dehalopeoxidase A (DHP A) is a detoxifying enzyme found in the
marine worm Amphitrite ornata. This enzyme converts halophenols found in the
environment where the worm lives, into quinones by dehalogenation. The enzyme
has globin structure and function, but works also as a peroxidase in the presence of
H2O2 which binds to the iron present in the heme group. The initial step in the
enzymatic reaction path is the transformation of the heme Fe(III) ion into a ferryl
(Fe = O) moiety. A distal histidine, His55, is crucial for this process. His55 can
occupy two positions, either in the distal pocket of the active center (“closed”), or
exposed to the solvent (“open”). NMR experiments show that His55 moves
between those positions in the resting state of the enzyme. For this process to occur
it is necessary that a gate, composed of a triad Asn37-Lys36-Lys51 and two car-
boxylates on the heme group, suffer a conformational change before and after the
passage of the histidine. We examined computationally this process at the
B3LYP/6-31G(d,p) level, within a PCM simulated aqueous environment. This
analysis leads us to propose a correction of the experimental structure of the
enzyme determined by X-ray crystallography and offers an explanation for different
conformations of the twin carboxylates at the heme group observed in the crystals.
This new proposal agrees with the experimentally determined electron density
distributions and explains the role of the His55 as a functional hook for the peroxide
in the aqueous media.
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14.1 Introduction

The terebellid polychaete Amphitrite ornata inhabits polluted environments con-
taining toxic haloaromatics produced by other organisms such as Notomastus
lobatus. It has been shown that its ability to survive is due to the presence of a
detoxyfying enzyme, hemoglobin Dehaloperoxidase (DHP) present in two forms
encoded by different genes, dhpA and dhpB [1, 2].

Peroxidases (EC number 1.11.1.x) are a large family of enzymes reducing
hydrogen peroxide or organic hydroperoxides to water or alcohols respectively.
Most peroxidases are structurally similar to cytochrome c peroxidase (CCP), as for
example horseradish peroxidase (HRP) and lignin peroxidase (LiP). Active sites
contain usually a heme factor or redox-active cysteine or selenocysteine residues.
The general reaction in these enzymes can be written as

ROOR0 þ electron donor 2 e�ð Þ þ 2Hþ ! ROHþR0OH ð14:1Þ

DHP A however belongs to the family of the globins and its folding is practi-
cally the same as that of myoglobin [1, 3]. DHP was known for many years as the
coelomic hemoglobin of A. ornata [4]. It was not until 1996 that the enzyme was
rediscovered as a peroxidase [5]. Due to its relative abundance in A. ornata and
structural similarity to the globins, it is now thought that the protein can act both as
an oxygen carrier and a peroxidase. At first it was thought that DHP A is composed
of two identical subunits, but it was reported recently that it is indeed a monomer in
solution [6].

DHP A transforms mono-, di- and tri-substituted halogenated phenols into
dehalogenated quinones in the presence of H2O2 [5], according to the reaction

The crystallographic structure of DHP A was determined La Count et al. [3] and
de Serrano et al. [7] (see Fig. 14.1). The heme factor with the central Fe atom can be
appreciated in the figure, as well as several residues which are important for the
reaction.

As said before, it was initially thought that the enzyme worked as a dimer, but this
is no longer the case. The monomers observed in the crystallographic structure do
interact at an interface where Lys and other residues link through hydrogen bonding.
These interface regions are located far away from the catalytic region. The structure
of the monomers and a detail of the active site are better observed in Fig. 14.1.

As in other peroxidases, iron in the heme group is present as Fe(III). Two
histidine residues, called proximal (His89) and distal (His55) are present in the
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active site. His89 is coordinated to Fe(III) in the heme group, which sixth coor-
dination position is filled with a water molecule, later substituted by a peroxide for
the reaction to proceed. His55 has the ability to move between “open” and “closed”
positions, as will be described later.

The location and structure of the substrate binding site is not completely clear as
yet. It was thought originally that the distal pocket, i.e. the region where His55 is
located, could be the binding site. However, it was later found that this pocket is
actually a site for inhibition. If substrate is placed at this site, His55 is forced into
the solvent and precluded to participate in the catalysis. An alternative site was
proposed to be located on the surface of the protein, at the interface of both
subunits, near Trp120. However, this suggestion does not explain that the enzyme
can work as a monomer. More recently, Zhao et al. found that there seems to be
indeed an internal binding site [1, 3, 8–13].

Fig. 14.1 Crystallographic structure of the dimer, showing the interface between monomers, and
the active center in each monomer (above). Structure of one of the monomers in the
crystallographically determined dimer, and detail of the residues participating in the active site
(below)
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Belyea et al. [14] determined that no activity is observed if the H2O2 co-substrate
is added to the enzyme before the substrate. They proposed therefore a simulta-
neous two-electron transfer mechanism. On the other side, Franzen et al. [15]
suggested an alternative mechanism proceeding through two tightly coupled
one-electron transfer oxidation reactions. In this mechanism the substrate remains
bound until it is completely oxidized. A third mechanism was proposed by Osborne
et al. [16] where the reaction is initiated by the binding of the cosubstrate and
involves two consecutive one-electron transfer oxidations.

All mechanisms have an initial step in common, in which hydrogen peroxide
acts directly on the Fe(III) in the heme group, generating the ferryl cation radical.
Doubts remain about whether the extra electron needed in the dehalogenation
proceeds from the ferryl group or from the edge of the heme group, but the role of
peroxide seems to be clear and similar to that in other peroxidases. The distal His55
residue performs a vital role for this part of the reaction. It functions as a general
acid-base catalyst to promote proton transfer between the oxygen atoms in the
peroxide molecule, O–O bond cleavage, and formation of the Fe = O group and
water. The fundamental importance of His55 is clear from the fact that the reaction
does not occur if this residue is substituted by another or conformationally hin-
dered. Therefore, it is necessary to understand its behavior in the context of the
reaction (Fig. 14.2).

His55 can be observed at two different conformations in the crystallographic
structures (see Fig. 14.3). On the one hand, it can be exposed to the solvent in what
is called “open” conformation. When in this conformation, His55 is far from the
iron in the heme group (more than 9 Å according to LaCount et al. [3]). On the
second hand, the ring of His55 can be rotated around the CαC β bond to occupy the
distal cavity, now nearer to the iron cation, in what is called the “closed” confor-
mation. NMR studies in solution [12] showed that in the absence of the substrate,
His55 constantly moves between the open and closed conformations.

Pivoting around the CαC β bond might occur either toward the inside of the
active site, nearer to the hemo group, or to the opposite site. We will call these
directions below and above the plane of the His ring. Rotation above the plane is
restricted by the presence of a tyrosine residue (Tyr38) effectively preventing this
alternative. On the other side, rotation below the plane is hindered by a complex
gate structure, consisting of a triad Asn37-Lys36-Lys51, two carboxylates linked to
the heme group and Lys58. This structure presents some flexibility and at least two
conformations can be observed in the crystallographic structures. On the one hand,
there is a structure which we will call O (for ordered) in which the triad exhibits
closer distances between the residues (a more compact structure) and the car-
boxylate groups are almost coplanar (see Fig. 14.3a). On the other hand, there is a D
(for disordered) structure, where the triad is less compact, with larger distances
between the groups, and the planes of the carboxylate groups are parallel (see
Fig. 14.3b).

None of the crystal structures available [2, 3, 7, 17] present enough resolution to
assign reasonably the position of protons. Additionally, some theoretical calcula-
tions have been performed [18, 19] but always assuming the position of the protons
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Fig. 14.3 Ordered (a) and disordered (b) conformations of the triad residues and the heme
carboxylates

Fig. 14.2 Open (observed in 60 % of the structures) and closed conformation of His55 (observed
in 40 % of the structures)

14 Computational Study of the Initial Step in the Mechanism … 371



assigned automatically by the algorithms within the programs. An explanation of
the existence of O and D structures of the lower gate, and the flexibility it needs for
allowing the movement of His55, could be explained, in our opinion by different
protonation states.

Coupled Quantum Mechanics/Molecular Mechanics (QM/MM) methods have
provided a general scheme for the study of chemical processes in proteins, enzymes
in particular [20–22]. The pioneering work in the field was performed by Warshel
and Levitt in 1976 [23] followed by other developments [24, 25]. While temporal
evolution of conformational changes in the proteins have long been addressed by
the use of Molecular Dynamics (MD) methods [26] based on molecular mechanics
force fields, chemical reactions require the use of quantum mechanics to describe
appropriately the pattern of forming and breaking bonds. The procedure, however,
relies on the existence of reasonable structures of the native enzyme (an eventually
some of its mutations) obtained normally from crystallography. An assessment of
the quality of the starting structure, especially the active site, can be obtained by
analyzing models of the participating amino acids, since in this case more precise
theoretical methods can be employed in the QM region.

The purpose of this work therefore, is not the QM/MM study of the full
mechanism of the reaction, but only the analysis of the structure of the resting state
of the enzyme, the influence of protonation on the structure of the gate and the way
that His55 can alternate between its closed and open conformations.

14.2 Theoretical Methods

Our interest in this study is to determine the protonation state and general structure of
the triad-carboxylates gate and the way in which His55 interacts with the residues
while it pivots between the open and closed conformations. Therefore, we chose a
model system composed of the heme group, the His55 and the important residues in
the gate, the triad Asn37-Lys36-Lys51 on one side of the carboxylates of the heme
and Lys58, on the other side. To represent the His89 we used an imidazole which
occupies the sixth coordination position of the Fe(III). Moreover, we included later
in those cases where His55 is in its closed conformation the Tyr38 to investigate the
interaction with His55. The initial position of the amino acid residues was taken
from the crystallographic structure of DHP A, PDB id 1EW6 [3]. It is shown in
Fig. 14.4. We chose that structure because it was obtained at pH 7.0 which is the one
with maximum enzyme activity. [15]

As noted before, the crystallographic structure does not include the protons. The
usual procedure to perform molecular mechanics and dynamics calculations is to
allow the protonation of the charged residues based on some simple rules for
saturation. The present case is certainly difficult for such simple models. For
instance, if both carboxylates were deprotonated, as is usually the assumption in
non-acidic media, electronic repulsion would be high between them and the
structure should reflect this fact.
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Instead, the orientation of the carboxylates heads in some of the crystallographic
structures is almost coplanar, with two oxygen atoms opposed head to head.
Additionally, the distance between both oxygen atoms in the crystallographic
structure is not very large—about 4 Å— making plausible the assumption that they
share a proton in between. If the proton would not be present, the negatively
charged residues would tend to repel and rotate, to ease the repulsion. Then the
planes of the carboxylates would be almost perpendicular and not parallel. The
hypothesis of the existence of an intermediate proton was tested by optimization of
four structures, characterized by the position of His55 and the presence or absence
of a proton between the carboxylate heads. The naming of the initial structures is
shown in Table 14.1.

Fig. 14.4 Model employed to perform the different calculations shown in this work

Table 14.1 Models used to
study the protonation state of
the heme carboxylates

Model His55 Intermediate proton Tyr38

I Open Present Absent

II Open Absent Absent

III Closed Present Present

IV Closed Absent Present
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Another region that deserves special attention is the location of Lys58. The
almost invariable position of that residue in all the different crystallographic
structures and its conformation with respect to the proximal carboxylate, suggest
that Lys58 is participating in a salt pair. Consequently, the carboxylate next to
Lys58 should be negatively charged to maintain the salt bridge.

The crystallographic structure displays also a compact array of the triad Lys36,
Asn37 and Lys51, in which three nitrogen atoms are face to face, as can be seen in
Fig. 14.4. For a structure as compact as this to be possible, there must be hydrogen
bonds between the atoms involved. Several possibilities of protonation exist, since
both Lys residues may be protonated, only one, or none, thus given rise to several
different possible conformations. Moreover, the crystallographic structure shows
the strange fact that the NH2 group of Asn37 is pointing toward the Lys heads and
that its carbonyl group is pointing to the aromatic ring of Tyr38. Based on these
observations, and considering that the X-ray diffraction pattern of O and N are
similar, because their electron density are, it seems more reasonable to assume that
the carbonyl group of Asn37 12 is hydrogen bonded to the protonated Lys, a 180°
rotation with respect to the experimentally assigned structure.

Different protonation and conformational possibilities were then tested. To
simplify the calculations, His55 was considered to be always in the closed con-
formation, and the presence of a proton between the carboxylate heads was also
assumed. Lys58 was always considered to be protonated. Therefore, we used
several models for the study of the triad: model I as in Table 14.1, and some others
which are summarized in the following Table 14.2.

Finally, we studied the protonation of His55 and its opening mechanism.
Histidines may be neutral, protonated (either at Nδ or at Nε), or charged (dipro-
tonated). Charged His has no free nitrogen to interact with H2O2 in the first step of
the reaction. Thus we discarded this species and focused our study on models with a
neutral His and different schemes of nitrogen protonation. As we mentioned already
in the case of N and O in Asn, the X-ray diffraction of C and N are similar and
therefore it is difficult to distinguish the positions of both atoms. This means that
histidines could be rotated with respect to the assignment reported on the basis of
the 13 crystallographic structure without modifying unreasonably the observed
electron density distributions. In order to study in depth the conformation of His55,

Table 14.2 Models used to
study the conformation and
protonation state of Lys36,
Asn37 and Lys51 triad

Model Lys36 Asn37a Lys51

III Protonated Crystallographic Neutral

V Protonated Rotated Neutral

VI Neutral Crystallographic Protonated

VII Neutral Rotated Protonated

VIII Protonated Crystallographic Protonated

IX Protonated Rotated Protonated
a“Crystallographic” and “rotated” labels identify respectively the
structure as assigned on the basis of the crystallographic
determination and the 180° rotated structure
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four models were optimized, as described in Table 14..3. In all those models we
assumed the presence of the proton between the carboxylate heads, and chose
Lys58 to be charged. Furthermore, we considered in all cases that Lys36 is also
charged, Asn37 rotated and Lys51 neutral. Finally we studied the opening mech-
anism of His55 by a potential energy surface (PES) scan, varying the dihedral
H-Cα-Cβ-Cγ in 10° until reaching the dihedral angle of the open conformation.
This study was performed for models III, X and XII.

Full geometry optimization of the models with the conformations and proto-
nation states given in Tables 14.1, 14.2, and 14.3 was performed at the density
functional level, using the B3LYP [27] method. The effective core potential type
basis set Lanl2dz was used for the Fe atom and the 6-31G(d,p) Pople basis set was
used for the other atoms. The coordinates of the alpha carbon of the amino acids
were held fixed in all the calculations and so was the porphyrin ring in the heme
group. All calculations were carried out with the enzyme immersed into an aqueous
environment. The 14 continuum PCM method of solvation of Tomasi and
coworkers [28] was employed for these calculations.

Root-mean-square deviation (RMSD) data were calculated considering only the
C, N and O atoms that were not fixed during the optimizations. All calculations
were performed using the G09 suit of programs [29].

14.3 Results and Discussion

14.3.1 Variation of the Protonation State of Carboxylates

The first analysis performed was on the protonation of carboxylates while His55 is
in the open conformation, models I and II. As shown in Fig. 14.5, the carboxylate
heads remain facing each other and in an almost coplanar conformation with a
reduced O–O distance when a proton is shared between them. At the same time, the
charged lysines (Lys36 and Lys58) keep closer to each other at a distance of about
2.7 Å. On the contrary, if the proton is absent, those lysines approach the car-
boxylates slightly, and the distance between the carboxylate heads increases con-
siderably (6.2 Å) and adopting now a non-coplanar conformation.

Table 14.3 Models used to
study the structure of His55

Model Conformationa N protonated

III Crystallographic δ

X Rotated δ

XI Crystallographic ε

XII Rotated ε
a“Crystallographic” and “rotated” labels identify respectively the
structure as assigned on the basis of the crystallographic
determination and the 180° rotated structure
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The results obtained with those models with closed His55 are similar, models III
and IV (see Fig. 14.6). On the model with the intermediate proton the oxygen atoms
remain faced at a distance of 2.6 Å but the distance between the carboxylate and
Lys36 increases slightly. Additionally, in the model where both carboxylates are
negative charged, the distances between them increases until a distance of 5.7 Å,
and equally to the open conformation the distance between them and the charged
lysines decreases until a distance of approximately 2.7 Å.

The number of atoms in the four models is different, because of the presence of
the additional proton in I and III. Therefore we cannot compare directly their
energies. However, RMSD values with respect to the crystallographic structure,
which were calculated for all models, can be compared. For those cases in which
both carboxylates are charged (Model II and Model IV, RMSD 1.0 in both cases),
the RMSD value is slightly lower than for those cases in which the carboxylates are
sharing a proton (Model I and Model III, RMSD 1.1 in both cases). This 10 %
difference as well as the much better fitting of the carboxylate heads to the crys-
tallographic structure, are reasonable clues pointing to the necessity of the presence
of the proton in between the oxygen atoms at the pH at which the enzyme was
crystallized. This proton allows the gate formed by both carboxylates to be locked
in position, with the oxygen atoms facing each other.

Fig. 14.5 Optimized geometries of Model I (a) and Model II (b) showing the conformation
adopted by the carboxylate heads. Both conformations are superimposed on the crystallographic
structure exhibiting the almost coplanar carboxylates. Hydrogen atoms are not shown

Fig. 14.6 Optimized geometries of Model III (a) and Model IV (b) showing the conformation
adopted by the carboxylate heads. Both conformations are superimposed on the crystallographic
structure exhibiting the almost coplanar carboxylates. Hydrogen atoms are not shown
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14.3.2 Triad Lys36, Asn37 and Lys51

Two conformations of Asn37 were studied for each of the possible protonation
states of Lys36 and Lys51. For the three possible states of protonation, the starting
geometry of Asn37 was obtained from the crystal structure, models III, VI and VIII.
All optimizations resulted in Asn37 being rotated from the initial model, with the
carbonyl oriented in the direction of Lys36 and Lys51. Consequently, the NH2

group of Asn37 ends up pointing toward the electron cloud of the aromatic ring of
Tyr38. The optimized structures of the models are shown in Fig. 14.7 showing how
Asn37 is rotated with respect to the crystallographic structure.

According to the distances of the optimized geometries (see Table 14.4), the
distances of Lys51 to the other two amino acids increase considerably in the models
where both lysine residues are charged, while the distance between Asn37 and
Lys36 is relatively constant. Because of the repulsion between both cation heads,
Lys51 is then exposed to the solvent, thereby loosening the compact structure
observed in the crystal. Even though RMSD values are acceptable for both struc-
tures, we can dismiss this protonation model because it does not reproduce
appropriately the crystallographic structure.

Fig. 14.7 Optimized geometries of models IX (a), VII (b) and V (c) as compared to
crystallographic structure. Hydrogen atoms are not shown

Table 14.4 Distances between the amino acids Lys36, Asn37, and Lys51, RMSD values and
relative energy

Model Distance (Å) RMSD ΔE(kcal/mol)

Lys36-Asn37 Lys51-Asn37 Lys36-Lys51

Crystallography 2.86 3.45 3.51

III 2.87 4.28 2.70 1.0 0.0

V 2.78 4.54 2.66 1.1 1.8

VI 6.38 4.59 5.12 1.3 18.3

VII 3.97 2.84 5,94 1.6 8.1

VIII 2.73 4.79 4.68 1.0

IX 2.72 6.66 7.59 1.2
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Once established that one of the lysine residues is indeed neutral, we focused our
attention on analyzing the models in which Lys51 is charged and Lys36 neutral,
models VI and VII. In both of them, the triangle formed by the triad appears totally
distorted on inspection. RMSD values lead us to the same conclusion, these values
being the highest among all the models. Models III to VII have the same number of
electrons and consequently their energy values can be compared as shown also in
Table 14.4, reaching the same conclusion. Therefore, RMSD and energy values as
well as the distances between the amino acids are consistent with the conclusion
that Lys36 must be charged and Lys51 must be neutral in the structure of the
enzyme at this pH.

14.3.3 Protonation, Conformation and Movement of His55

All models of the containing His55 in its closed conformation are showing
Fig. 14.8. It is important to notice that all these models have a similarly small value
of RMSD (see Table 14.5), so that this parameter is not useful to tell the models
apart.

When His55 is protonated at Nδ in the conformation of the crystal structure
(Model III), only one hydrogen bond is formed, between the Nε and the oxygen of
the H2O coordinated to Fe(III)with a distance of 1.74 Å. When analyzing the PES
of the opening mechanism, we observed that His55 rotates until its Nε(without a
proton) faces the proton located between both carboxylates. This proton is then
trapped by His55 which ends up with charge +1 in the open conformation, while the
carboxylates adopt the non coplanar configuration, since the proton is not anymore
binding them. The activation energy for this process is about 49 kcal/mol (See
Fig. 14.8).

His55 forms two hydrogen bonds in what we called Model X, one between the
proton in Nδ and the oxygen of the hydroxyl group of Tyr38 (2.09 Å) and the other
between the non-protonated Nε and a H of the H2O coordinated to Fe(III) (1.72 Å).
The stabilization that both hydrogen bonds provides in this structure is reflected in
the energy values, this structure being at least 8 kcal/mol more stable than the other
three analyzed when His55 is in its closed conformation. Analogously to the case of
model III, we observed that His55 rotates while moving from the closed to the open
conformation. Nevertheless, in this case His55 does not face the proton located
between both carboxylate groups. This is due to the fact that the carboxylate groups
bound by the proton open a bit their structure to allow the passage of the His55
without this residue trapping the proton. Therefore, the histidine remains neutral
with a proton in Nδ in its open conformation. The energy threshold is in this case
about 51.5 kcal/mol (Fig. 14.9).

Finally, both models with the protonated Nε are initially less stable than
Model X. In Model XI there is no hydrogen bond in the structure and the Cε-H
bond is pointing to the O of H2O while in Model XII Nε-H forms a hydrogen bond
with the O of H2O (2.00 Å). The energy threshold for the opening mechanism of
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model XII is 33.4 kcal/mol, see Fig. 14.9. In this case the final structure is the open
conformation protonated in Nε, rotated with respect of the structure determined on
the basis of the crystallography analysis.

According to the data obtained, a reasonable proposal for the structure and
energy barriers would be the following. The closed form of His55 is as in model X,
(b) in Fig. 14.8, where the His55 is rotated with respect to the proposed crystal-
lographic structure and is protonated at Nδ.Two hydrogen bond interactions bind

Table 14.5 RMSD values
and relative energy (in
kcal/mol) of the models
containing His55 in the closed
conformation

Model RMSD (Å) ΔE (kcal/mol)

III 1.0 11.5

X 1.0 0.0

XI 0.9 10.7

XII 0.9 8.6

Fig. 14.8 Optimized models III (a), X (b), XI (c) and XII (d)
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this His55 to the iron coordinated water on one side and to Tyr38 on the other. As
this His55 starts the opening process, it suffers a rotation which ends up at about the
same energy than the curve obtained from the opening of model XII, (d) in
Fig. 14.8, where His55 is protonated on the Nε. At this point a yet undisclosed
proton exchange must occur, where the protonation of His55 changes and histidine
in the open conformation ends up protonated at Nε (a common product of the
opening processes of models III and XII. Our research is now focused on the
plausibility of such an exchange involving the intermediate proton that bounds both
carboxylates.

These conclusions are not final, because they may be affected by the mechanical
constraints exerted by the surroundings may play a leading role in such confor-
mational changes (mechanical embedding). More elaborated studies, including the
whole of the protein in actual QM/M studies, are necessary to confirm or reject the
latter proposal.

14.4 Conclusions

We examined different in silico models of the DHP A active site with a PCM
simulated environment. Different protonation and conformational possibilities were
tested. Based on the results obtained, we can conclude that some corrections are
needed regarding the conformation of Asn37 in the triad and His55, as derived from
the diffraction data. We have concluded that the Asn37 conformation must be
rotated 180º from the position assigned on the basis of the crystallographic studies.
We concluded also that a single proton is shared between both carboxylates in the
heme group, thus assuring that they share an almost coplanar structure. Moreover,

Fig. 14.9 Potential energy
curves obtained by varying
the H-Cα-Cβ-Cγ dihedral
angle (in degrees) while
reoptimizing the other
geometric variables in models
III (▲), X (■) and XII (●)
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the structure of the His55 in the closed conformation has been shown to be
protonated at Nδ and rotated with respect to the structure determined on the basis of
the crystallographic analysis. Finally, we are able to propose a consistent model of
the opening mechanism of the His55 starting from model X in Fig. 14.8. The His55
molecule, initially in the conformation of model X, moves until a destabilization
similar to the one found for the movement of His55 in the conformation of model
XII is reached. At this stage we propose –but have not demonstrated yet—that a
proton exchange must occur, involving the proton that holds the carboxylates
together. His55 then loses its Nδ proton and is protonated at Nε, this being the final
protonation scheme of His55 in the open conformation. We do not consider the
33 kcal/mol activation barrier obtained for the movement of His55 to be a reliable
value, since better methods and basis sets, as well as inclusion of a larger model of
the active site is necessary. However, within the limitations of the present calcu-
lations, models X and XII appear to be reasonable candidates for QM/MM studies
of the enzymatic reaction path.
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Chapter 15
Exploring Chemical Reactivity in Enzyme
Catalyzed Processes Using QM/MM
Methods: An Application to Dihydrofolate
Reductase

J. Javier Ruiz-Pernía, Vicent Moliner and Iñaki Tuñón

Abstract Enzymes are the catalysts used by living organisms to accelerate
chemical processes under physiological conditions. In this chapter, we illustrate the
current view about the origin of their extraordinary rate enhancement based on
molecular simulations and, in particular, on methods based on the combination of
Quantum Mechanics and Molecular Mechanics potentials which provide a solution
to treat the chemical reactivity of these large and complex molecular systems.
Computational studies on Dihydrofolate Reductase have been selected as a con-
ductor wire to present the evolution and difficulties to model chemical reactivity in
enzymes. The results discussed here show that experimental observations can be
currently understood within the framework of Transition State Theory provided that
the adequate simulations are carried out. Protein dynamics, quantum tunnelling
effects and conformational diversity are essential ingredients to explain the complex
behaviour of these amazing molecular machineries.
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EcDHFR Escherichia Coli Dihydrofolate Reductase
Eelec Electronic energy
EVB Empirical valence bond
FEP Free energy perturbation
GHO Generalized hybrid orbital
IRC Intrinsic reaction coordinate
KIE Kinetic isotope effect
LDH Lactate Dihydrogenase
LSCF Local self-consistent field
MD Molecular dynamics
MM Molecular mechanics
NADPH Nicotinamide adenine dinucleotide phosphate
PES Potential energy surface
PM3 Parameterized model 3
PMF Potential of mean force
PS Product state
QM Quantum mechanics
QM-FEP Quantum mechanics free energy perturbation
QM/MM Quantum mechanical/molecular mechanics
RS Reactant state
THF 5,6,7,8-tetrahydrofolate
TS Transition state
TST Transition state theory
V Potential energy
Vnn Nuclear repulsion energy
WHAM Weighted histogram analysis method

15.1 Introduction

Enzymes are the most efficient catalysts, capable of working at mild conditions of
temperature and pressure, but also showing other important advantages with respect
to non-natural catalysts such as their chemo-, regio- and stereoselectivity.
Moreover, the use of biocatalysts for one-pot transformations synthetic methods
allows decreasing the number of energy consuming steps such as separation and
purification of intermediates, with the obvious consequent economical savings.
These features justify the fact that natural biochemical processes in living organ-
isms are a major source of inspiration for design of new biocatalysts with potential
applications in industry. The design of new enzymes provides a rigorous test of our
understanding of how naturally occurring enzymes work [1–4]. On the other side,
since most of reactions taking place in living organisms utilize enzymes to accel-
erate chemical processes, making them compatible with life, a detailed knowledge
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of the origin of catalysis in these complex macromolecular machines can be used
for the synthesis of inhibitors with applications in biomedicine. Combination of
experimental tools such as protein engineering techniques, with Computational
Chemistry methods has revealed as a promising option to study the chemical
reactivity of natural enzyme catalysed processes and their applications.

In this chapter, we will illustrate the state of the art of the computational methods
devoted to the study of chemical reactivity in enzyme catalysed processes. It will be
shown how the use of computational sophisticated tools are required to describe
such complex systems. The adequate computational protocol to explore enzyme
reactivity will be dictated by the fact that enzymes are huge macromolecules, with
noticeable flexibility required to acquire the different steps of the full catalytic
process from binding of reactants to the product release, and also by the electronic
and quantum complexity of the reactions catalysed in their actives sites.

Transition-state stabilization in a pre-organized active site seems to be the major
source of catalysis although, as previously mentioned, some degree of protein
flexibility is needed to reach the maximum catalytic efficiency [5–8]. The seminal
Pauling’s postulate [9], that explained the origin of enzymes catalytic activity based
on the complementarity between the enzyme’s active site and the transition struc-
ture, has been rationalized in terms of the electrostatic stabilization that the protein
provides for the transient structures that appear during the transformation of reac-
tants into products and, in particular, for the transition state (TS) [8]. Nevertheless,
the protein has to adopt different conformations from the substrates binding step to
the products release, passing through the chemical step. Obviously, protein flex-
ibility is necessary to understand how a cavity created during millions of years to
interact and stabilize the TS of a chemical reaction, is also capable to accommodate,
for instance, reactant state structures. Thus, enzymes must be stable to retain their
three-dimensional structure but flexible enough to change among the different
conformations relevant at each step of the catalytic cycle [10, 11]. Moreover, the
presence of different conformations in any of the states along the full catalytic
process is essential to explain experimental results such as the temperature
dependence of kinetic isotope effects (KIEs) [12, 13] or the significant different rate
constants observed in single-molecule spectroscopy [14]. The presence of a wide
distribution of rates in individual enzyme molecules has also been predicted by
computer simulations on different enzymatic systems [15–19]. Modelling enzyme
reactivity must then consider the inclusion of TS stabilizing interactions derived
from electrostatic and non-electrostatic effects with an adequate theoretical frame-
work, as it will be shown in the present chapter. However, the lack of a detailed
understanding of the link between sequence, structure, flexibility, and function still
prevents the complete understanding of enzyme catalytic processes and the strat-
egies to design new biocatalysts [20].

In this chapter, Dihydrofolate reductase (DHFR) has been selected as a con-
ductor wire to present the evolution and difficulties to model chemical reactions in
enzymes, from the early calculations based at semiempirical level, carried out in gas
phase, to the more sophisticated simulations based on hybrid Quantum
Mechanical/Molecular Mechanics (QM/MM) schemes [21, 22]. DHFR offers an
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excellent opportunity for the analysis of computational strategies applied to the
study of enzyme catalysis and, in fact, it has been the benchmark of many exper-
imental and theoretical studies devoted to reveal the origin of enzyme catalysis.

DHFR (E.C. 1.5.1.3) catalyses the NADPH-dependent reduction of
7,8-dihydrofolate (DHF) to 5,6,7,8-tetrahydrofolate (THF) in both bacterial and
vertebrate cells. This enzyme is necessary for maintaining intracellular pools of THF
and its derivatives, which are essential cofactors in the biosynthesis of several amino
acids. This property has made DHFR a clinical target for antitumor and anti-infective
therapy, and numerous inhibitors have been described [23, 24]. Nevertheless, the
details of its molecular reaction mechanism are still unclear and can only be
hypothesised at present [25, 26]. Information derived from complex computational
models will be crucial to evolve in this sense. We will show how an adequate method
within a realistic model, taking into account the pKa of the titratable aminoacids, the
flexibility of the protein, the size of the system or the level of theory used to describe
the QM region, must be used to obtain reliable conclusions. It will be demonstrated
the need of performing statistical simulations to sample the full conformational space
of all states involved in the reaction, that allow getting free energies and averaged
properties directly comparable with experimental data. Finally, keeping in mind that
the chemical step of the DHFR catalysed reaction involves the transfer of a light
particle, inclusion of quantum tunnelling effects will be required to properly estimate
the phenomenological free energy barrier.

15.2 Potential Energy Surfaces: The Electronic
Complexity of Enzyme Catalysed Reactions

In order to study a chemical reaction, accurate values of the electronic energy of the
system, as a function of its nuclear coordinates, have to be obtained. This function,
known as potential energy surface, PES, will provide the relationship between the
energy and the geometry of the system under study.

Then, by selecting the proper distinguished reaction coordinates, a chemical
reaction can be described as the evolution of the function, V(R), from one minimum
to another, both corresponding to stable geometries of the system such as reactants,
products or possible intermediates. The point on the PES corresponding to the
maximum energy of the minimum energy path connecting two minima will be
characterized as a saddle point of order one, or TS structure (see Fig. 15.1).

In order to solve the PES, Quantum Chemistry, the discipline in which quantum
mechanics (QM) principles are used to rationalize and predict chemical behaviour
and, in particular, to study chemical reaction processes, must be used. Nonetheless,
significant obstacles remain preventing the routine use of QM to provide quanti-
tative understanding of complicated chemical systems. The problems raised
because describing processes that involve bond-breaking and bond-forming, charge
transfer, and/or electronic excitation, require a QM treatment but, due to the very
demanding computational cost, their application is still limited to not too large
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systems. On the other side, models based on classical Molecular Mechanical
(MM) force fields, widely used in molecular dynamics (MD) simulations of large
systems, are not adequate to describe a chemical reaction. Algorithms that combine
QM and MM (QM/MM) [21, 22] provide the way to sort out the problem; the
solute molecule or the reaction center relevant to the formation and breaking pro-
cesses of chemical bonds is described quantum mechanically, while the solvent and
protein environments are treated by a MM force field. It must be pointed out that
other strategies based on Empirical Valence Bond methods [27, 28] or reactive
force fields [29], have been also applied to solve the problem.

15.2.1 Gas Phase Calculations

Historically, first insights into enzymatic reaction mechanisms were obtained
through gas phase calculations, using standard programs of quantum chemistry to
obtain PESs. Thus, for example, in the early nineties, the reaction catalyzed by
DHFR (see Fig. 15.2) was studied in our group by means of semiempirical
Hamiltonians (AM1 and PM3) in gas phase [30, 31].

The predicted structure of the TS localized for the hydride transfer step in a
model of the DHFR, supported that the endo conformation of the donor and
acceptor rings. This seemed a general feature on hydride transfer steps rationalized
in terms of the frontier orbital overlap of the donor and acceptor centers in the
saddle point [32–38]. Apart from this, and information regarding the distance
between the donor and acceptor carbon atoms at the TS, no much more information
could be derived from exploration of the PESs in gas phase with a reduced model.
In order to understand the influence and behaviour that the environment has on the
reaction, the inclusion of a realistic protein model was required.

V (R) = Eelec (R) + Vnn (R)

Fig. 15.1 Schematic representation of a potential energy surface (PES) of a single step chemical
reaction. V is the molecular potential energy, Eelec the electronic energy and Vnn the nuclear
repulsion energy
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15.2.2 Inclusion of Environment Effects: The Quantum
Chemical Cluster Approach

The properties of stationary structures of enzymatic processes can be different from
those obtained in gas phase calculations because, obviously, the interaction with the
environment are not considered in the latter. Then, a more realistic picture of
enzyme catalyzed reactions can be obtained including a small part of the active
centre into the calculations. The problem is that in this cluster or supermolecule
models, the optimised structures do not necessary fit into the enzyme active site and
computing artefacts can be obtained. A common strategy is to anchor some key
atoms of the enzyme to their crystallographic positions and then optimize the rest of
the coordinates of the model [39]. Nevertheless, this is an approximate solution that
presents several deficiencies. First, the result will be dependent on the initial X-ray
structure that, in many cases, is far from the real structure of the protein-substrate
complex at the TS. Second, long-range effects on the nuclear and electronic po-
larisation of the chemical system are not included in the calculations. Third, and
probably the most dramatic deficiency, the enzyme flexibility is not properly taken
into account. And finally, the computational cost of these calculations rapidly
increases, as more atoms of the environment are explicitly included.

Nevertheless, cluster models are still broadly used with models with up to 200
atoms, placed in a dielectric cavity and treated at the highest possible QM level,
which so far has mainly meant hybrid density functional theory (DFT) [40–42]. The
most common application of these models is on systems where the chemical
reaction implies complex electronic states as the ones appeared in enzymes con-
taining transition metals where more than one electronic state is involved and high
level QM methods are required to describe the reaction. Nevertheless, due to the
computational cost, such studies have embraced topics devoted to the modelling of
the first coordination sphere of the active site to perform an exploration of the
molecular mechanism solving problems of stereoselectivity [42], up to the
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Fig. 15.2 Schematic representation of the chemical step reaction catalyzed by DHFR (left panel)
and TS structures for the hydride transfer step obtained in a gas phase model at AM1
semiempirical level (right panel). Distances in Å
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development of biomimetic, or bioinspired, catalytic systems [43, 44]. But, in these
cases, as discussed above, the effect of the rest of the protein and/or solvent
environment is not included in the calculations and, moreover, one of the requisites
of a proper modelling of an enzyme, the flexibility of the system, is not taken into
account.

15.2.3 Hybrid QM/MM Potentials Based Models

There was a major breakthrough in the methods trying to mimic the role of the
enzyme in calculations by combining QM Hamiltonians and MM force fields;
namely the QM/MM methods [21, 22]. In these methods, a small portion of the
system is described by QM, the region where the most important chemical changes
(i.e. bond breaking and forming processes) take place, while the rest of the system
is described by means of MM potentials. In this way a very large number of atoms
can be explicitly considered in the calculations. The division of the full system in
two subsystems may require cutting a covalent bond. Then, the problem of fulfilling
the valence of the quantum atom placed in the QM/MM boundary has to be treated
by means of different techniques such as adding hydrogen link atoms [45], frozen
orbitals on each QM boundary atom (Local self-consistent field, LSCF) [46–51], or
the use of hybrid atomic orbitals as basis functions on the boundary atoms of the
MM fragment (Generalized Hybrid Orbital, GHO) [52]. All in all, the combination
of two levels of theory, by means of the appropriated coupling terms, allows
obtaining the wave function of the quantum subsystem, and thus any related
property under the influence of the environment. It is important to note that there
are also subtractive schemes, such as the originally implemented in ONIOM
methods [53, 54], in which the wave function of the QM subsystem is not polarized
under the influence of the MM subsystem. These methods have been successfully
applied to systems, such as organocatalysts, where the steric effects of the ligands
can be determinant [55–57].

The existence of a QM/MM potential energy function, which combines reli-
ability and computational efficiency, is not the only requirement to deal with
chemical reactions. To describe such processes we should be able to locate and
characterize a set of stationary structures (RS, TS, PS and possible intermediates)
that defines a particular reaction mechanism. This is complicated by the large
dimensionality of the PES when the environment is explicitly included. In a first
approximation to follow a chemical process, a distinguished geometrical coordinate
can be chosen and energy minimisations would be carried out for different values of
this coordinate. Thus, the minima on a potential energy profile corresponded with
reactants, possible intermediates or products, while the maximum would represent
an approximate TS of the reaction. Obviously, this procedure may not be always
convenient as far as the true reaction coordinate can be different from the selected
one. Most of the programs using hybrid calculations used to contain only algo-
rithms to locate energy minima. The direct location of a saddle point of index one is
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much more difficult and was not included in commercial package of programs until
more recently. Application of QM/MM methods to real chemical problems
demands tools for location and characterisation of saddle points, intrinsic reaction
coordinates, hessians and vibrational frequencies for very large flexible systems.
Nevertheless, the high dimensionality of the surface prevents the calculation of the
full Hessian matrix and thus the proper location and characterization of saddle
points of index one.

In the late nineties, we carried out the first QM/MM study where a TS structure
was located and characterized as a first order saddle point for a fully flexible
molecular system on the reaction catalyzed by Lactate Dihydrogenase (LDH) [58].
In order to locate the TS a new algorithm, GRACE [15], was employed with an
explicit hessian for a sub-set of atoms (QM subsystem plus some residues in the
active-site region) by central finite-differencing of the gradient vector. The single
negative eigenvalue of the resultant hessian corresponded to the force constant
associated to the transition vector. The remaining atoms of the MM enzyme
environment were continually relaxed. TS optimisation in the core was continued
until no element of the gradient vector of the entire system (core plus environment)
was larger than a certain threshold value. The intrinsic reaction coordinate
(IRC) was computed in both directions from a saddle point to confirm that it was
the expected reaction TS. The stationary structures obtained in this way could be
characterized as a true stationary structures on the PES (all the first derivatives are
equal to zero) and having the correct number of imaginary frequencies in the
Hessian matrix of the core (i.e. zero for minima and only one for transition state).
Shortly after this study, a similar computational scheme was employed to study the
catalytic mechanisms of the hydride transfer step in DHFR [59]. In this case, 53
atoms were treated by the AM1 semiempirical Hamiltonian and the rest of protein
and solvent water molecules (ca. 3000 atoms) were treated by MM force fields. In
contrast with previous calculations in gas phase, the protein environment selectively
molds the substrate in a conformation close to the exo transition structure (see
Fig. 15.2). At the Michaelis complex, the enzyme compresses the substrate and the
cofactor into a conformation close to the transition structure, thus facilitating the
hydride transfer. The population analysis obtained by means of the in vacuum and
the hybrid QM/MM methods renders similar net atomic charges for the donor and
acceptor fragments, suggesting that a hydrogen more than a hydride ion was
transferred. Since the environment effect was included in the simulations, infor-
mation could be obtained on the role of key residues such as Asp27 (see Fig. 15.3)
in stabilizing the cationic pteridine ring. The ordered structure observed for the
X-ray crystallographic water molecules supported the hypothesis of an indirect
transfer of a proton from Asp27 residue to the N5 atom of the substrate, analyzed in
more detail in a subsequent study [60]. Moreover, a good agreement between
experimental and QM/MM primary KIEs was found.
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15.2.4 Limitations of Analysis Based on PESs

The use of different QM/MM molecular models to study the DHFR catalyzed
reaction allowed getting some other preliminary conclusions. For reactions
involving a large number of degrees of freedom it is not correct to refer to one
unique TS structure. The TS should be considered as an average of nearly
degenerated structures. Although other authors as Truhlar and co-workers had
already pointed out this conclusion for molecular systems in condensed media [61],
these results were one of the first QM/MM studies that demonstrated how the
transition state for the enzymatic reaction must be represented as an average of the
properties of these many, nearly degenerate TS structures. This insight emerged
only as a consequence of the flexible model of the active site employed in the study.
The observation of slightly different conformations obtained from different
QM/MM models was in agreement with our previous QM/MM studies on LDH
[15], where different minimum energy paths with noticeable different potential
energy barriers were located starting from different initial configurations obtained
by MD simulations.

Another common problem that can rise in theoretical studies of enzyme reaction
mechanisms is that the most expensive computational simulation may give mean-
ingless results if erroneous charges are assigned to the titratable aminoacids of the
protein. Properties of enzymes are pH-dependent because their efficacy depends on

Fig. 15.3 Schematic representation of the hydride transfer step from nicotinamide ring of
NADPH to the pteridine ring of DHF-H+in the active site of E. coli DHFR. A possible QM-MM
partitioning employed in QM/MM calculations on this system is shown in grey
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the protonation state of their ionisable residues. Thus, any theoretical analysis of
protein structure or reactivity requires an adequate titration of all ionisable residues.
Assignment of the protonation states of such residues is often based on the pKa of
the corresponding aminoacids in aqueous solution. However, this practice may
introduce significant artefacts into simulations because standard pKa values of
ionisable groups are shifted by local protein environments [62, 63]. The compu-
tational protocol must be improved with the recalculation of the pKa of titratable
residues in the protein environment, according to which each titratable residue in
the protein is perturbed by the electrostatic effect of the protein environment [62,
63], or empirical methods such as the PROPKA program of Jensen et al. [64–66].
When the pKa values of the ionisable residues are recalculated under the effect of
the protein environment, the protonation state of several ionisable groups can
change and dramatic effects can be observed on the PESs [67].

All previous QM/MM calculations reported here about DHFR were made using
a semiempirical AM1 Hamiltonian that presents serious deficiencies for obtaining
accurate energies. We more recently tackled the problem of improving the quality
of the PES by means of corrections to the quantum description at higher level such
as DFT or post-Hartree Fock methods [68]. Nowadays, the use of DFT or ab initio
methods to describe the atoms of the QM region in a QM/MM scheme is becoming
more and more popular due to the efficiency of the algorithms and the increase of
the computational power. Another possible strategy is based on the reparametri-
zation of semiempirical Hamiltonians to accurately reproduce the energetics of a
particular reaction. Indeed, AM1-Specific Reaction Parameters (AM1-SRP) for the
hydride transfer catalysed by DHFR have been developed by Major and co-workers
paving the way to accurate and cheap simulations on this system [69].

15.3 Free Energy Surfaces: Statistical Simulations

As pointed out above, a fundamental difficulty of modelling large molecular sys-
tems derived from the fact that exploration of a single projection of the PES is not
enough to get magnitudes directly comparable to experiment. The PES contains a
myriad of stationary structures mainly due to the great number of possible con-
formations accessible to the enzyme and the solvent molecules, as already indicated
above. Furthermore, enzymes are usually very flexible molecular systems and in
fact, sidechain and backbone movements are, in many cases, responsible of some of
the steps of the full catalytic process. Thus, a statistical ensemble of minima and
transition structures must be explored to properly define the reactant state (RS), TS
and product state (PS) and entropic and thermal effects should be included in the
analysis. Free energies associated to the transformation between different states can
be extracted using different techniques applied to molecular simulations [70].

Transition State Theory (TST), in its conventional [71] or generalized formu-
lation, [72] has provided an adequate theoretical framework to study enzyme
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catalyzed reactions in the past decades [73]. According to TST, the rate of a
chemical reaction can be obtained from the equilibrium forward flux across a
hypersurface that divides the reactant region from the product region [74]. This
dividing surface is defined by a particular value of the reaction coordinate (ξ = ξ‡),
which is assumed to be separable from the remaining degrees of freedom of the
system. Thus, according to TST, the rate constant of a given reaction is given by:

kr ¼ j � cðnÞ kBT
h

K0e�
DGzðnÞ

RT ð15:1Þ

where kB and h are the Boltzmann’s and Planck’s constants, T the absolute tem-
perature and K° accounts for the standard state. ΔG‡ is the free energy difference
between the TS and the RS. γ is the transmission coefficient that accounts for the
non-separability of the reaction coordinate from the remaining degrees of freedom.
This parameter being lower than unity indicates the presence of trajectories
recrossing the dividing surface defined by the selected reaction coordinate.
Tunneling contributions, κ, can be important in enzymatic reactions involving the
transfer of light particles, such as proton, hydrogen or hydride transfers (H trans-
fers) [17]. According to Eq. (15.1), an increase in the rate constant for the catalyzed
reaction relative to the uncatalyzed reaction can be due to a decrease in the free
energy barrier or to an increase in the prefactor. Changes in the activation free
energy seem to be the main contribution to catalysis [6, 12, 75], while prefactors are
similar in the catalyzed and uncatalyzed processes [17, 76, 77]. However, it must be
stressed that there is no an unambiguous way to separate the effects of the enzyme
on the activation free energy from those on the transmission coefficient because
both depend on the choice of the reaction coordinate [17].

A common approach to compute free energies for systems with a small number
of degrees of freedom is based on normal analysis methods applied to the located
stationary points on the explored PESs. The knowledge of local regions around
these points can provide thermodynamic information about the system.
Nevertheless, as stated above, enzymatic systems contains a large number of
degrees of freedom and the associated PES can be very rugged, preventing the use
of the harmonic approximation. A single structure belonging to a particular state
does not offer information of other possible conformations describing the same
state. In the worst of the possible scenarios, if the located structures were far from
the lowest energy conformation of the same state, the results would be completely
wrong. Then, statistical simulations based on Monte Carlo or Molecular Dynamics
methods must be used to obtain detailed information from which averaged and
thermodynamical properties can be properly derived [70]. In particular, free ener-
gies associated to the transformation from the RS to the TS (the activation free
energy) and to the PS (the reaction free energy) can be extracted using different
techniques applied to molecular simulations.
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15.3.1 Free Energy Perturbation (FEP)

Quantum mechanics free energy perturbation (QM-FEP) method, developed by
Kollman and coworkers [78, 79], is a popular technique to get reaction free energy
profiles for enzymatic reactions. In this approach the reaction path is obtained for a
gas phase model of the active site. Coordinates and charges of the chemical system
are afterwards used into purely classical simulations where only the changes in the
environment are sampled. FEP is then used to get the reaction and activation free
energies as the sum of the gas phase reaction energy and environment free energy
contributions. The main advantage of this approach is that high-level quantum
methods can be used for the gas phase calculations. The main drawbacks are: (i) the
lack of the chemical system flexibility contribution to the free energy and (ii) during
the simulation of the reaction path, the environment is not incorporated in the
calculation.

A similar but more coupled scheme is obtained if the reaction path is determined
in the active site by means of QM/MM iterative optimisations along a reaction path
[80]. In our approach the reaction path is obtained as an IRC traced from a TS
structure located in the active site and considering the influence of the full enzy-
matic environment. The configurations for which the free energy difference on
enzyme catalyzed reactions can be estimated correspond to those structures
obtained along the QM/MM IRC calculation and are thus characterized by a single
coordinate:

s ¼
X
i2QM

mi xi � x0ið Þ2þ yi � y0ið Þ2� zi � z0ið Þ2
� �" #1=2

ð15:2Þ

where x0i, y0i, z0i are the Cartesian coordinates of the QM atoms in the transition
state structure while xi, yi and zi are the coordinates of a structure belonging to the
IRC, and mi are the masses of the atoms. Within this treatment the free energy
relative to the reactant can be expressed as a function of the s coordinate as:

DGFEPðsR ! s jÞ ¼ DE0;R!j
QM þ DGR!j

QM=MM

¼ E0
QMðsjÞ � E0

QMðsRÞ
� �

� kBT
Xi¼j�1

i¼R

ln exp
1

kBT
EQM=MMðsiþ1Þ � EQM=MMðsiÞ
� �� �

MM;i

ð15:3Þ

where E0
QM is the gas-phase energy of the QM subsystem, kB is the Boltzmann’s

constant and T the temperature. The QM/MM interaction term of the free energy
difference between two different values of s is obtained by averaging the QM/MM
interaction energy (including the polarization energy) over all the MM coordinates
of the system obtained for a particular value of the s coordinate. Then, a term to
include the contribution of the vibration of all the QM coordinates (except s) can be
added to the free energy profile, assuming a quantum harmonic treatment for the
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vibrational modes of the QM subsystem in the field created by the rest of the
enzyme. In this way the chemical system flexibility is also considered.
The quasiclassical free energy difference can be obtained adding the contribution of
the QM vibrational degrees of freedom as:

GQCðsjÞ � GQCðsRÞ ¼ DE0;R!j
QM þ DGR!j

QM=MM þ DGj
vib;QM ð15:4Þ

where

DGj
vib;QM ¼

X3N�7

x¼1

1
2
hm jx þ kBT ln 1� e�

hm jx
kBT

� 	
 �

�
X3N�6

x¼1

1
2
hmRx þ kBT ln 1� e�

hmRx
kBT

� 	
 �
ð15:5Þ

The frequencies of the QM subsystem can be obtained projecting out the con-
tribution of the reaction coordinate in the Hessian for all the structures but the
reactant. The activation free energy is then obtained as:

DGz ¼ max
j

GQCðs jÞ � GQCðsRÞ� � ð15:6Þ

15.3.2 Potential of Mean Force (PMF)

Another popular technique to obtain the free energies profiles is based on the
calculation of the Potential of Mean Force, PMF, associated to a particular dis-
tinguished reaction coordinate [70]. A proper selection of this coordinate is critical
to obtain meaningful free energy profiles. Selection of this reaction coordinate
should be based on the exploration of the PES including the environment, or even
better, on IRCs traced down to the corresponding products and reactants valleys
from transition structures located and characterized in the enzyme active site.

The main advantage of the PMF technique is that contributions of all the degrees
of freedom of the system, except the reaction coordinate, are naturally considered
and then it provides a magnitude more easily comparable to the activation free
energy. The PMF is in fact related to the normalized probability of finding the
system at a particular value of the chosen coordinate by Eq. (15.7):

WðnÞ ¼ C � kT ln
Z

q rN
� �

d nðrNÞ � n
� �

drN ð15:7Þ
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The activation free energy can be then expressed as [81]:

DGzðnÞ ¼ WðnzÞ � WðnRÞ þ GnðnRÞ
� 
 ð15:8Þ

where the superscripts indicate the value of the reaction coordinate at the RS and TS
and GnðnRÞ is the free energy associated with setting the reaction coordinate to a
specific value at the reactant. Normally this last term makes a small contribution
[82] and the activation free energy is directly estimated from the PMF change
between the maximum of the profile and the reactant’s minimum, correcting for the
quantized nature of the vibrations of the QM subsystem:

DGzðnÞ � WðnzÞ �WðnRÞ þ DGvib;QM ¼ DWzðnÞ þ DGvib;QM ð15:9Þ

The selection of the reaction coordinate is trivial when the mechanism can be
driven by a single valence geometric coordinate or a simple combination of them
(as the anti-symmetric combination of two interatomic distances). However this
may not be the case for an enzyme-catalyzed reaction, were several distances are
usually involved in the process. In some cases, the method can be improved by
computing two dimensional PMF (2D-PMF) using two coordinates. The 2D-PMF
is related to the probability of finding the system at particular values of two
coordinates:

Wðn1; n2Þ ¼ C0 � kT ln
Z

q rN
� �

d n1ðrNÞ � n1
� �

d n2ðrNÞ � n2
� �

drN ð15:10Þ

In order to obtain the full probability distribution, independent MD simulations
(windows) are run around particular values of the selected coordinates applying a
biasing potential using assuming an harmonic dependence, known as the umbrella
sampling approach [83, 84]. Then the values of the variables sampled during the
different simulations are pieced together to construct a full distribution function
employing the weighted histogram analysis method (WHAM) [84].

In the case of the hydride transfer catalysed byEscherichia coliDHFR (EcDHFR),
one-dimensional PMFs were computed using the antisymmetric combination of
distances describing the hydride transfer, n ¼ d CdonorHð Þ � d CacceptorH

� �
, as the

reaction coordinate. The umbrella sampling approach was used, with the system
restrained to remain close to the desired value of the reaction coordinate by means of
the addition of a harmonic potential. As stated above, the probability distributions
obtained from MD simulations within each individual window were combined by
means of the WHAM method. Twenty picoseconds of relaxation and 40 ps of pro-
duction MD, with a time step of 0.5 fs, in the canonical ensemble [NVT (number of
molecules, volume, temperature), with a reference temperature of 300 K] and the
Langevin–Verlet integrator [85] were used in the simulations.

Figure 15.4 shows the classical mechanical AM1-SRP/MM PMF started from
five different structures of the TS, selected from snapshots of a long QM/MM MD
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simulation with the reaction coordinate restrained to the value obtained for the
transition state (TS) of the first PMF. The observed deviations are within the
expected uncertainty of the method. From these PMFs, the classical mechanical

activation free-energy barrier, ΔW‡, is 15.8 kcal·mol−1, from which a DGzðnÞ value
of 14.6 kcal·mol−1 can be derived (see Eq. 15.9). This value was in excellent
agreement with the free energy barrier derived from the experimental rate constant
(14.3 kcal·mol−1) [86].

15.4 Dynamic Complexity

As mentioned above, enzymes are not rigid structures that simply accommodate the
substrates needed for a chemical reaction. Enzyme dynamics is complex and its
motions span a wide range of time-scales, from fast bond stretching motions that
require femtoseconds to large conformational changes happening in milliseconds or
even larger time-scales [10]. During the enzymatic turnover protein motions can be
involved at different stages. For example, substrate binding and product release may
require the motion of protein loops that control the accessibility of the active site.
The enzymatic turnover can be then seen as a path on a multidimensional free
energy surface involving conformational and chemical coordinates [87]. Because of
the large number of degrees of freedom these surfaces are rough and within a
particular subset of configurations, identified as a valley by the value of a global
conformational coordinate in a particular free energy landscape, it is possible to
identify a manifold of sub-valleys characterized by more local coordinates, estab-
lishing in this way hierarchy of complexity [88].

Fig. 15.4 AM1-SRP/MM potential of mean force (PMF) obtained from five different structures of
the TS. Reaction coordinate, n ¼ d CdonorHð Þ�d CacceptorH

� �
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15.4.1 Fast Protein Motions

Focusing in the chemical reaction step of the catalytic cycle, a particular reactant
conformation can be transformed into a product conformation moving along the
chemical coordinate. This coordinate is in principle a collective variable that
involves the participation of all the atoms of the system. Such kind of coordinates
are employed for example in the context of Empirical Valence Bond calculations of
enzymatic catalysis where the reaction free energy profile is obtained as a function
of the energy gap between the diabatic curves that define the reactants and products
states [27, 28]. In other QM/MM schemes the reaction coordinate is usually
selected as a combination of a few geometrical parameters, for example the dis-
tances associated to the chemical bonds that formed and/or broken during the
chemical reaction, as made in Fig. 15.4. When the free energy profile is obtained
along the reaction coordinate, which is the quantity needed to determine the rate
constant in TST (Eq. 15.1), all the remaining degrees of freedom of the system are
assumed to be in equilibrium at each value of the coordinate. It is precisely the
validity of this equilibrium assumption that is under debate in the field of enzymatic
catalysis. According to some authors fast protein motions, usually termed as
‘promoting vibrations’, taking place in the active site could be coupled to the
reaction coordinate making necessary an explicit treatment of them in the calcu-
lation of the reaction coordinate [89, 90]. These ‘promoting motions’ could favour
the approach of donor and acceptor atoms in H-transfer reactions, assisting then the
chemical processes. Pressure effects on chemical reactions and temperature
dependence of Kinetic Isotope Effects (KIEs) could be the signature of these pro-
moting motions [89], although it should be stressed that these effects could be also
analysed within a theoretical framework based in TST [91]. It should be noted that,
in principle, protein motions are also incorporated in TST, either in the definition of
the reaction coordinate or as thermal fluctuations.

The role of protein motions during the chemical step can be monitored using 2D
free energy surfaces as a function of a chemical coordinate and an environmental
coordinate. We investigated the hydride transfer reaction catalysed by EcDHFR
using this approach [92]. As shown above, the chemical coordinate (ξ) was simply
the antisymmetric combination of the distances of the transferred hydride to the
donor and the acceptor atoms, while the environmental coordinate (se) was the
antisymmetric combination of the electrostatic potential created by the protein and
solvent atoms on the donor and acceptor atoms. This coordinate captures those
protein motions affecting the reaction energetic and thus those motions that can be
relevant for the chemical processes [93]. Figure 15.5 shows the free energy surface
for the hydride transfer in DHFR as a function of the two coordinates. The mini-
mum free energy path illustrates how the reaction proceeds with changes both in the
chemical system and in the environment. Basically the reaction takes places with a
small reorganization of the environment followed by the transfer of the hydride
from the donor to the acceptor and a final environmental relaxation to the product
valley. The motion along the environmental coordinate can be characterized with an
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average frequency of 240 cm−1, that corresponds to the reorganization of hydrogen
bond interactions in the active site.

An interesting feature observed in this equal-foot treatment of substrate and
protein motions is the similarity observed between the dividing surface (or TS)
obtained when only the chemical coordinate is employed and that obtained in the
two-dimensional treatment (when protein motions are explicitly considered). This
similarity is a consequence of the fact that in reactive trajectories slower environ-
mental motions precede the H-transfer and thus the TS obtained under the equi-
librium treatment for the chemical coordinate is a reasonable approximation to that
obtained with a more complete definition of the reaction coordinate. It should be
taken into account that in TST the equilibrium assumption is needed to describe
only the reactants and transition states (allowing the determination of their relative
probabilities or free energy difference) and not along the whole reaction path.

The quality of the reaction coordinate chosen to explore the reaction process can
be tested by means of the computation of the transmission coefficient (see Eq. 15.1)
that accounts from the fraction of trajectories that recross a particular dividing
surface back to the reactants. This transmission coefficient can be evaluated
according to the positive flux formulation [94], assuming that the trajectory is
initiated at the barrier top with forward momentum along the reaction coordinate:

cðtÞ ¼ jþh zðþtÞ½ �h i � jþh zð�tÞ½ �h i
jþh i ð15:11Þ

where ξ is the reaction coordinate, j+ represents the initially positive flux at t = 0 and
θ(ξ) is a step function equal to one in the product side of the reaction coordinate and

Fig. 15.5 2D Free energy
surface for the hydride
transfer reaction catalyzed by
EcDHFR as a function of a
chemical (ξ) and solvent (se)
coordinate (see text for
details). The dotted line
represents the minimum free
energy path and the straight
lines correspond to the TS
previously obtained just as a
function of the chemical
coordinate (continuous line)
or as a function of both
coordinates (dashed)
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zero on the reactant side. The average is calculated over many activated trajectories
initiated at the TS. The transmission coefficient should approach unity when the
coordinate is improved, although it must be taken into account that other effects
may be present in this coefficient [95]. We tested that in the case of EcDHFR the
simple chemical coordinate ξ results in a transmission coefficient of 0.57 at 300 K
[86]. Although this coefficient reduces the rate constant by a factor of *2 its
influence is really small when compared to the role played by the activation free
energy, an equilibrium property. Effectively, using the ξ coordinate the activation
free energy barrier was found to be 14.6 kcal·mol−1, while the transmission coef-
ficient indicates that ignoring the participation of protein motions in the reaction
coordinate leads to an underestimation of the barrier of only
ΔG = −RT·lnγ* 0.3 kcal·mol−1. Major and co-workers showed that the coordinate
can be improved incorporating the donor-acceptor distance and the hybridization of
these atoms, increasing the value of the transmission coefficient up to 0.76 [96]. In
this case the resulting TS ensemble was very close to that obtained using simple the
antisymmetric stretching coordinate. These authors claimed that using a nonbiased
search of the TS ensemble, by means of the Transition Path Sampling scheme [97],
results in small differences in the average geometrical description of the ensemble
but with almost identical free energy.

During the last decade we have studied a number of enzymatic reactions, not
only H-transfer processes, and compared the transmission coefficient of the cata-
lyzed reaction with that of the counterpart process in aqueous solution [77, 98, 99].
A useful approach for the calculation of the transmission coefficient is provided by
Grote-Hynes theory, where this coefficient can be obtained from a generalized
Langevin equation where a time-dependent friction acts on the advance of the
system along the reaction coordinate [100]:

x2
r � x2

eq þ xr

Z 1

0
fTSðtÞe�xr tdt ¼ 0 ð15:12Þ

cGH ¼ xr

xeq
ð15:13Þ

where ωeq and ωr are the frequencies for the motions over the barrier top obtained
under the equilibrium approach and the actual reactive value, respectively and ζTS(t)
is the friction kernel obtained at the TS. Analysis of this friction kernel offers the
opportunity for a systematic improvement of the reaction coordinate characterizing
those motions that are more strongly coupled to the reaction coordinate.

Our results based in the use of Grote-Hynes theory indicate that the transmission
coefficients are systematically larger for the enzymatic reactions than for the
counterpart processes in aqueous solution. Although the ratio between both quan-
tities is small, discarding then any consideration about an important contribution of
dynamical effects to catalysis, this systematic observation points to a general
characteristic of enzymatic processes: if the enzymatic active site is prepared to
stabilize the TS, then less environmental motions would be required to evolve the
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system from reactants to the TS, resulting in smaller coupling to the reaction
coordinate and then in a larger value (closer to unity) of the transmission coefficient.
This picture agrees with the preorganization concept introduced by Warshel [101].
The same conclusion was reached after the comparison of the 2D free energy
surfaces obtained for the hydride transfer step in EcDHFR (Fig. 15.5) and in
aqueous solution [92]. In the latter case the displacement along the environmental
coordinate (s) was significantly larger than for the enzymatic reaction, confirming
that much larger environmental motions are required to accommodate the TS charge
distribution in solution than in the enzyme. A preorganized active site minimizes
the participation of environmental motions in the process, something reflected in the
larger value of the transmission coefficient corresponding to a distinguished reac-
tion coordinate defined exclusively by the coordinates of the chemical system.

As a general conclusion of this section, the dynamical complexity of the active
site in an enzymatic reaction can be satisfactorily considered within the framework
of TST, either including protein vibrational motions in the definition of the reaction
coordinate or treating them as equilibrium thermal fluctuations and incorporating a
recrossing transmission coefficient into the formalism. None of the reactions ana-
lysed until now has shown conclusive evidences of a severe failure of the equi-
librium approximation. Such a behaviour could be expected for chemical reactions
with a very low free energy barrier (few kcal·mol−1), an improbable observation as
far as there is no any evolutive pressure to optimize the chemical step in enzymes
below the rate of the diffusion process.

15.4.2 Slow Protein Motions

In addition to local protein motions occurring within a valley of the multidimen-
sional free energy landscape in an enzymatic reaction, which can be conveniently
sampled during simulations and incorporated into the evaluation of the rate con-
stant, more global conformational changes may also occur in proteins. In this case
the interconversion rates among the corresponding conformational states can be
similar or slower than the catalytic rate constants. In these conditions MD simu-
lations started in a given valley are in practice unable to jump to another valley,
because the free energy barrier for the conformational change is too high. Then,
while a local equilibrium exists inside each valley, a global equilibrium including
all the valleys is very unlikely. The existence of relatively stable reactant valleys in
comparison with the time scale of the enzymatic reactions is the required molecular
basis to understand the dynamic disorder observed in single molecular studies of
some enzyme mechanisms [14, 102–105]. From a theoretical point of view, the
study of this conformational diversity require the identification of different con-
formers and the evaluation of the rate constant for each of them [16].

A particular interesting case of protein slow motions with a possible impact in
the rate constant of the chemical step could happen when such a conformational
motion is required to activate the substrate. If this motion is a requisite for the
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reaction and is slower or with similar characteristic times than the chemical step it
may be responsible of a reduction in the observed reaction rate [106]. This could be
the case of loop motions closing the active site to provide an adequate environment,
lowering the activation free energy along the chemical coordinate. EcDHFR has
been postulated as a possible example of this interrelationship between confor-
mational changes and chemical reaction, where there is a loop closing the active
site, the M20 loop, that has been found in different conformations along the cata-
lytic cycle (see Fig. 15.6) [107, 108].

It was recently suggested that the impact of the motions of this loop in the rate
constant of the catalytic step could be observed introducing mutations that reduced
the mobility of the loop [109]. The N23PP-S148A DHFR mutant presents reduced
dynamics in the millisecond time scale when compared to the wild type enzyme and
the loop is unable to undergo the closed to occluded transition observed in
Fig. 15.6. In addition this mutant shows a diminution in the catalytic rate constant
of about 16 times, which was then attributed to the restriction of active site fluc-
tuations that sample higher-energy substrates that are conductive to formation of the
transition state [109]. However, two experimental observations contradict this
interpretation: (i) the absence of any dependence of the rate constant with solvent
viscosity, which seems to exclude the participation of large conformational changes
in this step [110] and (ii) the fact that the mutant and wild type enzymes show the
same temperature dependence of KIEs, indicating that both versions of the enzyme

Fig. 15.6 Representation of EcDHFR with two different conformations of the M20 loop and the
complete catalytic cycle where the M20 conformation is indicated by means of a color code (light
grey = closed; dark grey = occluded)
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explore similar conformations at the TS [111]. In a QM/MM study conducted on
the N23PP-S148A mutant we showed that the observed reduction in the rate
constant can be attributed to an increase in the activation free energy of
the chemical step, from 14.6 kcal·mol−1 in the wild type to 16.4 kcal·mol−1 in the
mutant [92, 112]. This is, the main difference between the catalytic efficiency of
the mutant and wild type DHFRs seems to be due to an equilibrium and not to a
dynamical property as concluded also by Warshel and coworkers [113]. An analysis
of the averaged TS structures showed that the mutations introduced in the mutant
impair some protein-substrate and protein-cofactor interactions that are responsible
of the differential TS stabilization in the active site. We also characterized the
frequency of the environmental coordinate in the mutant and the average value
obtained was 230 cm−1, almost identical to the value obtained in the wild type. The
recrossing transmission coefficient in the mutant was shown to be slightly smaller
than in the wild type, 0.53 versus 0.57, which is the expected behavior considering
that the mutations reduce the preorganization of the enzyme [92, 112]. These
observations seems to exclude the participation of slow protein motions in the
conversion from the Michaelis complex to the TS and show that the observed
reduction in the rate constant of the mutant can be simply explained considering
that mutations change the structural and electrostatic characteristics of the active
site.

15.5 Quantum Tunnelling Effects

In H-transfer reactions the motion of the transferred light particle (proton, hydrogen
atom or hydride) between the donor and the acceptor atoms must treated quantum
mechanically. The description of this motion varies between two limiting cases
[114]. The first one corresponds to a quantized vibration of the light particle with a
zero point energy above the potential energy barrier found when the light particle is
transferred from the donor to the acceptor atoms. This case is usually known as the
adiabatic or strong-coupling limit and can be adequately considered in QM/MM
simulations including vibrational corrections to the classical free energy barrier (see
Eq. 15.5). The second situation corresponds to a vibrational motion in which the
zero point energy is below the potential energy barrier and the hydrogen atom is
transferred by non-classical penetration of the barrier, or tunnelling. This is the
nonadiabatic or weak-coupling limit. In this case the rate constant must be evalu-
ated including not only vibrational corrections to the classical free energy barrier
but also the tunnelling probability. In the Ensemble-Averaged Variational
Transition State Theory (EA-VTST) [115] tunnelling is incorporated as a prefactor
that corrects the classical or adiabatic rate constant (see Eq. 15.1). This prefactor is
calculated using an ensemble of reaction paths traced from different TS configu-
rations and for each of the paths the tunnelling transmission coefficient is obtained
as the ratio between the quantum and classical probability for transmission through
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or above the energy barrier, evaluated for all the possible energy values. The final
value is averaged over a representative ensemble of reaction paths.

The nature of the H-transfer mechanisms strongly depends on the donor acceptor
distance, DAD. At large DAD values, the energy barrier for the motion of the
H-atom between the donor and the acceptor atoms will be high and then the transfer
essentially occurs via quantum tunnelling. When the distance is reduced the barrier
becomes lower and thinner, enhancing tunneling. Finally, at smaller values of
donor-acceptor distances the barrier can be lowered below the energy of the
vibrational ground state, reaching the adiabatic limit. In connection with the dis-
cussion presented in the previous section, some studies on enzymatic H-transfer
reactions have emphasized the role of protein motions reducing the donor-acceptor
distance. In this sense, a change from temperature independent KIEs in a wild type
enzyme to strong temperature dependence of KIEs in a mutant [116] could be the
indication of a change in the H-transfer regime, from mainly adiabatic to nonadi-
abatic, due to a mismatch in the mutant ability to sample short donor-acceptor
distances at the TS. According to some interpretations this observation could be the
signature of the participation of protein motions in the chemical step. In such a case
even remote mutations could affect the rate constant by disrupting a dynamic
network of concerted protein motions [117].

We investigated the differences in the tunnelling coefficients between the
wild-type and the ‘dynamical knockout’ N23PP-S148A DHFR mutant [92]. At
300 K we obtained averaged tunneling coefficients of 2.61 ± 0.49 and 2.25 ± 0.45,
for the wild type and the mutant, respectively [92, 112]. The difference is below the
statistical uncertainties of the two magnitudes, indicating that the change in the
tunneling coefficient, if any, must be very small and, in any case, negligible
compared to the change due to the modification in the activation free energy. These
small differences can be rationalized comparing the equilibrium donor-acceptor
distances which has been observed at the TS configurations obtained for the wild
type and N23PP-S148A EcDHFR (see Fig. 15.7). Mutations provoke a slight shift
to larger values in the donor-acceptor distances distribution, leading to a small
decrease of the tunneling coefficient.

Fig. 15.7 Probability
distributions of
donor-acceptor distances at
the TS of the hydride transfer
reaction in wild type EcDHFR
(continuous line) and
N23PP-S148A mutant
(dashed line)
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15.6 Testing Models: Enzyme Kinetic Isotope Effects

In the last years, the use of isotopically substituted enzymes has been revealed as a
useful tool to quantify the role of protein motions in the chemical step of
enzyme-catalyzed reactions [112]. Isotopic substitutions of atoms involved in the
chemical step are traditionally used as a potent tool to know about the character-
istics of the TS and, consequently, to study reaction mechanisms [118]. Similar
strategies have been applied to the full enzyme from the early works reported in
1969 on Alkaline Phosphatase, where all non-exchangeable hydrogens were
substituted by deuterium [119]. The difference on the rate constant between the
deuterated (“heavy enzyme”) and the natural (“light enzyme”) enzyme was
attributed to the diminution of the vibrational energy available in the active site. The
strategy was later improved replacing not only the non-exchangeable hydrogens by
2H, but also all carbon and nitrogen atoms by 13C and 15N, respectively, on a
version of human Purine Nucleoide Phosphorylase [120]. A diminution in the rate
constant of the chemical step, relative to the wild or “light enzyme”, was interpreted
as a dynamical link between mass-dependent bond vibrations of the protein and
events in the reaction coordinate [120].

In recent years, we have demonstrated that this effect can be also estimated
within the theoretical framework of TST [86]. Combining experimental kinetic
studies and QM/MM simulations, the observed differences in reactivity between a
heavy EcDHFR (containing 13C, 15N and 2H) and the natural light EcDHFR were
analyzed using Eq. (15.1). Values of enzyme KIE (the ratio between the rate
constant of the light and heavy versions), showed good agreement between
experiments and simulations, 1.10 ± 0.04 and 1.16 ± 0.04, respectively, and were
attributed to a lower value of the recrossing transmission coefficient in the heavy
enzyme than in the light version. Heavy enzymes present a larger number of
recrossings because protein motions coupled to the reaction coordinate are slower.
Another important result was the fact that the free energy barrier and the contri-
bution of quantum tunneling were not affected after isotopic labelling, indicating no
significant role for “promoting motions” in driving tunneling or modulating the
barrier.

The study of enzyme KIEs on EcDHFR was also performed on the catalytically
compromised variant, EcDHFR-N23PP/S148A, commented in the previous section
[92]. As in the study of wild type EcDHFR, a heavy EcDHFR-N23PP/S148A was
prepared and, again, normal enzyme KIE was measured to be 1.37 ± 0.02 at pH 7
while the computationally predicted value was 1.26 ± 0.04 [92]. Again, the change
in the rate constant after isotopic substitution was completely attributed to differ-
ences in the transmission coefficient. As commented above, the impairing of some
protein-substrate interactions in the wild type with respect to the mutant enzyme
leads to a larger participation of protein motions in the reaction coordinate. This is
translated into smaller values of the recrossing transmission coefficients and a larger
value of the enzyme KIEs.
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The conclusions of the dynamic role of protein motions in EcDHFR have been
later supported by further isotope substitution studies on a moderately thermophilic
bacterium Geobacillus stearothermophilus DHFR (BsDHFR) [121]. Both, experi-
mental and QM/MM studies, showed enzyme KIEs for hydride transfer close to
unity at physiological temperatures and increasing at lower temperatures. This
behavior was opposite to that observed for EcDHFR [92], where the enzyme KIEs
increased slightly with increasing temperature (see Fig. 15.8).

Our simulations indicate that BsDHFR has greater flexibility than EcDHFR on
the ps–ns time scale, which affects the coupling of the environmental motions of the
protein to the chemical coordinate and consequently to the recrossing trajectories on
the reaction barrier. Then, larger enzyme KIEs in BsDHFR than in EcDHFR at low
temperatures can be understood as a consequence of the greater flexibility of the
former. At high temperatures, although mass-dependent vibrational frequencies are
lowered by enzyme isotope substitution, electrostatic preorganization in BsDHFR
remains optimal and, consequently, the probability of dynamic recrossing and
enzymes KIEs are small. Instead, at low temperatures, differences due to
isotope-dependent protein motions become more evident between the ‘light’ and
‘heavy’ enzymes and enzyme KIEs in BsDHFR increase. The motion along the
reaction coordinate is reduced at low temperatures and then the hydride transfer step
experiences more friction due to protein motions that reorganize the active site.
EcDHFR has not evolve to work at high temperatures. Then, the structure becomes
more disorder and then the preorganization of the protein is partially lost. This
increases the participation of protein motions in the reaction coordinate slightly
increasing the enzyme KIEs. This analysis demonstrates that protein motions have
distinct effects at different stages of catalysis: enzyme flexibility is critical during
the process of preorganization, yet too much flexibility could perturb the stability of
the transition state.

Fig. 15.8 Temperature dependence of the ratio of transmission coefficients of light and heavy
(γLE/γHE) enzymes computed from QM/MM simulations. EcDHFR is displayed in solid line and
BsDHFR in dotted line
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Our theoretical treatment demonstrates that these effects can be satisfactorily
reproduced including a transmission coefficient in the rate constant calculation
(Eq. 15.1), whose dependence on temperature is affected by the protein flexibility.
Protein dynamics would have a small, but measurable, effect on the chemical
reaction rate. These studies on DHFRs demonstrate that TST framework, corrected
for dynamic recrossings, can satisfactorily be used to characterize the enzyme
transition state and to reproduce and rationalize small effects, such as the enzyme
KIEs and their temperature dependence.

15.7 Conclusions and Perspectives

The conversion of DHF to THF catalysed by DHFR has been used in this chapter as
a reaction model to present the evolution and difficulties on computational methods
to describe chemical reactions in enzymes, since the early calculations based at
semiempirical level carried out in gas phase to the recent sophisticated simulations
based on hybrid Quantum Mechanical/Molecular Mechanics Dynamics schemes.

A lot of controversy about the role of the different aminoacids of the active site,
tunnelling contribution to catalysis and problems related with the dynamic and
flexibility of the protein has raised for this and other systems during the past
decades. Enzyme reactions are electronically and dynamically complex processes
because many atoms can be involved. As a consequence of this complexity the
analysis of experimental and computational data is not straightforward and different
interpretations can be derived from the same set of data. As it has been shown in
this chapter, computational simulations of enzymatic processes must be carried out
incorporating a realistic description of the environment, both from the energetic and
dynamic points of view. Our discussion shows that the comparison between sim-
ulations and kinetic experiments can be safely carried out within the framework of
Transition State Theory when protein dynamics, tunnelling contributions and
conformational changes are introduced in the calculations. In any case, further
developments are still needed to improve the definition of the reaction coordinate
and to incorporate on an equal-foot treatment the conformational diversity observed
in enzymatic systems. Because of their size and the range of timescales available for
protein motions we are still far from a complete understanding of their behaviour
during the full catalytic process.

The insights obtained from the theoretical studies carried out on the hydride
transfer catalysed by different DHFRs clearly show that we are just starting to
understand the whole complexity and richness of the dynamic/kinetic behaviour of
enzymes. Clearly, further developments of not only computational tools but also of
adequate theoretical frameworks are needed to achieve this goal.
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Chapter 16
Multiscale Modelling of In Situ Oil Sands
Upgrading with Molybdenum Carbide
Nanoparticles

Xingchen Liu, Baojing Zhou, Farouq Ahmed, Alexander Tkalych,
Akira Miyamoto and Dennis R. Salahub

Abstract This chapter presents multi-scale models of the reactions that occur in
the in situ oil sands upgrading process. Its focus is on the various modelling tools
and their applications to the benzene hydrogenation reactions catalyzed by
molybdenum carbide nanoparticles. As the reaction mechanism of benzene
hydrogenation on molybdenum carbide is not clear, we start with density functional
theory (DFT) studies to elucidate the reaction mechanism, using both periodic and
cluster models. Benzene hydrogenation on molybdenum carbide follows the
Langmuir-Hinshelwood mechanism, with the six-member ring tilting up gradually.
A tight-binding quantum chemical molecular dynamics (TB-QCMD) method is
used to track the physical motion of the atoms in the reaction processes of C6H6 on
a Mo-terminated α-Mo2C (0001) surface. The approximate DFT method, density
functional tight-binding (DFTB), was parameterized to allow the quantum
mechanical treatment of nanoscale systems. With the nudged elastic band method,
the potential energy profiles of benzene hydrogenation on molybdenum carbide
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nanoparticles have been obtained. Finally a force field was brought in to describe
the solvent environment in the system, leading to a multiscale quantum
mechanical/molecular mechanical (QM/MM) model. This study suggests that
entropy and the environment play important roles in heterogeneous reactions cat-
alyzed by molybdenum carbide nanoparticles.

List of Acronyms (alphabetical order)

ADFT Auxiliary density functional theory
DFT Density functional theory
DFTB Density functional tight-binding
HDN Hydrodenitrogenation
HDS Hydrodesulphurization
HRTEM High-resolution transmission electron microscopy
KS Kohn-Sham
L-H Langmuir-Hinshelwood
LCGTO Linear combination of Gaussian type orbitals
MCNPs Molybdenum carbide nanoparticles
MD Molecular dynamics
MEP Minimum energy path
PAH Polyaromatic hydrocarbons
PAW Projector augmented wave
PMF Potential of mean force
QM/MM Quantum mechanics/molecular mechanics
SAGD Steam-assisted gravity drainage
SCC Self-consistent-charge
TB Tight-binding
TB-QC Tight-binding quantum chemistry
TB-QCMD Tight-binding quantum chemical molecular dynamics
TPR-MS Temperature-programmed reaction-mass spectrometry
TS Transition state
UD Ultra-dispersed
WHAM Weighted-histogram analysis method

16.1 In Situ Oil Sands Upgrading, an Introduction

After over a century of exploitation, the world’s oil quality is declining, simply
because the best quality oil was found and used first. Conventional oil only con-
stitutes 30 % of the world oil reserves [1] (Fig. 16.1), and is approaching depletion
very quickly. Unconventional crudes such as heavy oil, extra-heavy oil and oil
sands, which, in the past, were not economical for upgrading, are now playing a
more and more important role in the world energy market.
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Conventional oils (light & medium) have API (American Petroleum Institute)
gravities higher than 20°, while heavy crude oils have API gravity values between
10° to 20°. Oil sands are a mixture of 4–6 % water, 83–85 % sediment such as
sands, clay, and other minerals, and 10–12 % bitumen. Extra heavy oil and bitumen
have API values between 5° and 10°. Generally, heavy crude oil has high in situ
viscosities under reservoir conditions and high density. Oil sands are so viscous
that they are not mobile in the reservoir. At room temperature, the crude bitumen is
in an almost solid state, and must be converted to upgraded crude. High aromatic
content (poly aromatic hydrocarbons, or PAH) in the heavy oil has been recognized
as one of the major reasons for the increase in density and viscosity of the fuel [2].

One of the most popular in situ recovery methods is steam-assisted gravity
drainage (SAGD). In fact, much of the expected future growth of production in the
Canadian oil sands is predicted to be from SAGD [3]. In SAGD, two permeable
horizontal wells are drilled into the oil sands reservoir, one injector and one pro-
ducer. The producer well is located on the bottom of the reservoir, and the injector
well is higher up. Steam is injected through the injector well for months to soften
the oil sands into emulsions, which then flow into the production well by gravity,
are pumped to the surface, and sent to upgrading plants and then to a refinery.

The idea of in situ upgrading [4] (Fig. 16.2) is closely related to SAGD, but
involves an additional “underground refinery” process. Instead of injecting steam,
heavy oil is pre-injected into the oil sand reservoir through the injector well with
ultra-dispersed (UD) catalysts and H2. The UD catalysts are usually on the
nano-scale such that they could penetrate inside the porous medium in the reservoir

Fig. 16.1 World oil reserves and percentages [1]

Fig. 16.2 Schematic of
in situ oil sands upgrading
with nanocatalysts [4, 7]
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and react with the bitumen. The best nanocatalysts for this purpose are molybdenum
carbide nanoparticles (MCNPs), because of their high activity [5], high abundance
[6], and low price. The hydrotreating reactions, including: hydrogenation, hyd-
rodesulphurization (HDS), hydrodenitrogenation (HDN), and hydrocracking, hap-
pen underground to upgrade the oil sands into higher quality crude oil. Similarly to
SAGD, the product fluid flows into the production with gravity, and is pumped to the
surface under pressure. A separator is used in which lighter components are collected
through the upper pipe as products, and heavier components continue the cycle
through the lower pipe. The temperature in the oil reservoir during the in situ process
is usually 200–400 °C and 400 psi. [4] The in situ upgrading takes advantage of the
exothermicity of hydrogenation reactions to reduce the viscosity of the oil sands, and
improves the quality of the product by hydrogenation. It is also more environ-
mentally friendly as it can be operated at lower temperature and pressure and avoids
steam injection, saving energy and water [4].

The main chemistry of the in situ heavy oil upgrading process is the catalytic
hydrogenation and hydrocracking (and possibly HDS and HDN as well) of aro-
matic molecules. However, this is far beyond simple organic reactions because of
several factors. First, the interaction between the aromatic molecules with the
molybdenum carbide catalyst may strongly change the electronic structure of the
molecules on the catalyst surfaces. Second, the catalyst sizes are on the nano-scale,
and the direct modelling of the nanocatalyst is still very challenging in computa-
tional chemistry. Third, the reactions happen in an emulsion-like aromatic envi-
ronment at high temperature, which implies possibly strong entropic effects because
of the dynamics of the reactants and the nanoparticles.

It is known that poly aromatic hydrocarbons (PAH) hydrogenate via successive
steps, each of which is reversible [8]. Hydrogenation of the first ring is usually the
least thermodynamically favorable step under typical hydrotreating conditions. We
use the simplest mono-aromatic molecule, benzene, as our model molecule in all
the related studies.

We will provide in this chapter a brief review of our published work on benzene
hydrogenation on the MCNPs, starting from simple surface models and leading
towards a multiscale model. Extraordinary features of the MCNPs are found from
our suggests that the high flexibility, which suggests that the high flexibility of the
MCNPs due to the entropic contributions of the MCNPs and the solvent could
greatly affect the free energy profiles of these reactions.

As the reaction mechanism of benzene hydrogenation on MCNPs is unknown in
the literature, we start with quantum mechanical density functional theory
(DFT) studies to elucidate the reaction mechanism, using both periodic and cluster
models. A tight-binding quantum chemical molecular dynamics (TB-QCMD) is
used to follow the physical motion of the atoms and molecules in the reaction
processes. The approximate DFT method, density functional tight-binding (DFTB),
was parameterized to allow quantum mechanical treatment of nanoscale systems.
Finally a force field was brought in to describe the solvent environment in the
system, leading to a multiscale quantum mechanical/molecular mechanical
(QM/MM) model.
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16.2 Modelling Tools

16.2.1 Density Functional Theory (DFT)

Density functional theory is a quantum mechanical modelling method based on the
Hohenberg-Kohn Theorem [9] and the Kohn-Sham (KS) method [10]. deMon2k
[11] (density of Montreal), and VASP [12, 13] codes were used to solve the
Kohn-Sham equations numerically. deMon2 k, initially developed in the Salahub
group, is a fast molecular DFT code and rich in functionality based on auxiliary
density functional theory (ADFT) in the framework of linear combination of
Gaussian type orbitals (LCGTO) expansions. VASP (Vienna Ab initio simulation
package) [13] is a periodic DFT code based on plane wave basis sets and
pseudo-potentials or projector augmented waves (PAW) [12].

The Hohenberg-Kohn theorem states that the total energy of the system is a
functional of the electron density ρ:

E ¼ E q½ � ¼ ENN þ T q½ � þ
Z

q rð Þm rð Þdrþ Vee q½ �: ð16:1Þ

Here, ENN is the nuclear-nuclear repulsion energy, q rð Þ is the electron density,
T q½ � is the kinetic energy of the electrons, m rð Þ is the external/nuclear potential, and
Vee[ρ] is the electron-electron repulsion energy.

Instead of calculating the electron density from the wavefunction of the inter-
acting system, in the Kohn-Sham method, it is determined using a non-interacting
reference system, which has the same electron density as the interacting system:

q rð Þ ¼
XM

i¼1

w�
i ðrÞwiðrÞ; ð16:2Þ

where wi rð Þ is a set of non-interacting orbitals, or Kohn-Sham orbitals. The
Kohn-Sham total energy is:

E q½ � ¼ ENN þ TKS q½ � þ
Z

q rð Þm rð Þdrþ J q½ � þ Exc q½ �; ð16:3Þ

Here, TKS[ρ] is the Kohn-Sham kinetic energy, and J[ρ] is the classical coulomb
energy with the following expression:

J q½ � ¼ 1
2

Z Z
qðrÞqðr0Þ
r� r0j j drdr

0: ð16:4Þ

The exchange-correlation energy, for which the analytical functional form is
unknown, collects the difference of the kinetic energies of the interacting system
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and non-interacting system, and the difference of classical and non-classical
electron-electron interactions:

Exc q½ � ¼ T q½ � � TKS q½ �ð Þ þ ðVee q½ � � J q½ �Þ: ð16:5Þ

The Kohn-Sham total energy can be more explicitly written as

E q½ � ¼
XM

i

nihwij �
1
2
r2 þ m rð Þ þ 1

2

Z
q r0ð Þ
r� r0j j dr

0jwii þ Exc q½ �

þ 1
2

XN

b

XN

a 6¼b

ZaZb
A� Bj j ; ð16:6Þ

where ni is the number of electrons in orbital i, Zα and Zβ are the nuclear charges of
atoms α and β. Treating this equation with the variational method, the Kohn-Sham
equations are obtained:

� 1
2
r2 þ m rð Þ þ 1

2

Z
q r0ð Þ
r� r0j j dr

0 þ Vxc q½ �
� �

wi rð Þ ¼ eiwi rð Þ: ð16:7Þ

Since the electron density depends on the Kohn-Sham orbitals, this set of
equations is solved iteratively until convergence is reached.

In auxiliary density functional theory (ADFT) [14], the KS orbitals are expanded
as linear combinations of Gaussian type orbitals (LCGTO):

wi rð Þ ¼
X

l

clil rð Þ; and l rð Þ ¼
XK

k¼1

dlkgk rð Þ: ð16:8Þ

where l rð Þ is an atomic orbital, and g rð Þ is an atom-centered Gaussian type orbital.
The Coulomb repulsion energy [15] and the exchange-correlation energy [16] are
fitted with auxiliary functions of the primitive Hermite Gaussian [17] form:

�k rð Þ ¼ @

@Ax

� ��kx @

@Ay

� ��ky @

@Az

� ��kz

e�fk r�Að Þ2 ð16:9Þ

which gives a fitted approximate density as:

~q rð Þ ¼
X

�k

x�k�k rð Þ ð16:10Þ
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With this fitted density, the total energy in ADFT is formally [14]:

E ¼
X

l;m

PlmHlm þ 1
2

X

lm

X

rs

PlmPrshlmjj�kx�ki �
1
2

X

�k;�l

x�kx�lh�kjj�li þ Exc½~q� þ ENN

ð16:11Þ

In the SCF procedure of ADFT, the molecular orbital coefficients are changed by
the variation of the fitting coefficients [18].

In the periodic DFT code VASP, plane wave basis sets are used to expand the
KS orbitals of the form:

un rð Þ ¼ 1
X

X

G

cn Gð ÞeiGr ð16:12Þ

Where Ω is the volume of the unit cell, G is the reciprocal lattice such that the
plane-wave eiGr has the periodicity of the real space lattice, and cn Gð Þ are the
Fourier coefficients stored on the grid of G.

16.2.2 Density Functional Tight-Binding (DFTB) Method

DFTB [19] is a tight-binding approximation of the DFT method. In DFTB, the
electron density is written as a reference density and a density fluctuation.

q rð Þ ¼ q0 rð Þ þ dq rð Þ: ð16:13Þ

The total energy of DFTB is the second-order expansion of the DFT total energy
(Eq. 16.6) around the reference density [20]:

E q½ � ¼
XM

i

hwijĤ0jwii

� 1
2

Z Z
q0q

0
0

r� r0j j drdr
0 þ Exc q0½ � �

Z
vxc q0½ �q0drþ ENN

þ 1
2

Z Z
1

r� r0j j þ
d2Exc

dqdq0

����
q0

 !
dqdq0;

ð16:14Þ

where the reference Hamiltonian Ĥ0 is defined as:

Ĥ0 ¼ � 1
2
r2 þ m rð Þ þ

Z
q00

r� r0j j dr
0 þ vxc q0½ �: ð16:15Þ
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The first line in Eq. 16.14 is called the binding energy Ebnd , the second line the
repulsive energy Erep, and the third line the second order energy E2nd . The E2nd

terms is only considered in the self-consistent-charge (SCC) correction introduced
by Elstner [21].

These total energy expressions, after a variational treatment, lead to DFTB
Kohn-Sham like equations of the form:

XM

l

cli H SCCð ÞDFTB
lm � eiSlm

� �
¼ 0; 8m; i ð16:16Þ

The Hamiltonian integrals and the overlap integrals are calculated with
atom-centered localized atomic orbitals under a two-center approximation. These
atom-centered orbitals are constructed by solving modified KS equations of
spherical pseudoatoms with confinement potentials:

T̂ � Za
r
þ
Z

qa0 r0ð Þ
r� r0j j dr

0 þ vxc qa0
� �þ Vconf

� �
/l ¼ el/l: ð16:17Þ

Once these orbitals are constructed, the Hamiltonian integrals and the overlap
integrals in Eq. 16.15 can be calculated for diatomic distances with grids and stored
in files (Slater-Koster files), avoiding the most time-consuming SCF procedure in
DFT. For SCC-DFTB, the second order term is considered, and the Hamiltonian
integral has the form:

HSCC�DFTB
lm ¼ h/ljĤ0j/mi þ

1
2
Slm
XN

n

can þ cbn
	 


Dqn

¼ HDFTB
lm þ HSCC

lm ; l 2 af g; m 2 bf g;
ð16:18Þ

where γ is a complicated term that is related to the density fluctuation in an atom, and
is usually approximated by the atomic hardness. The values of the integrals, together
with the SCC related parameters, are called the electronic part of DFTB parameters.

The short-range repulsive potentials Erep can be represented as a polynomial or a
spline in SK files. They are determined as the difference of total energy resulting
from a DFT calculation and a DFTB calculation with only the electronic part

Erep Rð Þ ¼ EDFT Rð Þ � Eelec Rð Þ: ð16:19Þ

In addition, a force-field-like van der Waals term [22] is usually added in DFTB
to account for the dispersion interactions at long range:

Uab Rð Þ ¼ dab
Rab

R

� �12

�2
Rab

R

� �6
" #

; ð16:20Þ
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while at short-range, a polynomial potential is taken to avoid the conflicts of the r–12

term with the electron density overlapping in DFTB:

U short�rangeð Þ
ab rð Þ ¼ U0 � U1R

n � U2R
2n; ð16:21Þ

where n = 5, and U0, U1, and U2 are all empirical parameters.

16.2.3 Hybrid QM(DFTB)/MM Method

16.2.3.1 QM/MM Scheme

QM/MM is a multi-scale modelling method that couples quantum mechanical
(QM) methods with molecular mechanical (MM) methods using a “hand-shake”
scheme. “Hand-shake” multi-scale modelling requires that the program runs con-
currently over different spatial regions, with each region treated with different
equations of motion. We use the QM/MM scheme, with DFTB as the QM method,
implemented in the CHARMM program by Cui et al. [23]. DFTB/MM uses the
additive QM/MM scheme first introduced by Warshel [24] and Levitt for treating
biological systems:

Etot ¼ EQM þ EMM þ EQM=MM : ð16:22Þ

Here the first term is the QM energy of the QM atoms; the second term is the
empirical energy of the MM atoms; the last term is the QM/MM coupling term that
includes electrostatic and van der Waals interactions:

EQM=MM ¼ EQM=MM
esd þ EQM=MM

vdw ; ð16:23Þ

where Eesd
QM/MM and Evdw

QM/MM represent the electrostatic and van der Waals interac-
tions between QM atoms and MM atoms, respectively. Using the electrostatic
embedding approximation, the MM charges are used to polarize the QM electrons,
yielding:

Etot ¼ hWjĤQM þ ĤQM=MM
esd jWi þ EQM=MM

vdw þ EMM ð16:24Þ

In the above total energy expression, ĤQM=MM
esd is the Hamiltonian for the elec-

trostatic interaction between the MM atoms and the QM atoms using the
one-electron operator:

ĤQM=MM
esd ¼

X

QM

X

MM

ZQMQMM

RQM � RMM
�� ���

XM

i¼1

X

MM

QMM

ri � RMMj j : ð16:25Þ
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ZQM is the nuclear charge of a QM atom; QMM is the partial charge of an MM atom;
and M is the total number of QM electrons. To avoid evaluation of two and

three-center integrals in hWjĤQM=MM
esd jWi in the total energy expression, the QM/MM

electrostatic interaction is approximated by the Coulombic interaction between the
Mulliken charges DqQM of the QM atoms and the MM partial charges QMM :

ĤQM=MM
esd �

X

QM

X

MM

DqQMQMM

RQM � RMM
�� �� : ð16:26Þ

The total energy expression for MM embedding SCC-DFTB is then:

ESCC�DFTB=MM ¼
XM

i

hwijĤ0 þ
X

QM

X

MM

DqQMQMM

RQM � RMM
�� �� jwii þ Erep

þ 1
2

XN

a;b

DqaDqbcab;

ð16:27Þ

where α and β are both QM atoms. Applying linear variational theory with
atom-centered localized atomic orbitals /l r� Rað Þ, similarly a set of secular
equations is obtained:

XM

l

cli Hlm � eiSlm
	 
 ¼ 0; 8m; i; ð16:28Þ

with the new Hamiltonian matrix elements including the contributions from MM
partial charges:

HSCC�DFTB=MM
lv

¼ /l Ĥ0

�� ��/v

� �þ 1
2
Slv
XN

n

can þ cbn
	 


Dqn

þ 1
2
Slv
X

MM

DqaQMM

Ra � RMMj j þ
DqbQMM

Rb � RMM
�� ��

 !

¼ HDFTB
lv þ HSCC

lv þ Hesd
lv ; l 2 af g; v 2 bf g:

ð16:29Þ

16.2.3.2 The Force Field in DFTB/MM

The force field in DFTB/MM is the CHARMM general force field (CGenFF),
which was developed [25] to improve the coverage of organic molecules such as
drug molecules. The functional form of CGenFF is
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E Rð Þ ¼
X

bonds

Kb b� b0ð Þ2þ
X

angles

Kh h� h0ð Þ2

þ
X

dihedrals

K/ 1þ cos n/� dð Þð Þ

þ
X

improper
dihedrals

Ku u� u0ð Þ2þ
X

Urey�
Bradley

KUB r1;3 � r1;3:0
	 
2

þ
X

nonbonded

qaqb
4pDRab

þ eab
Rab

R

� �12

�2
Rab

R

� �6
" #( )

:

ð16:30Þ

The first five terms are bonding terms for bonds, valence angles, dihedral angles,
improper dihedral angles, and the Urey-Bradley (i.e. 1,3 interaction) term,
respectively. The last term is the non-bonding term, which accounts for electrostatic
interactions and van der Waals interactions. Here, b0; h0u0 and r1;3:0 are the equi-
librium bond distances, angles, improper dihedrals and Urey-Bradley interaction,
respectively; K terms are the corresponding force constants; n and d are the
dihedral multiplicity; qiandqj are atomic point charges; D is the dielectric constant;
R is the diatomic distance; Rαβ is the van der Waals distance; and ɛαβ is the well
depth.

16.2.4 Umbrella Sampling and the Weighted-Histogram
Analysis Method (WHAM)

In statistical mechanics, for a system at constant volume and temperature, the
(Helmholtz) free energy can be calculated from MD simulations through:

A ¼ � 1
b
lnQNVT ; ð16:31Þ

where QNVT is the canonical partition function that can be obtained by integrating
over all coordinate space:

QNVT ¼
Z

e�bV Rð ÞdR: ð16:32Þ

Here, the integration over the momentum space generates a constant and is ignored
because the potential energy function V Rð Þ is independent of the momentum. For
chemical reactions, we are usually interested in three states: the reactant state, the
product state, and the transition state (TS). A parameter (usually in one-dimension,
but it can also be multi-dimensional) can be defined to describe the continuous
change of the system, which is called the reaction coordinate (z). Then the
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normalized probability distribution of the reaction coordinate PðzÞ can be calculated
by integrating out all other degrees of freedom but z:

P zð Þ ¼
R
e�bV Rð Þd z0 Rð Þ � z½ �dRR

e�bV Rð ÞdR
ð16:33Þ

Here, the denominator is essentially QNVT , and is the normalization factor; the
integration goes over the entire configuration space; d z0 Rð Þ � z½ � means all degrees
of freedom but z. Ideally this will give PðzÞ and therefore the free energy along the
reaction coordinate AðzÞ by:

AðzÞ ¼ � 1
b
lnPðzÞ: ð16:34Þ

The free energy AðzÞ with the degree of freedom z extracted is also called the
potential of mean force (PMF). However, simulations can only run for a finite time,
and problems arise in the sampling part. The TS are often rare events compared to
the entire configuration space because they are high in energy and low in probability.
Conventional MD spends most of the limited computational time staying in the low
energy states during the simulations, and cannot access the states of high energy.

Umbrella sampling is a biased-sampling technique developed by Torrie and
Valleau [26] that enhances the sampling by modifying the potential energy func-
tion, forcing the system to stay in the desired states. The basic idea of umbrella
sampling is presented below; for further details, one can refer to the recent review
paper by Kӓstner [27].

Adding a biasing potential ωi(z) (i is the window number) to the original
unbiased potential energy function Vu Rð Þ with z being the reaction coordinate, we
have a new biased potential energy function:

Vb Rð Þ ¼ Vu Rð Þ þ xi zð Þ ð16:35Þ

where “b” means biased and “u” means unbiased. For each window, the biased
potential ωi(z) are chosen properly to force the system to stay at the desired point on
the reaction coordinate. The simplest potential form is a harmonic potential centered
at the desired value of z. In this way, the high-energy and low-probability regions of
the phase space can be sampled better. However, one can only directly get a biased
probability distribution PbðzÞ with the biased potential energy function Vu Rð Þ þ
xiðzÞ from these simulations:

Pb
i zð Þ ¼

R
e�b Vu Rð Þþxi zð Þ½ �d z0 Rð Þ � z½ �dRR

e�b Vu Rð Þþxi zð Þ½ �dR
ð16:36Þ
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Notice that xiðzÞ is independent of the integration in the numerator and, using
Eq. (16.33), the relationship between Pu

i ðzÞ and Pb
i ðzÞ can be found as:

Pu
i zð Þ ¼ Pb

i zð Þe�bxi zð Þ
R
e�b Vu Rð Þþxi zð Þ½ �dRR

e�bVu Rð ÞdR
: ð16:37Þ

Here, the fraction is nothing but the ratio of the partition function for the biased
potential energy function and the unbiased one. Taking the natural logarithm on
both sides of Eq. (16.37) and multiplying with a constant � 1

b, the free energy along
the reaction coordinate z can be calculated as:

Ai zð Þ ¼ � 1
b
lnPu

i zð Þ ¼ � 1
b
lnPb

i zð Þ þ xi zð Þ þ Fi; ð16:38Þ

where PbðzÞ can be obtained from biased MD simulations, xiðzÞ is given analyt-
ically (usually being a harmonic potential). Fi is a free energy constant independent
of z for umbrella sampling calculation of a single window:

Fi ¼ � 1
b
ln

R
e�b Vu Rð Þþxi zð Þ½ �dRR

e�bVu Rð ÞdR
¼ � 1

b
lnhe�bxi zð Þi; ð16:39Þ

where the angular brackets denote an ensemble average. However, multiple win-
dows are usually needed to depict the whole course of the reaction coordinate with
overlapping probability distributions (Fig. 16.3). To combine these AiðzÞ vs. z
curves into one diagram, in other words, to find the global distribution PuðzÞ from
the distribution of each window Pu

i ðzÞ, the weighted-histogram analysis method
(WHAM) [28, 29] is used to evaluate Fi to shift the free energies of the windows.

Fig. 16.3 The free energy surface in umbrella sampling: dividing the entire reaction coordinate
z into several windows each centered at zi. With biased forces properly added, umbrella sampling
can cover the entire reaction coordinate in the configuration space. R means reactant state and
P means product state
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In WHAM, the global unbiased distribution PuðzÞ is the weighted sum of Pu
i ðzÞ:

Pu zð Þ ¼
XW

i¼1

piP
u
i zð Þ; ð16:40Þ

where pi is the weight factor for the ith window, and W is the total number of
windows. To combine the histograms, the probability distribution of each neigh-
bouring window has to be aligned with good overlap. In WHAM, this is done by
minimizing an error function DðpiÞ related to PuðzÞ, subject to the constraint that the
total weight factor of the windows must be 1:

XW

i¼1

pi ¼ 1: ð16:41Þ

Once the expression [29] for pi is assumed, substituting Eq. (16.33) into
Eq. (16.36), (the exact derivation can be found in the literature [29]) one obtains:

Pu zð Þ ¼
PW

i Nie�bxi zð Þ
PW

j Nje �bxi zð ÞþbFi½ � ð16:42Þ

where both i and j are window indices, and Ni is the number of counts in the
histogram of window i, associated with a particular value of z. Also, Fi can be
calculated by:

e�bFi ¼
Z

Pu zð Þe�bxi zð Þdz ð16:43Þ

Because PuðzÞ and Fi are interdependent, as Eqs. (16.42) and (16.43) show, the
minimization process to reduce the noise has to be done numerically in a
self-consistent way until a convergence criterion is reached. The alignment of the
individual free energy curves to get the overall PMF of a reaction is shown sche-
matically in Fig. 16.4.

Fig. 16.4 The alignment of
free energy curves from all
the windows to get the global
free energy of a reaction by
WHAM
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16.2.5 Tight-Binding Quantum Chemical Molecular
Dynamics (TB-QCMD) Method

The TB-QCMD method, developed by Miyamoto et al. [30], is also based on
tight-binding (TB) theory, but is at the extended Hückel level of approximation. It is
a multi-scale method composed of both quantum mechanics and molecular
mechanics. It takes advantage of the fact that most of the configuration changes of
the system do not involve chemical reactions, and can be modeled with a force
field. In TB-QCMD, the tight-binding quantum chemistry (TB-QC) is first
parameterized with first-principle methods. Then the force field is parameterized
with TB-QC calculations. The force field is then used to project the system in the
phase space with classical molecular dynamics (MD) calculations using Newton’s
equations of motion. Only for those steps that involve bond breaking/forming,
TB-QC calculations shortly take over. The TB-QC is implemented in the “New
Colors” program and MD in the “New-Ryudo” program. The TB-QCMD method is
valuable in that it can provide us a trajectory of a hydrocarbon molecule reacting on
the catalyst, which is currently very hard to get with other computational methods.

16.2.5.1 TB-QC Formalism

The TB-QC method is constructed using a single-ζ Slater-type basis set for each
type of atom. The total energy of TB-QC is the sum of the kinetic energy of nuclei,
the occupied molecular orbital energies, the coulomb energy, and a repulsion term:

E ¼
XN

i

1
2
miv

2
i þ

Xocc

k¼1

nkek þ
XN

i

XN

j6¼i

ZiZje2

rij
þ
XN

i

XN

j 6¼i

bijexp
aij � rij

bij

� �
; ð16:44Þ

where mi and vi are the mass and velocity of atom i; nk and εk are the occupation and
the energy of orbital k; Zi and Zj are the atomic charge of atom i and j with rij being
the distance; aij and bij are constants for each atomic pair, which defines the
repulsive term Erep. The second term, also called the molecular orbital term EMO,
involves both diagonal (from mono-atomic contribution) and off-diagonal elements
(from di-atomic contribution) of the Hamiltonian matrix:

EMO ¼
Xocc

k¼1

nkek ¼
Xocc

k¼1

X

r

nk Ckrð Þ2Hrr þ
Xocc

k¼1

X

r

X

s

nkCkrCksHrs; ð16:45Þ

where Ckr is the coefficient of the r-th AO in the k-th MO; Hrr and Hrs are the
diagonal and off-diagonal elements of the Hamiltonian matrix. The diagonal
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Hamiltonian element Hrr equals the negative of the ionization potential of each
atomic orbital:

Hrr ¼ �Iir: ð16:46Þ

The off-diagonal elements Hrs is determined using the Wolfsberg-Helmholz
formula from the extended Hückel method as:

Hrs ¼ KrsSrs
Hrr þ Hssð Þ

2
; ð16:47Þ

where Srs is the overlap integral element, and Krs is the Wolfsberg-Helmholtz
constant calculated as:

Krs ¼ 1þ jrs 1� D4	 
þ D2
 �� exp �drs rrs � drsð Þ½ �: ð16:48Þ

Δ is defined as:

D ¼ Hrr � Hss

Hrr þ Hss
: ð16:49Þ

The parameterization of TB-QC involves the determination of two things:
exponents of a Slater-type atomic orbital (AO) denoted as ζr for calculating the
overlap integral S, and valence state ionization potentials (VSIPs) for calculating
the Hamiltonian matrix elements Hrr (Eq. 16.44). Both of them are represented as
polynomials of atomic charges:

fr ¼ a0 þ
X5

k¼1

ak Zið Þk ð16:50Þ

Hrr ¼ �Iir ¼ b0 þ
X5

k¼1

bk Zið Þk: ð16:51Þ

Here, a0-a5 and b0-b5 are all free parameters which are fitted to reproduce the
electronic structures of the reference systems. Besides, the aij and bij parameters in
the repulsive term in Eq. 16.42 are fitted to reproduce DFT binding energies of
reference systems.

Comparing TB-QC with DFTB, it is clear that the TB-QC method depends more
on empirical parameters than DFTB. In DFTB, both the Hamiltonian H and overlap
S matrix of the tight-binding atom-centered orbitals are calculated directly from
DFT with only a universal confinement potential for each atom type, while in
TB-QC, the Hamiltonian matrix H is completely fitted, and the overlap matrix S is
also fitted by adjusting the exponents of the atomic orbitals. Therefore, DFTB has
more transferability than TB-QC.
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16.2.5.2 The Force Field in TB-QCMD

The force field in TB-QCMD has a total energy expression as:

U ¼
X

i

X

j 6¼i

ZiZje2

rij
þ f0 bi þ bj

	 

exp

ai þ aj � rij
bi þ bj

� �� �

þ
X

i

X

j 6¼i

Dij exp bij rij � r0
	 
� �� 2exp �bij rij � r0

	 
� �
 � : ð16:52Þ

The first term corresponds to the Coulomb potential, and the second term corre-
sponds to the repulsive potential (f0 is a constant for unit adjustment, ai is the size,
and bi is the stiffness of atom i), which gives a good account of the repulsive
interactions arising from the overlap of electronic clouds. The third term in
Eq. 16.52 corresponds to the Morse potential which represents covalent interac-
tions, where Dij is the bond energy (determined from the second term of Eq. 16.42),
βij is the form factor, and r0 is the bond length at minimum energy. All these
parameters are determined from TB-QC calculations of the same atomic
configuration.

16.3 Benzene Hydrogenation on a Planar (0001) Surface
of MCNPs

16.3.1 Benzene Adsorption on Mo2C from DFT
with a Vacuum Slab Model

Adsorption is commonly known as the first and an essential step in heterogeneous
catalysis. To understand the binding of benzene with Mo2C, we used the periodic
DFT code VASP to study benzene adsorption on the Mo-terminated (0001) surface
of Mo2C, which is the most active surface of Mo2C that resembles the Pt
(111) surface [31], with the projector augmented wave (PAW) [12] method and a
plane wave basis set with cutoff energy of 500 eV. The DFT-D2 [32] type cor-
rection was added to account for the dispersion interactions. We modeled the
(0001) surface of Mo2C with a periodic slab consisting of two Mo layers and two C
layers (Fig. 16.5).

Benzene prefers to adsorb on the three-fold hollow site with a vacancy under-
neath (the Vc site), with an adsorption energy of −3.51 eV. Dispersion interaction is
crucial in the benzene adsorption phenomenon, which contributes −1.31 eV
(37.3 %) to the total adsorption energy. Re-hybridization of the benzene carbon
atoms from sp2 to sp3 was observed during the adsorption. Upon adsorption, the C
2p states delocalize within the Mo d-band, and the C 2s states interact with the
2s states of the subsurface C atom and the 4d states of the Mo atoms.
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16.3.2 Benzene Hydrogenation Mechanism from DFT
with a Cluster Model

There has been a long debate on the mechanism of benzene hydrogenation on
Mo2C. The debate [33–35] emerged over the reason for the deactivation, which can
be attributed to lack of knowledge of the reaction mechanism of Mo2C-catalyzed
hydrogenation. Up to now, it is still not clear about the unique deactivation of
Mo2C-catalyzed hydrogenation of benzene, compared to that of other aromatic
molecules such as toluene [36, 37] and naphthalene [38, 39]. Rocha et al. [33, 40]
argue that benzene hydrogenation follows the Eley-Rideal mechanism, and the
deactivation was because of strong benzene adsorption that blocks the active sites.
However, our investigation using the DFT method combined with other experi-
mental evidences strongly suggests that the Eley-Rideal mechanism proposed by
Rocha et al. is not correct, and the reaction should follow a Langmuir-Hinshelwood
(L-H) mechanism.

In order to understand the mechanism and find the main reaction path for
benzene hydrogenation on Mo2C, the interactions of the reactant, the product, and
all the different isomers of partially hydrogenated benzene molecules/biradicals on
the α-Mo2C (0001) surface have been studied with a Mo38C19 cluster [41]. All
calculations were performed with the linear combination of Gaussian-type orbitals
Kohn-Sham density functional theory (LCGTO-KS-DFT) package deMon2 k [11],
at the GGA-PBE [42] /DZVP [43] / GEN-A2 [16] level of theory with dispersion
corrections.

Fig. 16.5 a Side view and b top view of a Mo2C surface slab. The large balls are Mo, and the
smaller balls are C. The adsorption sites are 1: Hc, 2: Vc, 3: bridge Hc/Hm, 4: Hm, 5: bridge
Vc/Hm. Benzene has two possible rotational configurations: 0° and 30°. Reprinted from Structural
Chemistry, 2012, 23, 1459–1466, Copyright (2015) with permission from Springer Publishing
Company
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We defined two properties to characterize the adsorption of the species on the
Mo38C19 cluster. One is the stabilization energy Estab, which measures the stability
of the species on the surface:

Estab ¼ EC6Hx clusterð Þ � Ecluster � EC6H6 �
x� 6
2

EH2 ð16:53Þ

The other one is the adsorption energy Ead, which measures the binding affinity
of the species on the surface:

Ead ¼ EC6Hx clusterð Þ � Ecluster � EC6Hx ð16:54Þ

We found that whether dispersion corrections are present or not, C6H8 is the
least stable species on the surface. However, the adsorption energy shows that C6H8

binds the most strongly with the surface before and after dispersion correction
(Fig. 16.6). These findings suggest that the intermediate C6H8 is very likely to
dissociate on Mo2C during the hydrogenation, in good agreement with the missing
of C6H8 signal from the post-catalytic Mo2C from temperature-programmed
reduction-mass spectrometry (TPR-MS) experiments [35]. Based on these ther-
modynamics studies, we propose that the benzene hydrogenation reaction on
molybdenum carbide most likely proceeds through the intermediates of 12-C6H8

and 1234-C6H10. With benzene being hydrogenated gradually, the C6 ring becomes

Fig. 16.6 Estab and Ead of the most favorable isomer of adsorbed C6Hx (x = 6, 8, 10, 12) Those
with “_Disp” are dispersion corrected, and those with “_Disp_BSSE” are both dispersion and
BSSE corrected. Reprinted from J. Phys. Chem. C, 2013, 117(14), Copyright (2015) with
permission from American Chemical Society
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more and more tilted up, and leads to the formation of cyclohexane that interacts
with the surface by weak vdW interactions (Fig. 16.7).

The Eley-Rideal mechanism proposed by Rocha et al. [33, 40] may be wrong for
several reasons. First, they ruled out the possibility of surface decomposition or the
formation of coke as the surface site blocker simply by reasoning that the temper-
ature was not high enough for it to happen at 363 K. This assumption, however, is
not valid, because 1,3-cyclohexadiene (12-C6H8 in our notation) was found to
decompose to form phenyl even at 80 K on carbon-modified Mo surfaces, and it
could even dehydrogenate to form benzene at 313 K. [44] Therefore, the formation
of coke from C6H8 is very possible; so far, there is no direct experimental evidence
against this explanation. On the contrary, a high-resolution transmission electron
microscopy (HRTEM) experiment [45] has clearly shown that large amounts of
amorphous deposits were present on the post-catalytic Mo2C, indicating the for-
mation of coke during the reaction. Secondly, the observation of a much smaller
cyclohexane signal compared to benzene in the TPR-MS experiment [33] does not
necessarily mean that benzene is the site blocker. Rather, the carbonaceous layer that
may integrate with the Mo2C surface at high temperature without desorption should
not be neglected. Thirdly, if the Eley-Rideal mechanism were true, and the surface
underwent gradual benzene accumulation, then when 0 % conversion rate is
achieved, the TPR-MS experiment should show the benzene signal as the dominant
one, or at least show much less H2 signal than benzene signal. However, on the
contrary, the post-catalytic H2 signal in their spectrum is much higher than the
benzene signal. Fourthly, the benzene desorption temperature on Mo2C (377–392 K,
depending on the synthesis conditions) is similar to the benzene desorption tem-
perature on Ru (384 K) which means that the adsorption strength of benzene over
Mo2C is comparable with that of a Ru catalyst, [46] on which no deactivation of
benzene hydrogenation was observed [35, 45]. This means that the deactivation of
the catalyst is not necessarily related to benzene adsorption. In fact, comparing the
HRTEM of post-catalytic Mo2C and Ru, no carbon deposits could be seen on the Ru
particles, but were found onMo2C, [45] strongly supporting the formation of coke as

Fig. 16.7 The Mo38C19 cluster and the most stable adsorption configurations of the adsorbates
(from left to right): C6H6, 12-C6H8, 1234-C6H10, and C6H12. The large balls are Mo; the medium
balls are C, and the smallest balls are H
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the reason for the deactivation. Lastly, it is impossible to attribute the deactivation of
benzene hydrogenation on Mo2C at 423 K [47] to the adsorption of benzene, which
desorbs from Mo2C readily at 377–392 K [46]. All of these observations, however,
can be explained within the L-H mechanism: the sites around benzene molecules are
occupied by the carbonaceous species or coke from partially hydrogenated species
such as C6H8; for the remaining benzene molecules, the attacking H atoms
(including those inside the bulk) although of significant amount, are not able to get
close enough to benzene for the hydrogenation reaction to happen.

16.3.3 The Dynamics of Benzene Hydrogenation
on the Mo2C (0001) Surface by TB-QCMD

To understand the dynamics of the hydrogenation process, and validate our pro-
posed L-H mechanism from previous work, the TB-QCMD method was applied to
the hydrogenation of C6H6 on a Mo-terminated Mo2C (0001) surface. By intro-
ducing three consecutive hydrogen molecules from the gas phase, we were able to
obtain the information on the whole process of the hydrogenation directly [48].

The C6H6 hydrogenation reactions were simulated by applying the TB-QCMD
method to a model of the C6H6/α-Mo72C36 (0001) system shown in Fig. 16.8 as top
and side views, respectively. The α-Mo2C (0001) surface was represented by slabs
generated from a super cell made of 3 × 3 unit cells, four layers thick. In this model,
the α-Mo2C (0001) consists of 72 Mo and 36 C atoms in the unit cell. The total

Vc 

Hc

Hm 

C6H6 adsorbed -Mo2C(001) surface 

Mo 1st layer Mo 2nd layer

C 1st layer C 2nd layer

2.3 Å 

2.91 Å 

2.06 Å 

Fixed 

Relaxed 
C-1

C-5

C-3

(a) (b)

Fig. 16.8 C6H6 adsorbed α-Mo2C (0001) surface. a, b shows the top and side view of the
Mo72C36 cluster. The large balls are Mo, the medium balls are C, and the small balls are H. The
upper two layers of atoms are relaxed and the lower two layers were fixed during the simulation
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number of atoms in our system (including benzene and H2) is 122. We have sym-
bolized the two hydrogen atoms of the hydrogen molecule as H1 and H2 (indices 121
and 122) and we denoted six carbon of C6H6 as C1, C2, C3, C4, C5 and C6.

Three-dimensional periodic boundary conditions were applied in the TB-QCMD
simulation. The lengths of the unit cell shown in Fig. 16.8 were fixed to a = 18.03
Å, b = 15.63 Å, c = 27.83 Å, and α = β = γ = 90° during the simulation. As a first
step we have stabilized the model by carrying out an MD simulation up to 50000
steps. A total of 35640 steps of MD simulations were performed.

The temperature in the simulation was controlled by scaling the atomic velocities
to maintain a substrate temperature of 473 K, with the exception of the emitted
molecules and fixed atoms. For the specific case the initial velocity of the H2

towards C6H6/Mo72C36 was set to 3730 m/s, chosen from the Maxwell-Boltzmann
distribution at 473 K.

In the first hydrogenation pre-adsorbed benzene (C6H6) was transformed to
cyclohexadiene (C6H8). Similarly, after the second and third hydrogenation steps,
cyclohexene (C6H10) and cyclohexane (C6H12) were formed, respectively. The
C6H12 was then found to be desorbed from the surface during the simulation. As an
example, the dynamic process of the first hydrogenation reaction
(C6H6 + H2 = C6H8) is shown in Fig. 16.9.

H2 molecules were placed in the vacuum region of the unit cell above the C1

atom depicted in Fig. 16.9. An initial distance between the H2 in the gas phase and
the C6H6 molecule was approximately 5.6 Å. H2 was placed in the gas phase in
such a way that it can impinge on the vicinity of the C1 atom of benzene.
A snapshot at 90 fs shows that the H2 molecule approaches the C6H6 adsorbed on
the Mo72C36 cluster whereas a snapshot at 160 fs shows the H2 interacting with
C6H6. At 450 fs H2 interacts with the C6H6 molecule and finally it reaches the α-
Mo2C surface. In this stage we have observed the chemisorption of H2 on the α-
Mo2C surface, which was also confirmed by the electronic structure calculations.
As soon as H2 interacts with the α-Mo2C surface it starts to dissociate at 712 fs.
Finally at 1274 fs dissociated H interacts with C of C6H6 and hydrogenation of
C6H6 take place and C6H8 is formed. Our proposed L-H mechanism is well con-
firmed from TB-QCMD simulations.

The changes in bonding energy, bond length and bond population of the H-H,
C1-H122, and C2-H121 bonds during the MD simulation are examined in Fig. 16.10.
Changes in the above parameters confirm the dissociation of H2 and the hydro-
genation of C6H6. At the beginning of the simulation, the H-H binding energy in the
gas phase was about −101.21 kcal/mol and at 450 fs the respective bonding term
reduces to −83.70 kcal/mol and finally becomes about 0.0 kcal/mol (Fig. 16.10a).
In addition the H-H bond length was 0.76 Å at the beginning. At 450 fs, the bond
length increases to 0.88 Å and finally to 1.54 Å, implying its complete dissociation,
which could be further consolidated by observing the plots of the bond length
(Fig. 16.10b) and the bond population (Fig. 16.10c) (the latter changing from 0.63
to −0.013 atomic units). The hydrogenation of C6H6 could also be elucidated with
the same quantities where the C1-H122 and C2-H122 bonds also strengthened con-
siderably. At the starting position, the C1-H122 and C2-H121 bonding energy
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(Fig. 16.10a) was about 0.0 kcal/mol, whereas at the final stage it becomes −75.34
and −73.23 kcal/mol, respectively. Bond length (Fig. 16.10b) and bond population
(Fig. 16.10c) also confirm the similar changes. The mechanism of dissociative
adsorption of H2 followed by the hydrogenation of pre-adsorbed benzene on the
supported Mo2C (0001) surface is therefore confirmed.

Fig. 16.9 Hydrogenation of C6H6 from TB-QCMD simulations. The large balls are Mo; the
medium balls are C, and the small balls are H. The H atoms belonging to the incoming H2

molecule are circled to be distinguished from other hydrogen atoms
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To avoid the bias in the starting position of the H2 molecule, a similar study was
carried out where the incoming H2 molecule is located atop the α-Mo2C surface in
the same layer adjacent to the benzene molecule. Despite the change in the reaction
barriers between the trajectories of different H2 starting positions, both reactant (H2,
and benzene) have to be co-adsorbed, and the H2 molecule must be dissociated
before the hydrogenation reaction could happen. So, while our studies so far with
TB-QCMD do not involve statistically significant sampling, they do shed light on
some of the possible intricate details that can occur during the reactions and they are
consistent with the overall L-H mechanism.

16.4 Benzene Hydrogenation on Spherical MCNPs
in the Gas Phase

Although the Mo-terminated (0001) surface model provides important insights into
the benzene hydrogenation on Mo2C, it may not correctly reflect the whole story of
the reaction. The MCNPs, as opposed to the bulk form, are usually roughly
spherical amorphous particles [49]. Since the interaction of the surface species with
the catalyst (or adsorption) is known as a local phenomenon, the topology of the
active site on MCNPs may be essential for the reactions. Also, the quantum size
effect of the MCNPs should not be neglected.

To account for these problems, we used the semi-empirical DFTB method,
which is fast enough to deal with hundreds of atoms for the reaction path studies.

Fig. 16.10 Change of bond energy, bond length and bond population during simulation. The
dissociation of H2 created two H atoms, which are called H121 and H122. The target C atoms that
they are attacking are called C1 and C2, respectively
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An example is shown in Fig. 16.11 with the structure of a MCNP Mo235C115 with
diameter of 1.9 nm, which was obtained by simulated annealing with Born–
Oppenheimer molecular dynamics (BOMD) and local geometry optimization.
Benzene molecules and the dissociated H atoms are then placed on the surface sites
of the MCNP.

With the DFTB parameters that we recently developed, direct calculations on
nano-scale models can be driven with great efficiency. The minimum energy paths
(MEP) of the benzene hydrogenation reactions can be calculated by the nudged
elastic band method. As an example, the minimum energy path of the elementary
reaction (C6H6 + H = C6H7) on a two-fold site of the 1.9 nm MCNP is shown in
Fig. 16.12. There are 19 intermediate images on the chain-of-states of the reaction.
The corresponding reactant state, transition state (TS), and the product state are
presented in Fig. 16.13.

In the reactant state, the benzene molecule is adsorbed on a Mo-Mo two-fold
site; one of the H atoms is adsorbed also on a two-fold site, and the other on a Mo

Fig. 16.11 A 1.9 nm MCNP Mo235C115 obtained from simulated annealing at DFTB level of
theory. The large balls are Mo, and the smaller balls are C

Fig. 16.12 The minimum energy path of the addition of the first hydrogen to benzene on a
two-fold site of a 1.9 nm MCNP from NEB calculation
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top site. The distance between the attacking H and the corresponding C on the
benzene ring is initially 1.76 Å. After going through a transition state with C—H
distance of 1.47 Å, a typical C-H bond is formed. During the reaction, the C atom
was lifted up, and the original C-H group in benzene turned upwards, in order to
accommodate the new H atom. The importance of a full-size model of the nano-
particle is manifested by the fact that the elementary hydrogenation reaction on this
particular two-fold site is exothermic, while all others calculated on flat catalyst
surfaces, such as Mo2C (0001) (results not shown), Pt(111) [50], and Ru (0001)
[51] are endothermic. This is due to the breaking of the surface symmetry, which
causes some active sites to be in better positions than flat surface sites for hydro-
genation, while some are worse.

16.5 Benzene Hydrogenation on MCNPs in the In Situ
Environment

To simulate the complex in situ catalysis system in a more realistic manner, and to
include the solvent and other effects such as temperature and pressure, a multiscale
QM/MM model was built. The reacting benzene molecule, the dissociatively
adsorbed H atoms for attacking the C atoms in benzene and the MCNP catalyst are
included in the QM region. The MM region is made up of a model aromatic solvent
with 100 benzene molecules (Fig. 16.14).

The free energy barriers of the hydrogenation reactions are calculated with the
umbrella sampling method. Unlike the traditional free energy barriers obtained from
thermal corrections with the harmonic approximation on the reactant and transition
state structures on the minimum energy path (MEP), the umbrella sampling method
includes the anharmonic vibrations. From umbrella sampling, the degrees of free-
dom related to the free energy (potential of mean force, or PMF) curves can be

Fig. 16.13 The reactant, TS, and product of the first hydrogen reaction of benzene on a 1.9 nm
MCNP from NEB calculation; the large balls are Mo; the medium balls are C, and the small balls
are H. All atoms are relaxed
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obtained (Fig. 16.15). The comparison of the shape, curvature, and the saddle point
positions on the PMF curves to the traditional MEP curve can give valuable
information on the features of these nanoscale heterogeneous catalysis reactions.
Among them are the entropic contributions (including the anharmonic vibrational
entropy) of the nanoparticles and the solvent to the reactions in their working
conditions. Our calculations show that they could change the shape of the reaction
paths, modify the free energy barriers, and affect the initial state and the transition
state structures of the hydrogenation reactions on the MCNPs. For this reason,
entropic effects must be properly taken into consideration in order to understand
nanoscale heterogeneous catalysis reactions with transition metal-containing
nanoparticles. Because of the contribution of the anharmonic vibrational entropy
of the MCNPs, the thermal corrections based on the harmonic approximation,
which is usually used to correct for the entropic contributions, is not sufficient for
understanding the reactions on MCNPs. The full details of the modelling of
benzene hydrogenation on MCNPs in the in situ environment are in the thesis of X.

Fig. 16.14 The QM/MM model of 1.2 nm MCNP Mo66C35 embedded in a model aromatic
solvent of 100 benzene molecules. The large balls are Mo; the medium balls are C, and the small
balls are H
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Liu [52] and in [53]. Future work will include the sand components into the model
to investigate the role of the sand particles in hydrogenation reactions in the in situ
environment.

16.6 Summary

The quantum modelling of complex systems is a great challenge to computational
chemistry. The in situ oil sands upgrading process in the reservoir is one such
complex system. In this chapter, a brief review of our work on the oil sands
upgrading with MCNPs is presented, focusing on the computational tools that are
used to deal with these systems. We start from periodic and cluster DFT electronic
calculations to understand the adsorption of the aromatic hydrocarbons on the
MCNPs. Further thermodynamic study with DFT on the reaction intermediates
provided important insights into the mechanism of the reactions. The TB-QCMD
method reveals the real-time motion of the atoms, and the breaking and forming of
chemical bonds during the reactions. The DFTB method, which is an approximate
DFT method, is significantly faster than DFT. With proper DFTB parameters, direct
calculations on the nanoscale systems become possible. From these calculations,
the electronic structures of the MCNPs and the potential energy profiles of the
benzene hydrogenation reactions on the MCNPs are obtained. The multiscale
QM/MM method brings in the environmental effects, including the temperature

Fig. 16.15 The free energy profile of the addition of the first hydrogen to benzene on a three-fold
site of a 1.2 nm MCNP Mo66C35; the reaction coordinate is defined as the distance between the
incoming H and the corresponding C atom on the benzene ring
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(entropy), pressure, and the aromatic solvent, and is the method of choice for
modelling these complex reactions in in situ oil sands upgrading. Full details of the
work discussed in this chapter may be found in the following references (ref [54]
for 3.1, ref [41] for 3.2, ref [48] for 3.3, and ref [52, 53] for 4 and 5).
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Chapter 17
Computational Spectroscopy in Solution:
Methods and Models for Investigating
Complex Systems

Vincenzo Barone, Enrico Benassi and Ivan Carnimeo

Abstract In this contribution, some issues related to the interpretation, simulation
and modelling of solvent effects on the absorption and emission spectra of organic
dyes are presented and discussed. First, a brief analysis of the physical basis of
solvent effects on the electronic transitions is reported, in order to introduce the
most important phenomena and quantities tuning the so-called solvatochromic
shifts. This is followed by a general discussion of the most common models
employed for the interpretation, simulation and prediction of such effects. A general
and effective multilayer scheme is analyzed in some detail, which has been
developed in the past years and is known to provide—in most cases—quantitative
predictions of the spectral features of solvated molecules. Afterwards, starting from
this general model, some approximations are introduced, leading to simplified and
cost effective analytical schemes. In order to sketch a more complete perspective of
the models still used by spectroscopists, phenomenological methods are critically
discussed. Finally, broadening of spectral lines by both symmetric (solvent relax-
ation) and possibly asymmetric (vibronic) contributions is shortly analysed. In all
cases, the theoretical bases of the methods, as well as practical applications and test
cases are given, in order to clarify the most interesting aspects of all the discussed
models.
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D-PCM Dielectric-like Polarizable Continuum Model
EE Electrostatic Embedding
Eq Equilibrium solvation regime
FC Frank-Condon
FX Fixed Charges
FQ Fluctuating Charge
FWHM Full Width at Half Maximum
HOMO Highest Occupied Molecular Orbital
IEF-PCM Integral Equation Formalism Polarizable Continuum Model
LUMO Lowest Unoccupied Molecular Orbital
MD Molecular Dynamics
ME Mechanical Embedding
MF Mean Field
MM Molecular Mechanics
MO Molecular Orbital
MRCI Multi Reference Configuration Interaction
NPBC Non-Periodic Boundary Conditions
NEQ Non equilibrium solvation regime
OO Occupied-occupied orbitals
OPA One Photon Absorption
OPE One Photon Emission
OV Occupied-virtual orbitals
PBC Periodic Boundary Conditions
PCM Polarizable Continuum Model
PE Polarizable Embedding
PES Potential Energy Surface
SCF Self-Consistent Field
QM Quantum Mechanics
QM/MM Quantum Mechanics/Molecular Mechanics
SS State Specific
TD-DFT Time Dependent Density Functional Theory
UV-Vis Ultra Violet—Visible
vdW Van der Waals
VV Virtual-virtual orbitals

17.1 Introduction

This chapter is devoted to computational spectroscopy approaches for the study of
one-photon absorption and emission (OPA and OPE, respectively) spectra in
solution by means of focused models [1–4] coupling a quantum mechanical
(QM) description of the solute (mostly by methods rooted into the density
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functional theory [5–9]) and a continuum [10–26] or discrete-continuum [27–35]
description of the solvent. For interpretative purposes those numerical approaches
can be profitably integrated by analytical [36–101] and/or phenomenological [102–
142] approaches provided that the physical background and mathematical devel-
opments leading to the different simplifications are well defined.

Spectroscopic approaches have become the methods of choice for analysing
structural, dynamical, and environmental effects of molecular systems of increasing
complexity in a very effective yet non-invasive way. Integrated models, in which
different spectroscopic techniques are combined together to offer a comprehensive
picture of complex systems and/or phenomena, are finding widespread use.
However, the relationship between the spectroscopic outcome and the underlying
physical-chemical properties is often indirect, and the disentanglement of the dif-
ferent factors playing a role in determining the overall result can be strongly facil-
itated by QM computations, provided that the latter are able to couple reliability and
feasibility [143]. Medium-size semi-rigid systems in the gas-phase can be nowadays
studied by QM methods with an accuracy rivaling that of the most sophisticate
experimental techniques. However, the situation is more involved for the large,
flexible systems of current technological and/or biological interest. In this connec-
tion, methods rooted into the density functional theory (DFT) and its time-dependent
(TD-DFT) extension have revolutionised the field allowing effective computations
of several properties with sufficient accuracy. When solvated systems are under
study, an additional source of complexity arises, since the spectroscopic processes
primarily induced by a well-localised chromophore are also significantly affected by
the presence of more distant atoms, the “environment”. For this reason, many the-
oretical models have been developed in order to properly take into account the effect
of the solvent molecules on the desired spectroscopic property.

Generally speaking, different strategies can be exploited to model environmental
effects on structural, thermodynamic, and spectroscopic properties of molecular
systems. One common approach relies on (classical) Molecular Dynamics
(MD) simulations in order to first sample the configuration space of the
solute-solvent system, generating an adequate number of snapshots, and subse-
quently evaluating the property at the QM level as an average value over all the
snapshots. However, proper treatment of boundaries can play a significant role in
determining the reliability of the results. Although periodic boundary conditions
(PBC) are usually employed in this connection, non-periodic boundary conditions
(NPBC) [21–24] show a number of significant advantages and are a more natural
choice for the localised basis functions (normally Gaussians) used in computational
chemistry approaches. On these grounds, a general multi-layer approach can be
introduced for describing localised phenomena, in which the central part of the
system is described by a QM approach, the intermediate region by an atomistic
description, and the boundary in terms of an effective ‘steric’ potential together with
the reaction field introduced by the (dielectric or conductor) continuum describing
bulk solvent. Such a scheme was proposed some years ago [21–24] with encour-
aging results. With the recent implementation of a QM/MM polarisable embedding
based on the fluctuating charge (FQ) approach [29–35], a new feature can be
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included in such a model, since the water molecules in the nearby of the solute can
be polarised by the QM charge density.

Complete neglect of the atomistic part leads naturally to the last-generation
continuum models, in which the solute is embedded in a molecularly-shaped cavity
(with proper boundary conditions), which follows the motion of the solute [1–4].
This approach allows a significant decrease in the computational cost, leading in
state-of-the-art implementations to negligible overheads with respect to a corre-
sponding computation in vacuo. For the treatment of the chromophore a wide
variety of QM methods are nowadays available, and the most common DFT
functionals, such as hybrid [5, 6] and double hybrid [7–9] ones, have shown a high
accuracy in the evaluation of a wide number of spectroscopic and thermodynamic
quantities. Generally speaking, the implicit models [10–26] are especially suitable
for the treatment of bulk effects, where the effect of solvent molecules is included in
an averaged way through the definition of an effective cavity. Among the implicit
solvent models, the Polarizable Continuum Model (PCM) in all its different variants
(“Conductor-like” C-PCM [14, 20], “Dielectric” D-PCM [10], and “Integral
Equation Formalism” IEF-PCM [12, 13, 15]) is one of the most reliable methods,
and it has been successfully applied for the simulation of many different properties
of molecules in condensed phase.

On the other side, experimentally-oriented chemists are still employing phe-
nomenological approaches [102–142, 144–148] based on different macroscopic
quantities or over-simplified analytical models. Analytical models [36–101] have
some obvious advantages: principally, they enable exact (and fast) solutions and an
immediate interpretation of the phenomenon in terms of a simple picture (related to
the multipolar expansion of the electronic molecular distribution). However, being
able to account for only some molecular properties, and to treat only high-symmetry
systems, analytical models cannot offer a fully realistic representation, especially
for complex systems. On these grounds, in the second part of this chapter we
present a hierarchic set of simplifications leading to qualitative descriptions able,
however, to describe general trends in a reasonable way. Following this route, we
will analyse strengths, limits, and some incongruences of some widely-used phe-
nomenological approaches. In the following sections, another issue related to sol-
vent effects, i.e. the proper description of spectra broadening, is discussed in terms
of solvent relaxation and intrinsic vibronic contributions. Next, a test case is
analysed in some detail, in order to compare the performances of the different
methods introduced in the previous sections. Some general considerations and
perspectives of the different approaches conclude the chapter.

17.2 The Physical Model

Within the Born-Oppenheimer approximation, the electronic motion is assumed to
be very fast with respect to the nuclear one, due to the difference between the
respective masses. As a consequence, the electrons are usually considered to move
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in the field created by fixed nuclei, while the nuclei experience an instantaneous
averaged potential induced by the electrons. For this reason, whenever an electronic
excitation occurs, in absence of strong non-adiabatic couplings (e.g. near conical
intersections), the electronic transitions (fast) can be considered as completely
separated from the nuclear rearrangement (slow). Then, in a heuristic simplified
picture (Fig. 17.1, left panel), when a molecule M in its gas phase ground state
absorbs a photon of proper energy �hxa, an electronic excited state is populated.
During this transition the nuclear configuration of M has not time to relax, thus
retaining the same geometry of the ground state, but a different electronic distri-
bution. Depending on the nature of the excited state potential energy surface
(PES) in the neighbourhood of the ground state geometry (the so called
Franck-Condon (FC) region), M may either decay to its ground state by emitting a
photon �hxe, of the same energy as the absorbed one, or rearrange its geometry,
relaxing to a minimum of the excited state PES. Then, M may vertically decay to a
non-equilibrium region of the ground state PES, by emitting a photon �hx0

e of
different energy of that involved in the absorption, subsequently relaxing to the
ground state equilibrium geometry. The energy difference between the emitted and
the absorbed photon is called Stokes’ shift.

When the molecule is embedded in a solvent S (Fig. 17.1, right panel), the
picture is more complex, since the environment may or may not be in equilibrium
with M in the aforementioned photophysical processes, from the electronic and
nuclear point of view. First of all, the presence of the environment determines a
change in the equilibrium geometry of the ground electronic state. The energy
difference between the gas phase molecule (Mg(eq)) and the same molecule in
equilibrium with the solvent (Mg(eq)–S(eq)) is called solvation energy of the ground
electronic state. When one photon is absorbed, a rapid change in the electronic
distribution of M occurs, so that also the solvent molecules are in non-equilibrium

Fig. 17.1 Energy diagram for the ground (g) and excited (e) states of molecule M, in vacuo (left
panel) and in solvent S (right panel). “eq” and “neq” refer to equilibrium and non-equilibrium
conditions, respectively
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conditions (Me(neq)–S(neq)). Then, the electronic distribution of the molecules of S
swiftly rearranges, finding a new equilibrium regime with respect to the FC elec-
tronic distribution of M, and this process is generally faster than the relaxation of
the nuclear configuration of M toward its excited-state minimum. The energy dif-
ference between Me(neq)–S(neq) and Me(neq)–S(eq) is called solvation energy of the FC
excited electronic state. Depending on the topology of the FC region and the
interaction with S, M may either decay to the ground state or relax to a minimum of
the excited state. In the former case, unlike what observed in the gas phase, the
photon emitted from the FC region has a different energy with respect to
the absorbed one, due to the effect of the relaxation of the solvent molecules. In the
latter case, the equilibration of both M and S occurs, towards a minimum of the
excited state PES. From such a minimum, the electronic distribution of M decays to
the ground state, where neither M nor S is in equilibrium regime. Subsequently, first
the fast rearrangement of S occurs, and then the relaxation of the nuclear config-
urations of M and S follows, towards the ground state minimum.

The difference between non-equilibrium and equilibrium energies is known as
reorganisation energy, which is one of the factors responsible for the symmetric
broadening of the absorption / emission bands (vide infra). The difference between
the solvation energies of the final and initial states for absorption (emission) pro-
cesses in various solvents with respect to the isolated phase is the so-called sol-
vatochromic (fluorosolvatochromic) shift.

It has long been known that UV-Vis absorption spectra may be influenced by the
phase (gas or liquid) and that the solvent can bring about a change in the position,
intensity, and shape of the spectral band. The term solvatochromism was introduced
for the first time by Hantzsch in 1922 [144], and it has never lost its importance and
charm since then. In particular, during the last 20 years, non-negligible efforts have
been spent in order to investigate molecular systems which can find applications in
technology, innovative materials, medicine, biology, etc. thanks to their spectro-
scopic and photophysical properties.

17.3 A General Multilayered Scheme For Solvation

In the previous section, the effects of the solvent on the absorption and emission
spectra have been introduced, in terms of the response of the electronic distribution
and nuclear geometry of both the chromophore and environmental molecules to an
external applied field (a photon). Such effects, far from being of small magnitude
and sporadic occurrence, are usually shuffled in all the spectroscopic experiments in
solution, daily performed in every laboratory. For this reason, it is of paramount
importance to have reliable tools suitable to assist the interpretation of the
measurements.

In this section, we will present a general focused model, in which different
regions are treated with levels of sophistication decreasing with the distance from
the region where the essential of the studied phenomenon is localised, and proper
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non-periodic boundary conditions are enforced. Such approaches become manda-
tory whenever solvent effects cannot be expressed in terms of simple empirical
parameters, but are strongly related to both specific and long-range solute-solvent
interactions. In Fig. 17.2 a representation at the atomistic level of the solvation
environment of the glycine molecule in water is sketched. Starting from the solute
placed at the centre, there is a first shell of few water molecules directly (and
specifically) interacting with it (the so-called cybotactic region). At larger distances,
the water molecules are not involved in direct interactions with the solute, although
they still have a significant effect on the solute properties through electrostatic and
van der Waals interactions. All the water molecules introduced so far represent the
explicit solvent. At very large distances, the effect of the bulk solvent molecules can
be represented by a regular surface (in the present case a sphere) on which suitable
electrostatic and van der Waals potentials are defined in order to represent the
average effect of the bulk on the solute. This can be called the implicit part of the
model.

This general, multi-layer model will be our reference in the following paragraphs
devoted to the numerical methods based on QM and classical MM theories, suitable
for the quantitative calculation of solvent effects on the electronic distribution of the
chromophore, which determines, in turn, the solvatochromic effects.

Fig. 17.2 Sketch of the multi-layered model for solvation
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17.3.1 The Explicit (Atomistic) Region

For very small molecular systems both the solute and the solvent molecules can be
treated using accurate levels of theory. However, when the solvation effects are
studied, the number of molecules is usually large (refer to the explicit solvent
molecules in Fig. 17.2), and the employment of approximate methods becomes
mandatory. A very cost-effective and reliable approach is to treat the solute at a high
level of theory, usually based on QM methods, and the solvent molecules at a lower
level of theory, usually based on MM methods. Since only non-covalent bonds
couple the different layers, the interaction energy between the solute (QM sub-
system) and the solvent (MM subsystem) contains only Coulomb (Cou) and van der
Waals (vdW) contributions:

Eint ¼ ECou þEvdW: ð17:1Þ

Then, for a molecular system composed by N atoms, with coordinates defined by
the vector R, the van der Waals contribution can be written in the usual
Lennard-Jones functional form:

EvdW ¼
X

k 2 QM
l 2 MM

Akl

R12
kl

þ Bkl

R6
kl

� �
; ð17:2Þ

where Rkl � Rk � Rlj j, and the indices k and l run over the QM and MM atoms,
respectively. The electrostatic term of Eq. (17.1) can be evaluated by representing
the solvent charge distribution as a point-like distribution q rð Þ, of N charges qk (k =
1, 2,… N) located at Rk:

q rð Þ ¼
X

k2MM

qkd r� Rkð Þ: ð17:3Þ

On the basis of the way of evaluating the solute electrostatic potential, different
routes for the calculation of such an energy contribution can be employed. In a
simple Mechanical Embedding (ME) scheme (see for example [145] and references
therein), a set of charges (q0) is assigned also to the QM atoms, and the Coulomb
interaction energy with the solvent is evaluated as:

EME ¼
X

k 2 QM
l 2 MM

q0kql
Rkl

: ð17:4Þ

454 V. Barone et al.



When an electronic embedding scheme (EE) is used ([145] and references therein),
the Coulomb interaction energy is evaluated as the electrostatic interaction between
ρ(r) and the solute charge density n(r):

EEE ¼
X

l2MM

Z
dr

n rð Þql
r� Rlj j: ð17:5Þ

A different (more refined) way to evaluate ECou includes a two-way polarisation
through a polarisable embedding scheme (PE), so that both the QM density matrix
is polarised by the MM charge distribution, and the MM charges are polarised by
the QM density, by means of a variational formulation. Among different models, in
our approach the polarisable embedding scheme for the treatment of the electro-
statics is based on the fluctuating charges (FQ) model [29–35].

Then, the expression of the interaction energy for the PE [32, 33] is analogous to
Eq. (17.5), except that the FQ classical charge distribution ~q rð Þ is now obtained
from the set of polarisable charges, ~q n rð Þð Þ:

~q rð Þ ¼
X

k2FQ
~qkd r� Rkð Þ: ð17:6Þ

and the electrostatic interaction with the QM density reads:

EPE ¼
X

l2FQ

Z
dr

n rð Þ~ql
r� Rlj j: ð17:7Þ

The determination of ~q is done variationally by minimising the total energy e of the
FQ subsystem in presence of the QM electrostatic potential (V n rð Þ½ �):

e ¼ 1
2
~qJ~qþ ~qvþ ~qkþV~q; ð17:8Þ

with respect to the charges, by using the electronegativity equalisation principle
[29, 30]. In Eq. (17.8), v is an array containing the electronegativities of the MM
atoms, λ contains Lagrange multipliers for the charge conservation constraints, and
J is the interaction matrix between the charges, which in our implementation is
based on Ohno functional form [28]. The optimal set of charges which minimises
such an energy functional is then found by inverting the J matrix [32, 33]:

~q ¼ J�1 �v� Vð Þ: ð17:9Þ
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17.3.2 Non-periodic Boundary Conditions for Electrostatics

Given a molecular or supra-molecular system embedded in a solvent charge dis-
tribution, the solute-solvent interaction can be modelled using a mean field
(MF) approach [21–24], which treats the solvent as a continuum fully defined by a
dielectric constant (ε) and by a shape function, uniquely identifying the space
regions where the solute and the solvent are placed. The boundary between the two
domains is a compact cavity R, which in Fig. 17.2 has been represented as a
spherical boundary surface including the explicit molecules. Then, the major issue
related to such a scheme is how to model the interactions between the continuum
and the explicit molecules placed inside the cavity. In a static picture, such inter-
actions are of two types, electrostatic and non-electrostatic, whereas when such a
model is used in MD simulations, an additional potential is included, in order to
ensure that all the molecules remain confined inside the cavity during the simulation
with a correct density up to the boundary [21].

Regarding the electrostatic interactions, the most common approaches are based
on the exact solution of the Classical Electrostatic Laplace’s equation for the
electric (scalar) potential, U,

r2U ¼ 0: ð17:10Þ

In particular, let us consider all the molecules inside the cavity as a generic charge
distribution n rð Þ, in vacuo, and bounded within the closed cavity of surface R. The
whole space outside R is occupied by an homogeneous, isotropic, continuum,
dielectric medium, characterised by a dielectric constant, eB (where B stands for
“bulk”). Such a medium can represent an electrostatic picture of a solvent (or
environment), interacting with the inner charge distribution. Once Laplace’s
equation is solved with the proper boundary conditions, we are able to determine
the potentials within the cavity and in the bulk. In other words, the molecular
charge distribution within the cavity induces a polarisation in the dielectric, giving
rise to an apparent charge distribution σ, which acts back on the original charge
distribution, and the effect of the solvation can be expressed by the electrostatic
interaction between the two charge distributions.

On the basis of the symmetry properties of R and on how complex is the charge
distribution source of the potential, different methods can be used in practice for the
evaluation of such an interaction. For simple charge distributions (please note that a
complex charge distribution can in principle be approximated through a proper
multipolar expansion), and rigid cavities described by regular surfaces, exact ana-
lytical solutions can be found.
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17.3.3 The Analytical Solution of Laplace’s Equation

These models are based on the exact solution of the Classical Electrostatic
Laplace’s equation (17.10) for the electric potential, U, which can be obtained
analytically within particular symmetry conditions of the boundary problem. Let us
consider a set of N electric charges qkf gk¼1;...N , located in a region of a vacuum
three-dimensional Cartesian space. We can identify the position of the k-the charge
with respect to a prefixed Cartesian system of coordinates with its position

rk � xk yk zkð Þ; ð17:11Þ

defined with respect to the origin of the Cartesian system of coordinates. This can
be a simplified but reasonable electrostatic picture of a molecule in vacuo. The set
of electric charges can be now supposed to be bounded within a closed cavity of
surface R, obtained within a homogeneous, isotropic, continuum, dielectric med-
ium, characterised by a dielectric constant, eB (where B stands for “bulk”). Such a
medium can represent an electrostatic picture of a solvent (or environment),
interacting with a solute molecule. Let us account for the general case for which the
cavity is filled by a homogeneous, isotropic, continuum, dielectric medium, char-
acterised by a dielectric constant, eC (where C stands for “cavity”). Commonly, the
cavity is considered evacuated, so that eC ¼ e0 is usually set. The boundary con-
ditions needed to solve the problem are:

(a) continuity of the electric potential across the boundary surface R, and
(b) continuity of the normal component of the dielectric displacement vector

across the boundary surface R.

Once solved Laplace’s equation for the bounded problem, we are able to
determine the potentials within the cavity, UC, and in the bulk, UB. The charges
within the cavity induce a polarisation in the dielectric, giving rise to a reaction
potential, UR rkð Þ, which acts back on the dissolved charges. Once determined the
analytical expression for UR rkð Þ, Helmholtz’s free energy of this interaction is just
the difference between the reversible work of assembling the charge distribution in
the presence of the dielectric and under vacuum, and simply reads:

A ¼ 1
2

X

k

qk rkð ÞUR rkð Þ: ð17:12Þ

For a spherical cavity the problem was solved for the first time by Kirkwood, in
1934 [38] and next generalised by several authors to multipoles of different order
and to polarisable solutes [e.g. 36, 37, 40, 46, 68]. Solutions for more or less
general multipolar developments in spheroidal cavities have been reported by
several authors [45, 47, 48, 79, 95] and this is also the case for general ellipsoidal
cavities starting from the work of Westheimer and Kirkwood, in 1938 [41] and
proceeding in several steps [96–99] up to the general algorithm for arbitrary
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multipole orders developed in Ref. [100]. The essential features of these models
have been reviewed quite recently [146–148] together with solutes described at a
quantum mechanical level in regular cavities, which can be treated through a
multipolar expansion of the solute electron density using again spherical [149],
spheroidal [150], or ellipsoidal [151] cavities.

17.3.4 The Discretisation Approach for a General Solution
of the Electrostatic Problem

Although even more general situations can be treated by analytical approach (for
instance the case of two concentric cavities is discussed in Appendices A, B, C),
this route, though rigorous and effective, is not general enough to be applied to
every molecular system. A more general approach for the solution of Eq. (17.10)
can be based on discretisation schemes of the partial derivatives equation. Two
main routes have been followed in this connection with special emphasis on a
quantum mechanical description of the solute.

The first approach is based on distributed multipolar expansions in general
cavities [152] and has been recently reviewed [153].

The second route [145], considered in more detail in the following, is based,
instead, on the direct evaluation of the solute electrostatic potential and electric field
on the cavity. The cavity R is discretised in ng tiles (usually called tesserae), so that
the solvent charge distribution σ can be represented in terms of contributions
coming from each tessera. With such approximations, the total free energy of the
solute in presence of the solvent can be expressed as:

G ¼ E0 n½ � þVNN þ 1
2
ECou; ð17:13Þ

where E0 n½ � is the energy functional associated to the solute charge distribution n,
VNN is the nuclear repulsion energy independent of the electronic density, and the
solute-solvent interaction energy is:

ECou ¼
Z

R
ds
Z

dr
n rð Þr sð Þ
r� sj j ¼

Z

R
dsV sð Þr sð Þ; ð17:14Þ

or equivalently, in the matrix form:

ECou ¼ Vyq ¼
X

i

Viri; ð17:15Þ

where V is the electrostatic potential generated by the solute charge distribution on
the tesserae. At each cycle of the self-consistent field (SCF) procedure, V is
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computed from the current density matrix, and σ is obtained by solving the equa-
tions in the form:

r ¼ Q�1V; ð17:16Þ

where Q is the interaction matrix and depends on the geometry of the solute, the
details of the discretisation of the cavity and the particular choice of the model. In
our case, the C-PCM [14, 19, 20] model is used, so that the Qij matrix elements are
[19, 21]:

Qii ¼ 1
ai

4p e
e�1 �

P
j 6¼i

Qjiaj

" #

Qij ¼ si�sjð Þ�ni
si�sjj j3

: ð17:17Þ

Thus, being the charges obtained from the solute charge density, Eq. (17.15) is
equivalent to the electrostatic contribution of Eq. (17.7).

In the framework of the general model for solvation depicted in Fig. 17.2, the
PCM accounts for the long-range electrostatic interactions, whereas the short-range
dispersion-repulsion can be described by some effective potential able to minimize
spurious boundary effects. Further details about this aspect can be found in Ref. [21].

17.3.5 A Multilayered Scheme For Solvation

One approach which has been successfully employed in the past years [21–24], is to
apply the EE based on the fixed charges (FX) for the treatment of those solvent
molecules close to the solute, involved in local specific interactions with the QM
charge density, while treating the rest of the solvent charge distribution in an
averaged way through an implicit model (see Fig. 17.2). One limitation of this
approach is that the electrostatic model employed for the water molecules is usually
designed for the ground state properties, while when excited state properties are
under investigation a new set of charges must be used.

In this sense, FQ and FX charges can be simultaneously employed to describe
different physical-chemical models of the water molecules, where while the FX
charges are used for the treatment of the molecules far from the solute, the FQ
charges are used to improve the description of the solvent near the QM/MM
interface, taking into account the charge polarisation induced by the solute charge
distribution. For this reason both the EE and PE approaches can be simultaneously
used in calculations where the solvent molecules far from the solute and belonging
to the bulk induce a polarisation on the chromophore, but are not affected by the
solute charge density, while the solvent molecules near the solute are affected by the
solute charge density.
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Eventually, an implicit solvation model can be used for the external outer layer,
either for an average treatment of the bulk solvent, in order to sensibly reduce the
number of the FX molecules explicitly considered, or for the inclusion of
non-periodic boundary conditions [21–24]. In the following we will treat the
implicit layer within the MF formalism, and all the relevant aspect emphasised with
this model can be easily generalised to the case of a general potential defined on a
regular surface.

Hereafter, in order to clearly distinguish between fixed and polarisable charges,
we will always use the labels FQ and FX, respectively. The overall energy func-
tional of such a multi-layered solvation model thus becomes:

E0 ¼ EQM þEFQ þEFX þEMF

þEint
QM=FQ þEint

QM=FX þEint
QM=MF þEint

FQ=FX þEint
FQ=MF þEint

FX=MF:
ð17:18Þ

The interaction energies between explicit layers ðEint
QM=FQ; E

int
QM=FX andEint

FQ=FXÞ obey
Eq. (17.1), containing both van der Waals and Coulomb contributions (see
Equations (17.5) and (17.7) for the QM/FX and QM/FQ contributions, respectively,
while the FQ/FX contribution obeys Eq. (17.4)). The interaction between the MF
and the explicit layers has a purely electrostatic contribution (Eq. (17.16)) and a
non-electrostatic short-range dispersion-repulsion contribution. Finally, the other
two interaction contributions are the charge-charge interactions (described by
Eq. (17.4)) where the PCM charges interact with the two sets of FQ and FX
charges. The remaining energy terms are related to the isolated subsystems, which
are treated at their own levels of theory.

17.3.5.1 Some Useful Quantities

When the multi-layered scheme is used, all the contributions depending on the QM
density in Eq. (17.18) can be expressed in terms of a reference effective ground
state Hamiltonian:

Wh jHeff Wj i ¼ EQM þECou
QM=FQ þECou

QM=FX þECou
QM=MF: ð17:19Þ

The generic Fock matrix element in Molecular Orbital (MO) basis can be written
as:

Fpq ¼ hpq þ
Xocc

i

pqjiið Þ � cx pijiqð Þ½ � þ vxcpq þ vQM=FQ
pq þ vQM=FX

pq þ vQM=MF
pq ð17:20Þ

where the index i runs over the occupied orbitals, cx is the mixing parameter
introduced by Becke [5], which allows a smooth transition from conventional
Kohn-Sham DFT ðcx ¼ 0Þ to the Hartree-Fock model ðcx ¼ 1; Exc ¼ 0Þ; through
the so called hybrid functionals. Assuming real spin-orbitals, the PE Fock operator
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can be derived from Eq. (17.7), by defining the matrix element Vpq;k associated to
the electrostatic potential given by the /p rð Þ;/q rð Þ charge distributions at Rk:

Vpq;k ¼
Z

dr
/p rð Þ/q rð Þ
r� Rkj j : ð17:21Þ

Then, vQM=FQ
pq is the derivative of Eint

QM=FQ with respect to the generic Ppq density

matrix element in MO basis:

vQM=FQ
pq ¼

@Eint
QM=FQ

@Ppq
¼
X

k2FQ
Vpq;k~qk ¼ Vpq � ~q: ð17:22Þ

The remaining two contributions in Eq. (17.18), Eint
QM=FX and Eint

QM=MF, are also

described by Eq. (17.22), except that the set of charges and the coordinates are
those of the FX atoms and PCM tesserae, respectively.

Another useful quantity is the coupling matrix (K), related to the Fock matrix
element of Eq. (17.20):

Kpq;rs ¼ @Fpq

@Prs
¼ ðpqjrsÞ � cxðprjsqÞþ f xcpq;rs þ f QM=FQ

pq;rs þ f QM=MF
pq;rs ;

ð17:23Þ

which is used in linear response approaches [154, 155]. Since in the FQ and MF
models the charges are obtained from the QM electrostatic potential, explicit FQ
and MF terms appear in K, as the derivatives of Eq. (17.23) with respect to another
MO density matrix element:

f QM=FQ
pq;rs ¼ @vQM=FQ

pq

@Prs
¼
X

k;l2FQ

Z
drdr0

/p rð Þ/q rð Þ
r� Rkj j J�1

kl
/r r0ð Þ/s r

0ð Þ
r0 � Rlj j : ð17:24Þ

Since the double integral is separable, the previous equation can be easily written
in a more compact matrix formalism:

f QM=FQ
pq;rs ¼ @vQM=FQ

pq

@Prs
¼
X

k;l2FQ
Vpq;kJ

�1
kl Vrs;l ¼ VpqJ�1Vrs; ð17:25Þ

which is analogous to the form obtained by means of the time dependent pertur-
bation theory [33].
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17.3.5.2 Linear Response Equations

When a time-dependent perturbation is applied to the total multilayered system, the
response of the charge distribution to such a perturbation can be calculated through
linear response approaches [154–158]. In principle the QM, FQ, and MF charge
distributions should respond to the perturbation. However, since our general pur-
pose is the calculation of the spectroscopic properties on the chromophore, which is
assumed to be fully included in the model system, we apply the linear response
theory only to the QM subsystem, including the effect of the FQ and PCM charges
as an environmental effect, referring to the ground state effective Hamiltonian of
Eq. (17.20).

In the Casida’s formalism [157, 158], the time-dependent equations are:

A B
B A

� �
X
Y

� �
¼ X

1 0
0 �1

� �
X
Y

� �
: ð17:26Þ

The energies X are the vertical excitation energies, X and Y are the amplitudes
for the single particle excitation and de-excitation, respectively, and the response
matrices A and B are defined in terms of derivatives of the occupied-virtual
(ov) blocks of the Fock matrix in the MO basis:

Aai;bj ¼ ðea�eiÞdabdij þKai;bj

Bai;bj ¼ Kai;jb
ð17:27Þ

where ea and ei are the energies of the a-th and i-th orbital, respectively. In practical
implementations [156, 159–162], linear combinations of A and B matrices are used:

AþBð Þia;jb ¼ ea � eið Þdabdij þ 2 iajjbð Þþ 2f xcia;jb � cx jajibð Þþ abjijð Þ½ �
þ 2f QM=FQ

ia;jb þ 2f QM=MF
ia;jb

A� Bð Þia;jb ¼ ea � eið Þdabdij þ cx jajibð Þ � abjijð Þ
ð17:28Þ

and the TD-DFT equations are solved in the AO basis.

17.3.6 Test Cases

In order to illustrate how the general model presented in the previous paragraphs
can be applied to the study of real molecular systems, two test cases will be
presented focusing on the different aspects of the solvation effects on electronic
transitions.
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17.3.6.1 Local Versus Bulk Solvation Effects on the Electronic
Excitation Energies of Uracil in Aqueous Solution

The study of the vertical transition energies of Uracil in aqueous solution is very
instructive in this context, since it helps to understand why both explicit and
implicit layers must be simultaneously included in the solvation models.

The UV-Vis spectrum of Uracil in the gas-phase is characterized by two main
peaks, at about 4.80 and 5.26 eV, corresponding to the n/ π* and π/π* transitions,
respectively [160 and references therein]. When Uracil in aqueous solution is
considered, the lowest energy transition is blue-shifted with respect to the gas-phase
by about 0.5 eV, while the other one is red-shifted by 0.2 eV, resulting in an
inversion of stability of the lowest lying excited states [160 and references therein].

It has been shown that while the red-shift of the π/π* transition can be quanti-
tatively predicted by modelling the solvation effects using only implicit models, this
is not true for the blue-shift of the n/π* transition. Table 17.1 shows that inclusion
of bulk solvent effects alone by PCM leads to an underestimation of the solvent
shift on the n/π* transition by about 0.2-0.3 eV, irrespective of the underlying
electronic model.

As a matter of fact, the four water molecules forming specific hydrogen bonds
with the carbonyl and nitrogen moieties of uracil (see Fig. 17.3) introduce an
additional contribution to the total solvent shift. Therefore, a quantitative repro-
duction of the total solvent shift is achieved only using an integrated
discrete/continuum model, which can be viewed as an application of Eq. 17.19 in
which the QM level of theory is used for the treatment of both the solute and the
first solvation shell, while the MF layer is used for the bulk solvent effects.

It is worth noting that when advanced QM methods cannot be used for the
calculations, as in the case of large chromophores interacting with many water
molecules, one possible approach is to use semiempirical models. For example, we
showed that reliable solvatochromic shifts can be obtained using the Density
Functional Tight Binding (DFTB) method [164, 165] in conjunction with PCM
(see Table 17.1).

Table 17.1 Vertical excitation energies (eV) of the n/π* transition of Uracil in water predicted
with different computational models

Method Gas phase Uracil Uracil Uracil

+PCM +4H2O +4H2O + PCM

PBE0/TZP 4.80 +0.29 +0.17 +0.48

PBE/aug-cc-pVTZ 3.85 +0.25 +0.26 +0.45

DFTB 3.64 +0.26 +0.15 +0.33

See Refs. [163, 164] for further details about the original calculations
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17.3.6.2 Fluorescence Spectrum of NfO-TEMPO Using the General
Multi-layered Approach

In this paragraph, we report the results obtained through the application of the
general multi-layer approach discussed above for the calculation of the fluores-
cence spectrum of a medium-sized dye, 4-naphthoyloxy-1-methoxy-2,2,6,6-
tetramethylpiperidine (NfO-TEMPO). Such a molecule is interesting due to its
capability to work as molecular probe for polymers, leading to many potential
applications in the design of smart materials [166–171]. Thus, the correct inter-
pretation of luminescence properties of such a molecule in different environments is
a major issue when the spectroscopic characterisation of the polymers is done.

A generalised solvent model has been thus successfully applied for the simu-
lation of the fluorescence spectrum [166]. First, the MM force field has been
parametrised using excited state TD-DFT (PBE0 [6]/DZP) calculations as refer-
ence, and then the MD simulations have been performed with a 0.5 fs time-step for
a total period of 3ns, at constant T=300 K and P=1 atm in order to sample the
excited state PES. Eventually, 200 configurations have been extracted from the
overall trajectory, and were used for running the TD-DFT/MM/PCM
(CAM-B3LYP/cc-pVDZ) calculations. The final fluorescence spectrum of the
chromophore has been obtained by convoluting with Gaussian functions
(FWHM=0.05 eV) the energies and oscillator strengths of each single spectrum,
and subsequently averaging over all the configurations. The final spectrum obtained
with such a procedure is shown in Fig. 17.4, together with the experimental one
[167], and from the comparison it is evident the high accuracy that can be achieved

Fig. 17.3 Graphical representation of the geometry of Uracil with the four explicit water
molecules of the first solvation shell, embedded in the PCM cavity (see Refs. [164, 165])
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using this type of computational approaches. It is noteworthy that also the asym-
metric broadening observed in the experimental spectra is correctly reproduced by
the simulations based on a properly selected set of configurations.

17.4 Fully Implicit Models

17.4.1 The Polarizable Continuum Model

As mentioned in the introduction, elimination of the explicit (atomistic) part of the
solvent leads to the conventional polarisable continuum model, in which the solute
creates a cavity in the bulk (continuous) solvent, whose shape follows the movement
of solute atoms and whose reaction field responds to the electrostatic potential created
by the solute wave-function. Note that under such circumstances the solute electron
density penetrates the solvent boundary originating the so-called escaped charge
effects, whose treatment requires more sophisticate descriptions of electrostatic
contributions (e.g. the so-called integral equations formalism, IEF [12, 13, 15]).

Within the approaches based on the discretised finite-element solution of
Laplace’s equation (Sect. 17.4), the shape of the cavity is not constrained and can
be in principle of any morphology. For this reason, the cavity is usually modelled
on the basis of the molecular geometry. In particular, given a specific nuclear

Fig. 17.4 Graphical representation of the NfO-TEMPO molecule, together with the computed
[167] and experimental [168] fluorescence spectrum
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configuration for the molecule under study, a sphere is centred on each atomic
position and the overall cavity is the union of all the spheres. Dedicated smoothing
procedures [3], are used in order to ensure that the final molecular cavity shows the
proper continuity properties (see Fig. 17.5 right image, for an example of a typical
PCM cavity obtained with this approach).

As a consequence, this procedure relies on a reduced number of empirical
parameters, including, in particular, the sphere radii, which depend, at least, on the
atomic number of the corresponding atom. Optimization of these parameters can be
based on experimental solvation energies [172–174] or on the solvent shifts of
some electronic properties [175], the second approach often providing better results
for computational spectroscopy studies [176].

17.4.2 Analytical Models with Regular Cavities

Regular surfaces can be used to define the cavity occupied by the solute leading to
analytical solutions of the corresponding Laplace’s equation (see Sect. 17.3) and
thus avoiding any QM computation for a rough estimate of general trends or for
interpretative purposes. The only empirical parameter of such models is the cavity
radius a0 (for spherical cavities) or the principal axes (for spheroidal or ellipsoidal
cavities) ([177–179] This quantity can be measured as a0 ¼ rslt þ rslv=2, which is

the radius of an equivalent spherical volume for the solute molecules with rslt ¼
3Mslt= 4pNAqsltð Þ½ �1=3 and rslv ¼ 3Mslv= 4pNAqslvð Þ½ �1=3, for the solute and solvent
molecules, respectively (M = molar mass in amu, NA = Avogadro constant, and
ρ = density in g/cm3). Sometime, the approximation a0 ffi rslt is assumed.

Fig. 17.5 Graphical representations of a spherical versus PCM(UFF) cavity shapes
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The expression is in agreement with that derived by Suppan, starting from
Mossotti-Clausius relation [(a)–(c) here below]. There has been set up an indirect
measurement technique of a0 using the solvatochromic data both in absorption and
in emission: It consists into performing two regressions, by employing one of the
relations (5.76.10)–(5.76.13) and one of the relations (5.76.14)–(5.76.16). (It must
be remembered that those relations can be used when the dielectric orientation
relaxation time of organic solvent molecules is negligible with respect to the mean
lifetime of the solute.) In such a way, we can obtain the coefficients m1 ¼ a 5ð Þ

m

�� �� and
m1 ¼ a 2ð Þ

m

�� ��. If lejjlg, then le ¼ �lg
m1 þm2
m1�m2

m1\m2ð Þ. Knowing the value of lg,
we calculate le, and then from m1 or m2 we obtain a0). If a0 is set equal to the
radius R of the smallest sphere encompassing the molecule, then the energy of
interaction will be of course underestimated. Improved accuracy is obtained using
an estimated or explicitly determined molecular volume [180, 181], or following
[182, 183] the original proposal of Lippert [184, 185], which takes 40 % of the
long-molecular axis including Van der Waals radii for elongated molecules. Lippert
finds upon estimating the two above mentioned effects that the choice of a0 = 0.8
R should lead to the best value for the difference in dipole moments. Srividya et al.
[186] estimate the cavity radius by assuming the molecule to be spherical, and then
evaluating the radius from the total surface area obtained by the PCMODEL
software [187]. The sphere obtained with such an approach is consistent with the
one obtained by defining the diameter from the distance between the coordinates of
the farthest atoms of the molecule, obtained from experimental crystal structures.
Maus [188] calculates a0 of some donor-acceptor biphenyls by different methods
using PCMODEL and considering an intermediate value, which equals the
half-length of the long-molecular axis without Van der Waals radii [189, 190]. In a
recent work by Carlotti et al. [181], the cavity radius is estimated as a0 ffi 0:6 dCT,
where dCT is the calculated diameter along the Charge Transfer (CT) direction (CT
diameter) of the optimised structure. This procedure is chosen on the basis of the
QM results reported in a previous paper [192] where a0 was calculated by inte-
gration of the solvent accessible surface using both the Hartree-Fock and Density
Functional Theory optimised geometries and was found to be 60 % of the CT
diameter.

The basic problem of these models is, of course, related to the oversimplified
cavity shape, as evidenced in Fig. 17.5, which compares spherical and van der
Waals cavities for a typical dye. A quite successful empirical recipe was suggested
by Kawski et al. who showed that if the condition a=a30 ¼ 1=2 is verified (α being
the isotropic polarisability of the solute), the specific choice of the solute cavity
shape (sphere or ellipsoid of revolution) affects negligibly the value of the excited
state dipole moment. It is worth noting that such a condition occurs quite commonly
[193–197] and for instance for phtalimide and stilbene derivatives the experimental
values found for the radius and the polarisability are in a range from 0.41 to 0.62
[193], and from 0.53 to 0.68 [198, 199], respectively.
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17.4.3 Analytical Treatment of (Fluoro) Solvatochromism
in Fully Implicit Models

Together with the formal limitations discussed above, another problem of current
analytical models is that different formulae are used for describing the effect of the
solvent on the absorption energy [49–56, 59, 60, 74, 76, 77, 80, 84, 85, 88–91], on
the emission energy [60, 66, 69, 70, 78, 81, 86, 98, 193], and on the Stokes’ shift
[57, 61–63, 65, 67, 82, 92, 93].

Three types of electric interactions among a solute and the solvent can be
heuristically defined: (a) dispersion interactions, (b) interactions due to the transi-
tion multipole moments (normally truncated to the transition dipole contribution),
and (c) multipolar interactions. Usually, dispersion contributions are simply
neglected, whereas the following equations are employed for the evaluation of the
shift of absorption energies in terms of polarisability (solute)-dispersion (solvent)
(Stark effect), and the polarisability (solute)-polarisability (solvent) interactions,
respectively

DDEa
i�ref: að Þ ¼ � ae � ag

a30
LD f eð Þ � f n2

� �� �
i�ref:; ð17:29Þ

DDEa
i�ref: að Þ ¼ � ae � ag

a30
CD f n2

� �� �
i�ref:: ð17:30Þ

where the left-hand side is the shift of the absorption energy of the i-th solvent with
respect to the reference one (ref), f(x) is the polarisation function, ε is the relative
dielectric constant of the medium, n is the refractive index of the medium, and a0 is
the radius of the spherical cavity (according to spherical model). The value of the
polarisation function for the i-th solvent is subtracted from the value of the same
function for the reference solvent. L and C are parameters usually referred to as the
fluctuation factors. Concerning the Stark’s effect, it has been given various math-
ematical treatments which do not seem to be in very good agreement with exper-
iment, and it has been shown that it is a rather small effect which can be neglected
in most cases [200]. Within an intuitive picture, the effect of an electric field on a
non-polar polarisable molecule is defined as induction polarisation (i), whereas the
corresponding effect on a rigid dipole is defined as orientation polarisation (o). The
induction effects typically occur in shorter times with respect to the orientation
effects. If two solvents are considered (namely 1 and 2) the contribution of the terms
(b) and (c) to the energy variation due to the solvent change can be described
according to the models deriving from Onsager’s treatment of the molecule inside a
spherical cavity. The expressions for the induction and orientation contributions due
to the transition dipole moment M are, respectively
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DDEa
i�ref: Mð Þ ¼ �M2

2a30
D f n2
� �� �

i�ref:; ið Þ ð17:31Þ

DDEa
i�ref: Mð Þ ¼ �M2

2a30
D f eð Þ � f n2

� �� �
i�ref:: oð Þ ð17:32Þ

Since the transition dipole moment interaction takes place in very short (in-
stantaneous) time, the orientation contribution is usually neglected. In the case of
the multipolar interactions, the solvent is usually still treated as a dipole, whereas
for our specific case of solute, the multipolar terms need to be considered up to the
quadrupole. Therefore, the following contributions are usually taken into account.

In case of charged species, the total charge (Q)-dipole contributions, according
to the Born model [36] are

DDEa
i�ref: Qð Þ ¼ � Q2

2a0
D u n2

� �� �
i�ref:; ið Þ ð17:33Þ

DDEa
i�ref: Qð Þ ¼ � Q2

2a0
D u eð Þ � u n2

� �� �
i�ref:: oð Þ ð17:34Þ

The permanent electric dipole moment (l) -dipole contributions according to the
Lippert-Mataga [49–51] (or McRae [52, 54] or other models, vide infra) are

DDEa
i�ref: lð Þ ¼ � l2e � l2g

2a30
D f n2
� �� �

i�ref:; ið Þ ð17:35Þ

DDEa
i�ref: lð Þ ¼ � lg � le � lg

� �

a30
D f eð Þ � f n2

� �� �
i�ref:: oð Þ ð17:36Þ

The permanent electric quadrupole moment (H)-dipole contributions according
to the Suppan-Ghoneim model [101] are

DDEa
i�ref: Hð Þ ¼ �H2

e �H2
g

a50
D f n2
� �� �

i�ref:; ið Þ ð17:37Þ

DDEa
i�ref: Hð Þ ¼ �Hg He �Hg

� �

2a50
D f eð Þ � f n2

� �� �
i�ref:; oð Þ ð17:38Þ

where u xð Þ � 1� 1
x, ε and n are the dielectric constant and the refractive index of

the medium, respectively, and the polarisation function f xð Þ is f xð Þ � 2 x�1
2xþ 1, when

a non-polarisable solvent dipole is considered (such as in Lippert-Mataga model
[49–51]), and f xð Þ � 2 x�1

xþ 2, when a polarisable solvent dipole is considered, such as
in the McRae model [52, 54]).
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Concerning the interpretation of Stokes’ shifts as a function of the solvent, the
contributions due to the electric dipole moment change have been the most
investigated. For a compound m, the interactions with the solvent s are generally
expressed as linear combinations of contributions, and in particular the spectral
maximum shift ym;s with respect to the gas-phase y 0ð Þ

m;g is given by:

ym;s ¼ y 0ð Þ
m;g þ

XN

i¼1

a ið Þ
m x ið Þ

s ; ð17:39Þ

where:

a ið Þ
m ¼ a ið Þ a0; lg; le; ag;ae; . . .

� �
; ð17:40Þ

and

x ið Þ
s ¼ x ið Þ e; nð Þ: ð17:41Þ

In each term of Eq. (17.39) the a ið Þ
m factors depend only on the properties of the

solute m (the Onsager spherical cavity radius a0, the electric dipole moments in the
ground and excited state lg; le, the electric polarisabilities in the ground and

excited state ag; ae, etc.) whereas x ið Þ
s factors depend only on the macroscopic

properties of the solvent (the dielectric constant ε and refractive index n). The
subscript i runs over all the type of the solute-solvent interaction, i.e.
(1) dipole-dipole, (2) dipole-induced dipole, (3) dispersion contributions,
(4) higher-order interactions, (5) specific interactions, etc.. Since there is currently
no general analytical model, which includes all the types of solute-solvent inter-
actions, the only way to describing all the contributions is through a QM treatment.
Eq. (17.29) can be, however, assumed to be generally valid in the sense that it
involves both the extreme approaches toward solution of the problem of the effect
of solvent on the physico-chemical properties of molecules:

(i) the empirical approach, which separates the interactions into specific inter-
actions, expressed by means of basicity and acidity solvent parameters, and
nonspecific interactions, expressed by means of the so called polar xpolar ¼
e� 1ð Þ= eþ 2ð Þ and polarisability xpolarisability ¼ n2 � 1ð Þ= n2 þ 2ð Þ solvent
functions [114]. Of course, this approach does not attribute any physical
meaning to the a ið Þ

m coefficients;
(ii) the approaches, based on the original model of Onsager, in which the solvent

is assumed to be a homogeneous continuum and which involves only
non-specific multipolar interactions. The coefficients a ið Þ

m have here an exact
physical meaning. Hereafter we shall consider just the theoretical expressions
derived for treating the dipole-dipole interactions. In these cases, the sum in
Eq. (17.39) is usually reduced to one or two addends, whose coefficients can
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be obtained by different expressions, some of which are summarized in
Appendix D.

A comprehensive comparison among different expressions was done by Koutek,
in a remarkable paper of the late 1970s [201] on the basis of the data available
for 9 compounds, viz. carbazole, indole, 1,3-diphenyl-2-pyrazoline, (hexamethyl-
benzene + tetrachlorophthalic anhydride) CT-complex, 4-amino-4′-nitrostilbene, 4-
dimethylamino-benzonitrile, 4-dimethylamino-4′-nitrostilbene, 4-dimethylamino-
ω-nitrostyrene, and 4-dimethylamino-benzylidene-4′-nitroaniline. Unfortunately,
the analysis was limited to neutral molecules characterised by the presence of a
symmetry axis, or at least by expected co-directional electric dipole moment
vectors.

The most important sources of errors (differences between the particular rela-
tionships) in the determination of le through the use of those equations are: (1) the
approximate nature of the solvent-shift theories; (2) problematic approximations in
further simplification of the model; (3) assumption of a spherical molecule and
estimation of the radius of Onsager’s spherical cavity; (4) assumption that lejjlg;
(5) experimental error in the wavenumber (errors in ε and n are not significant). In
the previously mentioned analysis, since all the equations have been applied to the
same experimental data, the last three factors can be assumed to introduce
approximately the same error, which cannot be evaluated. Thus, the differences can
be ascribed to the factors (1) and (2), and therefore in the final effect to the variation
in the solvent functions. The main conclusions about the analytical models are the
followings:

(1) The dispersion can be important for all methods using only absorption data; on
the contrary, for methods using the difference ~ma � ~m f , the second regression
term is unimportant.

(2) All equations using uniquely the absorption data, which from the practical
point of view could have a much wider scope, exhibit high mean relative error.
This could be due to the fact that those relations neglect some interaction terms
of the general Eq. (17.14).

(3) Better results are obtained by equations involving also emission data, i.e. for
well-fluorescing compounds.

The recommended equations are therefore (D.1.8), (D.1.12) and (D.1.16), based on
the theory of Bilot-Kawski [72, 73, 83], or the almost equivalent equations (D.1.13)
and (D.1.15), derived by Bakhshiev [62, 65, 67, 71].

As discussed above the most arbitrary quantity in this analysis is surely the
cavity radius a0 and this uncertainty excludes attempts to improve the theory by any
of the following refinements: (a) Allowance for the fact that upon absorption the
dipole moment of the excited state in the equilibrium configuration of the ground
state is involved, whereas upon emission it is the dipole moment in the equilibrium
configuration of the excited state. (b) Consideration of the possibility that the dipole
moments of the ground and excited states may be not parallel. (c) Choice of a cavity
better fitted to the molecular form, an ellipsoid for example. (d) Consideration of the
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relatively small contribution due to interaction of higher multipoles with the sol-
vent. (e) Consideration of the especially the electric dipole moments, but also the
cavity radius can undergo to remarkable changes due to the solvent effects. In other
words, both the ground and the excited dipole moment as well as a0 are differently
affected by different solvents, and this important aspect is not described by any
analytical model.

17.5 Phenomenological Approaches

The simplest and easiest-to-use tools for the interpretation of solvent effects are the
phenomenological models, which rely on a very simple description of the solvent in
terms of one (or more) empirical parameter, so that the solvation effects are
interpreted in terms of the “strength” of the solvents on the basis on the values of
such parameters. As a consequence, the different solvents are classified in scales, on
the basis of the value of the chosen parameters, and the experiments are interpreted
consequently. One very popular approach tries to rationalise the solvent effects in
terms of the solvent polarity, empirically defined as the overall solvation power,
which can be estimated with the dielectric function or using other more refined and
more case-specific approaches.

Among the approaches proposed so far, we recall here single-parameter models
[102–111, 115, 118–120, 122, 123, 125, 126, 129], and multi-parametric correla-
tion equations (either based on the combination of two or more existing scales or on
the use of specific parameters to account for distinct types of effects) [112, 113,
116, 117, 121, 124]. Additional popular models are the Abraham’s scales of solute
hydrogen-bond acidity and solute hydrogen-bond basicity [127, 128], and the
Catalán et al. solvatochromic scales [130, 132, 133]. Methods based on quantitative
structure-property relationships (QSPR) with solvent descriptors derived from the
molecular structure [131, 134], and on principal component analysis (PCA) [135,
136] have been also proposed. An exhaustive review concerning the quantification
of the solvent polarity has been recently published [138–140], including a detailed
list of solvent scales, interrelations between parameters and statistical approaches.

In a very recent study, Jacquemin and co-workers [142] have proposed a new
parameterisation of a linear solvation energy relationship (LSER), which seems able
to successfully predict many types of solvent-dependent physicochemical proper-
ties. The expression of this multi-parameter empirical scale is:

A ¼ A0 þ di DIþ e ESþ a a1 þ b b1 ð17:42Þ

The parameters are DI (the Dispersion-Induction Parameter), ES (Electrostatic,
Non-Hydrogen Bond Donating Solvents), α1 (Lewis Acidity) and β1
(Hydrogen-Bond Basicity), while di, e, a, and b are the regression coefficients.

As a last noteworthy example, we cite the Kosower approach [102–104, 106,
110], which expresses the solvent polarity (Z) in terms of the solvatochromic shift
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induced by a given solvent on the maximum absorption wave-length of a reference
molecule. Starting from the Kosower Z values, in the early 1960s, Reichard et al.
[108] applied an analogous approach using a series of Betaines as reference
molecules, and in particular the Betaine-30 (Fig. 17.6, molecule A). Then, the
Kosower scale is expressed as:

Z � hcNA~mmax ¼ 2:8591� 10�3~mmax ¼ 28591=kmax ¼ ET 30ð Þ; ð17:43Þ

where Z½ � ¼ kcal �mol�1 and ET 30ð Þ are the two different notation for the solvent
polarity, while kmax½ � ¼ nm( ~mmax½ � ¼ cm�1Þ is the maximum of the largest
wave-length (wavenumber) of the intramolecular charge-transfer p� p� absorption
band of dye A. This parameter was also normalised in order to obtain values
belonging to the range [0, 1], for the different (polar) solvents:

EN
T � ET 30ð Þslv�ET 30ð ÞTMS

ET 30ð ÞW�ET 30ð ÞTMS ¼ ET 30ð Þslv�30:7
32:4

; ð17:44Þ

where TMS = tetramethylsilane ðEN
T ¼ 0Þ, W ¼ water ðEN

T ¼ 1Þ. Because of sol-
ubility issues of the dye A in non-polar solvents, in 1983 Reichardt et al. employed
the dye B, since it is sufficiently soluble for solvatochromic measurements in
non-polar solvents [122]. Due to the good linearity of both A and B trends (by
employing the data published for the dye A (see Ref. [108]) and for the dye B (see
Ref. [122]) referring to a set of 17 common solvents, we obtain a linear regression
y = a0 + a1 x (where y = ET(A) and x = ET(B)), with: a0 = (–3.4 ± 0.8) kcal / mol, a1
= (1.09 ± 0.02), and R2 = 0.99561), in this case the scale is simply shifted with
respect to the previous one, and thus becomes:

ET 30ð Þ ¼ 28591=k0max � 1:808
0:9424

: ð17:45Þ

Betaines solvatochromism has been recently object of a refined investigation for the
determination of a new acidity scale [202].
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17.5.1 Application: Analytic Foundation of Ravi’s
Phenomenological Model

In 1994, Ravi et al. [203] published a work in which they attempted to find a
correlation between the solvent polarity function EN

T and the analytical models for
the interpretation of the solvatochromism of the Stokes shifts. This semi-empirical
equation is still widely employed by experimentalists [1, 204–220], in spite of some
formal weakness (see Appendix D). Ravi’s equation reads:

Y m; sð Þ � 11307:6 Dl=DlDð Þ2 aD=að Þ3
n o

EN
T þ Y� m; gð Þ; ð17:46Þ

where Y m; sð Þ � ~ma � ~mf is the Stokes’ shift for the molecule m in the solvent s,
and Y� m; gð Þ is related to Stokes’ shift for the molecule m in gas phase g (see
Appendix D). D is a reference dye, whose electric dipole moment change (DlD)
and Onsager’s radius (aD) are known. Proper use of this equation requires, in our
opinion, a critical examination of the physical and mathematical background
together with a clear definition the values of a; aD; and DlDð Þ2; where, in principle,
D should be the dye A (and not C, see Fig. 5.6). If all of these conditions are
verified, then from the solvatochromic shifts we can obtain Dlð Þ2, and thus we
cannot access to le and lg (or le � lg) without additional information (measure-
ments or calculations). In order to estimate the value of aD, the Authors performed

least-squares fits of the experimental values of ~mm;sa � ~mm;sf

	 

; a; Dl of a set of eight

molecular systems, reported in the Literature. The experimental Dl for such sys-
tems derive from electro-optical measurements (eo, for three of them), where
available, and previous solvatochromic data (sc, for five of them). The molecules
are: 4-dimethylamino-4′-nitrostilbene (eo), hexamethylbenzene-tetrachloro-phthalic
anhydride (CT complex, eo), 4-amino-4′-nitrostilbene (eo), 4-aminophthalimide
(sc), 1-dicyanovinylnaphthalene (sc), 9-dicyanovinylphenanthrene (sc),
9-dicyanovinylanthracene (sc), 1-dicyanovinylpyrene (sc). Through this statistical
analysis, they estimate a cavity radius of 6.2 Å, with a satisfactory correlation (R2 =
0.977). A quite accurate QM calculation (Level of theory: PBE0/SNSD//IEF-PCM.
Monte-Carlo estimation of the molecular volume using SCF density, based on
0.001 e/bohr3 density envelope. The spherical cavity radius can be estimated also
from the PCM cavity surface (a0

(PCM,S)) or volume (a0
(PCM,V)). The average of these

two radii is close to the value obtained via the Monte-Carlo approach (a0
(MC)), i.e.

6.37 and 6.38 Å for dyes A and C, respectively) of the radius of Onsager’s model
cavity has given a0 = 6.46 and 6.47 Å, for dye A and C of Fig. 17.6 in 1,4-dioxane,
respectively. Therefore, the value obtained through the regression represents a
reasonable estimation of aD, for both the dyes.

In order to verify the reliability of their model, the Authors made two tests: on
one hand, they compare the above mentioned experimentally determined values of
Dl with those predicted through the usage of Eq. (17.4), with aD ¼ 6:2Å and
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DlD ¼ 9:D, finding a good agreement; on the other hand, they use another mole-
cule previously characterised in the Literature (viz. 4-dimethylamino-benzonitrile),
which was not included in the fitting procedure, in order to check the prediction
capability of the model. However the apparent reliability of the model is related, in
our opinion, to some bias in its validation. As a matter of fact, the first check is
somehow tautological (the data taken from the Literature are good, and thus using
them in order to build a linear fitting through a regression make the “prediction” of
the same data coincident—or at least close—to the them), whereas the second check
is not unambiguous, since, as stated by the Authors themselves, only some of the
solvatochromic data reported in the Literature were selected.

From Eq. (D.7) of Appendix D, we should have that

X sð Þ � F3 e; n2
� � ¼ e� 1

eþ 2
� n2 � 1

n2 þ 2

� �
2n2 þ 1
n2 þ 2

:

and EN
T are linearly dependent. However, the EN

T scale does not correlate with
F3 e; n2ð Þ (Fig. 17.7a), nor with any other polarity function (see Fig. 17.7b–d). This
is true also for the original work by Reichardt [108]. Mente and Maroncelli actually
state [214] that a meaningful correlation between the EN

T scale values and those of

Fig. 17.7 Plot of the values of the polarity functions versus those of the EN
T scale for 204 different

solvents. The analytical polarity functions are a F3 e; n2ð Þ ¼ e�1
eþ 2 � n2�1

n2 þ 2

	 

2n2 þ 1
n2 þ 2 , b fn eð Þ, c fn n2ð Þ,

and d Fn e; n2ð Þ
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F1 e; n2ð Þ � e�1
eþ 2 � n2�1

n2 þ 2 is observable only with the polar aprotic solvents. Anyway,
it is evident that the method could empirically work for a sub-set of wisely selected
solvents; such a choice can be done once all the quantities referred to the dye A that
are present in Eq. (D.7) of Appendix D DlA; a

A
0 ; ~m

A;g
a ; ~mA;gf ; and~mA;sf will have been

known with high accuracy. If the fluorescence transition energy is nearly constant
ð~mA;sf ¼ constant for any solvent sÞ; in principle we could estimate this value for a
particular solvent s* (for instance, 1,4-dioxane) and individuate those solvents
which satisfy (within a certain range of variability) Eq. (D.7) of Appendix D. As
hinted above, we have performed TD-DFT PBE0 [6]/SNSD[221] calculations for
the dye A, which show that both the absorption and the emission transition energies
are affected by the solvent; for instance, in 1,4-dioxane, DEA;dioxane

a ¼
1:56 eV exp:1:560 eVð Þ [108] and DEA;dioxane

f ¼ 0:29 eV; in acetonitrile,

DEA;acetonitrile
a ¼ 1:97 eV exp:1:994 eVð Þ [108] and DEA;acetonitrile

f ¼ 1:15 eV
(Fig. 17.8).

In order to check possible limitations of the phenomenological approach, we
have collected and analysed experimental data from the Literature. The following
requirements have driven our choice: simple, small, neutral organic molecules;
predominance of the dipolar character; lejjlg; availability of direct measures of le
and lg; availability of Literature solvatochromic data, both for absorption and
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Fig. 17.8 Structures of the 11 molecules used for testing the Ravi equation (see text for details)
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emission, recorded considering a sufficiently high number of solvents with different
characteristics. (The condition of parallelism and same directionality of le and lg
has been checked through DFT calculations.) We have considered eleven different
molecules (Fig. 17.8) whose Literature data concerning the dipole moments have
been collected in Table 17.2. Please, note that we have also included
4-dimethylamino-4′-nitro-stilbene (molecule V), which was used for building
Ravi’s model, and the 4-dimethylamino-benzonitrile (molecule I), which was used
for the validation of the prediction capability of Eq. (D.8) of Appendix D. Thanks to
the values of ~ma and ~mb for different solvents, reported in the original works, we have
been able to fit them according to Ravi equation (in its original form), and then
calculate Dl, once known a0. It is quite evident that for these simple systems the
electrostatic analytical models provide dipole changes in good agreement with the
data obtained through analytical absorption and fluorescence measurements. This is
straightforwardly explained on the basis of the criteria of selection for the
molecular candidates for this exploration, which are very close to those required for
the correct application of those theories. On the contrary, the phenomenological
model leads to unreliable results. If we compare the two solvatochromic approa-
ches, we can observe that for all the molecules but XI, V,VII Ravi’s equation
underestimates the dipole change. Molecule V gives good results, but this is not
surprising since it belongs to the set of molecular systems used for building the
statistical model (Fig. 17.9).

17.6 Broadening

Most of the available computational studies focus on excitation energies and
oscillator strengths, which correspond to peak positions and intensities, employing
a large panel of electronic structure methods, ranging from Multi-Reference
Configuration Interaction (MRCI) [222, 223] to Time-Dependent extensions of
Coupled Cluster (CC) [224, 225] and Density Functional Theory (TD-DFT) [226–
228]. However, even if a high accuracy in the computed energies and intensities is
achieved, direct comparison with experiment is not straightforward due to band
broadening. Although such an effect is often described in terms of a phenomeno-
logical parameter (the Full Width at Half Maximum (FWHM) of the band) a proper
modelling requires explicit consideration of the different effects tuning the
band-shape. Two main sources of broadening can be identified, originating from
intrinsic and environmental effects, respectively.

Regarding the intrinsic contribution, besides non-specific factors (e.g. natural
line broadening, Doppler broadening, etc.), one important source of broadening for
systems in the gas phase is connected to the vibrational modulation of electronic
spectra (the so-called vibronic contributions) resulting from the coupling of the
ground and excited vibrational manifolds, which may grant the band its shape and
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Fig. 17.9 Stokes shifts as a function of the EN
T scale for the molecules sketched in Fig. 17.8,

according to the phenomenological model
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even result in a complex band structure, conveying relevant structural and
dynamical information. Thanks to recent developments, it has become possible to
describe accurately the vibronic features of absorption and emission spectra of fairly
large systems taking into the proper account Franck-Condon and Hezberg-Teller
terms, Duschinsky rotations, temperature, environment, and leading anharmonic
corrections by both time independent and time dependent approaches [226, 229].
All these features have been included in an integrated code, the virtual
multi-frequency spectrometer (VMS [229, 230]), which allows a direct vis-à-vis
comparison between experimental and computed spectra.

Regarding the environmental contribution, most of the spectroscopic measure-
ments are performed in solution, where the solvent influences the position and
intensity of solute bands, as well as their FWHM and the overall band shape. Of
course, the extent of solvent effect strongly depends on the specific solute-solvent
couple, but also the nature of the electronic excitation plays a significant role (for
instance, solvent-induced shifts on n–π* or π–π* excitations typically go on
opposite directions). In the particular case of polar solvents, the band broadening is
dominated by inhomogeneous contributions (due to solute-solvent electrostatic
interactions). A key quantity for determining the extent of coupling between an
electronic transition of the solute and the solvent degrees of freedom (electronic and
nuclear) is the total reorganisation energy λ [231], which can be formally parti-
tioned into the relaxation of the solute and that of the solvent (according to Ref.
[231], λinner and λouter). The former effect is implicitly accounted for by optimising
the excited state geometry, whereas the latter contribution is explicitly obtained by
calculating the difference between the free energy in solution of the excited state at
t = 0 (i.e. just after the photo-excitation), when only fast solvent degrees of freedom
are in equilibrium with the excited state electron density (non-equilibrium, neq,
level), and at t → +∞, when the solvent is fully equilibrated with the solute density
(equilibrium, eq, level). Through a classical statistical treatment of solvent nuclear
degrees of freedom, Marcus derived an expression for the broadening due to polar
interactions between the solute and the medium [232–237]. The so-called inner
contribution to this broadening is related to geometry differences between the
ground and excited electronic state, whereas the outer contribution is directly
related to solvent reorganisation. This latter contribution is, of course, connected to
different solvation regimes (equilibrium vs. non-equilibrium) [226, 238], which are
well described by the so-called state-specific (SS) methods [239], substantially
improving the agreement between experiments and calculations. On these grounds,
Ferrer et al. [240] have set up an efficient procedure (employed also in the present
work) for the computational evaluation of the inhomogeneous broadening in terms
of the solvent reorganisation energy [232–236].
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17.6.1 Solvent Reorganisation Energy Effects
and Intra-molecular Charge-Transfer Character

The spectral shift due to the solvent is obtained by averaging over all the possible
solvent configurations whereas band broadening arises from the fluctuations in the
energy difference between the initial and final electronic states involved in the
transition. Specifically, according to this model the variance of the electronic
transition energy is:

r2 ¼ 2kkBT ; ð17:47Þ

where T is the temperature, kB is Boltzmann’s constant and k � Fneq
f � Feq

f is the
polar reorganisation energy, i.e. the polar contribution to the difference between
non-equilibrium (neq) and equilibrium (eq) Helmholtz’s free energies in the final
electronic state f at the Franck–Condon (FC) solute geometry. Non-polar contri-
butions are neglected. Interestingly, an analogous expression can be obtained in a
fully QM approach describing the solvent as a set of normal oscillators displaced by
the electronic transition [226]. Since the width of the experimental spectra is usually
given in terms of the FWHM, we use the same measure (Wpol) also for the con-
voluting Gaussian line shape that simulates inhomogeneous broadening. For such a
line-shape, Wpol and r2 are proportional:

Wpol � FWHM ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 ln 2r2

p
¼ 22

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ln 2kkBT

p
: ð17:48Þ

Within the framework of the PCM and of other continuum models, the neq and eq
regimes are simply defined by two different dielectric constants [2]. In the neq case,
the reaction field due to the fast solvent degrees of freedom depends on the dielectric
constant at optical frequency (εopt), usually related to the square of the solvent
refractive index n. Equilibrium solvation is instead determined by the static dielectric
constant (ε) [3]. It has been shown [241] that an effective SS implementation of
PCM/TD-DFT calculations, where the solvent apparent charges are equilibrated
with the true excited state charge density and not with the transition charge density as
it happens in a linear-response regime, provides a reliable description of the dif-
ferences between eq and neq regimes (dynamical solvent effects) [239, 242–248].
When dealing with the absorption process, ka can be simply computed as:

ka ¼ Eneq
S1 � Eeq

S1 : ð17:49Þ

Once ka is obtained, it is possible to computeWpol by using Equations (17.47) and
(17.48). If the experimental band is symmetric and can be described by a Gaussian
function, it is possible to estimate the reorganisation energy from the experimental

spectrum, via Eq. (17.48), as ka ¼ FWHM2

ln 222
2
kBT

ffi FWHM2

0:2849 eV (at T = 298.15 K).
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17.6.2 Asymmetric Vibronic Broadening

Let us consider now the intrinsic broadening due to vibronic effects, which can lead,
in several cases, to an asymmetric line-shape. As an example, let us consider the bis
(terpyridine)ruthenium(II) complex [249], whose electronic ground state has been
optimized at the DFT level, using the B3PW91 [250] functional in conjunction with
the LANL2DZ basis set [251], and including bulk solvent effects (CH3CN) with the
PCM. Then, the TD-DFT method was used for the investigation of the excited
states and the vibronic contributions were included at the Franck-Condon level with
the so-called adiabatic shift approach [252].

In Fig. 17.10 the computed phosphorescence spectrum of the complex (both
stick and convoluted) is compared to its experimental counterpart. From Fig. 17.10
it is apparent that the asymmetric character of the experimental line-shape can be
accurately reproduced by vibronic computations. On the other side, such a complex
line-shape cannot be reproduced by a simple Gaussian function.

In such cases, even a phenomenological description requires a more general
function, for instance a Gaussian-exponential hybrid function. The Gaussian (fg)
and exponential (fe) functions, viz.:

Fig. 17.10 Phosphorescence spectrum of the bis(terpyridine)ruthenium(II) complex. The upper
spectrum is computed at the B3PW91/LANL2DZ level and is represented together with the stick
spectrum coming from the vibronic structure, while the lower one is the experimental line-shape.
See the original work for further details [250]
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fg xð Þ ¼ fg0 exp � x� x0ð Þ2
2r2

" #
; ð17:50aÞ

fe xð Þ ¼ fe0 exp � x� x0
a

h i
; ð17:50bÞ

can be combined in a hybrid function:

f xð Þ ¼ f0 exp � x� x0ð Þ2
2r2 þ a x� x0ð Þ

" #
; ð17:51Þ

where f0 can be taken equal to 1. It is easy to prove that:

lim
r2!0þ

f xð Þ ¼ fe xð Þ; ð17:52aÞ

lim
a!0

f xð Þ ¼ fg xð Þ; ð17:52bÞ

Depending on the values of α and σ2, the band shape is tuned. The parameters α
and σ2 can be calculated through standard non-linear fitting procedures performed
on the experimental spectra, where the initial guess values can be evaluated from
the experimental data. Actually, α and σ2 are related to Rξ and Lξ according to:

a ¼ �Rn � Ln
ln n

; ð17:53aÞ

r2 ¼ � RnLn
2 ln n

; ð17:53bÞ

where Rξ and Lξ are the distances from the straight line of equation x ¼ x0 of the
right and the left intersection, respectively, of a straight line of equation y ¼
n ð0\n\f0Þ with the curve. The parameter α can be positive (Rξ > Lξ, the decay
from the maximum to zero is larger for x < x0 than for x > x0) or negative (Rξ < Lξ,
the decay from the maximum to zero larger for x > x0 than for x < x0).

Consequently, we have (with f0 = 1):

Dn � Rn þ Ln ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 ln2 n� 8r2 ln n

q
; ð17:54Þ

FWHM � D1=2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 ln2 2þ 8r2 ln 2

p
: ð17:55Þ
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Additionally we can introduce a parameter for evaluating the asymmetry of the
band:

dn � Rn � Ln ¼ �a ln n ; ð17:56aÞ

d1=2 ¼ a ln 2: ð17:56bÞ

The magnitude d1=2 indicates the entity of the asymmetry.

17.7 Test Case: Comparison Between Different
Approaches for the Simulation of the Spectroscopic
Properties of Betaine-26

The experimental absorption spectrum of Betaine-26 (Fig. 17.6, dye C) shows an
intense (π, π*) HOMO-LUMO band with intramolecular charge transfer character;
the transition maximum is located at λ = 836 nm (ΔE = 1.483 eV) in p-dioxane, and
at λ = 563 nm (ΔE = 2.202 eV) in methanol. Betaine-26 is a neutral, non-fluorescent
chromophore, is a quite rigid system due to the extensive conjugation, and therefore
the broadening can be totally ascribed to the solvent reorganisation energy and the
vibronic asymmetric broadening. For the specific case of Betaine-26, within a
multipolar expansion approach, the contributions to the solvatochromic shift are
mainly due to the transition dipole moment M, to the electrical dipole moment μ,
and to the electrical quadrupole moment Θ.

All the solvatochromic contributions have been then evaluated following the
analytical approaches presented in Sect. 4.1. The values of these quantities, as well
as the estimation of the spherical cavity radius have been obtained from QM
computations, and are reported in Table 17.3 and Fig. 17.11. In particular,
Table 17.3 collects the numerical values of the different contributions, while in
Fig. 17.11 the computed induction contributions are plotted together with the
experimental data. It is apparent that both the contributions due to the transition
dipole moment and to the electrical quadrupole moment are one order of magnitude
less important than the contributions due to the electrical dipole moment (we
remind that within Suppan-Ghoneim model the quadrupole moment [101] is treated
as a scalar quantity; this is true just in case of linear and centro-symmetrical
quadrupoles. In the other cases, Θ = Tr(Θ)/3.

In Fig. 17.12 the solvatochromic data are reported with respect to the polarity
functions, in comparison with the experimental data. Regarding the contributions
due to the electrical dipole moment, as shown in Fig. 17.12a, b, if we plot the
absorption transition energies as functions of one of the polarity functions, we do
not obtain a picture that can be reasonably fitted with a linear regression. We have
also tried to interpret the solvatochromic shift of the absorption transition energy,
when increasing the solvent polarity, invoking the variation of the absorption
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transition energy as predicted by Eqs. (4.14.6) and (4.14.7) with respect to a ref-
erence solvent (1,4-dioxane):

DDEa
i�ref: ¼ �

2 l2e � l2g

	 


a30
D

e� 1
2eþ 1

� 


i�ref:
; ð17:57Þ

DDEa
i�ref: ¼ � l2e � l2g

a30
D 2

e� 1
eþ 2

� n2 � 1
n2 þ 2

� 


i�ref:
; ð17:58Þ

where the electric dipole moments are those measured experimentally. In
Fig. 17.12c the results of this analysis are plotted and it is clear that only for few
solvents (4–6 on a total of 16, viz. ethanol, 1-propanol, 1-buthanol, aniline,
benzene, toluene) the simple analytical model provides reasonable results (absolute

value of the discrepancy DDEa expð Þ
i � DDEa theoð Þ

i

���
���\0:05�0:06 eVÞ.

Let us now apply a QM approach based on DFT and TD-DFT computations.
First, the geometry of the Betaine-26 in the ground state (S0) has been optimised,
both in vacuo and in solution (vide infra) using the PBE0 functional [6] including

transition dipole moment permanent dipole moment

permanent quadrupole moment Total

Fig. 17.11 Plot of the computed transition dipole moment, permanent dipole moment, permanent
quadrupole moment, and total induction contributions for Betaine-26 in comparison with the
experimental measurements. Reference solvent: 1,4–dioxane
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D3 empirical dispersion [253], coupled to the SNSD [221] basis set. Solvent effects
have been taken into account by means of the IEF-PCM [28, 254] with scaled UFF
atomic radii [167] for building the cavity. The solvents are the same employed in
the experimental determinations (vide infra) covering a wide range of polarity and
chemical features (chlorinated solvents, protic solvents, etc.). Harmonic vibrational
frequencies have been then computed at the same level of theory employed for the
geometry optimisation. Vertical excitation energies have been computed at the
TD-DFT level using again the PBE0 functional, but the larger SNST basis set [221].
Both non-equilibrium (neq) and equilibrium (eq) regimes [227, 239] have been
enforced in the treatment of solvent effects by IEF-PCM within the State-Specific
(SS) [237] formulation. Finally, the excited states have been also optimised in order
to compute the vibronic spectra. The vibronic spectra [94–100] of the S1 ← S0
electronic transition were simulated including Duschinsky and Herzberg-Teller

Fig. 17.12 Failure of the analytical models when employed to interpret the experimental
solvatochromic data of Betaine-26. a Plot of the absorption transition energy as a function of the
polarity function f2(ε) (according to Eq. (4.14.6)). b (a) Plot of the absorption transition energy as a
function of the polarity function F6(ε, n

2) (according to Eq. (4.14.7)). c Comparison between
computed versus experimental shift of the absorption transition energy, with respect to a reference

solvent (1,4-dioxane, DDEa expð Þ
dioxane � DDEa theoð Þ

dioxane � 0); filled and unfilled circles refer to Eqs. (17.57)
and (17.58) model, respectively. d DFT/PCM results: Comparison between computed versus
experimental shifts of the absorption transition energy, with respect to a reference solvent (1,4–

dioxane, DDEa expð Þ
dioxane � DDEa theoð Þ

dioxane � 0)
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effects, in 1,4-dioxane and in methanol. All computations have been performed
with the GAUSSIAN09 package [255].

In Table 17.4 the computed vertical transition energies of Betaine-26 in different
solvents, neglecting vibronic effects, are compared with the experimental results.

The remarkable agreement between computed and experimental results points
out the good predictive power of the proposed QM approach. The discrepancies are
always below 6 meV, and the largest differences are obtained for 1,4-dioxane,
chloroform and dichloromethane (it is worth noting that the 1,4-dioxane is known
for its anomalous and challenging behaviour [256]). A linear fit of the data
(Fig. 17.12d) leads to ΔEa(theo) = 0.9955 ΔEa(exp) + 0.0082 (R2 = 0.9997). Also with
respect to a reference solvent (1,4-dioxane), the comparison between predicted
(ΔΔEa(theo)) versus experimental shifts (ΔΔEa(exp)) of the absorption transition
energies gives good results, having the two ΔΔEa the same trend.

Finally, we have simulated the vibronic spectra, including Duschinsky and
Herzberg-Teller effects, for the Betaine-26 in 1,4-dioxane and in methanol. In
Fig. 17.13 the computed vibronic spectra (convolution of all vibronic transitions by
Gaussian functions with FWHM = 0.1 eV by means of the VMS-Draw toolkit
[230]) are plotted together with the experimental ones. The predicted position of the
maxima (1.48 eV and 2.20 eV in 1,4-dioxane and in methanol, respectively) and the
band shapes around them are extremely accurate, in particular at lower energies.
The vibronic analysis points out the dominant role of the 0–0 transition and the

Table 17.4 Comparison between the experimental and computed transition energies of
Betaine-26 in different polarity solvents

Solventa εr nD λa
(exp)/nm ΔEa(exp)/eV ΔEa(theo)/eV

DIOX 2.2099 1.4224 836 1.483 1.489

BENZ 2.2706 1.5011 860 1.442 1.438

TOL 2.3741 1.4961 867 1.430 1.427

CHLR 4.7113 1.4459 792 1.566 1.572

CHLB 5.6968 1.5241 817 1.518 1.523

ANIL 6.8882 1.5863 720 1.722 1.725

THF 7.4257 1.4050 814 1.523 1.526

DCM 8.9300 1.4242 766 1.619 1.625

PYR 12.9780 1.5095 767 1.617 1.614

BUOH 17.3320 1.3993 636 1.950 1.948

AC 20.4930 1.3588 755 1.642 1.639

PROH 20.5240 1.3850 627 1.978 1.973

ETOH 24.8520 1.3611 610 2.033 2.028

MEOH 32.6130 1.3288 563 2.202 2.205

MECN 35.6880 1.3442 690 1.797 1.799

DMSO 46.8260 1.4170 720 1.722 1.721
aLegend of the solvents: DIOX 1,4-dioxane, BENZ benzene, TOL toluene, CHLR chloroform,
CHLB chlorobenzene, ANIL aniline, THF tetrahydrofuran, DCM dichloromethane, PYR pyridine,
BUOH 1-butanol, AC acetone, PROH 1-propanol, ETOH ethanol, MEOH methanol, MECN
acetonitrile, DMSO dimethylsulfoxide
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asymmetry of the convoluted spectrum. Therefore, in these cases, the reorganisation
energy contribution to the inhomogeneous broadening (which generates a Gaussian
bell centred on the absorption transition energy) is not sufficient for a correct
description of the band shape. The asymmetric band can be fitted using the hybrid
exponential-Gaussian function, obtaining the parameters α = 0.195 eV, σ2 = 0.184
eV, FWHM = 1.019 eV, and δ = 0.135 eV for 1,4-dioxane [253], and α = 0.361 eV,
σ2 = 0.550 eV, FWHM = 1.764 eV, and δ = 0.250 eV for methanol.

Fig. 17.13 Comparison between the experimental absorption spectra of Betaine-26 and those
issuing from vibronic computations (stick and convoluted) for different solvents (1,4–dioxane and
methanol). Experimental spectra were digitalised from the original paper by Dimroth et al. [108]
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17.8 Concluding Remarks

Thanks to on-going developments in hardware and software, in recent years
computational spectroscopy has evolved from a highly specialized field to a tool of
general use also for non-specialists. In this framework, processes occurring in
solution play a central role from both biological and technological perspectives.
Several models with different degrees of approximation are currently employed for
interpreting and analysing such kinds of processes. In this chapter, we have tried to
describe some of these models and to clarify the relationships among them together
with their strengths and weaknesses. Our reference is a general multilayer model, in
which different regions are described at different levels of approximation and proper
non periodic boundary conditions are enforced for both electrostatic and
non-electrostatic forces. Starting from this level, fully implicit models can be
derived neglecting the dynamics and atomistic nature of the solvent. Both numerical
and analytical approaches can be introduced at this point with different degrees of
approximation and reliability. In particular, current analytical models can be
slightly improved in order to take into account regular, but non-spherical cavities
and higher multipolar developments. Solvatochromic effects on UV spectra can be
described quite well at this level at least concerning general trends and role of
different effects. However, it should be pointed out that broadening effects are often
non-symmetric and thus require proper consideration of vibronic effects, which are
well beyond analytical treatments. Also in this case effective numerical models have
been introduced in recent years, which can be used also by non-specialists. Finally,
phenomenological models have also a role for qualitative considerations provided
that their limits are well understood and critical points in their derivation analysed
and, in some cases, amended. A specific test case has been analysed in detail to
better illustrate all the above points. In summary, even pending further develop-
ments in the reliability of different parts of the models (e.g. improved density
functionals for describing charge transfer excitations or better description of Pauli
repulsion between solute and first-shell solvent) the description of equilibrium or
steady-state spectroscopies by computational methods appears well sound and quite
reliable. The situation is, in our opinion, quite different for time-resolved spectra
and, in general, for fluctuation effects on the studied phenomena. Here, proper
integration between more refined QM and statistical mechanical models becomes
mandatory and remains a challenging research field for the next years. Analogous
considerations apply, of course, to the description of rare events and/or phenomena
characterised by long relaxation times and, at the other extreme, to the analysis of
ultra-fast events. Judging from the impressive developments of general solvent
models in the last decades, we can envisage terrific progresses in those and related
fields in the next few years.
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Appendix A: Spherical Cavity Embedded By One or More
Concentric Dielectric Shells Surrounded By the Bulk

In the following, we show a natural extension of the spherical model for concentric
dielectric continua, and in particular the case of a cavity embedded by one con-
centric dielectric shell surrounded by the bulk (see Fig. A.1a), whose solution is due
to Beveridge and Schnuelle [87], and the case of two or more concentric dielectric
shells surrounded by the bulk (see Fig. A.1b, c), which we propose here.

A.1 Spherical Cavity Embedded by One Concentric Dielectric
Shell Surrounded by the Bulk

We consider now the charge distribution inside a spherical cavity of radius r ¼
aC ¼ constant and dielectric constant eC, with a first shell of polarisable dielectric,
extending from r ¼ aC to r ¼ a1 ¼ constant, characterised by dielectric constant e1.
Beyond this shell, there is the bulk region, from r ¼ a1 to infinity, with dielectric
constant eB. The solution of Laplace’s Eq. (3.10) is the same of the single spherical
cavity case, but it is needed to introduce coefficients so that the expressions for the
potential in the three regions (viz. cavity, shell, and bulk) are:

UC ¼ e�1
C

X

n

X

m

AC
nm þA 1ð Þ

nm

	 

rn þBC

nmr
� nþ 1ð Þ

h i
Pm
n cos hð Þeim/; r\aC; ðA:1Þ

U1 ¼ e�1
1

X

n

X

m

A 1ð Þ
nmr

n þB 1ð Þ
nmr

� nþ 1ð Þ
h i

Pm
n cos hð Þeim/; aC\r\a1; ðA:2Þ

UB ¼ e�1
B

X

n

X

m

BB
nmr

� nþ 1ð ÞPm
n cos hð Þeim/; r[ a1: ðA:3Þ

The Reaction Potential,

UR ¼ e�1
C

X

n

X

m

AC
nm þA 1ð Þ

nm

	 

rnPm

n cos hð Þeim/; r\aC; ðA:4Þ

contains now two contributions, due to the polarisation of the local dielectric due to
the cavity (AC

nm) and the polarisation of the bulk dielectric due to the shell (A 1ð Þ
nm).

Concerning the boundary conditions, we have two per each surface, i.e.:

UCð Þr¼a�C
¼ U1ð Þr¼aþ

C
; ðA:5aÞ
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Fig. A.1 Spherical models of concentric dielectric media
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or, explicitly:
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Eliminating B 1ð Þ
nm from (A.6a) and (A.6b), and BB

nm from (A.6c) and (A.6d), we
obtain:
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and eC� � e1=eC, e1� � eB=e1. Finally, Helmholtz’s free energy reads:

A ¼ 1
2eC

X
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( )

Qn: ðA:13Þ

A.2 Spherical Cavity Embedded by Two Concentric Dielectric
Shells Surrounded by the Bulk

If we consider two spherical concentric dielectric shells, defined by the conditions:

r ¼ aC ¼ constant, ðA:14aÞ

r ¼ a1 ¼ constant[ aC; ðA:14bÞ

r ¼ a2 ¼ constant[ a1; ðA:14cÞ

we have now four different dielectric regions, viz. the cavity (with dielectric con-
stant eC), the inner shell (with dielectric constant e1), the outer shell (with dielectric
constant e2), and the bulk (with dielectric constant eB). The electric potential in the
four regions is expressed by:
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The reaction potential is given by:
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and the boundary conditions are imposed for each surface, i.e.:
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which enable to reach the final formulae for Helmholtz’s free energy:
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Appendix B Spheroidal Cavity Embedded By One or More
Concentric Dielectric Shells Surrounded By the Bulk

B.1 Spheroidal Cavity Embedded by One Concentric
Dielectric Shell Surrounded by the Bulk

As we have seen for the spherical model, also the spheroidal model can be
extended, considering concentring shells (Fig. B.1).

We can investigate first the charge distribution inside a prolate spheroidal cavity,
defined by the condition k ¼ kC ¼ aC=d ¼ constant and dielectric constant eC, with
a first shell of polarisable dielectric, extending from k ¼ kC to
k ¼ k1 ¼ a1=d ¼ constant[ kC, characterised by dielectric constant e1. Beyond
this shell, there is the bulk region, from k ¼ k1 to infinity, with dielectric constant
eB. The solution of Laplace’s Equation (3.10) is the same of the single spheroidal
cavity case, but it is needed to introduce coefficients so that the expressions for the
potential in the three regions (viz. cavity, shell, and bulk) are:

UC ¼ e�1
C

X

n

X

m

AC
nm þA 1ð Þ

nm

	 

dnPm

n kð ÞþBC
nmd

� nþ 1ð ÞQm
n kð Þ

h i
Pm
n lð Þeim/;

k\kC;
ðB:1Þ

U1 ¼ e�1
1

X

n

X

m

A 1ð Þ
nmd

nPm
n kð ÞþB 1ð Þ

nmd
� nþ 1ð ÞQm

n kð Þ
h i

Pm
n lð Þeim/; kC\k\k1;

ðB:2Þ
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Fig. B.1 Spheroidal models of concentric dielectric media
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UB ¼ e�1
B

X

n

X

m

BB
nmd

� nþ 1ð ÞQm
n kð ÞPm

n lð Þeim/; k[ k1: ðB:3Þ

The reaction potential is given by:

UR ¼ e�1
C

X

n

X

m

AC
nm þA 1ð Þ

nm

	 

dnPm

n kð ÞPm
n lð Þeim/; k\kC; ðB:4Þ

and the boundary conditions are imposed for each surface, i.e.:

UCð Þk¼k�C
¼ U1ð Þk¼kþ

C
; ðB:5aÞ

eC
@UC

@k

� �

k¼k�C

¼ e1
@U1

@k

� �

k¼kþ
C

; ðB:5bÞ

U1ð Þk¼k�1
¼ UBð Þk¼kþ

1
; ðB:5cÞ

e1
@U1

@k

� �

k¼k�1

¼ eB
@UB

@k

� �

k¼kþ
1

; ðB:5dÞ

or, explicitly:

e�1
C AC

nm þA 1ð Þ
nm

	 

dnPm

n kCð ÞþBC
nmd

� nþ 1ð ÞQm
n kCð Þ

h i

¼ e�1
1 A 1ð Þ

nmd
nPm

n kCð ÞþB 1ð Þ
nmd

� nþ 1ð ÞQm
n kCð Þ

h i
ðB:6aÞ

AC
nmd

n _Pm
n kCð ÞþBC

nmd
� nþ 1ð Þ _Qm

n kCð Þ ¼ B 1ð Þ
nmd

� nþ 1ð Þ _Qm
n kCð Þ; ðB:6bÞ

e�1
1 A 1ð Þ

nmd
nPm

n k1ð ÞþB 1ð Þ
nmd

� nþ 1ð ÞQm
n k1ð Þ

h i
¼ e�1

B BB
nmd

� nþ 1ð ÞQm
n k1ð Þ; ðB:6cÞ

A 1ð Þ
nmd

n _Pm
n k1ð ÞþB 1ð Þ

nmd
� nþ 1ð Þ _Qm

n k1ð Þ ¼ BB
nmd

� nþ 1ð Þ _Qm
n k1ð Þ: ðB:6dÞ

Eliminating B 1ð Þ
nm from (B.6a) and (B.6b), and BB

nm from (B.6c) and (B.6d), we
obtain:

AC
nm ¼ cnm e0C� ; kC

� � BC
nm

d2nþ 1 ; ðB:7Þ

A 1ð Þ
nm ¼ cnm e1� ; k1ð Þ B 1ð Þ

nm

d2nþ 1

¼ 1þ cnm e0C� ; kC
� � _Pm

n kCð Þ
_Qm
n kCð Þ

" #
cnm e1� ; k1ð Þ BC

nm

d2nþ 1 ;

ðB:8Þ
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where:

BC
nm ¼ �1ð Þm 2nþ 1ð Þ n� mð Þ!

nþmð Þ!
� 
2

dn
X

k

qkP
m
n kkð ÞPm

n lkð Þe�im/k ðB:9Þ

e0C� ¼ eC� 1þ 1� eC�ð Þcnm e1� ; k1ð Þ P
m
n kCð Þ

Qm
n kCð Þ

� 
�1

; ðB:10Þ

and eC� � e1=eC, e1� � eB=e1. Finally, Helmholtz’s free energy reads:

A ¼ 1
2eC

X

n

2nþ 1
d

X

k

X

l

qkql
X

m

�1ð Þmc0nm e0C� ; e1� ; kC; k1
� � n� mð Þ!

nþmð Þ!
� 
2

� Pm
n kkð ÞPm

n klð ÞPm
n lkð ÞPm

n llð Þeim /l�/kð Þ;

ðB:11Þ

where:

c0nm e0C� ; e1� ; kC; k1
� � � cnm e0C� ; kC

� �þ cnm e1� ; k1ð Þ 1þ cnm e0C� ; kC
� � _Pm

n kCð Þ
_Qm
n kCð Þ

" #
:

ðB:12Þ

The final expressions for the oblate spheroid problem can be straightforwardly
obtained by those of the prolate case, by making the substitutions (4.47).

B.2 Spheroidal Cavity Embedded by Two or More Concentric
Dielectric Shells Surrounded by the Bulk

If we consider two prolate spheroidal concentric dielectric shells, defined by the
conditions:

k ¼ kC ¼ aC=d ¼ constant, ðB:13aÞ

k ¼ k1 ¼ a1=d ¼ constant[ kC; ðB:13bÞ

k ¼ k2 ¼ a2=d ¼ constant[ k1; ðB:13cÞ

we have now four different dielectric regions, viz. the cavity (characterised by
dielectric constant eC), the inner shell (characterised by dielectric constant e1), the
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outer shell (characterised by dielectric constant e2), and the bulk (characterised by
dielectric constant eB). The electric potential in the four regions are expressed by:

UC ¼ e�1
C

X

n

X

m

AC
nm þA 1ð Þ

nm þA 2ð Þ
nm

	 

dnPm

n kð ÞþBC
nmd

� nþ 1ð ÞQm
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h i
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U1 ¼ e�1
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X

n

X
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m
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n kð ÞþB 2ð Þ
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UB ¼ e�1
B

X

n

X

m

BB
nmd

� nþ 1ð ÞQm
n kð ÞPm

n lð Þeim/: k[ k2: ðB:17Þ

The reaction potential is given by:

UR ¼ e�1
C

X

n

X

m

AC
nm þA 1ð Þ

nm þA 2ð Þ
nm

	 

dnPm

n kð ÞPm
n lð Þeim/; k\kC; ðB:18Þ

and the boundary conditions are imposed for each surface, i.e.:

UCð Þk¼k�C
¼ U1ð Þk¼kþ

C
; ðB:19aÞ

eC
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@k
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@k
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C
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1
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2
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which enable to reach the final formulae for the reaction potential:

UR ¼ e�1
C

X

n

X

m

c00nm e00C� ; e01� ; e2� ; kC; k1; k2
� �

B 1ð Þ
nmd

� nþ 1ð ÞPm
n kð ÞPm

n lð Þeim/; ðB:20Þ

and Helmholtz’s free energy:

A ¼ 1
2eC

X

n

2nþ 1
d

X

k

X

l

qkql
X

m

�1ð Þmc00nm e00C� ; e01� ; e2� ; kC; k1; k2
� � n� mð Þ!

nþmð Þ!
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2

� Pm
n kkð ÞPm

n klð ÞPm
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n llð Þeim /l�/kð Þ;

ðB:21Þ

where:

eC� � e1=eC
e1� � e2=e1
e2� � eB=e2

8
><

>:
; ðB:22Þ

e0C� � eC� 1þ 1� eC�ð Þcnm e01� ; k1
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Qm
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� 
�1
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m
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n k1ð Þ

� 
�1

8
>>><

>>>:
; ðB:23Þ

e00C� � e0C� 1þ e0C� 1� 1
eC�

� �
1þ cnm e01� ; k1

� � _Pm
n k1ð Þ
_Qm
n k1ð Þ

" #
cnm e2� ; k2ð Þ P

m
n kCð Þ

Qm
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( )�1

;

ðB:24Þ
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_Qm
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þ cnm e2� ; k2ð Þ 1þ cnm e01� ; k1
� � _Pm
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_Qm
n k1ð Þ

" #
1þ cnm e00C� ; kC

� � _Pm
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_Qm
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" #
:

ðB:25Þ

The expressions for the oblate spheroidal cavity can be obtained with the substi-
tutions (4.47).

This approach can be generalised for a system accounting for L prolate spher-
oidal concentric dielectric shells, where the S-th shell is defined by the condition
k ¼ kS ¼ aS=d ¼ constant, and characterised by a dielectric constant eS. The
potentials can be expressed as:
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US ¼ e�1
S

X

n

X

m
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r¼S

A rð Þ
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dnPm
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nmd

� nþ 1ð ÞQm
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UB ¼ e�1
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X

n

X

m
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nmd

� nþ 1ð ÞQm
n kð ÞPm

n lð Þeim/; k[ kL: ðB:27Þ

where S = 0 = C correspond to the inner cavity. The reaction potential is given by:

UR ¼ e�1
C

X

n

X

m

XL

r¼0

A rð Þ
nm

 !
dnPm

n kð ÞPm
n lð Þeim/; k\kC; ðB:28Þ

and the boundary conditions are imposed for each surface, i.e.:

USð Þk¼k�S
¼ USþ 1ð Þk¼kþ

S
; ðB:29aÞ

eS
@US

@k
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k¼k�S

¼ eSþ 1
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@k

� �

k¼kþ
S

; ðB:29bÞ

where S = 0, 1,… L (S = 0 = C corresponds to the inner cavity, S = L + 1 =
B corresponds to the outer bulk). which enable to reach the final formulae for the
reaction potential:

UR ¼ e�1
C
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and Helmholtz’s free energy:
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where:
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Appendix C Ellipsoidal Cavity Embedded By One or More
Concentric Dielectric Shells Surrounded By the Bulk

C.1 Ellipsoidal Cavity Imbedded by One Concentric Dielectric
Shell Surrounded by the Bulk

The formalism described above lends itself to be easily extended to the case of
cavity imbedded by a concentric dielectric shell surrounded by the bulk. We aim
here to investigate the charge distribution inside an ellipsoidal cavity, defined by the
condition q ¼ qC ¼ constant and dielectric constant eC, with a first shell of
polarisable dielectric, extending from q ¼ qC to q ¼ q1 ¼ constant[ qC, charac-
terised by dielectric constant e1. Beyond this shell, there is the bulk region, from
q ¼ q1 to infinity, with dielectric constant eB. The solution of Laplace’s Equation
(3.10) is the same of the single ellipsoidal cavity case, but it is needed to introduce
coefficients so that the expressions for the potential in the three regions (viz. cavity,
shell, and bulk) are:
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m
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nm
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nmF
m
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h i
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X
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nmE
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n qð ÞþB 1ð Þ
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h i
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B

X

n

X

m
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nmF

m
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n lð ÞEm
n mð Þ; q[ q1: ðC:3Þ

The reaction potential is given by:

UR ¼ e�1
C

X

n

X

m

AC
nm þA 1ð Þ

nm

	 

Em
n qð ÞEm

n lð ÞEm
n mð Þ; q\qC; ðC:4Þ

and the boundary conditions are imposed for each surface, i.e.:

UCð Þq¼q�C
¼ U1ð Þq¼qþ

C
; ðC:5aÞ
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or, explicitly:
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Eliminating B 1ð Þ
nm from (C.6a) and (C.6b), and BB

nm from (C.6c) and (C.6d), we
obtain:
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and eC� � e1=eC, e1� � eB=e1. Finally, Helmholtz’s free energy reads:

A ¼ 1
2eC

X

n

X

m

c0nm e0C� ; e1� ; qC; q1
� �

Nnm

X

k

X

l

qkql

� Em
n qkð ÞEm

n qlð ÞEm
n lkð ÞEm

n llð ÞEm
n mkð ÞEm

n mlð Þ;
ðC:11Þ

17 Computational Spectroscopy in Solution … 505



where:
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C.2 Ellipsoidal Cavity Embedded by Two Concentric
Dielectric Shells Surrounded by the Bulk

If we consider two ellipsoidal concentric dielectric shells, defined by the conditions:

q ¼ qC ¼ constant, ðC:13aÞ

q ¼ q1 ¼ constant[ qC; ðC:13bÞ

q ¼ q2 ¼ constant[ q1; ðC:13cÞ

we have now four different dielectric regions, viz. the cavity (characterised by
dielectric constant eC), the inner shell (characterised by dielectric constant e1), the
outer shell (characterised by dielectric constant e2), and the bulk (characterised by
dielectric constant eB). The electric potential in the four regions are expressed by:
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The reaction potential is given by:
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and the boundary conditions are imposed for each surface, i.e.:
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which enable to reach the final formulae for the reaction potential:
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and Helmholtz’s free energy:
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e2� � eB=e2

8
><

>:
; ðC:22Þ

e0C� � eC� 1þ 1� eC�ð Þcnm e01� ; q1
� �Em

n qCð Þ
Fm
n qCð Þ

� 
�1

e01� � e1� 1þ 1� e1�ð Þcnm e2� ; q2ð ÞE
m
n q1ð Þ

Fm
n q1ð Þ

� 
�1

8
>>><

>>>:
; ðC:23Þ
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e00C� � e0C� 1þ e0C� 1� 1
eC�

� �
1þ cnm e01� ; q1

� � _Em
n q1ð Þ
_Fm
n q1ð Þ

" #
cnm e2� ; q2ð ÞE

m
n qCð Þ

Fm
n qCð Þ

( )�1

;

ðC:24Þ

c00nm e00C� ; e01� ; e2� ; qC; q1; q2
� � � cnm e00C� ;qC

� �

þ cnm e01� ; q1
� �

1þ cnm e00C� ; qC
� � _Em

n q1ð Þ
_Fm
n q1ð Þ

" #

þ cnm e2� ; q2ð Þ 1þ cnm e01� ; q1
� � _Em

n q1ð Þ
_Fm
n q1ð Þ

" #
1þ cnm e00C� ; qC

� � _Em
n qCð Þ
_Fm
n qCð Þ

" #
:

ðC:25Þ

Appendix D: Different equations for Stokes shifts

ym;s ¼ y 0ð Þ
m;g þ am x 1ð Þ

s þ x 2ð Þ
s

h i
; ðD:1Þ

Equation Refs. ym;s a ið Þ
m x 1ð Þ

s x 2ð Þ
s

(D.1.1) [52, 54–56, 59, 74] ~ma a 1ð Þ
m

F1 e; nð Þ f1 n2ð Þ
(D.1.2) [49–51] a 1ð Þ

m
F2 e; nð Þ f2 n2ð Þ

(D.1.3) [64, 76, 84] a 1ð Þ
m

F3 e; nð Þ f1 n2ð Þ
(D.1.4) [60] a 1ð Þ

m
F3 e; nð Þ f3 n2ð Þ

(D.1.5) [77, 88–90] a 1ð Þ
m

f2 eð Þ f2 n2ð Þ
(D.1.6) [80, 85, 91] 2a 2ð Þ

m
f2 eð Þ

(D.1.7) [80, 85, 91] a 2ð Þ
m

F6 e; nð Þ
(D.1.8) [60, 168] ~m f a 3ð Þ

m
F3 e; nð Þ f3 n2ð Þ

(D.1.9) [66, 69, 70, 78, 81, 86, 98] a 4ð Þ
m

F5 e; nð Þ
(D.1.10) [92] ~ma � ~m f a 5ð Þ

m
F1 e; nð Þ

(D.1.11) [57, 61] a 5ð Þ
m

F2 e; nð Þ
(D.1.12) [63, 75, 82, 93] a 5ð Þ

m
F3 e; nð Þ

(D.1.13) [62, 65, 67] a 5ð Þ
m

F3 e; nð Þ f1 n2ð Þ
(D.1.14) [58] ~ma þ~m f 2a 2ð Þ

m
F2 e; nð Þ f2 n2ð Þ

(D.1.15) [62, 65, 67, 71] 2a 2ð Þ
m

F4 e; nð Þ f1 n2ð Þ
(D.1.16) [72, 73, 83] 4a 2ð Þ

m
F7 e; nð Þ
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where:

f1 nð Þ ¼ n� 1
nþ 2

; f2 nð Þ ¼ n� 1
2nþ 1

; f3 nð Þ ¼ 3
2
n2 � 1

nþ 2ð Þ2 ;

F1 e; nð Þ ¼ f1 eð Þ � f1 n2
� �

; F2 e; nð Þ ¼ f2 eð Þ � f2 n2
� �

;

F3 e; nð Þ ¼ F1 e; nð Þ f1 n2ð Þ
f2 n2ð Þ ; F4 e; nð Þ ¼ f1 eð Þ f1 n2ð Þ

f2 n2ð Þ ;

F5 e; nð Þ ¼ f2 eð Þ � 1
2
f2 n2
� �

; F6 e; nð Þ ¼ 2f1 eð Þ � f1 n2
� �

;

F7 e; nð Þ ¼ 1
2
F3 e; nð Þþ f3 n2

� �
;

a 1ð Þ
m ¼ � 2

hca30
lg � le � lg

� �
; a 2ð Þ

m ¼ � 1
hca30

l2e � l2g

	 

;

a 3ð Þ
m ¼ � 2

hca30
le � le � lg

� �
; a 4ð Þ

m ¼ � 2
hca30

l2e ; a 5ð Þ
m ¼ þ 2

hca30
le � lg
� �2

:

Appendix E: Derivation of Ravi’s Equation

The starting point for the derivation of Ravi’s formula is the following equation
[193, 211, 255–258],

~ma � ~m f ¼ 2
hca30

le � lg
� �2

f1 eð Þ � f1 n2
� �� �

; ðE:1Þ

which is the best analytical model for the description of the solvatochromism (see
Sect. 4.1); the equation is written—according to the Authors’ notation—as follows:

Y m; sð Þ ¼ B mð ÞX sð Þþ Y	 m; gð Þ; ðE:2Þ

where:

Y m; sð Þ � ~ma � ~mf

B mð Þ � 2 Dlð Þ2
hca3 ¼ 2 le�lgð Þ2

hca3

X sð Þ � e�1
eþ 2 � n2�1

n2 þ 2

	 

2n2 þ 1
n2 þ 2 � F3 e; n2ð Þ

;

8
>><

>>:
ðE:3Þ

and Y	 m; gð Þ is a constant, independent by the solvent, which represents Stokes
shift of the molecule m in gas phase. The Authors actually do not use the squared
difference of the two vectors when expressing B mð Þ (as it should be), but the

squared difference of their moduli, viz. Dlð Þ2¼ le � lg
� �2

: in other words, they
implicitly assume that le and lg must have (always) the same direction and versus.
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(Since this is not explicitly stated in the paper, their equation, that will be shown
soon, has been often improperly evoked in the experimental Literature.)

They apply Eq. (E.2) to the special case of the so-called Reichardt’s betaine–30,
m = D, which the Eq. (17.1) was built on (Chart 5.1, molecule A). Also at this point
there arise some issues. First of all, they use (approximated) experimental values of
the dipole moments which actually refer to another betaine (i.e. Chart 5.1, molecule
C), viz. le ¼ 6 D and lg ¼ 15 D, and thus DlC ¼ 9D, although this is not
explicitly stated. In order to evaluate whether the two molecules have different
values of electric dipole moments, we have calculated the values of lg and le (in
the Franck-Condon S1) for the dyes A and C at PBE0 [6]/SNSD [219] level of
theory, both in vacuo and in the reference solvent (i.e. 1,4-dioxane); in the latter,
DlA = 6.120 D and DlC = 9.018 D. These QM calculations confirm that le and lg
are parallel and directed along the x-axis [259], and seems to suggest that actually
the two dyes show a different dipole moment change when passing from S0 to S1.
So, according to our calculations, DlA is smaller than DlC. Therefore, by
employing the improper value of DlC leads to an under-estimation of the electric
dipole moment change of the system in study.

For the reference compound, they assume Y D; sð Þ � ~mDa � constant, since the
dye is written not to fluoresce at all and hence one can only follow the shifts of
absorption maximum with change in solvent polarity. This is actually another
contradictory point. As explained in Sect. 4.1, Eq. (D.1) gives good results, but to
be employed from the experimental point of view the knowledge of the emission
data is required and thus the compound must be well-fluorescing. They put
~mDf � constant, since they consider lDe ¼ lDg , and then they feel confident of making
the “safe” assumption that the solvatochromic shift of the florescence peak, if any,
will be negligible compared to the shift of the absorption peak, i.e. ~mDf sð Þ ¼ constant
for any solvent s, but this is not necessarily true. (In particular in the case of the dye
A, according to our PBE0 [6]/SNSD [219] calculations, the energy of the relaxed
excited state is affected by the polarity of the medium; vide infra) Anyway, they
write Eq. (D.2) for the dye m = D, as:

Y D; sð Þ ¼ B Dð ÞX sð Þþ Y	 D; gð Þ
~mD;sa � constant ¼ 2 DlDð Þ2

hca3D
X sð Þþ Y	 D; gð Þ

~mD;sa ¼ 2 DlDð Þ2
hca3D

X sð Þþ Y	0;

where Y	0 � Y	 D; gð Þþ constant¼ ~mD;ga � ~mD;gf

h i
þ~mD;sf , and thus:

X sð Þ ¼ hca3D
2 DlDð Þ2 ~m

D;s
a � Y	00; ðE:4Þ
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where Y	0 � hca3D
2 DlDð Þ2 Y

	00 [259]. (The Authors state that the nature of the function

X sð Þ can be left unspecified, but the mathematical expression for the polarity
function is well-defined once the theoretical framework is chosen.) From Eq. (E.1),
we have:

~mD;sa ¼ ET 30ð Þ=2:8591� 10�3 ¼ 349:7604ET 30ð Þ; ðE:5Þ

whereas from Eq. (D.9), we have:

ET 30ð Þ ¼ 32:4EN
T þ 30:7; ðE:6Þ

so that Eq. (D.6) becomes:

~mD;sa ¼ 349:7604 32:4EN
T þ 30:7

� � ¼ 11332:2EN
T þ 10737:6: ðE:6’Þ

(Please, note that the Authors actually report slightly different values of the
numerical constants, in particular: 11307.6 instead of 11332.2. In the algebraic
derivation, we shall continue in using the value of the numerical constants that we
have found, but during the numerical evaluations, we shall adopt their equation as
is, vide infra.) Substituting into Eq. (E.4), we have:

X sð Þ ¼ hca3D
2 DlDð Þ2 11332:2EN

T þ 10737:6
� �� Y	0

¼ 11332:2
hca3D

2 DlDð Þ2 E
N
T þ Y	00;

ðE:7Þ

where

Y	0 � 10737:6� Y	0ð Þ hca3D
2 DlDð Þ2 ¼ 10737:6� ~mD;ga � ~mD;gf

	 

þ~mD;sf

h in o
hca3D

2 DlDð Þ2.

Finally, substituting Eq. (D.7) into Eq. (D.2) instead of the correct X sð Þ function,
we have:

~mm;sa � ~mm;sf ¼ 11332:2
Dlð Þ2=a3
DlDð Þ2=a3D

EN
T þ Y � m; gð Þ; ðE:8Þ

where Y � m; gð Þ � Y	 m; gð Þþ 2 Dlð Þ2
hca3 Y	00:
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