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Preface

The extraordinary developments of scientific computers during the past 50 years,
together with the advances of theoretical chemistry have made possible, for the time
being, the computations with great accuracy of the properties of molecular systems
comprising about a hundred atoms. However, many systems of chemical or bio-
chemical interest are much larger than allowed by the present limits of computational
chemistry. For example, the apparently simple system made of a molecule dissolved
in a solvent may exhibit properties quite different from those observed or computed
in the isolated state. Similarly, the properties at the interface of a liquid, or a solid and
a gas are expected to be quite different from those predicted for a not interacting
molecule. The case of biochemical systems is a very typical example since a large
number of systems of interest are made of thousands of atoms and if, from a
chemical point of view, one feels allowed to focus on the chemical or physical part of
interest, the interactions with the rest of the system cannot be discarded.

Historically, accounting for the solvent effects in quantum chemical computa-
tions became possible, in a rather simplified representation of the solvent by a
dielectric continuum, more than 40 years ago." In the meantime, the development of
classical force fields opened the way to molecular mechanics i.e. the classical
computation of intermolecular interaction energies and consequently the prediction
of thermodynamic properties of these systems, thanks to statistical mechanical
tools.

Finally, the coupling of an elaborated quantum description of a chemically
important subsystem with the rest of the system described at a lower level such as
the classical mechanical one or even the continuum allowed the development of
multiscale models for the treatment of the complex systems considered above.
These methodologies represent a real scientific advance which has been recently
acknowledged by the Nobel prize awarded to Martin Karplus, Michael Levitt, and
Arieh Warshel.

'D Rinaldi and J-L Rivail, Polarisabilités moléculaires et effet diélectrique de milieu a I’état liquide.
Etude théorique de la molécule d’eau et de ses dimeres. Theor. Chim. Acta, 1973, 32, 57-70.



vi Preface

The present book aims to cover various aspects of the state-of-the-art of com-
putational treatment of complex molecular systems. This includes the development
of accurate force fields, including induced electronic polarization and the applica-
tions of lower level models, in particular hybrid Quantum Mechanical/Molecular
Mechanical (QM/MM) approaches to various problems such as solutions in which
the solute—solvent and solvent—solvent interactions can be quite important, in
particular in the case of aqueous solutions. The case of molecules at water—air or
water—organic liquid interfaces is a special example of the necessity of taking into
account the presence of a very large number of ancillary molecules. The situation is
rather very similar when one of the phases is solid. Finally, the emergence of
reliable theoretical approaches of the innumerable chemical problems encountered
in the understanding of living processes is a very promising subject. It generally
involves very large molecules such as enzymes or nucleic acids, in which the
chemically significant fraction only can be treated at an accurate level and its links
with the rest of the macromolecule raise some specific methodological problems.

In this book various aspects of this field in great development are addressed,
both from the point of view of the methods and their illustrative applications.

Jean-Louis Rivail
Manuel Ruiz-Lopez
Xavier Assfeld
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Chapter 1

Addressing the Issues of Non-isotropy
and Non-additivity in the Development
of Quantum Chemistry-Grounded
Polarizable Molecular Mechanics

Nohad Gresh, Krystel El Hage, Elodie Goldwaser, Benoit de Courcy,
Robin Chaudret, David Perahia, Christophe Narth, Louis Lagardére,
Filippo Lipparini and Jean-Philip Piquemal

Abstract We review two essential features of the intermolecular interaction
energies (AE) computed in the context of quantum chemistry (QC): non-isotropy
and non-additivity. Energy-decomposition analyses show the extent to which each
comes into play in the separate AE contributions, namely electrostatic, short-range
repulsion, polarization, charge-transfer and dispersion. Such contributions have
their counterparts in anisotropic, polarizable molecular mechanics (APMM), and
each of these should display the same features as in QC. We review examples to
evaluate the performances of APMM in this respect. They bear on the complexes of
one or several ligands with metal cations, and on multiply H-bonded complexes.
We also comment on the involvement of polarization, a key contributor to
non-additivity, in the issues of multipole transferability and conjugation. In the last
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section we provide recent examples of APMM validations by QC, which relate to
interactions taking place in the recognition sites of kinases and metalloproteins. We
conclude by mentioning prospects of extensive applications of APMM.

Abbreviations

AMOEBA Atomic multipoles optimized energetics for biological applications
APMM Anisotropic polarizable molecular mechanics

ATP Adenosine triphosphate

aug-cc-pVTZ Augmented correlation-consistent polarized valence triple dzeta
BO Born-Oppenheimer

CDP Claverie, Dreyfus, Pullman

CEP Coreless effective potential

CP Car-Parrinello

CSOV Constrained space orbital variation
CTU Carboxythiourea

dd-Cosmo Domain-decomposition conductor screening model
DIIS Direct inversion of iterative space
EFP Effective fragment potential

ELF Electron localization function

EM Energy-minimization

EVG Elvitegravir

FAK Focal adhesion kinase

FEP Free energy perturbation

GEM Gaussian electrostatic model

GPU Graphics processor unit

GS Garmer and Stevens

HF Hartree-Fock

IEHT Iterative extended Huckel theory
I-NoLLS Interactive non linear least squares
INT Integrase

KM Kitaura-Morokuma

LC Langlet-Claverie

LMO Localized molecular orbitals

MC Monte-Carlo

MD Molecular dynamics

MEP Molecular electrostatic potential
MO Molecular orbitals

NA Nucleic acids

NRP1 Neuropilin-1

OPEP Optimized partitioning of electrostatic properties
PBC Periodic boundary conditions
PME Particle Mesh Ewald

PMI Phosphomannose isomerase

PMM Polarizable molecular mechanics
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QC Quantum chemistry

QM/MM Quantum mechanics/molecular mechanics

RVS Reduced variational space

SAPT Symmetry-adapted perturbation theory

SIBFA Sum of interactions between fragments Ab initio computed
SOD Superoxide dismutase

vdW van der Waals

1.1 Introduction

The field of molecular simulation is undergoing major strides forward. It is spear-
headed by ab initio quantum chemistry (QC), whose realm of applications is being
extended to complexes of increasing size, nowadays totaling a few hundreds of atoms,
and are amenable as well to increasingly long simulation times as is the case for
Car-Parrinello (CP) [1, 2] or Born-Oppenheimer (BO) [3, 4] molecular dynamics
(MD) approaches. Such extensions are enabled by advances both in informatics and in
the QC codes themselves. The first kind of advances results from progress both in
computer hardware, as exemplified by the advent of Graphics Processor Units (GPU)
[5-6] and in computer software, as enabled by parallelism on Open MP/MPI software
[7]. The second advances are due to promising developments in linear-scaling and
divide-and-conquer approaches [8—13]. Despite such advances, simulations of very
large molecular complexes and/or on very long-time scale MD or of computer-
intensive Monte-Carlo (MC) simulations are likely to remain out of reach of
high-level QC for a long foreseeable time in a diversity of domains. These encompass
drug design, protein folding, or material science. An appealing alternative consists
into the so-called QM/MM (Quantum mechanics/molecular mechanics) approaches,
in which the core of the recognition site is treated quantum-mechanically while the
periphery is treated by classical MM. Multiscale approaches are a generalization of
QM/MM [14-22]. However, such approaches could not be used in the absence of a
single ‘privileged’ recognition site, as is the case for multidomain sites in, e.g.,
protein-nucleic acid (NA), protein-protein or NA-NA recognition. There are also
examples of enlarged or accessible recognition sites, such that long-range polarization
effects could blur the distinction between QM and MM zones. This can occur with the
complexes of inhibitors to the Zn-metalloenzyme phosphomannose isomerase, in
which networks of polarizable water molecules can connect together the inhibitor in
the recognition site to farther sites on N- and/or C-terminal sites [23]. ‘Classical’
MM/MD potentials are on the other hand fully able nowadays to handle very large
molecular complexes over time-scales which even for proteins can approach the
microsecond if not the millisecond time. They have rendered prominent service to the
field and will most probably continue to do so for a long-time to come. Nevertheless
their limitations are duly recognized, notably the absence of non-additivity and the
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lack of appropriate directionality. Such shortcomings will not be commented in this
review. An ideal situation would consist into a QC-grounded MM potential formu-
lated and calibrated so as to reproduce each individual QC contribution.
Transferability can be compromised if the aim of a given MM potential were limited to
reproduce the total QC intermolecular interaction, AE(QC) forfeiting that on its
individual contributions. It is also clear that a term-to-term agreement with the AE
(QC) contributions should carry out beyond the training set used in the calibration.
Striving at reproducing QC results has been the object of several endeavors, past and
present. These have been surveyed in several recent reviews [24-29]. Summarizing,
we recall that the main efforts bore on the inclusion of polarization: dipole polarization
[24-29], charge equalization [30-32], or Drude models [33, 34]. It is fitting to
recall that the very first inclusion of polarization for the modeling of biological
molecules were from the mid-sixties [35-37] and mid-seventies [14]. A subset
of ‘polarizable® MM/MD potentials have also targeted first-order electrostatics,
resorting to distributed multipoles derived from ab QC calculations on the fragments
[23, 24, 26, 29, 38-50]. This is the case of the SIBFA (Sum of Interactions Between
Fragments Ab initio computed [38, 39] procedure, on which this review focuses, and
which was among the prime ones in this regard. Further refinements have also borne
on the two short-range contributions, repulsion in first-order and charge-transfer in
second-order. This appears to restrict the subset of polarizable potentials to SIBFA,
ORIENT [40, 41], and the Effective Fragment Potential (EFP) [42-45].

This review is organized as follows. We use here italics to underline the
sought-for features. We will first summarize the features of the SIBFA potential, in
light of the requirements for transferability. We will then present the results of
validation tests regarding first anisotropy, then non-additivity. Their synergistic
impact will be illustrated with the complexes of halobenzene derivatives with a
guanine-cytosine base-pair in the recognition site of the HIV-1 nucleocapsid. This
will be extended to a case problem in which both come into play and should enable
to address in synergy two additional issues, namely multipole transferability and
conjugation. We will next present results from recent studies from two of our
Laboratories. The first study relates to the organization of highly structured waters
in a bimetallic Zn/Cu enzyme, superoxide dismutase (SOD). The two other relate to
inhibitor or ligand binding to a tyrosine kinase, Focal Adhesion Kinase (FAK), on
the one hand, and to a Zn-metalloenzyme, phosphomannose isomerase (PMI) on
the other hand. These will help to highlight the importance of the second-order
contributions, and possibly non-additivity, on molecular recognition.

1.1.1 Procedure

In the SIBFA procedure, the total intermolecular interaction energy between mol-
ecules or molecular fragments is computed as a sum of five contributions:
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AEtot = Emrp + Erep + Epol + Eo + Edisp

which are the electrostatic multipolar, the short-range repulsion, the polarization,
the charge-transfer, and the dispersion contributions.

Enmrp is computed as a sum of multipole-multipole interactions, encompassing
six terms from monopole-monopole till quadrupole-quadupole. The multipoles are
located on the atoms and mid-points of the chemical bonds, and are derived from
the ab initio QC molecular orbitals (MO) of the fragment. We resort to a procedure
pioneered in 1970 by Claverie, Dreyfus and Pullman (CDP) at the Institut de
Biologie Physico-Chimique in Paris [51-53]. It was initially applied to computa-
tions of the Molecular Electrostatic Potential (MEP) around biologically important
molecules, such as the nucleic acid bases [54-57], DNA and RNA [58-60], pro-
teins [61], phospholipids [62] and ionophores [63, 64]. The CDP method was first
applied to the computations of intermolecular interaction energies in 1979 in the
context of a polarizable potential [65] and, in 1980-1983, for a series of molecular
recognition problems [66—71] using forerunners of the SIBFA procedure. Current
applications have since resorted to a variant of the CDP procedure due to Vigné-
Maeder and Claverie [72]. For completeness we mention that the derivation of
distributed multipoles was also done in the context of [IEHT wave-functions by Rein
in 1973 [73, 74], and, regarding ab initio QC MO’s, in the early eighties by Stone
et al. [75, 76], Sokalski et al. [77, 78], and Karlstrom et al. [47, 79]. The more
recent OPEP procedure enables to derive both distributed multipoles and polariz-
abilities from such MO’s [80, 81].

Subsequent improvements to Eyp have consisted into including an explicit
‘penetration’ term, Ej,,. This is an overlap-dependent term: it translates the fact that
at short intermolecular distances, there is a lesser shielding of the nuclear charge of
a given atom by its own electronic density, due to its ‘penetration’ by the corre-
sponding density of the incoming atom, and conversely. This results into an actual
increase of the electron-nucleus attraction of the interacting pair. The first formu-
lations of E,,, were in 2000-2001 in the context of EFP [82, 83] and in 2003 in the
context of SIBFA [84]. The latter has been used systematically ever since 2005 with
this procedure. Other formulations have also been recently put forth [85-87]. The
formulation by Piquemal et al. recently underwent a promising extension enabling
to use it in conjunction with the Particle Mesh Ewald (PME) procedure [194]. This
will pave the way for efficient MD simulations on very large systems in the context
of the SIBFA or AMOEBA procedures.

The other contribution of predominantly electrostatic nature is polarization. It
translates the gain in energy upon rearrangement of the electronic distribution of a
given molecular fragment due to the electrostatic field generated on it by all the
other interacting fragments. E,, on any ‘polarizable’ center is a function of the
electrostatic field it undergoes and of its polarizability. The field is computed with
the same distributed multipoles as Eyrp and is screened by a Gaussian function, S,
of the distance between the center and the interacting polarizing partner, modulated
by the mean of the effective radii of the interacting pair. The polarizability can be
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used: -either as a scalar, the magnitude of which is derived from experimental
measurements. This was done in the earlier versions of SIBFA and in most
contemporary polarizable potentials which use the induced dipole approach
[27-29]; -or as a QC-derived tensor. This is the case of but a handful of polarizable
potentials, namely EFP, SIBFA, and ORIENT. In fact, both SIBFA and EFP resort
to the same procedure to derive the polarizabilities, specifically a method published
in 1989 by Garmer and Stevens (GS) [88], locating them on the centroids of the
Boys localized molecular orbitals (LMO): these are the barycenters of the chemical
bonds and the ‘tips’ of the saturated lone pairs. The two first papers reporting the
use of the GS polarizabilities, namely using EFP and SIBFA, were actually pub-
lished in the same 1994 issue of the ACS Symposium series [89, 90].

Thus given any rigid molecule or molecular fragment, we derive once and for all,
in a consistent fashion both distributed multipoles and polarizabilities. These are
stored in the SIBFA library as one file, along with the information on the internal
geometry and connectivities and types of atoms. Each fragment-specific file can be
extracted and concatenated with others whenever the fragment is needed to assemble
a large, flexible molecule, or a biomolecule, such as a protein or a nucleic acid.

SIBFA embodies two overlap-dependent contributions.

E¢p in first-order is formulated under the form of a sum of bond-bond, bond-lone
pair, and lone pair-lone pair interactions. This was inspired by an earlier proposal
by Murrell et al. [91] following which the exchange-repulsion is proportional to the
square of the intermolecular overlap between localized orbitals. For each pair of
interacting orbitals, it could be formulated as S%/R", S denoting their overlap and R
the distance between their centroids, n taking the values of 1, 2 and possibly
beyond. In the context of SIBFA, representations of the orbitals are the chemical
bonds and the lone-pairs.

The formulation of E. in second order is based on another work by Murrell et al.
[92], in which it is formulated as the integral of an overlap transition density
convoluted with the electrostatic potential it undergoes. Starting from it, E., was
derived as a function of the overlap between representations of the localized orbitals
of the electron-donor fragment and of the virtual orbitals of the electron-acceptor
fragment [93, 94]. On account of their greater mutual proximities, they are restricted
to the sole lone-pairs of the donor, and to the sole B-H bonds of the acceptor, where
B denotes any heavy atom. The different contributions are calculated for all pairs of
such orbitals, and embody dependencies upon the electrostatic potentials V sepa-
rately undergone by the electron-donor and by the electron acceptor in the large
molecular complex. These potentials also intervene in the denominator of E,. In it
the ionization potential, I, of the electron donor is modulated by the (predominantly
positive) potential it undergoes; while the electron affinity of the electron acceptor,
A, is modulated by the (predominantly negative) potential it undergoes. In the
whole range of energy-relevant distances, this prevents the I-A differences from
being negative (and therefore E. from becoming positive) whenever I has a smaller
magnitude than A, as is the case for most di- or multivalent cations. We also note
that those Vs, along with the permanent multipoles, embody the contributions due
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to the induced dipoles, whence an indirect coupling between the polarization and
charge-transfer contributions.

The last contribution, Eg,, uses a formulation by Creuzet et al. [95]. It is
computed as a sum of atom-atom terms with 1/RS, 1/R®, and 1/R"® dependencies. It
is augmented by an explicit ‘exchange-dispersion’ term (Eexch-aisp) and by contri-
butions from the lone pairs at their centroid positions.

Two points could be noted at this stage. Firstly, all five SIBFA contributions, not
only E., and E, embody dependencies upon the overlap: Eg., for Eyrp; a
Gaussian screening factor of the distance between each interacting pair for Ep,;; and
Ecxch-aisp for Egisp. Secondly, with the exception of Epyrp, all contributions embody
dependencies upon explicit representations of the lone pairs.

We denote throughout by AE the energies in the absence of Eg;gp, and by E; and
E, the summed first- and second-order contributions, namely E; = Eyrp + E,ep and
E; = E,o + Eg, respectively.

On account of its very separability, critical for the refinement of the SIBFA
potential is the availability of energy-decomposition analyses. The Reduced
Variational Space (RVS) procedure by Stevens and Fink [96] was particularly
instrumental. On the one hand, it affords an operational and dependable separation
of E; into E,, and E. On the other hand, it lends itself to analyses of complexes
having more than just two interacting partners. This enable to compute the separate
components of E; and E, in multi-molecular complexes, evaluate the extent of their
non-additivities, and how well these could be accordingly retrieved by their SIBFA
counterparts. There are also other energy-decomposition analyses, such as the
Constrained Space Orbital Variation (CSOV) [97] and the Symmetry-Adapted
Perturbation Theory (SAPT) [98], which can both be done at the correlated level.
We have resorted to the former upon dealing with open-shell cations [99] and for
correlated computations [100] and are presently resorting to the latter in analyses of
the interactions involving nucleic acid bases (Gresh et al. submitted).

1.2 Aspects of Anisotropy and Non-additivity
in Molecular Complexes

A. Anisotropy

MM potentials should be able to account for the fine angular features of AE(QC)
upon performing in- and out-of-plane variations of the approach of two interacting
atoms at fixed equilibrium distance: that is, the departure from the assumption of
atom-centered spherical symmetry. This might not be warranted by simple
point-charge electrostatics and atom-atom Lennard-Jones-like formulas for E,., and
Egisp, unless neighboring atoms restricted the available space.

(1) Linear water dimer. The earliest example we considered dating back from the
mid-eighties is the linear water dimer at equilibrium distance (dpp = 2.95 A)
[93, 94]. We monitored the evolutions, as a function of the theta angle, of AE



Fig. 1.1 Linear water dimer.
Compared evolutions of: a AE
(SIBFA), AE(HF), and Eyrp
(full, dashed, and dotted lines,
respectively; b Eex.n(HF), and
E.p(SIBFA) (full and dashed
lines); and ¢ E.(HF) and
E.(SIBFA) (full and dashed
lines). The dotted and
dashed-dotted lines represent
the contributions to
E.(SIBFA) from each of the
two individual sp® lone pairs
of the donor oxygen.
Reprinted with permission
from Gresh et al. [94].
Copyright 1986 Wiley
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(SIBFA) and its Eyrp, Eep and Eg contributions (Fig. 1.1a—c). For such
evolutions the H and O atoms of the incoming OH bond of the
electron-acceptor monomer predominantly sense the electrostatic potential
around the O atom of the electron-donor monomer and their overlaps with its
sp° lone-pairs and there is little, if any, overlap with its two OH bonds. A very
close parallelism was observed not only between the total AE(SIBFA) and AE
(HF) energies, but also between the corresponding individual contributions.
This early demonstration already lends credence to the representation of
electrostatics with QC multipoles and to that of the short-range contributions
with lone-pairs. The behavior of E. was instructive. Its relative shallow
behavior matching that of E.(HF) was found to result from strongly opposed
trends from the two sp> lone-pairs. The contribution from the first lone-pair
increases regularly until for theta = 60° the direction of the incoming HO bond
aligns with it, while that of the second lone-pair decreases in concert. Past 60°,
the two trends are reversed. The overall shape of AE appears dictated by that
of Eymtp. This appears consistent with the proposal by Buckingham and
Fowler [101]. Nevertheless the present example as well as several subsequent
others (vide infra) clearly show instances where the other contributions do
have inherently anisotropic characters of their own and do bear on the overall
angular dependencies of AE.

Cation-ligand complexes. Zn(Il) is a ‘soft’ divalent cation. This translates into
large values of the charge-transfer and of the dispersion contributions
[102, 103], and to an enhanced propensity to bind to ‘softer’ ligands than
oxygen, such as nitrogen and in particular sulfur. Its divalent charge gives rise
to very large values of Eyrp and E,, thus to a propensity to bind to oxygen
ligands as well. In proteins and NAs, Zn binds in a versatile fashion to N, O,
and S ligands, can adopt a diversity of coordination numbers ranging from 4 to
6, and can exert a structural as well as a catalytic role. It is thus most
important, but it could also be particularly challenging, to correctly represent it
with PMM potentials. This was addressed in 1995 [104]. By parallel QC and
SIBFA computations, we probed by Zn(Il) the in- and out-of-plane angular-
ities of AE and its individual contributions in a diversity of complexes with N,
O, and S ligands. Marked directionalities were found for both E,, and E for
in-plane variations of the theta angle around the X—O-Zn bond upon binding
to hydroxy (X = H), formate and formamide (X = C), and around the C-S—Zn
bond of methanethiolate. These could complement or oppose the direction-
alities of Eyrp. Lesser directionalities of E., and E., were found on the other
hand for out-of-plane variations on a cone at a fixed theta angle. E, was
found to display a generally shallower behavior than the other contributions,
although it is a major contributor to non-additivity.

Hydrogen bonding to an anionic ligand. Water acting as proton acceptor can
be also used to probe the electron-rich sites of a bound ligand. An illustrative
example is that of its monodentate complex with formate, upon performing
in-plane variations of the C—-O-H angle, at a fixed O-H distance (Fig. 1.2).
Eexcn(HF) has a marked angular character with a maximum at 120°, which
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Fig. 1.2 Monodentate formate-water Compared evolutions as a function of the theta angle of
Ep(SIBFA) Ecyen(HF) and a 1/R'? atom-atom repulsion. Reprinted with permission from
Piquemal et al. [105]. Copyright 2007 American Chemical Society
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corresponds to a maximum overlap with one sp® oxygen lone-pair. Its
behavior is paralleled by E,.,(SIBFA), while by contrast a 1/R'? atom-atom
repulsion expression gives rise to a shallow behavior [105].

Directionality in stacked complexes. Stacking interactions are a major deter-
minant of NA stability, but act also to stabilize a diversity of ordered structures.
We have considered a representative stacked dimer of formamide and rotated
step-wise the second monomer with respect to the first around the z-axis [105].
The curve of Eyrp augmented with Ep, is virtually superimposable over that
of Ec (Fig. 1.3a. The curve of E,, matches well that of Ey., with only a small
indentation at the most repulsive point (Fig. 1.3b. The parallelism of AE
(SIBFA) with AE(HF) is evidenced in Fig. 1.3c. Extensions are presently
underway to NA bases, and are carried out at both uncorrelated and correlated
levels, and they appear conclusive as well (Gresh et al. J Phys Chem B, 2015,
119, 9477). Such results suggest that the anisotropy of AE(QC) in stacked
complexes can be reliably accounted for in the context of the SIBFA procedure.
Directionality in halobenzene complexes. About thirty-five per cent of thera-
peutic drugs embody at least one halogen atom [106—108]. There is an out-
standing feature of the CX bond in halobenzenes (X = F, Cl, Br, I) which was
discovered thanks to quantum chemistry [109-111]. It is the presence of a
‘sigma-hole’, namely a zone of electron depletion along the bond, concomitant
with a zone of electron buildup around a cone circumscribing the bond. Such
features increase along the F < Cl < Br < I sequence. To account for electron
depletion in the context of classical MM, a fictitious charge of 6+ has been
located prolonging the CX bond, with the charge of X accordingly modified
by 0 -. The magnitude of & and the 6-X distance can be optimized in order to fit
the QC-computed interaction energy of an electron-rich ligand such as water
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Fig. 1.3 Stacked formamide dimer Compared evolutions of a Eyirp and Ec(HF), b E,.,(SIBFA)
and E...,(HF), AE(SIBFA) and AE(HF). Reprinted with permission from Piquemal et al. [105].
Copyright 2007 American Chemical Society

or formamide approaching the CX bond through its O atom [112-114]. While
this representation can be successful to translate the binding of electron-rich
ligands along the CX bond, it leaves the outcome unresolved regarding
approaches along the electron-rich cone. In the prospect of future simulations
with APMM potentials in drug design or material science, it was thus critical
to evaluate if the Eyrp contribution, without any extra fitting and/or fictitious
center, could reproduce the angular features of halogen bonding. We have thus
resorted to a divalent cation, Mg(Il), as a probe of the CX bond (X =F, Cl, Br)
[115] in halobenzenes. A doubly charged species was deliberately chosen to
exacerbate the impact of the sigma hole on the angularity of AE. The Mg-X
distance, d, was first optimized for an approach at theta (C—X-Mg) of 180°.
This was followed by in-plane variations of theta and by out-of-plane of the
phi angle describing rotations of Mg(Il) on a cone at fixed d and optimized
theta (see Fig. 1.4). RVS energy-decomposition showed the Ec to be the
essential contribution to the angularity of AE(HF). Would its representation
going as far as distributed quadrupoles enable Eyirp to match Ec? This is
evaluated in Fig. 1.5a, b. Figure 1.5 confirms this to be the case all throughout
for all three halogens: for both CI and Br, there is a pronounced maximum at
180° and two accented minima: in the 105-120° and 240-255° regions for Cl
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Fig. 1.4 Representation of the variations undergone by an Mg(II) probe around halobenzenes
a in-plane variations of d with theta = 180, b in-plane variations of theta, ¢ out-of-plane variations
of phi. Reprinted with permission from El Hage et al. [115]. Copyright 2013 Wiley
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permission from El Hage et al. [115]. Copyright 2013 Wiley
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(b)

Fig. 1.6 Representation of the tetraligated complex of Pb(II) with six water molecules in a holo-
and b hemi-directed arrangements. Reprinted with permission from Devereux et al. [119].
Copyright 2011 American Chemical Society
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and more accented ones at 105° and 255° for Br. In marked contrast, the curve
is for F shallow over the whole 135-225° region. It is also possible to unravel
the origin of both the angularities of the Cl and Br curves, and of the shal-
lowness of the F curve. Thus Fig. 1.6a— separate each Ey;rp curve into its
charge-charge (CC), charge-dipole (CD), and charge-quadrupole (CQ)
components. The angularities of the Cl and Br curves is clearly dominated by
CQ overcoming the opposed preferences of both CC and CD. Possibly just
because of its featurelessness, the F curve is revealing. It shows that the flat
behavior of Eyrp is due to a near-exact compensation between the antago-
nizing angular features of CQ on the one hand and of CC and CD on the other
hand. This is an important a posteriori and not taken for granted demonstration
that the three components are correctly balanced within Eyqrp.

For the out-of-plane variations of phi, Eyrp again displayed parallel features
to Ec. Thus for both Cl and Br, one maximum for found at 180° and two
minimum-energy regions at 60—120° and 240-300°. For F, the curve was
virtually flat throughout.

We have performed a similar evaluation now with a water probe approaching
through either one H atom or through it O atom. For all three halogens, and for
theta as well as for phi variations, Eyrp could invariably match the angular
features of Ec.

Could there be departures from spherical symmetry around some metal cat-
ions? In the polyligated complexes of metal cations, the ligand cations could
justifiably be anticipated to bind around a ‘crown’ surrounding the cation. On
account of the spherical symmetry of the cation, this is largely borne out
experimentally and computationally in the vast majority of cases, but could
there be exceptions? A notable exception is indeed provided by the Pb(II)
cation, which in some instances is prone to prefer ‘hemi-directed’ arrangements,



14 N. Gresh et al.

namely all ligands on one side of the cation, over ‘holo-directed’ ones, namely
all ligands over the whole periphery of the cation (Fig. 1.6) [116-118]. To what
an extent could be this be accounted for, if at all, by an APMM approach?

Table 1.1 reports the results of SIBFA versus HF comparisons for Pb(II) com-
plexes with 4, 5, and 6 water ligands in the hemi- versus holo-directed arrangements
[119]. The QC/RVS results indicate a small preference in favor of the hemi-directed
arrangements, decreasing from 6.1 to 4.8 to 1.6 kcal/mol upon passing from 4 to 6
of out 160-200. AE(SIBFA) is able to match this trend, accordingly decreasing
from 3.6, to 2.8, to —1.5 kcal/mol. The preferences favoring the hemi-arrangements
can in SIBFA be traced back to the Pb(Il) polarization energy, that is, in its absence,
such arrangements would have lesser stabilities than the holo-ones. This is con-
sistent with the RVS analyses. It translates the large dipole polarizability of Pb(Il),
biasing the arrangements towards the hemi-arrangements since in the holo-ones, the
summed electrostatic field polarizing the cation has near-zero values. It is thus
fitting to observe that while for the mono-ligated complexes of a cation such as Zn
(IT) Epol had a limited in-plane directional character, in the polyligated complexes
of Pb(Il), it is the dominant factor in favor of directionality.

B. Non-additivity.

(1) Sign and magnitude of OE,.44- Non-additivity is a critical feature of AE. That, is,
in multimolecular complexes, its magnitude differs from the sum of its mag-
nitudes in all bimolecular (pair-wise) complexes considered separately.
Non-additivity could either increase or decrease the stability of the complexes,
resulting into cooperativity or anticooperativity, respectively: these two cases
are mostly encountered in multiply hydrogen-bonded complexes and in poly-
coordinated complexes of metal cations, respectively. The onset of non-
additivity, 0E,,q4, Was realized in the earlier stages of development of polar-
izable potentials. However, to our knowledge until the early nineties there have
been surprisingly few, if any at all, attempts to quantify OE,,qq on model
complexes by QC computations and the separate weights of the AE(QC) con-
tributions, let alone evaluate if PMM were able to reliably match 8E,,qq. This
could be traced back to the fact that with the sole exception of the RVS method,
all available energy decomposition procedures are limited to bimolecular
complexes. Thanks to this procedure, we could consider several multimolecular
complexes and address such points. Such QC/SIBFA comparisons date back
from the mid-to late nineties and have borne on: (a) mono-, bi-dentate, and
through-water complexes of Zn(II) with formate and first- and second-shell
waters [120]; polycoordinated complexes of Zn(Il) with water [104], and water,
hydroxy, methanethiol and/or methanethiolate ligands [121]; (b) polyligated
complexes of Zn(Il) with the end side-chains of proteins and some Zn-ligating
groups of metalloprotein inhibitors [122]; (c) several representative water
oligomers [105, 123-125] and d) the complexes of N-methylformamide in an
array of linear H-bonded complexes as encountered in models of multilayered
B-sheets [126]. The most important conclusions were:
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With all ligands in the first coordination shell, polycoordinated complexes
of divalent metal cations are anticooperative. E. has a greater anticoo-
perativity than Ep,, undergoing a smaller increase in magnitude than E,,
upon increasing the coordination number n. A different outcome however
occurs in through-water complexes, where for both contributions, a bal-
ance between cooperativity and anticooperativity can occur. Both
E,0i(SIBFA) and E.(SIBFA) can match the behavior of their RVS coun-
terparts upon increasing n, regarding their magnitudes, extent of
non-additivities, and dependence upon the number of ligands in first sec-
ond shells. As an illustration, we give in Table 1.2 a comparison between
the QC and SIBFA computations for the complex of Zn(Il) with six water
molecules. The three considered complexes have either 0, 1, or
2 second-shell water molecules. There is a close correspondence between
the SIBFA and QC contributions. As noted originally concerning the
best-bound [Zn(H,0)s]** complex [104, 121], while the number of ligand
has increased by 6, E,, and E.; with both RVS and QC have increased in
magnitude by factors of only 2.6 and 2 with respect to their corresponding
values in the monoligated [Zn-H,O]** complex at the optimized Zn-O
distance of 2.10 A found in the hexamer. This, and several other related
examples [120, 121, 127] give a clear indication of anticooperativity and of
its control by both SIBFA E, and E. This could have been expectable
regarding E,, but was not granted for E,: it shows that the formulation of
E. embodying dependencies upon the electrostatic potential and field
undergone by the electron donor as well as by the electron acceptor can
reliably ensure for this critical feature.

Multiply H-bonded complexes are generally cooperative. E,; is the dom-
inant, but not unique, contributor to dE,,qq. Cooperativity is optimized in
cyclic structures if each molecule can act simultaneously as an H-bond
donor with one neighbor and as an H-bond acceptor with the other.
Anticooperativity was also noted with one cyclic water tetramer [124], in
which one water molecule acts as an H-bond acceptor from both neighbors.

Table 1.2 Polycoordinated complex of Zn(Il) with six water molecules Values (kcal/mol) of the
QC and SIBFA intermolecular interaction energies and of their individual contributions

[Zn-(H,0)6]* [Zn-(H,0)5-H,0]** [Zn-(H,0)4~
(H0),]**

RVS SIBFA RVS SIBFA RVS SIBFA
El -209.1 —-218.2 —-191.9 —198.9 —174.8 -179.6
Epol —81.3 -78.9 -92.4 —89.5 —101.8 —99.3
Ect -20.6 -14.6 —24.5 —18.6 —28.7 -22.5
AE -311.0 —-311.7 —308.8 -307.0 -305.3 -301.4
Ecor/Edisp -34.3 —-35.9 -322 —35.3 -32.1 -37.3
AE —345.3 —347.7 —341.0 —342.3 —337.4 —338.7

Reprinted with permission from Tiraboschi et al. [121]. Copyright 2000 Wiley
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Again, both E,,; and E(SIBFA) could closely match their QC counterparts.
In large oligomers (n = 12 and beyond) having an ice cube-like structure,
cooperativity results into a significant compression of the structures, several
H-bonded distances shortening by up to 0.2 A. The dominant magnitude of
Emp becomes strongly opposed by E,.;, and thus E, attains a much smaller
magnitude than E,; and in some cases even than E. The fact that in such
complexes E, could have a significantly larger weight than E; does not
appear to have its pendant with any other competing PMM potential, yet is
fully supported by RVS computations [105, 123].

It is also possible to evaluate, within E,;, the contribution to E,,qq of the
iterative calculations of the induced dipoles. The polarizing field is a vector
quantity and the polarization energy of a given center is proportional in
first approximation to the square of the field it undergoes. Non-additivity
thus appears already when the field is computed with the permanent SIBFA
multipoles and its magnitude is close to the corresponding magnitude of
Eyoi(RVS). This is consistent with the fact that in the RVS approach each
monomer is considered in turn and relaxed in the presence in the frozen
MO’s of all the others. At the outcome of the iterative calculation of E,q,
taking into account the additional contributions of the induced dipoles, E,q;
has values that are now close to those of E;(QC) calculated in a fully
variational manner. We have found that in both cooperative and antico-
operative complexes at equilibrium, the contribution to OE,.qq of the
iterative procedure was generally close to 30 %, and consistently enforced
the preexisting cooperativity or anticooperativity.

(2) On the need for off-centered polarizabilities. The importance of having
off-centered polarizabilities, specifically on the tips of saturated lone-pairs,
was shown in a study that bore on three model water oligomers [125]. They
were denoted as bifurcated, transverse H-bonded, and longitudinal chains of
helical shape (Fig. 1.7). For all three complexes, the SIBFA calculations

el e o e o« e « e
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t+HBC o o ¢ . ] ]
-\‘ _____ “® \\.m,.\_’-‘ .»' g,
I-HBC {,x‘ ", "\,‘\
9 S 9 »

Fig. 1.7 Representation of three water oligomers in transverse bifurcated and linear H-bonding
arrangements. Reprinted with permission from Piquemal et al. [125]. Copyright 2007 American
Chemical Society
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enabled to reliably reproduce both the magnitude of E,,(QC) and the values
of the total dipole moments. This is due to the fact that in such complexes
polarizable centers on the lone-pairs can be closer to an incoming molecule
than the bearer atom, and thus sense a more intense field than it. This con-
stitutes an illustrative example of the impact of non-anisotropy on
non-additivity. This is a reverse situation to the one encountered in the Pb(Il)
oligohydrates, for which it was the non-additive behavior of Pb(I) polariza-
tion that resulted into non-isotropy.

Impact of quadrupolar polarizabilities. E,, stems predominantly from the
dipolar polarizabilities. There are cases, however, in which the polarization
energy of some atoms can be increased due to their quadrupolar polarizabilities,
whereby quadrupoles can be induced by the gradient of the field. This was
observed with the Cu(I) cation [128]. We have compared several Cu(l) di- and
oligo- planar ligated complexes in which the ligands are at equal distances from
Cu(I) and on opposite sites. In such arrangements the field at the cation position
is null, and so would E,(Cu) if it were limited to the sole Cu(l) dipole
polarizability. On the other hand the field gradients are non-null, resulting into a
significant Cu(I) quadrupolar polarization, the inclusion of which enabled an
improved agreement with AE(QC). Only few attempts to include quadrupolar
polarizabilities in PMM potentials have been reported so far [129].

Handling intramolecular polarization and the issue of multipole transfer-
ability. A large flexible molecule is assembled from its molecular fragments as
follows: X and Y denoting two heavy atoms, two successive fragments, Fa and
Fb, connect at the level of their X—H and H-Y bonds to create a junctional
bond X-Y. The multipoles on the two H atoms and at the centers of the two
X-H and H-Y bonds disappear and give rise to multipoles on X, Y, and the
mid-point of the X—Y bond, according to proportionality rules related to their
distances from these three centers. This preserves the net charge of the
assembled molecule, but not that of the individual fragments. This is of no
consequence for the calculation of Ey;tp, since the interactions of the charges
along the junction bond connecting F, and F,, are not computed anyway in
SIBFA between the two fragments, although they are indeed with all the other
fragments: the ‘missing’ interactions have no impact upon performing torsions
around the junction bond, since they are located along this very bond.
A different situation arises for the computation of E, because F, would be
polarized by the field of F,, now bearing a non-net charge (0, —1, 1 for neutral,
anionic or cationic), and conversely. This would again be immaterial were it
not for the presence of other fragments in a larger molecule. The summed field
polarizing F, would be that of a non-net charge before being squared, so that
due to non-additivity the residual non-net charge could lead to uncontrolled
over- or underestimations of E,. These would be further amplified by the fact
that F, would be polarized by a centroid at a very close distance from it,
namely half the length of the XY bond. Therefore we resorted to an alternative
representation. Both HX and HY bonds are shrunk, each H atom being
superimposed over its ‘bearer’ X or Y atom. All polarizing centers thus retain
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their net initial charge and their shortest distances from the neighboring
fragments have lengths never smaller than those of XY bonds. Such a pro-
cedure should be more immune to short-distance artifacts. It has been evalu-
ated by several comparisons with QC in a diversity of cases. We have thus
compared the conformational energies, 0E.,¢, of ten alanine tetrapeptides put
forth by Beachy et al. [130] to evaluate the accuracies of MM force-fields. In
our published study [131] the ten conformers differed by their sole torsion
angles, i.e. with rigid constitutive fragments, pending completion of the
SIBFA stretching and bending harmonic potentials. Inclusion of Ej enabled
the relative SIBFA 8E ., values to closely reproduce the corresponding QC
values for all ten conformers. Refinements presently underway bear on the
representation of the m lone pairs of the prime constituent of the peptide
backbone, the N-methylformamide moiety, to further improve the accuracy of
the intra-molecular short-range contributions E,., and E; this leads back to
the issue of non-isotropy. We have also investigated the conformational
dependency of: Na* binding to conformers of glycine and the glycine zwit-
terion [132]; Zn(Il) binding to mercaptocarboxamides [133], which constitute
the Zn-binding moiety of some Zn-metalloenzyme inhibitors; and Zn(II)
binding to tetra-anionic triphosphate, which is the backbone of ATP [134].
The comparisons with the QC results constituted revealing tests of the pro-
cedure, requesting the simultaneous and consistent computation of both intra-
and intermolecular polarization and charge-transfer effects. They enabled to
address the issue of multipole transferability [135]. Namely, a limitation of the
use of distributed multipoles in intramolecular studies would reside in the
variation of their intensities, thus lack of transferability, following confor-
mational changes. The results of our above-mentioned studies on the other
hand showed that, exactly as in intermolecular interactions between fragments
unconnected by covalent bonds, E,, enables to account for the consequences
of conformational changes on both 3E ., and the intermolecular interactions
with additional molecules. This occurs provided that: -the permanent multi-
poles of the constitutive unconnected fragments are the ones used to compute
first-order electrostatics; -and the H atoms are carried back on their ‘bearer’ X
and Y atoms of the XY junction bond. Very recent tests have borne on the
solvation energies of four inhibitors of the PMI Zn-metalloenzyme, which
embody a dianionic phosphate and a monoanionic Zn-binding hydroxamate.
Shells with 64 waters were considered and up to 26 complexes in different
conformations. Despite the large magnitudes of the interaction energies, the
large number of interacting partners, and the diversity of binding modes, close
agreements between SIBFA and QC calculations at both HF and correlated
levels were demonstrated (Gresh et al. to be submitted).

Could the first-order exchange repulsion contribute to non-additivity? The
short-range exchange-repulsion between two molecules is due to reorthogo-
nalization of their MO’s upon complex formation. This leads to a destabili-
zation of the total energy of the complex in first-order counteracting the
Coulomb contribution. In a multimolecular complex, the energy cost due to
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Fig. 1.8 Representation of the [Hg(HZO)4]2+ complex in it’s a square planar and b tetrahedral
arrangements. Reprinted with permission from Chaudret et al. [136]. Copyright 2011 Wiley

simultaneous reorthogonalization can be expected to differ from that due to the
summed separate pair-wise reorthogonalizations. The resulting non-additivity
of Eexen was found to be very small, except for the polyligated complexes of
some metal cations. In the context of SIBFA, it was formulated under the form
of a three-center exponential involving the cation and all pairs of ligating
heteroatoms, calibrated beforehand on model diligated cations, and then val-
idated by QC comparisons on tetra- and hexaligated complexes [136]. The
impact of the non-additivity of Eexcn/Eyep is illustrated in the case of one metal
cation for which it is the most pronounced, a heavy toxic metal, Hg(I[). We
have thus considered the tetrahydrated [Hg(H,0)4]** complexes in competing
square-planar versus tetrahedral arrangements (Fig. 1.8). The results are
reported in Table 1.3. The three-body repulsion AEeepody 18 3 kcal/mol
larger in the square planar arrangement than in the tetrahedral one. For both
arrangements its values computed by SIBFA were close to the QC ones. Its
explicit inclusion in SIBFA enabled to account for the preference of Hg(Il) in
favor of a tetrahedral arrangement. The energy difference between the two
arrangements might appear small, but could nevertheless be sufficient to bear
on the structural preferences found at the outcome of large-scale MD or MC

simulations.
’l;;lble, i? Complexes lOf I‘llg [Hg(H,0)4]** | Tetrahedral Square planar
(If) with four water molecules Ab initio | SIBFA | Ab initio | SIBFA
in square-planar and
tetrahedral arrangements Erep 78.0 81.8 132.3 126.9
Comparisons of the QC and ~ E° —-194.2 -196.0 |-226.9 —226.6
SIBFA .1ntermole.cule(1.r E, 1161 1143 2946 2997
interaction energies (in - - - -
kcal/mol) and their L2 89.3 86.8 101.7 102.8
contributions AE —205.5 —201.1 |-196.3 —202.5
AElhre:e-body 1.7 1.6 4.8 4.8
Erep modified 78.0 83.3 132.3 131.7
AE odified —205.5 —199.6 |—196.3 —197.7

Reprinted with permission from Chaudret et al. [136]. Copyright
2011 Wiley
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1.3 Applications

(1) Conformational study of a polyconjugated drug. Interplay of cooperativity,
anisotropy, multipole transferability, and conjugation.

Several drugs which target proteins involved in disease embody conjugated or
aromatic groups connected together by conjugated or partly conjugated bonds. This
is the case of an inhibitor of neuropilin-1 (NRP1), a protein which when overex-
pressed is involved in diseases such as cancer or macular degeneracy [137].
A ligand, denoted as Lig-47, was identified in one of our Laboratories after
experimental high-throughput screening, and shown to be endowed with a sub-
micromolar activity on several cell lines [138]. Its structure is represented in
Fig. 1.9. It is made out of the following chemical groups: benzimidazole, methyl
benzene, carboxythiourea (CTU), and benzene-substituted dioxane. It is a highly
conjugated drug, and the connections between its four groups all involve unsatured
atoms having sp or sp> hybridization. The three-dimensional structure of NRP1 is
known from high-resolution X-ray crystallography [139, 140], but not that of its
complex with Lig-47. As a prerequisite to APMM MD or MC studies on the
NRP1-Lig-47 complex, it is essential to control the ligand conformational flex-
ibility, which is mostly governed by torsions around conjugated bonds.
Overestimating it would result into too ‘floppy’ a ligand and the onset of a manifold
of unlikely candidate protein-binding poses. Conversely, underestimating it would
give rise to an unrealistically stiff ligand, unlikely to favorably bind its receptor. It
was thus imperative to ensure if the SIBFA SE.,¢ calculations were reliable when
compared to the QC ones. The work published in [141], focused essentially on the
central CTU unity, and it proceeded along several successive steps:

CH
(a) 38 0
@]
N NHJ\NH/L‘EI j
NH o

HoN N H

Fig. 1.9 Representation of a the molecular structure of Lig-47 and b of the structure of its central
carboxythiourea (CTU) moiety. Reprinted from Goldwaser et al. [141]
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(a) The distributed multipoles and the polarizabilities were derived from the MO’s
of the constitutive fragments of Lig-47, namely benzimidazole,
methyl-benzene, CTU in an extended conformation, and benzene-connected
dioxane. The location of the sp” lone-pairs of CTU was determined on the
basis of ELF [142] analyses using the TopMod package [143], and is shown in
Fig. 1.10;

(b) For all four constitutive fragments, we calibrated the increments or decrements
of the effective van der Waals (vdW) radii of the atoms along their lone-pair
directions by probing them with an incoming water probe approaching
through one of its H atoms, in order for E,(SIBFA) to match Ec,n(RVS)
over the range of energy-relevant distances;

(c) Having set the increment of the vdW radii, CTU was split into four
pseudo-fragments. The first and the third one are an sp> amine, the second one
is thioaldehyde, and the fourth one is aldehyde. In this process fictitious con-
necting H atoms are created which are given null multipoles, the centroids of
each of the two connecting bonds making up a junction are superimposed at the
mid-point of the bond and given half the multipoles and polarizabilities of the
original bond centroid prior to splitting. CTU thus retains its net initial charge
of 0. 15° step-wise variations are performed around the four junction bonds,
and the values of one- and two-fold rotational barriers V, are calibrated so that
OE ont(SIBFA) reproduces 0E.,,{(QC). CTU is then integrated in the entire
Lig-47 ligand. The torsional variations are redone to evaluate the transferability
of Vy, for which only limited changes were found necessary. The values of V

Vol = 134.45ua* Vol = 127.00 ua? Vol = 60.77ua®* Vol = 51.18 ua?
Pop= 2.59 ¢ Pop= 2.77 e Pop= 2.67e Pop= 2.77 e
ro=0964A r =0931A r =0.5804 r = 05944
© =106.6° @ =1141 0 =1169 Q@ =1134°
¢ = 3.5° ¢ =-171.1° ¢ = 15° ¢ =-178.7°

Fig. 1.10 Representation of the ELF contours around the CTU locating the positions of the sp2
lone-pairs of O and S atoms. Reprinted from Goldwaser et al. J. Mol. Mod. 2014, 20, 2472
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for the rotations around the junctional bonds connecting CTU to methylben-
zene and dioxane, and methylbenzene to benzimidazole were similarly cali-
brated with respect to QC. In all cases, the curves of OE,(SIBFA) were found
to reproduce very satisfactorily the corresponding QC ones.

Steps a-c are virtually exclusively fitting steps, but which accuracy is to be
expected upon passing to a real validation step? This was carried out as follows. We
selected all conformations which, for rotations around all junction bonds, corre-
sponded to local minima or to the global one. For each of them, we performed
energy-minimization with the ‘Merlin’ minimizer [144] on all torsional angles
simultaneously. We were thus able to characterize up to 20 distinct conformations.
The four most relevant ones are represented in Fig. 1.11. The most stable one,
denoted 1b, has an intramolecular H-bond between the NH bond of the first thio-
amide group of CTU and the carbonyl bond of its formamide group. In Fig. 1.12 are
plotted the SIBFA and QC 8E.,r curves. The following analyses will be limited to
the HF level. Calculation at the correlated level and with Eg;s, contribution in the
SIBFA calculations led to the same conclusions as those to follow. While 1b is
confirmed by the QC calculations to be the lowest-energy minimum, its relative
stability is clearly underestimated by 0E . ,f(SIBFA) compared to 8E.,,f(QC). The
overall R? coefficient is 0.88. Could this be improved? CTU had been used as one
single building block in an extended conformation enabling to account for the
impact of conjugation on the multipoles and polarizabilities. This disables, how-
ever, the computation of Eg, between the four pseudo-junctions. Firstly, the
intramolecular polarization of CTU, which took place during the variational HF
procedure, is inherently embodied. Secondly, since the sub-fragments bear non-net
charges, and for the reasons mentioned above, attempts to include E, can be easily
anticipated to severely overestimate it. We thus sought for an alternative repre-
sentation, in which CTU is built from two separate fragments, thioamide and

Fig. 1.11 Three-dimensional structures of four representative energy-minimized conformations of
Lig-47. Reprinted from Goldwaser et al. J. Mol. Mod. 2014, 20, 2472
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Fig. 1.12 Compared evolutions of the relative QC/HF and SIBFA conformational energies as a
function of the conformer number Representation ‘a’ is used to construct CTU. Reprinted from
Goldwaser et al. J. Mol. Mod. 2014, 20, 2472

formamide. This enables for their mutual polarization simultaneously with the other
Lig-47 fragments, although at the cost of the loss of conjugation between them. The
two fragments were again split as before into two pseudo sp> amine, one pseudo
thioaldehyde and a pseudo aldehyde fragment. The one- and two-fold V torsional
barriers were refit as above, and the values of 3E,s for the twenty minima were
recomputed. The corresponding SE.,,(SIBFA) curve is plotted in Fig. 1.13a along
with the QC one, now showing a very close superposition and a R? coefficient of
0.96. Figure 1.13b, c represent the corresponding evolutions of dE; and SE,. It is
clearly seen that the evolution of dE.,,{(SIBFA) is governed by E, and not by E;.
While Epol can be shown to be a leading determinant in several cases of molecular
recognition, the finding that it plays the leading role in shaping the conformational
energies of some conjugated molecules has no precedent. Several papers have
mentioned [145, 146] that in order to treat polyconjugated compounds, introduction
of couplings between successive torsion angles was necessary. Those studies were
done using non-polarizable potentials. Such results might have to be reconsidered
since such couplings might have been accounted for by polarization effects which
are non-additive and long-range.

(2) Binding of halobenzene derivatives to a recognition subsite of the HIV-1
integrase Joint involvement of anisotropy and non-additivity

The HIV-1 integrase (INT) is a viral enzyme responsible for the integration of the
viral DNA genome into the genome of the host cell. It is the target for the devel-
opment of novel antiviral drugs. Three of these are currently used in therapy, and all
three have a halobenzene ring: raltegravir, dolutegravir, and elvitegravir [147-150].
The high-resolution structure of their complexes with the DNA-bound integrase of
Moloney foamy virus has been solved by X-ray crystallography [151]. This INT has
very close homologies to the HIV-1 one, enabling inferences from structure-activity
relationships for drug design. We have focused first on elvitegravir (EVG), the
chlorofluorobenzene ring of which interacts which a guanine-cytosine
(GC) base-pair in an INT recognition subsite (Fig. 1.14a, b). Figure 1.14b shows
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Fig. 1.13 a Compared
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Mod. 2014, 20, 2472
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that on the one hand, the electron-deficient prolongation of the C-CI bond points
towards the electron-rich ring of guanine, and that on the other hand, an area of its
electron-rich cone can interact favorably with an electron-deficient region around
the extracyclic N4H; zone of cytosine. The double-faceted, ‘Janus-like’ property of
the CX bond in halobenzene could be leveraged to enhance its affinity for each
of these two regions separately, upon resorting to electron-withdrawing and to
electron-donating groups, respectively [152]. A simultaneous enhancement for both
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Fig. 1.14 a Representation of the three-dimensional structure of the Foamy virus integrase/DNA
complex with elvitegravir, b close-up on the interaction of the halobenzene ring with the G-C
subsite. Reprinted with permission from El Hage et al. [152]. Copyright 2011 Wiley

sites could even be sought for. Figure 1.15 gives the structures of several substituted
halobenzene candidates. Their interaction energies with the G-C base-pair were
optimized by QC calculations at the B97-D level, and relative energy balances
were done which took into account their desolvation energies. Several deriva-
tives were found endowed with more favorable energy balances than the parent
fluorochlorobenzene ring of EVG, including one, compound H, having both an
electron-donating and an electron-withdrawing ring. While the search for improved
first-order electrostatics due to anisotropy was indeed justified by the energy
decomposition analyses as well by QC-derived contours of Molecular Electrostatic
Potential (MEP) [152], an unanticipated result concerned the role of non-additivity
now coming into play on two counts: (a) the intermolecular interaction energies in
the trimeric complexes could in some cases significantly differ from the sum of the
pairwise interactions in the three dimeric complexes. While this has been docu-
mented in previous work on multiply H-bonded complexes, it was unprecedented in
the case of stacking interactions; (b) the energy gains resulting from di- and
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Fig. 1.15 Molecular structures of halobenzene derivatives substituted with electron-donors or
electron attractors or with both. Reprinted with permission from El Hage et al. [153]. Copyright
2014 American Chemical Society

polysubstitutions could differ from the summed gains resulting from monosubsti-
tutions. To what an extent could APMM account for such QC results [153]? Eyirp
was shown above to account faithfully for the anisotropy of Ec in halobenzene
binding, but is non-additivity still in control for the considered trimeric complexes,
which could either involve cooperativity and anticooperativity? The values of the
nonadditivities are compared in Table 1.4 for the QC and SIBFA computations.
OE.4d(SIBFA) reproduces correctly the trends of 8E,,,44(QC), whether cooperative
or anticooperative. There is a close agreement between E,;(RVS) and E«(SIBFA)
prior to iterating on the induced dipoles, as also noted from previous publications.
E,i(KM) resulting from the Kitaura-Morokuma procedure [154] has greater 6E, .44
values than found from SIBFA after iterations on the induced dipoles, but this might
be caused in part by the non-orthogonalization of the MO’s by this procedure. We
have considered a total of 18 complexes of compounds selected from Fig. 1.15 with
the G—C pair as well as with G and C separately, for which we monitored the
evolutions of E;, E,, and their AE sums in Fig. 1.16a, b for the SIBFA and QC

Table 1.4 Values of the binding non-additivities of a series of halobenzene derivatives for the
G-C base pair of the HIV-1 biding subsite

Non-additivity AE EroL Epor *
(kcal/mol) SIBFA RVS SIBFA Morokuma SIBFA RVS
Ring A 0.3 0.1 0.2 0.3 0.3 0.3
Ring D -1.1 -18 -1.2 -1.6 -0.7 -0.8
Ring E -0.9 -13 -1.0 -12 0.4 -0.5
Ring G 0.1 0.3 0.2 0.1 0.3 0.3
Ring H 0.7 0.6 0.4 0.4 0.4 0.6
Ring L 0.9 0.8 0.8 0.7 0.8 0.7

Reprinted with permission from El Hage et al. 115. Copyright 2014 American Chemical Society
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computations, respectively. The three SIBFA energies closely match the corre-
sponding QC ones. This is also the case for the individual Eyirp, Erep, Epol, Ecc and
Eqisp contributions [153] and for AE as compared to AE(QC/B97-D) (Fig. 1.16c).
These figures clearly show that both E; and E, are needed to confer its shape to AE.
Moreover, we found that for all 18 complexes, whether ternary or binary, the sta-
bilization due to E, is larger in magnitude than that due to E,. This is reminiscent of
the situation with the water oligomers in ice-like arrangements. Here again, the

(a) Evolution of E1 and E2 SIBFA

C-G-Ring : m‘_\ /j‘-—__:

——A\E
——E1
—tr— E2

Interaction Energy (kcal/mol)

Evolution of E1 and E2 QC

Compared evolutions of AEo; (SIBFA) vs (QC)

A C D E G H L cC D G H

C-G-Ring

AE 1ot (kcal/mol)
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Fig. 1.16 a Evolutions of the SIBFA E; E, and E; + E, intermolecular interaction energies along
a series of halobenzene derivatives, b Evolutions of the QC E1 E? and E; + g» intermolecular
interaction energies along a series of halobenzene derivatives, ¢ Compared evolutions of
AE(SIBFA) and AE(DFT/QC) along a series of halobenzene derivatives. Reprinted with
permission from El Hage et al. 115. Copyright 2014 American Chemical Society
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dominant magnitude of Ey;rp and Ec are counteracted by those of E,;, and Ecxch. The
present results indicate that ab initio QC-derived multipoles and polarizabilities can
be necessary to control both non-isotropy and non-additivity. The latter feature also
concerns the gains or losses in binding energies from polysubstitutions relative to the
summed monosubstitutions, the impact of which on the MO’s can be reflected by the
distributed QC multipoles and polarizabilities whence they are derived.

3

(a)

Structural waters in and around protein recognition sites. Impact of the
second-order contributions. Discrete water molecules, whether individually or
in arrays, are considered to be an integral part of protein or NA structures. We
summarize below recent findings aiming to unravel the impact of polarization
and charge-transfer on the stabilization energies they confer. These studies
bore on superoxide dismutase (SOD), a bimetallic Zn/Cu metalloenzyme, and
on the complexes of inhibitors with the FAK tyrosine kinase and with the PMI
Zn-metalloenzyme.

Superoxide dismutase. SOD is a bimetallic enzyme catalyzing the dismutation
of O2 into dioxygen and hydrogen peroxide [155]. It is essential for the
survival of cells, but even more so for the cancer cells. SOD is thus an
emerging target for the design of novel anticancer strategies [156, 157]
including photodynamic therapy which can involve Ru(Il)-based compounds
[158]. Its high-resolution structure has been solved by X-ray crystallography
[159, 160] showing the presence of several structural waters in close vicinity
to the 85/Zn/Cu binding site. This is an incentive to evaluate whether an
APMM approach could single out some privileged water network(s), and the
possible extent of its/their overlap with the one found experimentally. As a
first step toward such an evaluation [161], we started from the X-ray structure
retaining eleven well-defined structural waters, and completed the solvation
with up to 296 waters. We then performed short-duration MD runs at tem-
peratures in the 10-300 K range with a simplified SIBFA potential and con-
strained the waters in a 22 A sphere centered around Cu(I) using a quadratic
potential. We selected six snapshots, denoted a-f. For each we then retained
the 64 waters closest to Cu(l), and performed energy-minimization (EM) on
their positions, on the side-chain conformations of the SOD residues making
up, or neighboring, the Zn/Cu binding site, and on the positions of the two
cations. Model binding sites were then extracted at the outcome of EM for
validation by parallel SIBFA and QC computations. These encompassed
selected main-chains and/or the side chains of 25 residues, the two metal
cations and the 28 closest waters, totaling 301 atoms. Single-point computa-
tions were done for validation by parallel QC and SIBFA computations.
Figure 1.17a gives a representation of the most stable of the six
energy-minimized structure, namely c. c is the structure for which the water
networks have the greatest overlap with the one determined by X-ray crystal-
lography used as a starting structure, despite the ‘scrambling’ it underwent by the
initial MD steps. Figure 1.17b shows a close-up on the water network. There is a
dense array of waters connecting two ionic residues, Glu131 and Argl41, which
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Fig. 1.17 a Organization of the most stable network of 28 waters around the bimetallic site of
SOD, b representation of the water networks and values of the highest dipole moments of
structural waters. Reprinted with permission from Gresh et al., J. Comput Chem., 2014, 35, 2096.
Copyright 2011 Wiley

are located beneath the bimetallic site and are at about 10 A distance from one
another. These residues are connected, in fact, by several intermeshed water
networks, which are also channeled in other vicinal regions, such as between the
side-chains of residues Thr56 and Asnl37. These two residues are linked
together by a five-water near-linear array, the first and the last of which interact
with the dense Glul31-Argl41 connecting water network. Six waters have
dipole moments (p) greater than 2.70 Debye, which is the value found for water
oligomers in ice using SIBFA [123]. High values of the dipole moment were also
found for discrete waters in the recognition site of FAK kinase which similarly
mediated the interactions between ionic sites. This is mentioned below.
Parallel SIBFA and QC computations were performed on complexes a-f in the
presence and in the absence of the water networks. This enabled to compute the
stabilization brought by the water networks. Figure 1.18a displays the evolutions
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of AE(SIBFA) and AE(HF) in the six complexes. The evolution of AE(HF) is
very closely matched by that of AE(SIBFA), the relative errors being <2 %. As
was the case for substituted halobenzene binding to the G—C base pair of HIV-1
integrase, both E; and E, terms are necessary to confer its proper shape to AE.
The superimposition of AE(QC/B97D) and AE,(SIBFA) curves is even better at
the correlated level (Fig. 1.18b). One means to validate the high values of the
dipole moments found for water is to compare the total values of p in the six
28-water clusters extracted from complexes a-f (retaining a net charge of 0
ensures that the dipole moment is translation-independent). Figure 1.19 com-
pares the evolutions of 1 as derived from both QC and SIBFA in the six clusters,
with a close and clear correspondence. The R? factor is of 0.99. It is also seen that
the most stable complex, c, is the one for which p has the highest value, attesting
to the importance of polarization and non-additivity in its preferential
stabilization.

(a) SIBFA vs. HF stabilization energies due to the structural waters
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Fig. 1.18 Stabilization brought by the 28-water networks in six distinct arrangements
a Evolutions of AE(QC) and of AE(SIBFA) and its separate E; and E, terms b Evolutions of
AE(QC/B97D) and AE,(SIBFA). Reprinted with permission from Gresh et al., J. Comput Chem.,
2014, 35, 2096. Copyright 2011 Wiley
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Fig. 1.19 Compared variations of the QC and SIBFA values of the total dipole moments in six
distinct 28-water networks. Reprinted with permission from Gresh et al., J. Comput Chem., 2014,
35, 2096. Copyright 2011 Wiley

(b)

We stress again that the close agreements found for SIBFA with AE(QC) at
both HF and correlated levels could only be possible thanks to the separable
nature of the potential, a proper balance of first- and second-order contribu-
tions, and control of non-additivity in large complexes. They are encouraging
in the perspective of long-time MD simulations, enabled by very important
recent advances in the development of a highly efficient and scalable code by
one of our Laboratories [162]. We thus plan to monitor the lifetimes of the
individual waters in the networks, the possible existence of other, competing
networks, the possibility of their mutual interconversions, and the channeling
of solutes toward the bimetallic site.

Focal Adhesion Kinase (FAK). Kinases presently account for about 40 % of the
targets for drug design [163]. They are a class of enzymes which draft a
phosphate group from ATP to hydroxylated amino-acids, namely tyrosine,
serine and threonine. This results into cellular activation but also if overex-
pressed into pathologies such as cancer, arthrosis and neurodegenerative dis-
eases [164-166]. FAK is a tyrosine kinase which subsequent to
autophosphorylation, can trigger a cascade of protein-protein interactions
resulting into signal transmission to the cellular nucleus to trigger cell division
and motility. Its three-dimensional structure has been resolved by X-ray
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diffraction showing the ATP-binding site in a hinge between the N- and
C-terminal lobes (Fig. 1.20) [167]. Five inhibitors in the pyrrolopyrimidine
were designed, synthesized and tested by the Novartis company [168]. They all
have in common a benzene substituting the five-membered ring nitrogen. The
benzene is substituted by a carboxylate group at the ortho or meta position. In
the latter, there are 0, 1, or 2 methylene groups interposed. They are represented
in Fig. 1.21, along with their IC5 values in uM and using the notations of the
original paper. Compound /6i with an ortho carboxylate substituent is the least
active (1.6 uM). Compounds 17g, 17h, 17i all have a meta carboxylate sub-
stituent and have the same submicromolar affinity (0.04 pM), ie. a
two-order-of-magnitude enhancement in affinity. A further gain results from the
replacement of benzene of 17i by pyridine, with compound 32 now nanomolar
(ICsp = 0.004 uM). Thus, apparently modest structural changes can result into
very large (thousand-fold) changes in the binding affinities. Could APMM
procedures shed light on the factors governing such large changes [169]?
Energy-minimizations were performed in which the solvation free energy was
computed by a Continuum reaction field procedure, which was designed by
Langlet, Claverie and their coworkers [170]. We denote this contribution as

Fig. 1.20 Representation of
the three-dimensional
structure of FAK kinase.
Reprinted with permission
from de Courcy et al. J. Am.
Chem. Soc. 2010, 132, 3312.
Copyright 2010 American
Chemical Society
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Fig. 1.21 Representation of the molecular structures of the five pyrolopyrimidine inhibitors. .
Reprinted with permission from de Courcy et al. J. Am. Chem. Soc. 2010, 132, 3312. Copyright
2010 American Chemical Society

AGyoy(LC). The solvent is represented by a ‘bulk’ which responds to the
electrostatic potential generated by the solute on its van der Waals by creating
fictitious charges, which interact with the solute potential to give rise to the
electrostatic contribution of AGy,(LC). The energy balances take into account:
(a) on the one hand: the intermolecular ligand-protein interaction energy and the
solvation energy of the complex; and (b) on the other hand, the conformational
energy costs of the ligand and of the protein upon passing from their uncom-
plexed, solvated states to the complex, along with their corresponding
desolvation energies. An overlay of the five complexes in the recognition site
after energy-minimization is given in Fig. 1.22, showing an extensive overlap
except at the position of the ligand carboxylates. The energy balances are given
in Table 1.5 under the form of differences between a) and b) for each contri-
bution. They show no correlation at all with the experimental results. Thus, e.g.,
there is 7 kcal/mol energy difference disfavoring compound 32, which is
nanomolar, with respect to /7h. Yet 17h has a ten-fold lesser experimental
affinity than 32; and there is an 11 kcal/mol energy difference between 17g and
17h which in fact have similar experimental affinities. Separate QC tests on the
FAK recognition site having confirmed the accuracy of the SIBFA procedure,
we were led to evaluate the extent to which a limited number of ‘discrete’
waters could impact the relative energy balances. For that purpose, five, six, or
seven waters were located in the complexes between each ligand and a reduced
model of FAK limited to the recognition site shown in Fig. 1.22. They were
initially located thanks to a procedure [171] which minimizes with a simplified
energy function a limited number of discrete waters around the accessible
hydrophilic sites of the solute. These positions were reoptimized by a
Generalized Simulated Annealing [172, 173] procedure with the SIBFA
potential, then minimized with Merlin. The final resulting positions were then
ported to the entire FAK and EM redone again in the presence of AGgep,(LC).
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Fig. 1.22 Overlay of the inhibitors in the FAK recognition site. Reprinted with permission from
de Courcy et al. J. Am. Chem. Soc. 2010, 132, 3312. Copyright 2010 American Chemical Society

Table 1.5 Relative energy balances for the binding of the five pyrrolopyrimidine inhibitors to
FAK in the absence of the structural waters

16i 17¢ 17h 17g 32

E, 35.6 2.5 -43 13.0 18.7
Epol -12.1 95 7.7 -6.5 -8.1
Ee -18 -1.2 -0.1 -1.4 -13
Edicp -52.7 -48.8 ~457 -51.2 ~50.0
AB,, -30.9 ~18.0 423 ~46.1 —40.7
AGiory 14.8 4.8 224 25.8 24.8
AE + AGyo, -19.4 -175 -28.5 -22.0 -215
S(AEo + AGsor) 2.1 4.0 -7.0 -0.5 0.0

Reprinted with permission from de Courcy et al. [169]. Copyright

Society

2010 American Chemical

Figure 1.23 gives a simplified representation limited to the complex of the end
carboxylate of 32, the ionic sites of FAK, and five discrete waters (denoted as
complexes ‘cy,’ in Ref. [169]). These waters can clearly snugly fit in the
structure. They can either mediate the interactions between the ligand and PMI
as occurs with residues Glu471, Arg550 and Asp564, or complement them, as
occurs with residue Lys454. Several waters have much stronger dipole
moments than ice, so that the polarization energy contribution could be
expected to be a key contributor to AE. This led us to perform a parallel
SIBFA/QC(RVS) analysis of the intermolecular interactions on complexes
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Fig. 1.23 Representation of the complexes between the carboxylate group of the inhibitor and the
ionic groups of the recognition site of FAK together with the discrete waters. Reprinted with
permission from de Courcy et al. J. Am. Chem. Soc. 2010, 132, 3312. Copyright 2010 American
Chemical Society

¢ and ¢, without and with the discrete waters. The analyses done for the two
extreme compounds, nanomolar 32, and micromolar /6i, are reported in
Table 1.6. In the absence of the waters, E; favors by 17 kcal/mol 16i over 32,
while E, favors by 3—4 kcal/mol 32 over /6i. A remarkable reversal in the
magnitudes of the preferences takes place in the presence of the discrete waters.
E; now favors by only 4-5 kcal/mol 16i over 32, but E, favors 32 over 16i by a
very significantly augmented preference, namely 17 kcal/mol. The resulting
preference of 13—14 kcal/mol in terms of AE(SIBFA) and AE(RVS) is thus the
one imposed by E,. The persistent agreements between all SIBFA and RVS
individual contributions is noteworthy for all four complexes. The final energy
balances in the presence of the five structural waters are given in Table 1.7. All
five ligands are now ranked at least qualitatively along the correct sequence
ranking first the nanomolar compound 32, then the three submicromolar
compounds /7g, 17h, 17i, and then the micromolar compound /6i. The same
conclusions hold with 6 and 7 discrete waters. The critical role of E, in such
balances is noteworthy. The need for E,, for a correct ranking of affinities had
been previously shown in a study with the AMOEBA potential that bore on the
complexes of trypsin with benzamidine derivatives [174], although its role was
possibly not as extreme as in the present study. As an extension of the present
work, we plan to resort to a massively parallel version of the TINKER software
on which the SIBFA potential is ported to perform long-duration MD. These
should enable us to monitor the life-times of the discrete waters and their rates
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Table 1.6 Energy decomposition for the binding of the carboxylate of the micro- and the
nanomolar compounds to the ionic sites of FAK without and with the structural waters

Emtp /Ec Erep /Eexch E,
SIBFA RVS SIBFA RVS SIBFA RVS
16i —206.0 —203.6 19.4 18.5 —186.6 —185.1
32 —194.0 —190.8 24.0 22.5 —169.9 —168.3
16i + 5w —348.1 —344.2 142.1 138.0 —206.0 —206.2
32+5w —352.4 —350.2 152.6 148.7 -199.8 —201.6
Epol Ee E; = Eyo + Eot
SIBFA RVS SIBFA RVS SIBFA RVS
16i -21.5 -23.3 -2.6 -2.6 —24.2 -259
32 —24.6 -26.7 -2.5 -3.0 -27.1 -29.7
16i + 5w —48.5 -51.3 -18.4 -16.6 —66.9 -67.9
32+5w -63.1 —66.0 -21.0 -19.6 —84.0 —85.6
AE(SIBFA) /AE(RVS)
SIBFA RVS
16i -210.8 -210.0
32 -197.0 —196.9
Reprinted with permission from de Courcy et al. [169]. Copyright 2010 American Chemical
Society
galble 1-7f Rﬁlang enerey 16 [17g 170 [17¢ [32
n r indin
ﬁi:pcyersroi)optyleimi e e 471 | 343 | 578 | 603 | 614
inhibitors to FAK in the Epol 0.2 72 |-14.1 |-26.4 |-28.6
presence of the structural E. 9.7 5.8 2.2 8.1 8.1
waters Edisp —41.5 |—49.8 |-552 |-535 |-53.1
AE o 156 | —2.5 | -95 |-11.6 |—-12.1
AGgoy 324 | 457 54.0 | 53.1 51.8
AE + AGgqpy -1.8 | =37 | -6.1 |—-11.8 |—14.1
S(AE o + AGgo1y) 12.3 10.3 8.0 23 0.0

(©).

Reprinted with permission from de Courcy et al. [169]. Copyright
2010 American Chemical Society

of exchange with the solvent, and possibly the path for interconversion between
’DFG-in’ and‘DFG-out’ conformations [175].

Phosphomannose isomerase (PMI). PMI is a Zn-metalloenzyme which cata-
lyzes the reversible isomerization of fructose-phosphate  into
mannose-phosphate [176]. It is responsible for several infectious and parasitic
diseases but there is no clinically-useful inhibitor against it [177-179].
A hydroxamate inhibitor, denoted SPAH was designed, synthesized and tested
in the Laboratory of Bioorganic and Bioinorganic Chemistry at Orsay, France,
and shown to display a submicromolar inhibitory potency. By contrast, an
analogue with formate replacing hydroxamate was devoid of potency [180].
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Based on the X-ray crystal structure of Zn-bound PMI [181, Fig. 1.24], we
were able to account for these experimental results and derived a structural
model locating the hydroxamate in the Zn-binding pocket and the phosphate at
the entrance of the cavity where it binds simultaneously to two cationic res-
idues, Arg304 and Lys310 [182]. In a next step, four ligands in the sugar
family were considered (Fig. 1.25) [23]. The first three ones (/-3) have a
dianionic phosphate. The first (1) is B-D-mannopyranose 6-phosphate (B-
6-MP1). The fourth (4) is an analog of -6-MP1 but has a malonate with two
monoanionic carboxylates replacing the phosphate. Only compound / in the
phosphate series displayed a measurable PMI binding affinity. The malonate
derivative 4 displayed a ten-fold larger binding affinity than it. This could
constitute a step toward the design of therapeutically relevant drugs, because
malonate is more resistant to enzymatic hydrolysis than phosphate, and is also
more easily transported. The SIBFA calculated have enabled to account for the
greater affinity fort PMI of / than 2 and 3. However the energy balances with
the sole AGq.(LC) terms failed to account for the greater affinity of the
malonate derivative. This led us, as in the case of FAK, to solvate their

Fig. 1.24 Three-dimensional structure of Zn(II)-bound PMI. Reprinted with permission from
Gresh et al. J. Phys. Chem. B. 2011, 115, 8304. Copyright 2011 American Chemical Society

OPOs% OPOz2 OPO42 CH(COO"),
0 o HO -0
LOH OH HO OH
OH
B-M6P a-MBP B-GBP B-6DCM
1 2 3 4

Fig. 1.25 Representation of the structures of four PMI ligands. Reprinted with permission from
Gresh et al. J. Phys. Chem. B. 2011, 115, 8304. Copyright 2011 American Chemical Society
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complexes with discrete waters. Nine waters were optimized in the PMI-/ and
PMI-4 complexes. The structure of the latter is shown in Fig. 1.26. Three
networks are found. The first network bridges one O of the most accessible
carboxylate of the ligand with Trpl8 and Glu48 residues. These interactions
are extended by ionic interactions with residues Lys100 and Glu294. The
second network bridges the other anionic O with Aspl7. The third network
bridges the sole accessible anionic O of the second carboxylate with Arg304
and Asp300. Residues Asp17, Glu48, and Asp300 are at about 18 A distance
from one another. We thus observe an extension of the recognition site to PMI
residues that do not interact directly with the ligand, and such an extension is
mediated by the polarizable water molecules.

In the complex of I, the phosphate fits more snugly than malonate between
Arg304 and Lys310. This on the one hand gives rise to stronger electrostatic
interactions with these two residues, but at the price of a lesser accessibility to the
structural waters. The differential stability due to the nine waters can be illustrated
by comparing the interaction energies of the two ligands in the recognition site.
Each site has been extracted from the energy-minimized ligand-PMI complex, and

His113 His285

GIn111

Zn
Serl09 > o1 @) 1.96
P i yay B
“Thr308 25-620 ._\‘2‘06 173 1.99 8 .02

Asp300

: 1.9
.l' - Vr' ; |, el TyrZS'I)
: : a N 232
I ! ! 6DCM (4 s
1262 wS 1.38 (@)

88, . £3 Glu294
\ ; 2.04
WS =
2.00_J W2 4 Lys100
Wi .t::’ - ‘(ﬂg\. 4

2.03) . !
1.90 £ 1.83

\/ Trp18
Aspl7

Fig. 1.26 Representation of the optimized complex of the malonate derivative with PMI and nine
water molecules. Reprinted with permission from Gresh et al. J. Phys. Chem. B. 2011, 115, 8304.
Copyright 2011 American Chemical Society
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single-point computations were done with and without the nine structural waters.
The SIBFA interaction energies are reported in Table 1.8 and compared to the QC
ones. For each contribution and for each ligand, we also report the values of d(a-b),
namely the gain due to the nine waters. The gain in E; is by only —1.6 kcal/mol
more favorable for the malonate than for the phosphate ligand. Such relative gains
increase very significantly with the second-order contributions, Ep, and E, passing
to —7.7 and —5.2 kcal/mol, respectively. Thus the networks totaling nine waters
would stabilize by —14.7 kcal/mole the malonate ligand over the phosphate one.
This value is very close to the corresponding QC(HF) value of —15.7 kcal/mol.
Inclusion of dispersion/correlation does not alter the outcome. The comparative
energy balances done on the complete ligand-PMI gave rise to the same conclusion:
there is a distinct preference in favor of the malonate over the phosphate derivative,
but it is only enabled by the networks of structural waters. However, as noted in
[23], more exhaustive sampling of the energy surface, along with long-time MD
and accounting for entropy effects, are needed for a more quantitative evaluation.
This will be further discussed in the last section of this review.

Table 1.8 Comparisons of a b
the weights of the different
energy contributions to the 4 ! 4
stabilization of the PMI-1 and Emtr —1453.8 | -1437.0 |-1272.8 |-1223.8
PMI-4 complexes with and Erep 411.6 4334 312.4 303.6
without the structural waters E, ~1042.1 | -10035 —960.4 —9202
d0E(a-b) -81.7 —-83.3
Epol -176.0 —190.4 —152.1 —158.8
SE,i(a-b) -23.9 -31.6
E. -59.9 —68.3 —43.9 —47.1
SE (a-b) -16.0 -21.2
AE(SIBFA) —-1278.1 |-1262.2 |-1156.4 |-1126.1
oE(a-b) -121.7 -136.1
AE(HF)! —1268.2 |—-1243.0 |-11452 |-1104.3
3E(a-b)" -123.0 —138.7
AE(HF)? —-1278.9 |-—-1253.1 |-1148.9 |-1107.3
3E(a-b)® -130.0 | -1458
Edisp -139.8 —138.7 -103.1 -97.4
AE(SIBFA) | —1417.9 |—14009 |—-1259.5 |—1223.5

Reprinted with permission from Gresh et al. [23]. Copyright 2011

American Chemical Society

'CEP 4-31G(2d) basis
2aug-cc-pVTZ(-f) basis
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1.4 Conclusions and Perspectives

There are numerous fields of application of computational chemistry where
next-generation QC-derived anisotropic polarizable molecular mechanics/dynamics
could very significantly extent the realm of ab initio quantum chemistry. These
encompass, e.g., drug design, material science, and supramolecular chemistry.
APMM should be able to handle systems with sizes larger by at least four orders of
magnitude than QC, and/or enable simulations times also larger by similar orders.
But a prerequisite to very large scale applications is an objective evaluation of its
expectable accuracy. In this respect, a distinctive asset of the SIBFA procedure,
which appears to this day to be shared by very few other potentials [42-45], is the
separability of AE into five distinct contributions, each of which is formulated and
calibrated on the basis of its ab initio QC counterpart, and subsequently extensively
tested against it.

We have reviewed in this paper the inherent non-isotropy and non-additivity
features of several of these contributions, and their impact on overall structure and
energetics. The SIBFA procedure has lent itself to numerous confrontations against
QC, more so than any other competing method. It could be adequate to conclude to
shortly develop on three points: its refinements and enrichments, its integration into
highly optimized softwares, and the realm of its applications.

(a) Refinements.

— Regarding electrostatics. The distributed multipoles and polarizabilies
used to construct the SIBFA library of fragments were derived from QC
fragment calculations using the CEP 4-31G(2d) basis set by Stevens et al.
[183, 184]. Accordingly, most validation studies resorted to QC compu-
tations using this basis as well. Upon comparing the evolutions of inter-
molecular interaction energies for a series of different complexes, we found
invariably the values of DE(HF) with this base to very closely parallel
those with larger basis sets [185, 186], the most extended one being
aug-cc-pVTZ(-f) (Gresh et al. to be submitted). This attests to the high
reliability of this basis set, and justifies its use to construct the SIBFA
library of fragments. There are several cases, however, where it could be
preferable to resort to very extended basis for calibration and validation
purposes. Accordingly, we are assembling a new library of fragments with
multipoles and polarizabilities now derived from uncorrelated as well as
correlated aug-cc-pVTZ(-f) calculations. The parametrization phase can be
automatized thanks to the I-NoLLS algorithm [187, 188]. It was recently
reported in the context of SIBFA [189]. Once the ‘general’ parameters are
set, the calibration of individual atom types or the introduction of new
atoms, such as metal cations, becomes straightforward. This was done
recently in the Li* — Cs™ alkali cation series [100].

— Regarding short-range. E,;,, E., and Egigp_cxch have dependencies upon the
location of the lone-pair tips. Such locations can be derived from QC
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analyses such as Boys’ localization procedure [190] or ELF [142], as
analyzed for a series of ligands by Chaudret et al. [191], whence an
additional filiation of SIBFA to QC.

Enrichments. Multi-scale approaches such as QM/MM, pioneered in 1976
[14] constitute nowadays an emerging field of computational chemistry. Steps
toward merging SIBFA and the Gaussian Electrostatic Model (GEM) [192]
have been completed [193], and a complete integration of the two approaches
is underway. Owing to their polarizable nature, APMM approaches are well
suited to a merging with QM approaches. This was completed recently con-
cerning AMOEBA (Piquemal et al. submitted) and could be pursued with
SIBFA.

Integration into massively parallel codes. There could be very important
perspectives for the use of the SIBFA potential on a much larger scale than
before. It is presently being integrated in the newly developed Tinker-HP
software. It will therefore benefit from novel algorithmic developments to
speed up polarizable molecular dynamics. For example, the bottleneck of the
polarization energy and associated derivative evaluation on parallel computers
has been overcome by the use of new iterative techniques such as the Jacobi/
DIIS approach offering good scaling on hundreds and even thousands pro-
cessors with gains in time going up to three orders of magnitude upon using
advanced MD predictor-corrector algorithms [162]. SIBFA should also benefit
from the high performance Smooth Particle Mesh periodic boundary condition
implementation for electrostatics, including the short-range penetration cor-
rection [194] and for the polarization energy that uses newly introduced
solvers and benefits from a Nlog(N) scalability [195]. Overall, all derivatives
and torques have been coded and production simulation runs could be antic-
ipated to start this year. Moreover, another asset will be the availability of the
newly developed domain decomposition Cosmo (dd-Cosmo) continuum sol-
vation model that is now available in direct connection with polarizable
molecular dynamics [196]. To conclude on the technical part, new parame-
trization strategies have been defined with automatic parametrization using the
INOLLS software [187, 188]. Such an approach should greatly reduce the
time effort required for the definition of new parameter sets [189]. A previous
version of the SIBFA software had been earlier (1999-2005) deposited at the
Computational Chemistry List (CCL). A version of the Tinker-HP code
integrating the SIBFA potential and its gradients is destined to a release in the
forthcoming year.

Prospective applications.

— Ligand-macromolecule complexes. One of the most attractive fields of
APMM applications is ligand-protein complexes. There have been pub-
lished applications regarding kinases [169] and metalloproteins [23, 161,
197-201]. It could be rewarding to adapt Free Energy Perturbation (FEP)
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methods [202] or non-equilibrium MD [203] to such targets, and partic-
ularly metalloproteins, on account of the demonstrated reliable handling of
metal cation-ligand interactions. Along these lines, we note that an
AMOEBA application was recently coauthored by one of us, which bore
on the binding to MMP-13 of four dicarboxamide inhibitors [202]. This
was the first ever reported FEP study on a metalloprotein using polarizable
potentials. Although the ligand structural changes bore on sites distinct
from the Zn-binding site, it is expectable that changes directly affecting Zn
(II)-binding are amenable to prospective SIBFA FEP calculations.

— Supramolecular chemistry and material science. As reviewed above,
SIBFA has been adapted to a diversity of metal cations. These encompass
the following: alkali Li(I)-Cs(I) [100], alkaline-earth Mg(Il) and Ca(Il)
[103], transition metals Cu(l) [128], Cu(Il) [99], Zn(II) and Cd(I) [103,
104, 127], heavy metals Pb(II) [119] and Hg(II) [136], and lanthanides and
actinides [204]. On the one hand, this should enable to investigate their
binding, stationary or transitory, to a diversity of proteins and NA’s. On the
other hand, this should enable to address the issue of preferential entrap-
ment of one cation over that of others by a supramolecular host, and
possibly the design of cation-selective hosts for extraction or detoxifica-
tion. The computation of free energies of binding could be based on FEP,
non-equilibrium MD, or possibly by computing the contribution of
vibrational entropy [205, 206]. Finally, there is a little charted domain of
application of APMM approaches, which relates to surfaces and nano-
structures. Accessing the values of their distributed multipoles and polar-
izabilities, along with the handling of Periodic Boundary Conditions (PBC)
in SIBFA, and following validations against QC in model systems, could
pave the way for numerous studies on adsorption events.

— Modeling of nucleic acids. The application of APMM to nucleic acids
constitutes another virtually uncharted ground [see, e.g., Refs. 207-211].
Yet NA’s are an ideal domain of application for such approaches, con-
sidering the polyanionic nature of the sugar-phosphate backbone and the
strongly polar and polarizable nature of the bases. Several issues can be
mentioned: the structure, organization, and dynamics of the water networks
in the groove, the dynamics of binding of metal cations to the backbone,
the groove, and/or the water networks; the amplitude of stacking energies
of successive base-pairs, from which the sequence-dependent conformation
of NA’s depend; and the conformational properties of the phosphodiester
backbone needing to handle properly polarization and anomeric effects.
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Chapter 2
Proton Transfer in Aqueous Solution:
Exploring the Boundaries of Adaptive
QM/MM

T. Jiang, J.M. Boereboom, C. Michel, P. Fleurat-Lessard
and R.E. Bulo

Abstract In this chapter, we review the current state-of-the-art in quantum
mechanical/molecular mechanical (QM/MM) simulations of reactions in aqueous
solutions, and we discuss how proton transfer poses new challenges for its successful
application. In the QM/MM description of an aqueous reaction, solvent molecules in
the QM region are diffusive and need to be either constrained within the region, or
their description (QM versus MM) needs to be updated as they diffuse away. The
latter approach is known as adaptive QM/MM. We review several constrained and
adaptive QM/MM methods, and classify them in a consistent manner. Most of the
adaptive methods employ a transition region, where every solvent molecule can
continuously change character (from QM to MM, and vice versa), temporarily
becoming partially QM and partially MM. Where a conventional QM/MM scheme
partitions a system into a set of QM and a set of MM atoms, an adaptive method
employs multiple QM/MM partitions, to describe the fractional QM character. We
distinguish two classes of adaptive methods: Discontinuous and continuous. The
former methods use at most two QM/MM partitions, and cannot completely avoid
discontinuities in the energy and the forces. The more recent continuous adaptive
methods employ a larger number of QM/MM partitions for a given configuration.
Comparing the performance of the methods for the description of solution chemistry,
we find that in certain cases the low-cost constrained methods are sufficiently
accurate. For more demanding purposes, the continuous adaptive schemes provide a
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good balance between dynamical and structural accuracy. Finally, we challenge the
adaptive approach by applying it to the difficult topic of proton transfer and diffu-
sion. We present new results, using a well-behaved continuous adaptive method
(DAS) to describe an alkaline aqueous solution of methanol. Comparison with fully
QM and fully MM simulations shows that the main discrepancies are rooted in the
presence of a QM/MM boundary, and not in the adaptive scheme. An anomalous
confinement of the hydroxide ion to the QM part of the system stems from the
mismatch between QM and MM potentials, which affects the free diffusion of the
ion. We also observe an increased water density inside the QM region, which
originates from the different chemical potentials of the QM and MM water mole-
cules. The high density results in locally enhanced proton transfer rates.

2.1 Introduction

Proton transfer is one of the unifying elements that (almost) all aqueous chemical
reactions have in common. The computational study of aqueous reactions, already
difficult due to the long distance effects in this highly structured solvent, [1, 2] is
further complicated by this challenging phenomenon. Acid-base reactions involve
proton transfer to or from a reactant compound, often across an extended chain of
water molecules (Grotthuss mechanism) [3]. This means that in these processes
many bonds break and form nearly simultaneously, causing the reaction to be less
local than reactions in organic media [4]. Recent simulations on the solvated
hydroxide ion have further shown that the proton transfer motion is strongly
dependent on water wires linking the OH  to the rest of the solution [5]. Global
effects, like changes in the electric field or compression of the wires, can be the
cause of proton transfer events [6]. If the wires compress, the proton can even hop
several water molecules along, in a nearly concerted process.

Aqueous reactions such as those described above involve constant breaking and
forming of bonds, and can therefore best be described using electronic structure
methods, preferably including nuclear quantum effects [7, 8]. However, this approach
is costly, due to the long time scales on which the reactions occur. A multi-scale
quantum mechanical (QM)/molecular mechanical (MM) approach assumes a local-
ized reactive region, and thereby makes a QM description of areaction feasible. In most
cases bond breaking or forming can indeed be described as local (with the possible
exception of the proton transfer events discussed above), but even for local reactions a
multi-scale description is not straightforward. In standard QM/MM approaches
[9-15], the nature (QM or MM) of each particle is defined initially and remains fixed
during the whole simulation. This can lead to problems in dealing with solvent mol-
ecules in solution chemistry, which are diffusive by nature. Let us consider a QM/MM
molecular dynamics (MD) simulation of a solvated system. The initial QM particles
comprise a solute (such as a sodium or a hydroxide ion) and its first solvation shell.
However, after a few tens of picoseconds, the solvent molecules of the solvation shell
are exchanged with bulk solvent molecules, leading to an incongruous simulation in
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which the first solvation shell contains MM solvent molecules, while QM solvent
molecule have diffused into the MM bulk. To overcome this diffusivity problem two
classes of methods have emerged. The most direct approach constrains the QM mol-
ecules to remain within a certain region (henceforth denoted by ‘active region”), while
the MM molecules are constrained to their respective part of space (‘environment
region’). A more involved approach allows the nature of the solvent molecules to
change from QM to MM and vice versa as they move in and out of the active region.
This approach is called adaptive QM/MM [16-18]. Among the adaptive methods,
some lead to discontinuities in the forces exerted on the atoms, while more complex
ones manage to keep a continuous description. This book chapter aims at giving a
comprehensive overview of the main constrained and adaptive methods currently
available.

The adaptive QM/MM methods have already provided insights into several pro-
cesses in water [19-21]. Local proton transfer events have been studied with con-
ventional QM/MM [22], as well as with adaptive QM/MM [23]. However, none of the
previous applications considered more global proton transfer and diffusion into the
aqueous solution. A hydroxide ion in water can in principle exit the predefined QM
region that is usually centered around a reactive solute. In this book chapter we address
the issues involved with the description of such proton diffusion events. More spe-
cifically, we will consider the solvation of a methanol molecule in alkaline water, with
the aim to understand the values and limitations of adaptive QM/MM.

This chapter is organized as follows. In Sect. 2.2 the most dominant diffusive
QM/MM methods aimed at aqueous reactions are reviewed, first the constrained,
and then the adaptive methods. Their performances are compared, based on pub-
lished results, in Sect. 2.3. In Sect. 2.4, one of the methods is applied to describe
proton transfer in solution, and the performances of the method are discussed based
on structural and dynamical data. Finally, in Sect. 2.5, the general conclusions of
this work are briefly summarized.

2.2 Review of QM/MM Methods for the Simulation
of Chemistry in Solution

In this section the available QM/MM methods designed for solution chemistry are
reviewed, and the relevant terms are introduced. As we focus on describing a reactive
process in solution at the atomistic level, multi-scale methods resorting to
coarse-graining willnotbedescribed and werefertheinterestedreaders torecentreviews
[24-26]. Similarly, methods targeting gas phase reactions only are omitted [27, 28].
All the QM/MM methods dedicated to treat solution chemistry are based on the
definition of two zones: (i) an active region that is generally defined as a sphere
around the reactive center and (ii) an environment region that embeds the active
region. This is illustrated in Fig. 2.1. The active region generally includes the
reactive center (the orange disk in Fig. 2.1) and at least the first coordination sphere
and is described at the QM level. QM molecules will always be shown in
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Fig. 2.1 Partitioning of a simulation box into an active zone (with light blue background), an
environment zone (white background) and for some methods a transition zone (with blue
background). The active center is symbolized with an orange disk. QM molecules are shown in
Ball&Stick while MM water molecules are shown with lines

Ball&Stick in the Figures. The environment region includes the bulk solvent
molecules described at the MM level, and will be depicted with lines. Each solvent
molecule is either in the active zone, or in the transition region or in the environ-
ment zone. The QM/MM border does not cut through solvent bonds, even though
methods that allow it have been developed [29].

As mentioned in the introduction, there are two main classes of methods. The
first class constrains the QM molecules to remain inside the active region, while
simultaneously keeping the MM molecules in the environment region (outside the
active region). The solvent molecules cannot diffuse across the boundary between
the active region and the environment. The most prominent examples of this
approach will be discussed in Sect. 2.2.1. The second class of methods discussed
does allow the solvent molecules to diffuse across the QM/MM boundary, changing
the nature (QM vs. MM) of those molecules on the fly. This change can be
instantaneous [16, 30-32] (Sect. 2.2.2: Discontinuous adaptive QM/MM), or
smooth [33-35] (Sect. 2.2.3: Continuous adaptive QM/MM).

Including the continuity referred to above, there are three defining characteristics
of the adaptive QM/MM methods that reveal much about their performance:

1. Continuity of the energy and/or the forces;
2. Energy conservation;
3. Momentum conservation.

The methods are classified according to these definitions in Table 2.1. By definition
none of the discontinuous methods are energy conserving, but even among the con-
tinuous methods only some fall into this class. All categories have advantages as well as
disadvantages, and these will be addressed in the following subsections.
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Table 2.1 Classification of the various methods

Continuous Energy conserving Momentum conserving
Abrupt [30] X X v
ONIOM-XS [30] X X v
LOTF [31] X X v
Hot-spot [16] X X X
BF [32] X X X
PAP [33] v v v
SAP [33] v v v
DAS [34] v X v
SCMP [35] v X v

They are classified according to three features: Continuity of the energy and/or forces, energy
conservation, and momentum conservation

It is worth emphasizing that all constrained and adaptive QM/MM methods
described in this chapter are fundamentally QM/MM simulations and will thus
experience the same problems, all stemming from the fact that two different
potentials are applied to describe the same system. The bulk of the problem orig-
inates in the interaction between QM and MM particles, and as a result, artifacts are
found mainly at the QM/MM boundary. Several different schemes exist for the
description of the interaction between QM and MM particles in conventional
QM/MM [18, 36-38]: (i) mechanical embedding, (ii) electrostatic embedding,
(iii) polarizable embedding, and (iv) flexible embedding [39, 40]. The most
straightforward choice is mechanical embedding, in which one simply uses the MM
(pair)-potential to describe the interaction between the QM and the MM molecules.
Electrostatic embedding includes the partial charges of the MM atoms in the QM
Hamiltonian, thereby describing part of the interaction using the QM description
and allowing the MM environment to polarize the electrons in the QM region.
Polarizable embedding is a less used option that employs a polarizable force-field in
combination with electrostatic embedding, thereby allowing the QM region to in
turn polarize the MM region. The mutual polarization then needs to be solved in an
iterative manner. The last scheme, flexible embedding, is very recent, and allows
the total charges of the active and environment regions to adapt during the course of
the simulation, effectively allowing charge transfer between the two regions. In this
chapter we will not go into the advantages and disadvantages of these options, but
they have been recently reviewed and compared [18]. Suffice it to say that all of
them have certain advantages and disadvantages, and none of them are exempt from
structural and dynamical artifacts at the boundary. Nonetheless, all QM/MM
methods discussed in this chapter can be straight-forwardly combined with either
mechanical, electrostatic or polarizable embedding.

Another important decision in conventional QM/MM lies in the choice of the size
of the QM region (the further away the boundary is from the reactive site, the better).
The same holds for adaptive QM/MM simulations, and the possible options as to
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where to locate the QM/MM boundary (distance to the QM center, number of active
solvent molecules, or density based) will be discussed at the end of this section.

2.2.1 Constrained QM/MM

In this section we will discuss two constrained QM/MM methods: the Flexible
Inner Region Ensemble Separator (FIRES) method, [41] and the recent Boundary
based on Exchange Symmetry Theory (BEST) method [42].

Flexible Inner Region Ensemble Separator (FIRES)
The FIRES method is an elegant example of the constrained approach. It prevents
the solvent molecules from crossing the QM/MM boundary, but does not require
the volume of the QM region to be determined in advance. The constraining
potential is located on a sphere around the active region, and the radius of the
sphere is defined by the position of the QM solvent molecule farthest away from the
QM center. This is illustrated in Fig. 2.2. Since the radius of the sphere is not
constant throughout the simulation, the density of the QM region can adjust and
equilibrate to the underlying free energy surface. Such a simulation can be viewed
as having the active region placed in a balloon immersed in the environment.
FIRES calculations are as efficient as conventional QM/MM since the overhead of
the computation of the forces keeping the two sets of molecules apart is minimal.
While the imposed constraint alters the dynamics with respect to an uncon-
strained system, the authors argue that if the constraint is infinitely steep, average
values of a property X(r) (i.e. the distance between two reactants, the number of
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Fig. 2.2 FIRES method. The
constraining potential is
schematized as a red ring
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hydrogen bonds to a molecule, etc.) remain unaltered by the constraint. If we define
the partition function Z for a system consisting of a central reactant a and Nj
equivalent solvent molecules,

1
Z=15 / dr, / e~V W/kT gps, (2.1)

with V(r) the potential energy of the system. We can define the configurational
average of X(r),

dr, [ X(r)e”VO/ksT gpNs
(x) = Ldre Xe)e T 2)
[ dr, [ e VE)/ksT gpNs

In the following, we will prove that providing the constrained particles are
identical and V(r) and X(r) are invariant under exchange of two particles, con-
straining two sets of particles to different regions of space will not affect the value
of (X). If we define a central molecule (the reactant a), and then partition our system
into a set S, of n molecules and a set of S, of (m = N; — n) molecules, we can
rewrite the partition function as,

1
Z=7 | dra / dr" / dr’e™V 0/ kT (2.3)

We can select a subset of configurations contributing to the integral, where the
molecules in S, are the n solvent molecules closest to the reactant @ (which we
would like to assign QM character). They occupy a flexible region A(r) generally
defined as the region of space containing the n solvent molecules closest to a. Then,
the MM molecules in the set S,, occupy a further part of space (E(r)).

1 rA® 1 [E®
7 = / dry / dr’ dre”VW/kT (2.4)

The contributions to the integral Z that we discarded in Z' are simply those
where solvent molecules in S, and in S,, exchanged position. Since all solvent
molecules are identical, the discarded contributions to the integral Z are equivalent
to the ones in Z' (Eq. 2.4), and the two expressions differ only by a multiplicative
constant factor C: Z' = Z/C.

This separation is exact, and implementing the integral of Eq. (2.4) into Eq. (2.2)
has the factors C cancel in the numerator and denominator, yielding an unchanged
thermodynamic average (X), provided that the molecules in the active and envi-
ronment region do not interchange [41].

To ensure that QM and MM molecules do not exit their regions, an infinitely
steep constraint can be used. However, in practice, such a constraint would lead to
divergent molecular dynamics. Therefore, a soft constraint is used, typically a
simple half-harmonic potential that exerts a repulsive force on any MM molecules
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as they approach the active region A(r). As this constraint is not infinitely steep, it
might happen that a MM molecule sneaks into the active region A(r) and thus
becomes closer to the QM center than a QM molecule. As a result, the averages
computed with Eq. (2.4) are no longer exact. The authors have shown that an
aqueous system retains the correct structure in a test MM/MM simulation [41].
However, it has been shown that when two different potentials are used for the
active zone and the environment, even equilibrium properties can be wrong at the
boundary such as the radial distribution of oxygen atoms around the core QM water
oxygen [17, 42].

Boundary Based on Exchange Symmetry Theory (BEST)

The soft harmonic constraint used in the FIRES method changes the partition
function, resulting in slightly distorted equilibrium structures at the QM/MM
boundary. The BEST method aims to solve this problem [42]. In this section, we
illustrate the BEST method for the simplest example of only two particles i and
j (belonging to S, and S, respectively) that violate the requirement in Eq. (2.4): the
molecules in S, cannot be closer to reactant a than any of the molecules in §,. The
partition function Z’ in Eq. (2.4) can be rewritten as,

1 A(r) E(r) A(r) E(r)
Z=— / dr, / dr; / dr; / ar’ / den VT (05

Because FIRES uses a soft wall, additional configurations are explored, where
particles i and j have swapped positions. Because the soft wall prevents these
configurations from occurring too often, they have a relatively low probability. So
they appear with a fractional weight f(r;,r;) in the computed FIRES partition
function Z”:

1 A(r) E(r) A(r) E(r)
z' :—/dru/ drl-/ r,-/ dr), t/ dr’ e~V /T
n!m! P resi resi

1 E) Ar) A(r) E(r)
+n!m!/dra/ dri/ drjf(l'urj)/ dl‘fg‘vt/ dr? eV )kl
(2.6)

The partition function Z” thus differs from the exact one (Z) by something other
than a constant. This leads to inexact average values (Eq. 2.1). The authors of BEST
recognized that the partition function Z' in Eq. (2.5) can be recovered by additional
weighting of the first term of Eq. (2.6).

f(rivrj) +fl(ri7rj) =1 (27)
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) 1 A(r) E(r) ) A(r) E(r) T
Z :n!m!/dra/ dl','/ drjf (ri’rj)/ dr’rlext/ dr:'réste #

1 E(r) A(r) A(r) E(r)
+M/dl'a/ dl’i./ drjf(ri,rj)/ dr:lesr/ dr:f;sler(r)/kBT.
(2.8)

In BEST, this formulation was extended to include all possible exchanges of
solvent molecules between the QM and the MM sets. This approach does, however,
become very laborious, and the recommended implementation assigns weights
f(ri,x;) to only the most frequent exchange contributions and neglects the rest.

2.2.2 Discontinuous Adaptive QM/MM

The list of discontinuous adaptive QM/MM methods discussed here counts five
members: (1) Abrupt, [30] (2) ONIOM-XS, [30] (3) Hot Spot, [16] (4) Learn On
The Fly (LOTF), [31] and (5) Buffered Force (BF) [32]. In QM/MM simulations for
chemistry in solution, the molecular system is generally partitioned into a subset of
QM solvent molecules Sy and a subset of MM solvent molecules Sy, (see also
Sect. 2.2.1). In order to account for the diffusivity of the solvent molecules, the
QM/MM partition needs to be adjusted during the course of the simulation to
always describe the solvent molecules in the active region as QM. As pointed out in
the introduction to this section, none of the discontinuous methods are energy
conserving. In addition, Hot Spot and BF do not conserve momentum, thereby
breaking Newton’s third law, which states that the force a molecule exerts on its
neighbor is equal and opposite to the force the other molecule exerts in return. At
first glance this seems an odd setup, and to clarify this, we address the different
reasons why this option can be advantageous in the paragraphs below.

2.2.2.1 Abrupt

The simplest and most intuitive adaptive QM/MM simulation involves an abrupt
switch of description as a solvent molecule crosses a given cut-off radius. This
corresponds to a sudden change in the QM/MM partition, as the molecule is
reassigned to a different set (QM or MM). For each configuration, an energy V(@ (r)
is defined, which corresponds to the energy of the desired QM/MM partition with
label a. In this chapter, this approach will be denoted by Abrupt.

Due to the difference between the QM and the MM potential, an instantaneous
change of the partition is accompanied by a sudden change in the potential energy
y(@ (r), and in the forces on the atoms. As a result, the total energy of a simulation
is not conserved, which is demonstrated by an acceleration of the molecules at the
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QM/MM boundary [17, 30]. Strong thermostats are required to correct for this
acceleration. Although the energy is not conserved, at each configuration the forces
on all atoms are defined as the negative gradient of V(@ (r). As a result, the total
force on the system equals zero, and the momentum is conserved.

2.2.2.2 ONIOM-XS

This method aims to introduce a certain degree of continuity into the switch from
one QM/MM partition to the next (which accompanies the change in the QM
character of the molecules). ONIOM-XS is still classified as discontinuous, as some
degree of discontinuity remains. The sudden changes occurring in Abrupt are
diminished through introduction of a transition region between the active region
and the environment, where the solvent molecules can semi-continuously switch
between QM and MM character. As a consequence, the molecules in that region
have partial QM and partial MM character. We define a transition region variable
T as a set of two distances R, and R, (T = {Ry, R.}, with R; <R,), denoting the start
and the end of the transition region. The partial QM character of the solvent
molecules in the transition region is reflected in a quantity A(r;), which is a
switching function that depends on the position of the molecule i in the transition
region. In ONIOM-XS, the switching function /(r;) is a polynomial function that
equals 1 inside the QM zone (for r; <Ry), 0 inside the environment (for R, <r;) and
smoothly switch between these two values inside the transition zone:

N> n? 1s N 1
/1(1’,'.T)—6<X,'—2> —S(Xi—z) +8<X,—2>+2, (29)

with x; = (r; — Ry)/ (R, — Ry).
Another, more common choice for a continuous switching function in adaptive
methods is,

1 ifri<Rs,
\2
Arp: T) = § B0 R < <R, (2.10)
0 if R, <r;.

The switching function A(r; : T) is a function of the distance r; between the
center of the QM core and the position of (a representative atom in) the solvent
molecule i. The value of A(r; : T) decreases smoothly from 1 to O if the molecule
diffuses from the center of the QM core across the transition region (see Fig. 2.3).

As illustrated in Fig 2.4, at each time-step, two QM/MM partitions a and b are
computed. In partition a, only molecules in the active region are included in the set

Sgljf,, In partition b, the set Sg’ja,, also contains the molecules in the transition region.
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Fig. 2.3 Value of the switching function A(r) from Eq. (2.10) over the transition region

Fig. 2.4 Schematic illustration of ONIOM-XS method. (A) ONIOM-XS energy with (partially)
QM solvent molecules in Ball&Stick, while molecules with lines are MM. Size of the Ball&Stick
QM molecules in the transition zone illustrate their percentage of QM character; (a) Small

QM/MM npartition: S(Qa,a contains only solvent molecule in the active zone; (b) Large QM/MM

partition: SS,L contains solvent molecules in the active and transition regions

The energy is then defined as a weighted average of the two computed partition
energies,

VA = 6@ () V@ (r) + 6@ (r) VO (r). (2.11)

The functions ¢@(r) and ¢*)(r) are weights of the two computed partition
energies, and @ (r) +¢®(r) =1. If the M molecules in the transition

region define a set S, the value of ¢”)(r) is defined as the average over the QM
character (A(r; : T) values) of all M molecules in Sy,

o (r) = MZ Ay T). (2.12)

When only one molecule is in the transition region, the change from QM to MM
(and vice versa) is continuous. However, when the transition region contains more
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than one molecule, the method still involves small jumps when solvent molecules
exit or enter the transition region. At that point, one of the partitions (a or b) is
replaced, and the set of M solvent molecules in Eq. (2.12) changes. As a result of
the discontinuity this method does not conserve energy, but because the forces on
all atoms are the negative gradient of the energy defined in Eq. (2.11), the total
momentum is conserved.

2.2.2.3 Hot Spot

The Hot Spot method, like ONIOM-XS, is based on the introduction of a transition
region between the active region and the environment region. The “Hot Spot”
corresponds to the combined active and transition region. Again, like ONIOM-XS,
Hot Spot considers two partitions for each conformation, as illustrated in Fig. 2.5.
In partition 0, the whole system is MM, leading to the energy V%, In partition a,
the solvent molecules of the Hot Spot are QM. Originally, partition a contained

(a-QM/MM) (0)

Fig. 2.5 Illustration of Hot Spot method. (A) Forces applied to each molecule. Ball&Stick
molecules are assigned forces from the QM/MM calculations, while molecules with lines are
assigned MM forces. Sizes of the Ball&Stick QM molecules in the transition zone illustrate their
percentage of QM character. (a) QM or QM/MM simulation to get the force for the molecules in
the active and transition zones; (0) MM calculation to get the forces for the molecules in the
transition zone and in the environment
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only these molecules, [16] but recent applications used a QM/MM energy for this
partition: molecules in active region and the transition change are QM while the
environment is MM [43]. The molecules in the active region feel the forces com-
puted for partition a at the QM or QM/MM level. The molecules belonging to the
environment region feel the forces obtained from the MM calculation. And last,
the molecules in the transition region feel a weighted average of the two forces. The
force exerted on a molecule i in Hot Spot writes:

AV (r)
8r,~

ovO(r)

HS (LY — _ 3 (p. -
F°(r)=—A(r;: 7) o,

— (1 - i(r;: T)) (2.13)

In this approach, no unique energy can be defined that is consistent with the
force on all atoms, and Newton’s third law is violated. This happens because
the force that a molecule exerts on a neighboring molecule is no longer equal to the
negative force the second molecule exerts in return, since it comes from a different
calculation. This type of approach has a continuity similar to an ONIOM-XS type
simulation, at a reduced cost, since only one QM/MM calculation per conformation
is required. Like ONIOM-XS, the forces in this method are still discontinuous,
which results in an energy gain (or loss) during the simulation. As a consequence of
the violation of Newton’s third law, the total force acting on the system is not zero.
This results in an additional energy flux into the system, so that the simulations
require even stronger thermostats than Abrupt to maintain the desired temperature.

A very large part of the accelerations of the atoms in the Hot Spot simulations
comes from the lack of momentum conservation. A way to reduce this effect to the
level of ONIOM-XS, without requiring an additional QM/MM computation, is to fit
a simple force field to the Hot Spot forces for the entire system on the fly (for each
conformation). This results in a unique energy expression V7 (r), which has
approximately the Hot Spot forces as its gradient. Then, the forces used for the
molecular dynamics propagation of the system are taken as the negative gradient of
the fitted potential V77 (r).

A method such as this has been developed under the name Learn On The Fly
(LOTF) [31]. As VI (r) is fitted at each time step, it is a discontinuous method that
does not conserve the total energy. It behaves similarly to a Hot Spot simulation,
but with the added advantage that it conserves momentum. Indeed, the forces on all
atoms come from a unique potential V¥ (r) so that the total force is zero.

2.2.2.4 Buffered Force (BF)

BF, like Hot Spot, obtains the forces assigned to different atoms from different
calculations, as schematized in Fig. 2.6. As a consequence, no unique potential
energy is defined, and Newton’s third law is violated. The total momentum of the
simulations will therefore not be conserved and the method requires an efficient
thermostat to be used. There is, however, a major distinction between Hot Spot and
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Fig. 2.6 Schematic illustration of BF method. (A) Forces applied to each molecule. Ball&Stick
molecules are assigned forces from the QM/MM calculations, while molecules with lines are
assigned MM forces; (a) Nature of the solvent molecules in the QM/MM simulation; (b) Nature of
the solvent molecules in the MM calculation

BF, in that they are designed to solve different problems. One general problem with
QM/MM, whether conventional or designed for diffusive systems, is that particles
at the boundary interact with other particles of both QM and MM character, and
may prefer one over the other. This may result in either a density increase, or a
density depletion at the boundary, which would not be present in a fully QM
simulation. This artifact may be reduced somewhat in the above-mentioned
ONIOM-XS, Hot Spot, and LOTF, if the transition region is chosen sufficiently
large, but in the BF method this issue is tackled in a more thorough manner.
Like Hot Spot and LOTF, BF computes one QM/MM energy V®)(r) for a
partition b with a large set of QM molecules (S(")QM in ONIOM-XS) and a fully MM
energy V() (r) for the entire system. In a manner analogue to the Hot Spot method,
the QM/MM forces are then assigned to all molecules in a small predefined active

region (S(Q“]e,, in ONIOM-XS), while the MM forces are assigned to all the rest.

In BF, there are no molecules that have partial QM and partial MM character,
exactly as in the Abrupt approach. In that sense, there is no transition region, but we
can define a buffer region as S,y - S pu. The choice of transition region
thickness is carefully selected based on the error in the forces on the QM reactive
center, and amounts to values below 1 A, similar to the sizes used in other methods.
The considerable advantage over the Abrupt approach is that in BF the QM mole-
cules at the boundary feel forces from a calculation that describes all their neighbors
QM, while the MM molecules feel forces from a calculation that describes all their
neighbors MM. As a result, unwanted clustering or depletion is avoided.

During a molecular dynamics simulation most molecules exhibit Brownian
motion. Therefore, close to the boundary, a wandering molecule could switch
between QM and MM character very often. To avoid this effect, the authors of BF
introduced hysteresis in the QM <> MM change: Four boundaries are defined in
total. A molecule going out of the active region will be assigned MM forces beyond
the R radius whereas a molecule coming towards the active region will be
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(a) (b)

N

Fig. 2.7 Schematic hysteresis approach in the BF method. (a) Definition of the four boundaries;
(b) Four boundaries seen as two buffer regions. T is shown as a green ring, T°"" is shown in blue.
For the sake of clarity, they are only partially shown

assigned QM forces below the R” radius, with R™ < R%“. Similarly, R™ and R are
introduced as the outer boundaries of the buffer region. These four boundaries can
be grouped into two buffer regions defined by T = {R" R"} and
T = {R%" R }. This is schematized on Fig. 2.7.

2.2.3 Continuous Adaptive QM/MM

In the previous subsection, we presented several methods that aim to provide some
continuity in the QM/MM transition of solvent molecules (ONIOM-XS, Hot Spot,
LOTF). In this subsection, we discuss a set of more recent QM/MM methods that
ensure a completely continuous transition: (1) Permuted Adaptive Partitioning
(PAP), [33] (2) Sorted Adaptive Partitioning (SAP), [33] (3) Difference-based
Adaptive Solvation (DAS), [34] and (4) Size-Consistent Multi-Partitioning (SCMP)
[35]. Similar to the discontinuous methods from Sect. 2.2.2, a transition region is
again introduced, in which the solvent molecules are assigned fractional QM (and
MM) character based on their position. This is illustrated in Fig. 2.8a. As opposed to
the discontinuous schemes that require only two different QM/MM partitions to be
computed each time step, the continuous methods require calculation of a large set of
partitions of the solvent molecules. This can be rationalized as follows: to assign a
partial QM (and MM) character to a single molecule i, one should launch two
calculations: one in which i is QM and one in which it is MM. This is illustrated in
Fig. 2.8b, c for the second solvent molecule in the transition region. Then, an
adaptive potential energy expression can be defined that is a weighted average of the
energies for the two partitions (equivalent to Eq. (2.11) for ONIOM-XS). As all
molecules in the transition region can have different QM characters, an adaptive
potential energy expression that assigns the desired fractional QM characters to all
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Fig. 2.8 Schematic illustration of adaptive methods. (a) Continuous evolution of the nature of
solvent molecule from QM (shown as Ball&Stick) to MM (shown as lines). The percentage of QM

nature is schematized by the size of the Ball&Stick drawing.( b) and (¢) Two contributing
partitions that determine the QM/MM character of water 2: (b) Water 2 is QM, (c¢) Water 2 is MM
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these molecules needs to include contributions from many QM/MM partitions. All
of the methods define this adaptive potential energy V¢ (r) as,

Vel (v Zo )V (r). (2.14)

For a system with M solvent molecules in the transition region, the maximum
number of partitions that can meaningfully contribute to this partial character
corresponds to the 2¥ possible partitions of the M molecules into two sets. The
behavior of the weight functions ¢ (r) is such that when a solvent molecule m;
moves away from the QM center, the weight o, (r) of a partition n that describes
m; QM decreases, becoming zero as m; exits the transition region and enters the
environment region.

As mentioned, all continuous methods have the same basic definition for the
potential energy (Eq. 2.14). The most important difference between the continuous
methods lies in the form of the weight-functions o) (r), where the PAP method
assigns them in perhaps the most intuitive manner. However, the PAP method also
requires computation of a large number of computationally expensive QM/MM
partitions for each conformation, since it includes all 2™ possible partitions, with
M the number of solvent molecules in the transition region. SAP, DAS and SCMP
are considerably more economic alternatives that include only the most important
contributions, typically M + 1.

There is, however, a less defining choice in how to perform a continuous
adaptive molecular dynamics simulation. Molecular dynamics works on the pre-
mise that the forces (the negative gradient of the energy) are a good estimate for
AV (r)/Ar over a time-step Az. Only then can the correct kinetic energy for the
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next time step be predicted, and will the total energy be conserved. The forces are
only a good estimate for 4V (r)/Ar if the potential energy is continuous, which it
is in all continuous methods. In adaptive approaches, however, there are two ways
in which the forces on the atoms can be obtained from V% (r), and the choice
determines whether or not the simulation conserves energy.

(i) Energy conserving: The forces on the atoms are the negative gradients of the
energy in Eq. (2.14) according to,

) )
R == 3o P A v )

(i) non-Energy conserving: The forces on the atoms are again the negative gra-
dient of the energy in Eq. (2.14), but now the terms that describe the change of
a(”)(r) are neglected, resulting in the definition,

' v (r)
ad - _ ()27 "\
F¢“ (r) En oy o, (2.16)

The forces in Eq. (2.16) provide an inexact prediction for Avad (r), resulting in
simulations that do not conserve energy.

Of the methods discussed below, PAP and SAP historically used the weighted
energy from Eq. (2.15), and thus are energy conserving. DAS and SCMP are
generally used in a non-energy conserving approach, directly computing the forces
from Eq. (2.16).

As stated above, the four methods below differ mainly in the form of the weight
functions, and as long as the weight functions have continuous derivatives (PAP,
SAP, DAS), they can equally well be used in an energy conserving as in a
non-energy conserving manner. While the former has the advantage of being for-
mally more sound, it was demonstrated that it does not produce reasonable struc-
tures with either the DAS or the SAP weight functions [34]. As a result, the use of
the approach of Eq. (2.16) is recommended for all practical purposes, as was
recently confirmed by Lin et al. [18]. While the resulting simulations do not con-
serve energy, one can make use of the fact that the forces are completely contin-
uous, and integrate the forces a posteriori along the trajectory, to obtain a quantity
that is conserved. This so-called bookkeeping quantity can be used with Eq. (2.16)
and any of the available weight functions, to test simulation parameters such as the
size of the transition region or the selected time step [34, 44].

2.23.1 Permuted Adaptive Partitioning (PAP)

This method includes all possible partitions of the transition region solvent mole-
cules into two sets (QM and MM) contributing to the total energy in Eq. (2.14). If
the number of solvent molecules in the transition region equals M at a certain
time-step, then the maximum number of non-zero PAP partitions equals 2.
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To obtain the weight functions ¢ of these partitions, the switching function 4 is
required each time-step for all M transition region molecules according to Eq. (2.3).
Each partition n in Eq. (2.14) consists of a set of QM solvent molecules S<Q"12,1 and

a set of MM solvent molecules S,(.ZL, which together sum to the total number of

solvent molecules in the system. We can now define QM and MM fade-out
functions for each partition as,

ogum = [ #mi:1) . o) = T] 1 -4 7). (2.17)
sy, iest,

The fade-out functions earn their name because 0("]24(1') becomes zero when a
QM solvent molecule diffuses into the environment, while the fade-out function of
the set of MM molecules becomes zero when a MM molecule penetrates the QM
region. The partition weight functions ¢ (r) are defined as products of the
fade-out functions,

") (r) = O, (x) - 04y (). (2.18)

The sum of the weights in Eq. (2.18) over all contributing partitions equals one.

The number of contributing partitions is often very large (the method scales as
0(2M), see Fig. 2.9), but many of the weights are negligible, and in practice
computation time is saved by computing only the partitions that have a
non-negligible weight.

2.2.3.2 Sorted Adaptive Partitioning (SAP)

The SAP method drastically reduces the number of contributing partitions by
constructing the weight functions ¢ (r) in such a way that only M + 1 ‘ordered’
partitions contribute. The ‘ordered’ partitions are those in which all QM solvent
molecules are closer to the QM core than the MM molecules (Fig. 2.10). This
intrinsically means that each partition has a different number of QM solvent mol-
ecules. The main criterion for the weight functions ¢ (r) in Eq. (2.14) is that when
two solvent molecules are at similar distance from the QM core, then those parti-
tions that describe one particle QM and the other particle MM have weights that
smoothly approach zero. The expressions for the weight functions are fairly com-
plex, and have been extensively discussed elsewhere [33, 34].

2.2.3.3 Difference-Based Adaptive Solvation (DAS)

Similar to SAP, in the DAS method only the ‘ordered’ partitions contribute. The
weight functions used in DAS have a relatively simple form,
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Fig. 2.9 Illustration of the PAP method for a methanol molecule (in the bottom left corner in
yellow) solvated in water. QM molecules are shown in Ball&Stick while MM molecules are shown
with lines. (A) QM characters of solvent molecules in a PAP simulation: In the transition zone, the
size of a molecule indicates its proportion of QM character. On the right, all the computed partitions
are shown, ordered by the number of QM solvent molecule, ranging from 0 to 4 in this example

(A)

T

(0) (1) (2) (3) (4)

Fig. 2.10 SAP or DAS simulation (A) the percentage of QM nature is schematized by the size of
the Ball&Stick drawing. In SAP, these weights are used to compute the energy, while in DAS they
are used to compute the forces. On the right, the ‘ordered’ partitions are shown. As indicated in the
text, they all have a different number of QM molecules, ranging from O to 4 in this example
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" (r) = max({min(Aj(%l(r : T)) - max(/lg'lz,,(r : T)) , 0}) (2.19)
with A,(lgl)l,,(r :T) and A("Xl(r : T) defined as sets of switching functions A(r; : T),

AL (e T) = {i(ri ‘T)|i e sg}I},

(2.20)
A7) = {an Tl € s, .
The functions ¢ (r) in Eq. (2.19) are effectively differences of A(r; : T) func-
tions, contrary to PAP and SAP, which define ¢")(r) as products of A(r; : T). As a
result, the gradients of the weight functions in DAS are never greater than the
gradients of the A(r; : T) functions, and as a result, a DAS simulation conserves
the total energy better than PAP and SAP when a large time-step is applied. While
the gradients of the DAS weight functions are not large, they do suffer from small
discontinuities, due to the discrete maximum and minimum functions in Eq. (2.19).
Contrary to PAP and SAP, DAS is most often applied in combination with the
non-Energy conserving approach. In this approach, the expression for the forces
(Eq. (2.16)) does not contain the gradient of the weight functions ¢”(r), and the
above-mentioned discontinuities pose no problems. However, when the weights in
Eq. (2.19) are used in combination with the energy conserving approach of
Eqg. (2.15), this discontinuity has to be dealt with to achieve energy conservation in
the simulation. In that situation, continuous maximum and minimum functions can
be used,

1
max(A) = %ln(z k),
acA

) (2.21)
min(A) =1 — (%ln(Zek(l’“))).

acA

where A is a set of fractional numbers between O and 1, and k is a large constant,
typically k = 250. The function max(A) is a function that returns the maximum
element out of the set A, and min(A) is a function that returns the minimum. When
these continuous functions are applied in Eq. (2.19), the sum of the weights of the
contributing partitions slightly deviates from normalization but the error is less than
0.01.

2.2.3.4 Size-Consistent Multi-partitioning (SCMP)
The Size-Consistent Multi Partitioning (SCMP) method is a scheme where the

number of contributing partitions N is predefined by the user, and remains the same
at every time-step. The partitions themselves are defined such that each partition
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treats the same number (Ngy) of molecules quantum mechanically (QM), as
illustrated on Fig. 2.11. One can note here that SCMP includes only partitions that
are in the same column in Fig. 2.9, while in SAP and DAS the contributing
partitions are in the same row. Since each partition energy takes roughly the same
time to calculate, this scheme is able to run efficiently in parallel.

In order to obtain the weight functions of SCMP, again, at each time-step A switching
functions are required for all molecules. The SCMP method defines four different

transition regions labeled 72, T2M | TMM 'and TMM Each molecule has thus four A

values associated to it. The analogue of the PAP fade out functions in SCMP is

ogn(r) = T alri: T2, =] t- 21280, (222)
sy, Sy,

In addition, the SCMP method introduces fade-in functions according to,

I —1—HA T2, L) =1— [ 1- 2 T2). (2.23)

zeS ESAZ)W

Fig. 2.11 Example of an
SCMP simulation in which
N = 4 partitions are
considered with Noy = 2 QM
water molecules. (A) Forces
computed for the molecules.
The fraction of QM character
is schematized by the size of
the Ball&Stick drawing. On
the right, the ‘ordered’
partitions are shown
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Here, I %I(r) and / ,5,';12,, (r) are the fade-in functions of partition n for the QM and
MM molecules, respectively. Finally, the weight function of partition # is defined as,

) — _Oon(®) Ol (1) - I
S OG(r) - Ol (v) - I (1) - Iy (x)

, (2.24)

where the sum of all weight functions is normalized to 1.

At each time-step an updating algorithm is used that ensures that significant
partitions (partitions where QM solvent molecules are close to the center) are
contributing to the forces in Eq. (2.16). Although less intuitive, the fade-in func-
tions are used because they ensure that for the most-compact partition (the partition
where all the QM molecules are closer to the center than the MM molecules) either

I %(r) =0or 11(1;,24(1') = 0, leading to a zero weight for this partition. As a result,

when one replaces the least significant partition with the most-compact one, the
energy and the forces are continuous during the exchange. For the precise algorithm
of SCMP simulations, see Ref. [35].

Exploiting the fact that the calculations run efficiently in parallel, the SCMP
method allows one to consider a fairly large number of partitions (typically on the
order of 48 instead of around 10 for DAS or SAP), leading to a very smooth change
in QM character of molecules inside of the transition region.

2.2.4 Choosing the Boundary Position in Adaptive QM/MM

On top of the standard QM/MM issues, to define the shape and size of the active region
is also a challenge in both the constrained and adaptive approaches. Up to now, all
methods define a spherical active region with a center and a radius. Most works center
the active zone on a particular atom. This approach can straightforwardly be extended
to a spherical region around the center of mass of a set of atoms. In arecent contribution,
Lin et al. showed that in simulations of biomolecules, it can be desirable to use a fixed
point in space as the center of the QM region. In order to retain conservation of
momentum, they assigned a very heavy virtual atom as the QM center [45].

The size of the active region has been determined in three different ways:
Distance-based  (Distance-Adaptive ~ Multi-Scale: DAMS), number-based
(Number-Adaptive Multi-Scale: NAMS) [19, 46, 47], and density-based
(Density-Based Adaptive QM/MM: DBA) [48]. The size-selection methods can in
theory all be used in combination with any of the above adaptive QM/MM approaches.

Distance and Number-Based Adaptive Multi-Scale (DAMS and NAMS) DAMS
is the original and most often used approach, where the radius of the active sphere
remains fixed during the simulation. Csanyi and co-workers define the ideal fixed
radius as the distance where the description of the solvent molecules no longer
affects the forces on the central atom. The number of solvent molecules in the active
region is adjusted on the fly.
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Conversely, in NAMS the number of solvent molecules in the active zone is
constant. The QM/MM boundary is adjusted to the density of solvent molecules
inside the active region, and the radius of the active region is updated on the fly.

Density Based Adaptive QM/MM (DBA)

The DBA approach is an elegant and systematic way to adaptively choose the size
of the active region. It has been applied in combination with the Abrupt method. In
this approach, the QM/MM boundary is not an empirically selected distance from a
QM region, but is based on the overlap of electron densities between a subset of
molecules at the core of the active region, with the rest of the solvent molecules. To
have a fast method, the molecular electron density of a molecule is pragmatically
defined as the sum of the atomic densities. The electron density and the reduced
density gradient are used to determine if the interaction between two molecules can
be defined as covalent or not. In practice, this amounts to a maximum distance of
around 3.9 A between molecules. This is comparable to the commonly chosen
distance of 4 A in some distance-based schemes. An advantage of DBA over the
distance-based scheme is that orientation plays a role in determining the QM
character of the water molecule. As a result, the number of QM molecules can be
slightly smaller than in DAMS with a comparable cut-off distance, making DBA
computationally more favorable. The DBA approach has thus far been applied only
in geometry optimizations, but extension to molecular dynamics (even coupling to a
continuous adaptive method) would be relatively straightforward.

2.3 Method Comparison

While no general overview paper exists that compares all methods discussed above
on the same grounds, several contributions have appeared that compare subsets of
methods. In 2007, Heyden et al. compared the performance of Abrupt, Hot Spot,
ONIOM-XS, PAP, and SAP for a system of argon in argon with two different
classical (MM) potentials [33]. The observables compared were energy conserva-
tion, temperature conservation, and radial distribution functions. In 2013, the
authors of this chapter compared the performance of Abrupt, SAP, DAS, BF,
FIRES, and BF for a system of water in water with four permutations of two QM
and two MM potentials [17]. They compared the results obtained with the various
QM/MM simulations with a reference calculation, full QM. In 2015, Pezeshki et al.
reviewed ONIOM-XS, PAP, SAP, DAS, Hot-Spot and BF [18]. However, they did
not perform any new method comparison with respect to Ref. [33]. Below, we will
summarize the results of these studies, separated into a section about dynamical
performance (energy/temperature conservation, time correlation functions), a sec-
tion about structural results, and a section about timings. The comparison is sum-
marized in Table 2.2.
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Table 2.2 Performance of the various methods. They are classified following the previous section

E@ Momentum® Structure N@
FIRES [41] X v X
BEST [42] X v v 1
Abrupt [30] X v v 1
ONIOM-XS [30] X v v 2
LOTF [31] X v v 1
Hot-spot [16] X X v 1
BF [32] X X v 1
PAP [33] v v X = oM
SAP [33] v v X M+1
DAS [34] X v v M+1
SCMP [35] X v v User defined

The criteria of comparison are: (a) conservation of the total energy in a simulation in the
microcanonical (NVE) ensemble (b) conservation of the total momentum (c) quality of radial
distribution functions extracted from an MD simulation in the canonical ensemble (d) scaling in
terms of number of QM/MM partitions, M being the number of molecules in the transition region

2.3.1 Dynamical Performance

The comparative study by Heyden et al. [33] revealed that regarding the energy
conservation, the quality of the performance of the methods can be ordered
PAP = SAP > ONIOM-XS > Abrupt > Hot Spot (with a simulation time-step of
0.1 fs) as shown in Fig. 2.12. This is in agreement with expectation, since the
definition of the potential energy in PAP and SAP is designed to be continuous, so
that energy conservation is possible—provided a small enough time-step is applied.
While PAP and SAP are continuous and employ the energy conserving approach
(Eq. 2.15), the ONIOM-XS potential energy (Eq. 2.11) is discontinuous, thereby
sacrificing energy conservation. On the other hand, the energy in ONIOM-XS is
considerably more continuous than the energy in the Abrupt approach, and indeed
the latter performs worse in energy and temperature conservation. The Hot Spot
method, besides its discontinuity, breaks Newton’s third law, which further reduces
the performance in energy conservation.

The second comparative study [17] listed only temperature conservation, rank-
ing the tested methods as FIRES > DAS > Abrupt > BF. The ranking is again in
agreement with expectation. The FIRES method applies forces that are exact
derivatives of the potential energy, which only has minor discontinuities, and is
therefore the best at total energy (and thus temperature) conservation. The three
adaptive methods, DAS, Abrupt, and BF, are all combined with the ‘non-energy
conserving’ approach. Still, DAS conserves the energy better since it is a contin-
uous approach while Abrupt and BF have a completely discontinuous (sudden)
energy definition. BF (like Hot Spot) furthermore violates the Newton’s third law,
which is why the temperature conservation is even worse.
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Fig. 2.12 Total energy during an MD simulation in the microcanonical ensemble. The system
consists of 171 argon atoms in a cubic periodic box with a length of 20 A. One atom is chosen to
be the active center, and the radius of the active zone is 5 A. Trajectories are computed using the
hot spot (blue), ONIOM-XS (green), PAP (red, permuted AP), and SAP (black, sorted AP)
methods with a transition region 0.5 A thick. The ‘No buffer’ pink line corresponds to an Abrupt
simulation within the nomenclature of this chapter. Total energy data from the simulation using the
PAP method are directly underneath the data from the SAP simulation. Reproduced from Ref. [33]
with permission

Reference [17] also computed the residence time of the water molecules in the
first coordination shell of the central QM water. This dynamical quantity will clearly
be affected by any errors in the equations of motion, and this can be seen from the
ranking of the adaptive methods, which is the same as specified above for temper-
ature conservation (DAS > Abrupt > BF). Being a constrained (non-diffusive)
method, FIRES is not expected to properly reproduce a quantity that is determined
by diffusion. Surprisingly, FIRES performs exceptionally well when the first sol-
vation shell is buried deep enough in the active (QM) region, that is when the
transition zone starts beyond the second solvation shell.

To sum up, only few adaptive methods conserve the energy. However, there is a
very strong ranking in the quality of the dynamical performance: constrained > adap-
tive continuous > adaptive non-continuous.

2.3.2 Recovery of Structures

The results for structure recovery reveal a ranking that is almost opposite to the
ranking found for dynamical performance. In Ref. [33], the radial distribution of the
argon atoms with respect to the central argon atom were all very similar, and
presumably of good quality, especially when a thermostat was applied i