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Preface

Fracture, Fatigue, Failure, and Damage Evolution represents one of nine volumes of technical papers presented at the
SEM 2015 SEM Annual Conference & Exposition on Experimental and Applied Mechanics organized by the Society for
Experimental Mechanics and held in Costa Mesa, CA, June 8–11, 2015. The complete Proceedings also include volumes on:
Dynamic Behavior of Materials; Challenges in Mechanics of Time-Dependent Materials; Advancement of Optical Methods
in Experimental Mechanics; Experimental and Applied Mechanics; MEMS and Nanotechnology; Mechanics of Biological
Systems and Materials; Mechanics of Composite & Multifunctional Materials and Residual Stress, Thermomechanics &
Infrared Imaging, Hybrid Techniques and Inverse Problems.

Each collection presents early findings from experimental and computational investigations on an important area within
Experimental Mechanics, Fracture and Fatigue being one of these areas.

Fatigue and fracture are two of the most critical considerations in engineering design. Understanding and characterizing
fatigue and fracture has remained as one of the primary focus areas of experimental mechanics for several decades. Advances
in experimental techniques, such as digital image correlation, acoustic emissions, and electron microscopy, have allowed for
deeper study of phenomena related to fatigue and fracture. This volume contains the results of investigations of several
aspects of fatigue and fracture such as microstructural effects, the behavior of interfaces, the behavior of different and/or
complex materials such as composites, and environmental and loading effects. The collection of experimental mechanics
research included here represents another step toward solving the long-term challenges associated with fatigue and fracture.

Pennsylvania, PA Allison M. Beese
Ithaca, NY Alan T. Zehnder
Atlanta, GA Shuman Xia
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Chapter 1
Reflection-Mode Digital Gradient Sensing Technique
for Experimental Fracture Mechanics

Amith S. Jain and Hareesh V. Tippur

Abstract In this work, the reflection-mode Digital Gradient Sensing (r-DGS) method is extended for visualizing and
quantifying crack-tip deformations in solids under quasi-static and dynamic loading conditions. The r-DGS technique
employs digital image correlation principles to quantify two orthogonal surface slopes simultaneously in specularly reflective
solids by quantifying small deflections of light rays. For the first time, r-DGS has been implemented here to study both
mode-I and mixed-mode (I/II) problems and quantify fracture parameters. Under dynamic loading conditions, r-DGS is
implemented in conjunction with high-speed digital photography to map surface slopes in edge cracked plates subjected to
one-point impact. The measured surface slopes have been used to successfully evaluate stress intensity factor histories by
pairing measurements with the corresponding asymptotic crack tip field descriptions using overdeterministic least-squares
analyses.

Keywords Optical metrology • Surface slopes • Stress wave propagation • High-speed photography • Fracture
mechanics

1.1 Introduction

Measurement of stresses, strains, and deformations is at the heart of experimental mechanics studies. Over the years,
experimental mechanics community has developed numerous measurement techniques to study stress concentration
problems. In this spirit, a new technique called Digital Gradient Sensing (DGS) based on 2-D digital image correlation,
has been recently introduced for studying transparent [1, 2] and reflective [3] solids by quantifying small angular deflections
of light rays caused by defects or deformation of solids. In the former works, the method has been successfully demonstrated
by measuring two orthogonal stress gradients near stress concentrations in solids whereas the latter has been demonstrated via
full-field orthogonal surface slope fields in flexural problems. The purpose of the current work is to extend the reflection-mode
DGS (or, simply r-DGS) method to quasi-static and dynamic fracture mechanics. Visualization of time-resolved deformations
near mode-I and mixed-mode (mode I/II) cracks for quantifying fracture parameters are among the goals of this work.

1.2 Optical Setup and Working Principle

The schematic of the optical setup used for reflection-mode DGS (or, r-DGS) is shown in Fig. 1.1. It consists of a specularly
reflective planar object (cracked specimen), a beam splitter, a randomly speckled/textured planar target and a digital camera.
The speckle pattern on the target is prepared by decorating a planar surface with alternative black/white mists of paint.

The optical arrangement is such that the digital camera is used to record speckles on the target plane via the reflective
specimen and the beam splitter. In the undeformed or the reference state of the specimen, a generic point P on the target is
photographed through a point O on the specimen surface. When the specimen deforms, O moves to O0 on the target due to
an out-of-plane displacement w in the z-direction (the optical axis). This results in the camera photographing a neighboring
point Q on the target in the deformed state of the specimen. By correlating these two images corresponding to the reference
and deformed states, the local displacement components ıx and ıy in the x- and y-directions, respectively, can be evaluated

A.S. Jain • H.V. Tippur (�)
Department of Mechanical Engineering, Auburn University, Auburn, AL 36849, USA
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2 A.S. Jain and H.V. Tippur

Fig. 1.1 Schematic depicting the
experimental setup and working
principle of reflection-mode DGS
(r-DGS) method

in the whole field. Using this information, the surface slope components in, say, the x–z and y–z planes can be evaluated as
[3],

�xIy � tan�xIy D 2
@w

@xIy D ıxIy
�

(1.1)

where �x;y represent angular deflections of light rays. Here � denotes the distance between the specimen and target planes
and controls the sensitivity of the method.

1.3 Quasi-Static Mixed-Mode Experiments

Quasi-static 3-point bend experiments were performed on edge notched PMMA specimens using r-DGS.
A 130 � 60 � 8.9 mm3 specimen was used. An initial crack of length 12 mm cut at 45ı to the edge as shown in Fig. 1.2. The
specimen resting on two anvils (120 mm span) was loaded in a displacement control mode (cross-head speed D 0.005 mm/s).
One of the two 130 mm � 60 mm faces of the specimen was deposited with a thin aluminum film to make the surface
specularly reflective. A beam splitter was positioned between the specimen and the camera at an angle of 45ı to the optical
axis of the camera. A speckle target plate was placed at 45ı to the beam splitter. The normal distance between the specimen
surface and the speckle plane was .� D/ 65mm. A digital SLR camera fitted with 28–300 mm focal length macro lens was
placed in front of the specimen at a distance (L) of �1150 mm. A reference image was recorded with a camera resolution of
1504 � 1000 pixels in no-load/reference state. During the experiment, speckle images were recorded at different load levels.

Due to deformations in the crack-tip vicinity, the reflected light rays carry surface slope information relative to the
reference state. Using 2-D DIC, the angular deflection fields �x and �y were obtained by correlating images corresponding
to the deformed state with the one from the reference state. The images were divided into 15 � 15 pixel sub-images and
correlated with a 5 pixel overlap during image correlation.

Figure 1.3 shows the resulting surface slopes near the crack-tip at a select load level. The contours represent surface slopes
.@w=@x/ and .@w=@y/ where w is the displacement in the out-of-plane (in the z-) direction. These contours show qualitative
similarities with the reflection-mode coherent gradient sensing counterparts where the same field quantities are measured but
one component at a time.

The availability of two orthogonal fields offers flexibility to evaluate slopes in a rotated coordinate system aligned with
the crack orientation, denoted by the coordinates x0 and y0 in Fig. 1.2. Accordingly, in this research, the orthogonal angular
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Fig. 1.2 Specimen geometry for
crack tip deformation
measurement for
mixed-mode-I/II loading

Fig. 1.3 Contours representing
surface slopes in the mixed-mode
crack tip vicinity. Contour
increments D 15 � 10�5 rad
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deflections of light rays and hence the respective surface slopes in the local x0 and y0 directions were evaluated using
transformations, (
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where ˛ (D45ı in this case) is the crack orientation angle.
The asymptotic expansion for in-plane surface slopes for mixed-mode loading condition is obtained by superposing the

mode-I and mode-II fields [4],
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(1.3)

where (r, � ’) are polar coordinates centered at the crack-tip in the local coordinates x0 and y0 with � 0 D � C ˛, E the elastic
modulus, � the Poisson’s ratio, B the nominal specimen thickness, A1IB1 D p

2=� .KI IKII / with KI and KII being the
mode-I and mode-II stress intensity factors, respectively. Solutions based on N up to 3 were used to extract the stress intensity
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Fig. 1.4 Comparison of
mixed-mode stress intensity
factors from r-DGS and finite
element simulation
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factors. The results thus obtained are plotted in Fig. 1.4 for different load levels. A finite element analysis for the problem was
carried out using ABAQUS™ software package to complement mixed-mode stress intensity factors obtained experimentally
and details of the same are suppressed here for brevity. Figure 1.4 shows the variation of these computations overlaid on the
experimental results. A good match between the two is evident from the plot, suggesting the feasibility of r-DGS for studying
mixed-mode fracture problems.

1.4 Dynamic Mixed-Mode Experiments

The crack-tip deformation measurements under mixed-mode (I/II) conditions for an edge notched PMMA specimen
(130 � 60 � 8.9 mm3) during stress wave propagation were performed using a long-bar impactor used in conjunction with
high-speed photography and r-DGS method. The schematic of the experimental setup is as shown in Fig. 1.5. The loading
device consisted of an aluminum 7075-T6 long-bar (25.4 mm diameter and 2 m long) with a cylindrical impacting head,
a gas-gun and a high-speed digital camera. The long-bar was aligned co-axially with the barrel of the gas-gun housing
a 305 mm long, 25.4 mm diameter aluminum striker. The crack-tip deformations were photographed using a Cordin 550
high-speed digital camera equipped with 32 CCD sensors and two high-energy flash lamps to illuminate the target plate.
A beam splitter positioned between the lens and the specimen at 45ı angle was used to view the speckle pattern on the
target via the reflective face of the specimen. The cylindrical tip of the long-bar was registered against the notch-free edge
of the specimen. To achieve mixed-mode loading an eccentricity of 20 mm with respect to the crack line and the axis of the
long-bar (see, Fig. 1.6) was used. As in the quasi-static experiments, one of the faces of the specimen (130 mm � 60 mm)
was made specularly reflective by sputter coating it with aluminum. In these experiments, the distance between the target
plate and specimen was (�D) 102 mm (and the distance between the camera lens and the specimen was �715 mm).

A set of 32 reference images (one image from each CCD sensor of the high-speed camera) prior to loading was captured
by operating the camera at 150,000 frames per second. Next the camera was triggered as the striker contacted the long-bar.
A second set of 32 speckle images was captured at the same framing rate while the specimen was experiencing transient
loading. The deformed and reference image pairs recorded by the same sensor of the high-speed camera were paired and
correlated to obtain orthogonal displacements ıx and ıy on the target plane (see, Fig. 1.1). These were subsequently converted
into surface slopes .@w=@x/ and .@w=@y/ on the specimen plane. Figures 1.7 show r-DGS contours near a dynamically loaded
mixed-mode crack-tip for a time instant just before crack initiation. The contour plots of surfaces slopes in Fig. 1.8 represent
the ones for the post-initiation regime following crack kinking from its initial orientation.

The stress intensity factors in the pre-crack initiation phase was performed in the global coordinate system (x and y)
defined at the crack-tip aligned with the loading direction and the specimen edges (Fig. 1.2). The stress intensity factors for a
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Fig. 1.5 Schematic of the
experimental setup used in the
dynamic mode-I fracture study.
Inset is the photograph showing
the close-up view of the optical
arrangement in front of the
sample
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Fig. 1.6 Specimen loading
configuration and crack tip
coordinate system used in
dynamic fracture experiments.
Global and local coordinates for
mixed-mode (mode-I/II) crack
propagation. Specimen
size D 130 mm � 60 mm

20 mm

Load

x
a

x' y'

y(r,q )
.

stationary but dynamically loaded crack were evaluated using the mixed-mode asymptotic equations [4] given in (1.3). The
details of the analysis are suppressed here for brevity. In the post-crack initiation regime, the data analysis utilized crack tip
field equations for a steadily growing mixed-mode crack that takes into account the instantaneous crack speed.

The results from the analysis are shown in Fig. 1.9. Initially both mode-I and -II stress intensity factors are negative.
Though unintuitive, the former is caused when the notch (initially �300 �m wide) closes due to eccentric loading above
the crack line (relative to the initial notch direction) as shown in Fig. 1.6. With the passage of time, upon reflection of
compressive stress waves as tensile waves from the free edges (particularly from the cracked edge) of the sample, the crack
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Fig. 1.7 Experimental �x (left)
and (right) �y contours near the
crack-tip before crack initiation.
Contours are plotted every
20 � 10�5 rad

Fig. 1.8 Experimental �x (left)
and �y (right) contours near the
crack-tip in global x, y
coordinates. Contours
increments D 20 � 10�5 rad
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flanks open (and slide simultaneously) causing mode-I stress intensity factor to turn positive. Mode-II stress intensity factor
continue to be negative, consistent with the loading configuration used. Further, its magnitude increases monotonically until
crack initiation. After initiation, however, the magnitude of mode-II stress intensity factors decreases to zero as the crack
kinks and re-orients to propagate in an increasingly dominant mode-I condition.

1.5 Conclusions

In this work, the reflection-mode digital gradient sensing (r-DGS) method has been successfully extended to study static and
dynamic fracture mechanics problems. First, the method has been demonstrated here for mixed-mode (I/II) problems using
edge cracked PMMA samples. Three-point bend configurations with inclined edge cracks in otherwise symmetric loading
are used. The measurements based on an overdetermininistic least-squares analysis of optical data in conjunction with crack
tip field descriptions have produced reliable fracture parameter estimates.

Next, the r-DGS method has been extended to study mixed-mode dynamic fracture problems under impact loading
conditions. The orthogonal deformations near the tip of dynamically loaded stationary cracks as well as transiently
propagating cracks have been mapped by coupling r-DGS method with high-speed digital photography. The results presented
include kinked crack growth relative to the initial crack orientation. The evolution of both mode-I and mixed-mode (I/II)
stress intensity factor histories have been analyzed using measured data in conjunction with plane stress elasto-dynamic
steady-state crack tip field descriptions.
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Fig. 1.9 Dynamic mixed-mode
stress intensity factor histories
from regression analysis of
surface slope data (symbols)
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Chapter 2
Experimental and Computational Investigation of Out-of-Plane
Low Velocity Impact Behavior of CFRP Composite Plates

O.T. Topac, B. Tasdemir, B. Gozluklu, E. Gurses, and D. Coker

Abstract Strength of composite materials under transverse loading has remained a major weakness despite numerous
advancements in composite technologies. Most frequent and critical result of this characteristic is internal delamination
damage, which is undetectable and lead to major strength reduction in the structure. This condition is usually encountered
in low-velocity impact situations which frequently occur during the maintenance of aircraft. Past studies have successfully
developed experimental and analysis methods for accurately predicting impact force history and damage footprint based
on the comparison with post-impact results. However, there is almost no experimental work on the progression sequence
of damage during impact in the literature. This paper focuses on experimental and computational investigation of the
damage initiation and growth process during low-velocity impact of [07/904]s and [907/04]s cross-ply CFRP laminates. In the
experiments, through-the-thickness direction is tracked using ultra-high speed camera and DIC technique to record damage
progression and dynamic strain fields. In the numerical part of the study 3-D explicit, finite element analysis is conducted
to model matrix crack initiation and propagation. The finite element results are then compared with experiments in terms of
failure modes and sequence.

Keywords Delamination • Matrix cracking • Transverse impact • High-speed camera • Experimental validation

2.1 Introduction

Due to the advances in composite technologies, carbon-fiber reinforced polymer (CFRP) composite laminates are widely
used in a large variety of engineering applications. Specifically, in aerospace industry, composite material application has
increased up to 500 % in the past 20 years [1]. In spite of greater strength of composites, they are much weaker under
loading in through-the-thickness (transverse) direction. This results in a sudden and catastrophic brittle failure. This kind of
loading is encountered in impact situations, which frequently occur during ground operations and maintenance of aircraft.
Among impact conditions with different velocities, low-velocity impact (LVI) has a special importance since it creates
insidious delamination damage inside the laminate. It occurs frequently and usually without any visible damage from
the outside of structure. Hence, they can stay unrepaired for the remaining life of the aircraft. In aerospace industry, this
phenomenon is considered as one of the most critical weaknesses of composite materials. For damage tolerant design,
element level LVI tests are generally relied upon, which usually requires hundreds of specimens for different test and
specimen configurations. However, it is impossible to conduct impact tests for each condition. Due to the abundant
requirement of tests and uncertainty of the process, the designed damage tolerant structures are generally thicker and heavier
than required.
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In the literature, low-velocity impact response of composite laminates is investigated in terms of load and displacement
histories of the laminate and resulting damages. One of the pioneering low velocity impact experiments on laminated
composites was conducted by Cantwell et al. where the mass was dropped from a simple drop-weight tower and
resulting damage was successfully observed by non-destructive inspections [2]. In their experimental and numerical study,
Choi et al. investigated impact-induced damage mechanisms [3]. Beam-like 2D composite plates with several cross-ply
stacking sequences were impacted by 2D impactors to achieve a damage scheme uniform in width direction. Resulting
damages obtained for [0n/90m/0n] and [0n/90m/0n/90m/0n] laminates showed coupled matrix cracking and delamination, the
characteristic impact-induced damage. In a computational effort, a finite element analysis of a simple 2D [0/90/0] beam done
where matrix cracking and delamination damage interaction were simulated [4]. More recently, effects of dispersed stacking
sequence were investigated in a combined experimental and numerical study, in which element level impact experiments
were conducted on composite laminates according to ASTM D7136 standards. In numerical side, finite element analyses
were conducted with matrix, fiber and delamination damage considerations to completely simulate experiments [5, 6].
A good agreement was obtained for post-impact results of experiments and analyses in terms of resulting damage, force,
displacement and energy histories. However, to this date, almost no effort has been made to get a complete understanding
and computational analysis of matrix and delamination damage progression sequence under impact conditions.

This study aims to observe damage progression sequence in carbon-epoxy composite laminated plates and verify the
damage modeling of finite element analyses (FEA). Low velocity impact experiments are conducted on two types of [0/90]
cross-ply specimens. Resulting matrix cracking and delamination process is captured by a high speed camera (1M fps). In
computations, the experiment conditions are simulated in ABAQUS/Explicit and matrix damage evolution is investigated.
In those, intralaminar matrix cracking damage is modeled via continuum damage mechanics (CDM) based failure approach
proposed by Christensen [7] and compared with real-time results from high-speed camera.

2.2 Experimental Method

2.2.1 Experimental Setup

The experimental setup consists of an external structure for drop weight-tower, a base fixture to clamp the composite
specimen and a guiding rail to provide an aimed drop of the impactor. CAD drawing and photograph of the setup with
high speed camera and lighting are shown in Fig. 2.1. At the base fixture, both ends of the test specimen are fixed between
two thick aluminum plates. In order to prevent possible sliding, the specimen is drilled and bolted from its ends to the base
structure. Guiding rail is provided by a hollow aluminum tube with a rectangular cross-section vertically fixed above the
center of the specimen.

Impact specimens, are made of Cytec T300/895 CFRP material with individual ply thickness of 0.16 mm. The size of
the specimen is 85 mm � 15 mm which provides plane strain condition. Two different stacking sequences of [07/904]s and
[907/04]s are manufactured where the thickness of the specimens are equal to 3.5 mm. The impactor, seen in Fig. 2.2a, is
made of SAE 304 stainless steel material and designed to have variable mass of 0.365, 0.788 and 1.21 kg. It is designed with
semi-cylindrical cross section to create line load impact conditions in the width direction of the specimen. The progression
of damage during impact event is captured by Photron SA5 high speed camera, capable of capturing images at rates up to
one million frame per second (fps).

Fig. 2.1 Experimental set-up for line load impact testing; (a) CAD drawing and (b) photograph of setup with high speed camera and lighting
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Fig. 2.2 (a) Close-up side-view of the specimen with the impactor and grips, (b) micrograph images of two stacking sequences used in this paper:
[07/904]s and [907/04]s

2.2.2 Experimental Procedure

Firstly, side sections of composite specimens are polished by Minitech-233 polishing machine in order to achieve clear
visualization of their side section. Before conducting the tests, polished specimens were scanned with Huvitz HDS-5800
Digital Microscope from the edge section to reveal manufacturing flaws which were in the acceptable limits. Images are
captured with lens having zoom rate of 50�.

The experiments are conducted as drop-weight impact events. Two sets of specimens with different stacking sequences
are tested, each set having four individual composite beams. The high-speed camera is focused on at the edge section of
the composite with frame rates from 15,000 to 210,000 fps are used to provide adequate compromise between capture rate
of crack progression and picture resolution. Steel impactor of 0.365 kg is symmetrically placed inside the guiding rail and
dropped from 1 m height resulting in 3.58 J kinetic energy at the instant of impact.

A free fall of impactor is assumed and friction between impactor and guiding rail is neglected in analyses and evaluation
of tests. Image acquisition module of high-speed camera is triggered just before impact and the whole impact event is
successfully captured. After first impact, bounce-back of the impactor is prevented to avoid any further damage after the first
contact. An illustrative picture just before impact is given in Fig. 2.2a. After the experiments, resulting damage scheme is
optically examined with microscope.

2.3 Computational Method

In the computational part of this study, simplified experimental impact case is modeled as seen in Fig. 2.3 and simulated in
ABAQUS/Explicit finite element software. For the geometrical model, only the region of laminate between gripping tabs is
modeled which results in a 45 � 15 mm plate. Rest of the plate beyond the tabs is lumped in the clamped boundary conditions.
Material properties of T300/985 carbon/epoxy composite are obtained from manufacturer specification sheet and previous
studies [8, 9] which are provided in Table 2.1. The impactor is modeled as an analytical rigid body with lumped mass of
0.365 kg at its centroid. An initial vertical velocity of 4.3 m/s that corresponds to a free fall from 1 m is defined for the
impactor.

In computational analysis, only matrix cracking damage is considered and compared with experiments. The composite
laminate is meshed with solid C3D8R (Reduced integration, eight noded hexagonal) elements as in Fig. 2.3 where each layer
is modeled with one element in thickness direction, and in longer side of the beam, elements are biased to have a finer mesh
near the impacting region. The total number of elements is 580,800. Contact condition between impactor and composite
laminate is defined with general contact algorithm of ABAQUS. Normal behavior is defined as hard contact with penalty
algorithm and tangential Coulomb friction between impactor and composite is defined with a friction coefficient of � D 0:3

based on the study of [6, 10].
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Fig. 2.3 Finite element model and mesh of the impact analysis

Table 2.1 Cytec T300/985 ply properties

Density 1600 kg/m3

Elastic properties E1 D 106 GPa; E2 D E3 D 7:8 GPa; �12 D �13 D 0:30; �23 D 0:44; G12 D G13 D 10:5 GPa; G23 D 2:7 GPa
Strength properties S

C

22 D 50 MPaIS�

22 D 170 MPaI S12 D 170 MPaI S13 D S23 D 95 MPa

In computational analysis, only matrix cracking damage is considered and compared with experiments. Intraply damage
in composite materials is commonly studied by continuum damage mechanics (CDM), where several load interaction criteria
exist to predict initiation of crack under normal and shear loading of the plies. In this study, Christensen CDM criterion with
only matrix cracking consideration is applied using Autodesk Simulation Composite Analysis 2015 plugin. Christensen
failure criterion is chosen due to its high order transverse stress terms (	m

33, 	m
13, 	m

23) in crack prediction, which are dominant
in transverse impact situations. Christensen criterion considers tensile and compressive failure strengths of a ply in normal
orthotropic directions

�
SC
11; S

�
11; S

C
22; S

�
22

�
and absolute values of longitudinal and transverse shear strengths (S12, S23). It

assumes that matrix crack initiates when the interaction equation becomes equal to or greater than one: 
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2.4 Results

2.4.1 Experimental Results

2.4.1.1 Impact Testing of [07 / 904]s Unidirectional CFRP Laminates

Series of photographs are taken with high speed camera from the side of the specimen. While observable damage occurred
at the side section, no visible damage is produced on the contact region between impactor and the specimen. In the results,
0 �s represents the impact instant. In Fig. 2.4, series of high speed camera images taken at 15,000 fps, 66.7 �s interframe
time are presented. The photograph in Fig. 2.4a shows the impactor and specimen just before impact and Fig. 2.4b, taken
133 �s later, shows loading of the composite plate with no visible sign of damage. One frame later, shown in Fig. 2.4c
complete composite failure is observed. Resulting damage scheme closely resembles the results of Choi et al. on a similar
composite laminate [3]. Delaminations between the 0ı and 90ı plies are observed consisting of a delamination of the upper
interface under the impactor and a delamination of the lower interface away from the impact region. Matrix cracks appear
in the 90ı plies connecting the two delaminations. However, damage progression and its sequence are not captured at this
camera speed.

The micrograph images of the front and mirrored back faces of the laminate after the experiment are shown in Fig. 2.5a
and b, respectively. The delamination and the matrix cracking patterns are observed to be the same throughout the width of
the specimen.
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Fig. 2.4 High speed camera images of [07/904]s specimen taken at 15,000 fps. (a) Just before the impact and (b) after impact subjected to loading
with no damage, (c) after damage initiation

Fig. 2.5 Micrograph images of two faces of damaged specimen showing uniformity of damage

Fig. 2.6 High speed camera images of [07/904]s specimen taken at 210,000 fps showing progression of matrix cracking and delamination

Fig. 2.7 Micrograph of laminate after the impact experiment showing the final failure pattern and the location of the field of view of the high
speed camera

To look at the failure sequence at a higher time resolution, an impact test was conducted under the same conditions and
the results were captured with the high speed camera at 210,000 fps, 4.76 �s interframe time. In the first frame the composite
is loaded and initial delamination in the bottom 0/90 interface can be seen. 38 �s later a matrix crack starts from the lower
interface and is followed by a delamination at the upper interface growing towards the impact point. Five microseconds
5 �s later, a second matrix crack initiates at the right hand side from the bottom interface and propagates towards the upper
interface. In the last picture, 24 �s later, upper delamination grows from the matrix crack towards the impact point and joins
with the upper left delamination front. This illustrates the failure sequence of [07/904]s laminates under low velocity impact
(Fig. 2.6).

In order to observe the strain fields at the crack front during impact, DIC analysis is performed on the high speed camera
images captured at 20,000 fps. The post-impact micrograph is shown in Fig. 2.7 with the final failure pattern similar to
the previous cases. Because of the resolution, framing rate and shutter speed limitations, the field of view of the high speed
camera is limited to the area just under the impact site, highlighted with red frame in Fig. 2.7. The high speed camera pictures
and the Tresca strain fields using DIC method during the impact event are shown in Fig. 2.8a and b, respectively. At 100 �s,
initial delamination fronts are observed at upper interface from both sides and lower interface from only the left side. One
frame (50 �s) later, the delaminations at the upper interface propagate towards the center from both sides, however the lower
delamination is found to have arrested. In the final frame, the upper delaminations from both sides combine to form a single
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Fig. 2.8 Close-up of the middle
section of [07/904]s specimen
showing stress fields at lower and
upper delamination regions.
(a) High speed camera images,
(b) Tresca strain contours from
Digital Image Correlation (DIC)
analysis program ARAMIS

upper delamination. An interesting observation is that between 150 and 250 �s, the delaminations seem to arrest and even
show closure of delamination front. However, upon closer examination, the crack surfaces, which have coalesced at 150 �s,
are observed to close due to compressive waves from the impactor. At 300 �s, the tensile waves arrive and the delamination
opens up.

2.4.1.2 Impact Testing of Unidirectional OE [907 / 04]s CFRP Laminates

Second set of impact tests are conducted on [907 / 04]s unidirectional CFRP laminates. The images during the impact event
were captured at 20,000 fps for DIC analysis; however due to shutter speed limitations blurry images were obtained and
could not be processed for DIC. The images of the plate at 0, 200, 300 and 700 �s after impact are shown in Fig. 2.9. At
200 �s crack is initiated from the middle lower layer because of normal tensile stresses on matrix material caused by bending
of the beam. Two frames later, at 300 �s, four additional matrix cracks are observed next to other cracks with an average of
3.8 mm distance from each other. At 700 �s, all of the initial matrix cracks are propagated to delamination at lower interface.

2.4.2 Computational Results

Finite element analyses are conducted with Christensen failure criterion to correlate crack location and sequence with
experiments. Resulting matrix crack initiation and propagation schemes of [07/904] and [907/04]s configurations are presented
in Fig. 2.10a and b respectively.

In [07/904]s stacking sequence, represented in Fig. 2.10a, local matrix damage is predicted at the impact location, unlike
experimental results that produced no visible surface damage. However at the side section, a similar crack pattern is obtained.
Initially, a matrix crack is initiated at bottom close to the center and after 8 �s, it propagated towards the center diagonally
reaching to the upper interface. Afterwards, matrix cracking propagated just below and above interfaces resembling a
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Fig. 2.9 High speed camera images of [907/04]s specimen taken in 20,000 fps showing matrix cracking initiation and propagation to delamination

Fig. 2.10 Matrix crack initiation and progression scheme predicted by Christensen criterion for (a) [07/904]s and (b) [907/04]s stacking sequences

delamination pattern. While the crack angle of 45ı is very close to the experiment results, the distance between two matrix
cracks were about two times shorter than experimental results. In [907/04]s stacking sequence, represented in Fig. 2.10b,
several matrix cracks are initiated in a region of 2 mm at bottom layer progressing perpendicular towards the bottom 0/90
interface. Upon reaching interface at 157 �s, additional matrix cracks are obtained due to lack of delamination damage in
the computational model.
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2.5 Conclusions

Experimental and computational studies are conducted on [07/904]s and [907/04]s 2-D beam-like unidirectional CFRP
laminates to evaluate the failure progression of composites under out-of-plane impact loading. The line load impact tests
on a composite plate was carried out to observe the impact failure phenomena from the edge using a high-speed camera and
DIC system. Two different failure modes were captured depending on the stacking sequence. For [07/904]s lay-up, the damage
initiates as delamination in the bottom interface followed by matrix cracking towards the impact point causing delamination
in the upper layer. For [907/04]s lay-up, vertical matrix cracks initiate at the lower 90 layers in the line of impact, leading to
delamination of the lower interface. Finite element simulations using Christensen matrix failure model was able to capture
the general trend of matrix failure initiation and propagation observed in the experiments for both layups. A further study is
being carried out to implement Cohesive Zone Method to model subsequent delamination observed in the experiments.
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Chapter 3
Prediction of Incipient Nano-Scale Rupture for Thermosets
in Plane Stress

J.C. Moller, S.A. Barr, T.D. Breitzman, G.S. Kedziora, A.M. Ecker, R.J. Berry, and D. Nepal

Abstract There is limited experimental evidence that fracture nucleation in polymers includes a small number of covalent
bond scissions followed by rapid void growth by chemo-mechanical processes. Generalized criteria for predicting such
bond scission, then, would help anticipate fracture in polymer matrix composites. Strain states at incipient bond scission for
thermoset resins in plane stress are here predicted by atomistic simulation. Several cured epoxy systems were examined, each
having a different chain length. For biaxial extension and a portion of the shearing regime, scission occurs at a critical value
of the larger principal strain. This value increases with increasing chain length. The corresponding dilatation is largest for
biaxial extension and decreases to nearly zero for pure shear. Results are compared with strain invariants at fracture measured
from experiments in which polymer matrix composites having various ply stacking sequences were loaded to rupture.

Keywords Plane stress • Strain invariant • Atomistic • Thermoset

3.1 Introduction

Owing to steep gradients in displacement and non-linear material behavior, stress states in the vicinity of a crack tip can
be highly varied. It is also well-known that fracture depends upon whether the bulk of the test sample places the crack tip
zone in plane strain or plane stress. Unlike an equiaxed multigranular metal, a uniaxial tensile test of a polymer does not
necessarily provide results which can be reliably applied to anticipate material response in other loading states.

Published work has shown the results of atomistic simulations of polymer systems in one-directional tensile deformation
with simplified boundary conditions and deformation methods. More investigation is therefore necessary to develop
a generalized nano-scale characterization of mechanical properties including yield and rupture thresholds. Generalized
descriptions are important for informing larger-scale models and for anticipating fracture nucleation in the wide variety
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Fig. 3.1 An example of the
speculated yield surface for plane
stress. When both principal
strains are positive, biaxial
extension occurs. When the signs
of the principal strains differ,
various levels of shear occur. The
blue line represents yield due to
void growth. The green curve
represents yield due to shear

of stress and strain stares that can occur in the loaded composites. As a first important step, a method to strain atomistic in
plane stress was developed and used to explore the responses of selected thermoset resins.

One basis for generalizing yield and fracture in polymers is strain-invariant-fracture theory [1]. An example yield surface
which has been posed as appropriate for thermosets is shown in Fig. 3.1 where the functions plotted depend upon strain
tensor invariants. The invariants are given by

J1 D "1 C "2 C "3 (3.1)

J2 D "1"2 C "2"3 C "3"1 (3.2)

J3 D "1"2"3 (3.3)

where J1 is often treated as a measure of volumetric dilatation. Further, equivalent strain is given by

"equiv D
 
."1 � "2/2 C ."2 � "3/2 C ."3 � "1/2

2

!0:5
(3.4)

The first and second invariants can be related as follows.

J2 D 1

3

�
J 21 � "2equiv

�
(3.5)
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3.2 Methods

The responses of several cross-linked epoxy systems were investigated. Diglycidyl ether of bisphenol A (DGEBA) having
various chain lengths was the resin. Methylene diamine (MDA) was the cross-linker. Each system contained more than
30,000 atoms and had cross-link extents greater than 90 %. Dynamics was simulated in the Large-scale Atomic/Molecular
Massively Parallel Simulator (LAMMPS). The consistent valence force field (CVFF) with harmonic potentials and no cross
terms was used. A script was developed in which a succession of plane stress states was applied to the system. Stress levels
were set to maintain a target effective strain rate (1010 s�1 for the results presented here), prescribe ratio of in-plane strains,
and maintain a selected hydrostatic stress level.

3.3 Results

Over the course of numerous simulations, each system was deformed in a variety of ways ranging from biaxial tension to
biaxial compression. Yield was identified from plots of effective stress as a function of effective strain. Yield was defined
as the first instance of decline in stress which was not associated with fluctuations having a thermal origin. The locus of
points for yield for a short-chain-length system is shown in Fig. 3.2. For biaxial extension strain combinations, the trend
matches that shown in Fig. 3.1. For the shear and biaxial compression regimes, trends are not yet discernable. Also provided
in Fig. 3.2 are effective stress-effective strain plots for several principal strain combinations. In pure biaxial extension, the
system reaches yield and shows softening. In pure shear, the yield strength is less than biaxial extension. Post-yield, the
system is perfectly plastic and then strain hardening. In constrained compression ("1 < 0; "2 D 0), yield strength is 50 %
larger and there is only strain hardening after yield. In pure biaxial compression, yield strength and strain hardening rate are
still larger.

In what follows, the independent variable is shown as the ratio of the principal strains expressed as tan�1 ."2="1/. For
values up to 90ı, the sample is in biaxial tension. From 90ı to 180ı, the sample is in shear and, from 180ı to 225ı, the sample
is in biaxial compression.

The system stiffness in the elastic region was estimated by calculating the ratio of the effective stress to the effective
strain at the yield point. This apparent modulus is plotted as a function of principal strain ratio in Fig. 3.3. For all strain
combinations providing biaxial extension, it is essentially constant. In pure shear, it reaches a minimum. It is stiffest in
biaxial compression.

For linearly-elastic/plastic materials in plane stress, the value of .�1/ "3=J1 would equal � (i.e., Poisson’s ratio). If the
material were isotropic and linearly elastic, the result would be a constant value less than or equal to 0.5. The results (shown
in Fig. 3.4) are generally greater than this range. The difference from commonly-found range of values appears to be due to
large strains in direction orthogonal to the loading plane. Also, for a portion of the range in shear as well as the range for
biaxial compression, the values are significantly larger than for biaxial tension and for shear in which the principal strain
having the larger magnitude is positive. The sharply differing values in the vicinity of 135ı are due to uncertainty in strain
overwhelming the mean value.

For linearly-elastic/plastic materials in plane stress, the value of .	1 C 	2/ =J1 would equal E, the elastic modulus. The
results (shown in Fig. 3.5) indicate the system is significantly stiffer in biaxial compression than for biaxial tension. The
values found are greater than expected by a factor of 2–4.

The effective stress at yield was approximately constant in biaxial tension and in shear until the principal strain having the
larger magnitude was negative. At this point, the effective yield strength progressively rose and was largest for pure biaxial
compression (as shown in Fig. 3.6).

The dilatational strain at yield (i.e., ."1 C "2 C "3/Y D J1Y ) is a metric which has been used to anticipate yield in biaxial
tension. The results are shown in Fig. 3.7. Indeed, the value is essentially constant for biaxial tension and then monotonically
declines in the shear regime. The value found in biaxial tension is greater than values measured from experiments for similar
materials [1–4].

The equivalent strain at yield was no less than 0.10 and showed no strong trend over the range of principal strain ratio.
The results are shown in Fig. 3.8. The values are similar to those found experimentally.

The strain second invariant at yield was also scattered and showed values ranging from �0.0025 to �0.011 (as shown in
Fig. 3.9). Measured values have the same sign but are and order of magnitude less than the ones reported here [2–4].

The LAMMPS script for plane stress was enhanced to monitor the lengths of backbone molecular bonds at regular
intervals and stop when an incipient bond rupture is identified. For each bond type, bond length was compared with the
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Fig. 3.2 Strain combinations at yield point (main plot) along with plots of effective stress versus effective strain for pure biaxial extension (a),
pure shear (b), constrained compression (c), and pure biaxial compression (d)



3 Prediction of Incipient Nano-Scale Rupture for Thermosets in Plane Stress 21

Fig. 3.3 Apparent modulus as a
function of strain ratio

Fig. 3.4 Values of the linear
coefficient .�1/ "3=J1 inferred
from the elastic portion of the
stress-strain diagrams

Fig. 3.5 Values of the inferred
elastic modulus, .	1 C 	2/ =J1,
inferred from the elastic portion
of the stress-strain diagrams

length in which the associated energy equaled the energy to rupture the bond. When at least one bond was found to reach or
exceed its respective threshold value, the simulation was stopped and the system state archived.

Results have been obtained for some of the possible strain proportions. These are provided in Fig. 3.10. For strain states
within the zone delimited by lines 1 and 2, rupture appears to be governed by the magnitude of the positive strain with rupture
beginning whenever "2 is just greater than 1.0.

The volumetric dilatation at rupture has been considered by others to be an important metric for anticipating rupture in
general. The simulation results are provided in Fig. 3.11. For combinationsofstrainin which the magnitude of the compressive
strain is greater than that of the tensile strain, the nature of the atomic interaction appears to be distinctly different. While
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Fig. 3.6 The effective stress at
yield as a function of strain ratio

Fig. 3.7 The first strain invariant
at yield as a function of in-plane
principal strain ratio

Fig. 3.8 Equivalent strain at
yield as a function of in-plane
principal strain ratio



3 Prediction of Incipient Nano-Scale Rupture for Thermosets in Plane Stress 23

Fig. 3.9 Strain invariant J2 at
yield as a function of in-plane
principal strain ratio

Fig. 3.10 Plot of principal
strains at yield (circles) and
incipient rupture (x marks) in
plane stress for a short-chain
DGEBA/MDA system. The
dashed line marked 1 denotes
biaxial stress with stresses equal
in both principal directions. For
the dashed line marked 2, stresses
are equal in magnitude and
opposite in sign

Fig. 3.11 The first invariant of
the strain tensor (J1) as a function
of the proportion among principal
strains. The amount of dilation
decreases with increasing
hydrostatic pressure and
decreases in the transition from
biaxial extension to pure shear
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Fig. 3.12 Dilatation at the point
of first bond rupture as a function
of the principal strain ratio. The
result for different resin chain
lengths is shown

Fig. 3.13 Principal strain
combinations at the point of first
bond rupture. Results for
different resin chain lengths are
shown

large positive dilatations at rupture were found for many of the points plotted, dilatation is approximately zero or negative.
Run results thus far also indicate rapid molecular rearrangements in that the time step needs to be sharply reduced in order
to have realistic computation of atom locations.

The script was used to examine the effect of resin chain length (and therefore cross-link density). The number of repeat
groups in the resin chain is indicated by the value of n. Figure 3.12 shows that the amount of volumetric dilatation is smallest
for the short chain length but is essentially the same for n D 3 and n D 5. Figure 3.13 shows a similar trend in terms of the
principal strain envelope which defines incipient rupture. Figure 3.14 shows the effective stress at incipient bond rupture.
This value can be considered a metric of ultimate strength. The only consistent trend is that strength is generally larger in
pure shear (tan�1 ."1="2/ D 135ı) than it is in biaxial extension (tan�1 ."1="2/ D 45ı) and there is a continuous variation
among intermediate conditions. It also appears the system with the longest chain length is comparatively weak in biaxial
extension but is the strongest in pure shear.

3.4 Conclusions

A novel method to deform atomistic representations of molecular systems in plane stress has been developed and applied
to covalently-bonded polymer networks. Preliminary results agree with strain-invariant fracture theory in some aspects.
Further, strain invariant values at rupture are similar to those inferred from experiments. Once the responses in shear and
biaxial compression are completely characterized, results could be used to inform continuum models for thermoset behavior
in plane stress.
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Fig. 3.14 Effective stress at the
point of first bond rupture as a
function of principal strain ratio.
Results for different resin chain
lengths are shown
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Chapter 4
Effect of Degree of Cure on Damage Development in FRP

Takahiro Ozaki, Tatsuro Kosaka, and Kazuhiro Kusukawa

Abstract We have developed a fiber-optic sensing system for measurement of degree of cure (DOC) of FRP laminates.
By applying this system to monitoring of cure process of FRP laminates, molding time cam be optimized. However, it is
considered that some part of the composite has incomplete DOC due to non-uniformity of molding temperature when the
optimized molding process is conducted. Therefore, the effect of DOC on quality of FRP must be clear to manufacture high
quality FRP using the optimized molding process. In the present paper, GFRP cross-ply laminates were manufactured with
arbitrary DOC. Tensile tests to investigate the effect of DOC on the damage development behavior of the cross-ply laminates
were conducted. DOC of the specimen was monitored by the fiber-optic sensing system developed by our laboratory. Matrix
cracks were observed during the tensile tests. From the experimental results, it was found that the lower DOC specimen
showed the lower crack initiation stress and the slower development rate of transverse crack in 90ı layer. In addition, it
appeared that many splitting cracks were generated in 0ı layers when the DOC was less than 100 % due to the low toughness
of resin. From these results, it was found that DOC governs damage development behavior of FRP laminates strongly.

Keywords FRP laminates • Matrix cracks • Tensile test • Degree of cure • Optical fiber sensors

4.1 Introduction

Fiber reinforced plastics (FRP) are composited of reinforcements such as glass or carbon fibers and resin matrix. FRP have
been used in various fields in recent years because they have features of high toughness, light weight and corrosion proof. On
the other hand, manufacturing of FRP products take labor and a long time. Moreover, optimization of molding condition is
conducted by trial and error. Therefore, the manufacturing cost is very high. This problem is caused by difficulty of evaluation
of internal state of materials during molding process. Recently, an in situ measurement method using embeddable fiber optic
sensors has been proposed. This technology allows us to measure internal state of FRP during molding process and then to
control pressure and temperature automatically.

Matrix cracks occurred in FRP laminates under loading degrades their mechanical properties [1], the behavior of matrix
crack development indicate toughness of FRP laminates. In the present paper, the effect of DOC on the matrix crack
development of cross-ply GFRP laminates was investigated experimentally. In order to manufacture the specimen with DOC
less than 100 %, the heating process was interrupted. The DOC was measured by the Fresnel-based refractive-index optical
fiber sensors [2]. The damages were observed by a video camera during tensile tests. The effect of DOC on the damage
development were discussed from the experimental results.

4.2 Manufacturing of Specimens

In this study, we used GFRP prepreg (Mitsubishi Rayon GE352G135SB) of 120 �m in thickness for manufacturing cross-ply
laminates. Figure 4.1 illustrates stacked laminates and location of embedded sensors for hot-press molding. The 12 prepreg
sheets (140 � 140 mm) were laminated on an aluminum plate as the stacking sequence was [03/903]S. During the lamination
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Fig. 4.1 Location of optical
fibers and dimensions of the test
piece

process, the optical fiber sensor and a thermocouple were embedded between the first and second sheets in order to measure
degree of cure and temperature, respectively. The material was covered by another aluminum plate, breathers, and a vacuum
film to make vacuum pack for removing voids during molding process.

The Fresnel-based refractive-index fiber optic sensors were used for measurement of degree of cure of FRP during
molding. This sensor uses Fresnel’s reflection at the flat-end of a glass optical fiber caused by mismatch of refractive index
between resin and glass. Refractive index of resin can be calculated from the reflected optical power because the change in
refractive index of glass is very small during molding. Degree of cure can be obtained by eliminating temperature effect on
refractive index.

The experimental system for measurement of degree of cure of FRP laminates during hot-press molding process is
illustrated in Fig. 4.2. The molding pressure was 0.5 MPa for all laminates. The laminates were heated until 137�138 ıC for
58 min and then cooled instantly. After de-molding the laminates form the mold, the test pieces for tensile tests were cut out
of the laminates. The pieces where the optical fiber sensors and thermocouples were embedded were heated again at 140 ıC
for 2½ h in order to cure the laminates perfectly.

Figure 4.3 shows the relationship between degree of cure of the laminate and temperature during hot-press molding and
re-heating process. The red line shows degree of cure increased from 0 to 80 % until at 137 ıC and from 80 to 82 % during
cooling. Therefore, the final degree of cure of the specimen was 82 % and the maximum temperature was 137 ıC. The blue
line shows that it is confirmed that the degree of cure measured by the embedded optical fiber sensor reached 100 % during
re-heating process.

We prepared six specimens. The Table 4.1 shows the maximum molding temperature and degree of cure for each
specimen. The two specimens were cured perfectly at 140 ıC for 3 h. From the results, it was found that the values of
degree of cure were from 82 to 96 % although the maximum temperature was almost same. Therefore, it is very difficult to
control degree of cure by temperature control.

4.3 Tensile Test

4.3.1 Testing Method

The dimension of strip specimens used for tensile tests was shown in Fig. 4.4. The length was from 90 to 130 mm, the width
was 20 mm, the thickness was from 1.12 to 1.19 mm and the volume fraction of reinforcements was 66.7 %. The aluminum
tabs were glued to both surfaces of the specimen and a strain gauge was adhered to center of the specimen. Tensile tests
were conducted with a cross-head speed of 0.5 mm/min. by a tensile test machine (Shimadzu Autograph) until the specimens
were broken. Load and strain were recorded during the test. The center square area of 20 � 20 mm was recorded by a video
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Fig. 4.2 Experimental system for measurement of degree of cure of FRP laminates during hot-press molding process

Fig. 4.3 Relationship between
degree of cure and temperature
during hot-press molding
re-heating process (82 % DOC
Specimen)
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Table 4.1 Degree of cure and
maximum temperature for each
test specimens

Temperature [ıC] 137 137 138 138 140 (for 3 h) 140 (for 3 h)
Degree of cure [%] 82 86 93 96 100 100
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Fig. 4.4 Dimension of the
specimens

Table 4.2 Tensile strength and
Young’s modulus

Degree of cure [%] Tensile strength [MPa] Young’s modulus [GPa]

82 648 30.4
86 583 27.1
93 631 29.1
96 629 29.7
100 578 27.7
100 563 27.3

camera with a backlight in order to observe initiation and development of cracks. After the test, stress-strain curves were
obtained and both the tensile strength and initial Young’s modulus was calculated for each specimen. Moreover, number of
longitudinal and transverse cracks in 0ı and 90ı layers were counted from the video record.

4.3.2 Strength and Initial Young’s Modulus

Tensile strength and initial Young’s modulus of all specimens were listed in Table 4.2. From the results, it appeared that the
tensile strength of the 82 % specimen was the highest and that of the 100 % specimen was the lowest because elongation
of the lower DOC specimen was larger. This fact means that the strength of continuous fibers in 0ı layers governed the
strength of cross-ply laminates and most reinforcing fibers in 0ı layers did not break until the end of test. On the other
hand, the initial Young’s moduli of all specimens were almost the same as each other. Therefore, it was found that the initial
mechanical properties with no damage was not affected by the degree of cure when it is larger than 82 %.

4.3.3 Stress-Strain Curves and Feature of Damages

Stress and transverse crack density of 82 and 100 % DOC specimens are plotted against strain in Fig. 4.5. The maximum
measured strain was almost 0.01 because the strain gages were broken. From the figure, it was found that the stress-strain
curve of the 82 % DOC specimen showed a knee point at 0.003 strain clearly while the curve of the 100 % DOC specimen
was linear. The figure shows that the transverse crack initiated at the knee point for the 82 % specimen. Therefore, it was
found the nonlinearity of a stress-strain curve of the 82 % DOC specimen resulted from transverse cracks in 90ı layer
decreased stiffness of the cross-ply laminates.

Figure 4.6 shows photographs of the damaged 82 and 100 % DOC specimens just before break of the specimen. The
photograph 4.6a shows many splitting cracks and transverse cracks were generated for the 82 % specimen during tensile
tests. On the other hand, only transverse cracks were observed in the photograph 4.6b of the 100 % DOC specimen.

4.3.4 Development of Cracks

Relationships between transverse crack density of 90ı layer and stress are shown for all specimens in Fig. 4.7. As for the 82 %
DOC specimen, transverse cracks initiated at 92.5 MPa, grew with increase of applied stress and then saturated to 20.2/cm at
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Fig. 4.5 Stress-strain curves and
transverse crack density of 82 %
and 100 % DOC specimens
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Fig. 4.6 Photographs of
damaged specimens

647.5 MPa. The initiation stress of transverse cracks of the 86 %, 93 % and 96 % DOC specimens were 86.5 MPa, 136 MPa
and 136.9 MPa, respectively. The saturated transverse crack density of the 86 %, 93 % and 96 % DOC specimens were 15/cm
at 583 MPa, 16/cm at 593 MPa and 16/cm at 593 MPa, respectively. In case of 100 % DOC specimens, the initiation stress
were 220.4 or 263.3 MPa and the saturated density were 14/cm at 577.9 MPa or 12/cm at 570.6 MPa. From these results, it
appeared that the crack initiation stress was larger and the crack density was lower when DOC was higher.

Figure 4.8 shows relationships between splitting crack density of 0ı layer and stress. As for the 82 % DOC specimen,
splitting cracks initiated at 231 MPa, increased with increase of applied stress and then saturated to 10.3/cm at 648 MPa. The
initiation stress of splitting cracks of the 86 %, 93 % and 96 % DOC specimens were 216.2 MPa, 362.6 MPa and 273.7 MPa,
respectively. The saturated splitting crack density of the 86 %, 93 % and 96 % DOC specimens were 7.3/cm at 583 MPa,
5.5/cm at 635 MPa and 2.4/cm at 593 MPa, respectively. In case of 100 % DOC specimens, very few splitting cracks were
observed. It is known that the splitting occurs by transverse tensile stress in 0ı layer of cross-ply laminates due to orthotropic
stiffness of FRP laminates. Therefore, this results shows that the toughness of FRP is lower when the degree of cure is lower.
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Fig. 4.7 Relationship between
transverse crack density and
stress

0 100 200 300 400 500 600 700
0

5

10

15

20

25

Stress [MPa]

T
ra

ns
ve

rs
e 

cr
ac

k 
de

ns
it
y 

[/c
m

]

82%
86%
93%
96%
100%
100%

Fig. 4.8 Relationship between
splitting crack density and stress
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4.4 Summary

In this paper, FRP cross-ply laminates were manufactured with arbitrary degree of cure and tensile test were performed with
observation of matrix cracks. From these results, it appeared that the transverse crack initiation stress was larger and the
transverse crack density was lower when DOC was higher. Moreover, it appeared that many splitting cracks were generated
in 0ı layers when the DOC was less than 100 % due to the low toughness of resin. From these results, it was found that DOC
governs damage development behavior of FRP laminates strongly.
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Chapter 5
Stochastic Discrete Damage Simulations of Laminate Composites

Gunjin Yun and Li Zhao

Abstract In this paper, probabilistic failure response and damage patterns in polymer matrix composite laminates was
investigated by considering spatially varying strength properties. For this purpose, an efficient random field modeling
framework for multiple cross-correlated random fields is proposed whereby different a set of uncorrelated random variables
in the Karhunen-Loève (KL) expansion are generated by Latin hypercube sampling technique and transformed to sets of
correlated random variables. Discrete Damage Modeling (DDM) is performed by means of Regularized eXtended-Finite
Element Method (Rx-FEM). The strength properties represented by spatially varying cross-correlated random fields define
the matrix crack insertion patterns, whereas their propagation as well as the delamination growth is governed by cohesive
law models with constant fracture toughness properties. One composite laminate a quasi-isotropic carbon/epoxy (Hexply
IM7/8552) [45/90/�45/90]s was modeled by using probabilistic DDM. The effect of statistical parameters such as the
correlation length, variance and correlation coefficient between random fields of normal and shear strength within DDM
framework was examined for the first time. Significant effects of the statistical parameters on the failure behavior and
ultimate component strength was observed, manifesting importance of accurate definitions of the statistical properties for
predicting probabilistic failure behavior and damage tolerance of laminate composites.

Keywords Laminate composite • Random field • Karhunen-Loève (KL) expansion method • Discrete damage modeling •
Matrix cracking • Delamination

5.1 Introduction

Polymer matrix based composite (PMC) materials have been increasingly used in aircraft structures for their high specific
modulus and strength, high damping values, corrosion resistance, and better fatigue life aspect, etc. Since two constituents
(i.e. fiber and resin) are combined preserving their original properties, microscopically the PMC materials show geometric
heterogeneity, hence being one of the causes that create considerable scatter in mechanical properties. Variability in PMC
strength properties is also introduced by manufacturing process, and operating conditions. Therefore, use of statistically-
based material properties are recommended according to the military handbook 17 [1].

Probabilistic models of strength and stiffness properties of PMC materials based on experimental test data have been
studied in order to statistically characterize FRP composites [2], use them in probabilistic design [3], develop stochastic
finite element basis [4–6], predict statistical failure [6, 7], conduct strength analyses in various stochastic analysis studies [8–
10], evaluate reliability [11], etc. Sriramula et al. comprehensively overviewed quantification and modeling of uncertainties
in FRP composite materials [12]. Onkar et al. studied first-ply failure statistics of laminate composite plates with Tsai-Wu
and Hoffman criteria and the first-order perturbation technique under random linear elastic material properties and random
transverse loading [13]. Spatial variability of material properties was also considered an important factor that determines
the probability of failure according to research by Carbillet et al. [14]. Wu et al. evaluated statistical strength of composite
laminates considering two-dimensional random distributions of axial, transverse and shear strengths of the composite lamina
[15]. Using the random field theory (RFT) and the stochastic finite element (SFEM), Feng et al. modeled volume fraction
as a two-dimensional random field and the fiber angle as a single random variable in order to generate the variance of
effective modulus of laminate composite plates [16]. In their research, different correlation lengths were assumed in the
normal and tangential directions and random fields were discretized using the spatial average method [16, 17]. Nader et al.
conducted Monte Carlo simulation-based probabilistic finite element analyses of woven fabric E-glass/vinyl ester coupons
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considering spatial variations of elastic properties, strength parameters, and geometric properties [18, 19]. They studied
effects of the spatial correlation length, finite element size, probability distribution functions (PDF) models and failure
criteria on statistical variations of design properties of the standard-size composite samples. These prior researches certainly
have focused on statistical estimation of coupon/component level strengths and moduli. Statistical simulations for initiations
of matrix damage are critically important since initial flaws in PMC mostly start from matrix cracking and/or debonding
between fibers and matrix and the variability of matrix-dominant properties is larger than that of fiber-dominant properties.
To the best knowledge of authors, there has been few research on effects of the spatial variability of strength properties on
probabilistic strength and post-cracking behavior of PMC on the basis of discrete damage simulation methods. It is partly
because of limited availability of discrete damage simulations tools.

In this paper, a random field modeling framework will be developed for probabilistic mesh-independent discrete damage
analyses of PMC materials. Strengths properties will be treated as mutually correlated random fields. The Karhunen-Loève
(KL) expansion method will be employed for discretizing spatially varying random fields. For mesh-independent discrete
damage simulations, Regularized eXtended Finite Element Method (Rx-FEM) will be used whereby failure criteria are
employed. Success of this work will greatly help reproducing statistical and realistic initial crack insertion patterns and
assessing in-situ strength and post-cracking behavior. In the following Sect. 5.2, random field modeling approach tailored
to unidirectional orthotropic ply will be presented. Section 5.3 will present stochastic damage simulation results from the
proposed random field modeling approach combined with discrete damage modeling (DDM) and address effects of various
probabilistic model parameters. Finally Sect. 5.4 will summarize the results and draw conclusions.

5.2 Random Field Modeling for Fiber-Reinforced Polymer Matrix Laminate

5.2.1 Cross-Correlated Multivariate Random Field Modeling

In 2012, Yun proposed an efficient framework for modeling multiple cross-correlated random fields whereby a set of
uncorrelated random fields in KLE having independent auto-covariance functions are generated by Latin Hypercube
sampling and transformed to a sets of cross-correlated random variables [20]. Vorechovsky also proposed a practical
framework for generating cross correlated random fields [21]. However, the method requires all cross correlated fields over
the domain to share an identical auto-covariance function [21]. In 2013, Cho et al. proposed two different approaches (i.e.
muKL and mcKL) generalizing the KLE for modeling multi-correlated non-stationary stochastic process [22]. This paper
employs the method proposed in Ref. [20]. Let’s consider multiple n zero-mean and square-integrable random processes,

fRV1 .x; �/ ; RV2 .x; �/ ; : : : ; RVn .x; �/g : (5.1)

The exponential auto-covariance function of ith random process is expressed as

Ci .x1; x2/ D 	2i exp

�
�jx1 � x2j

lx
� jy1 � y2j

ly

�
(5.2)

where lx and ly are the correlation length parameters in x and y directions, respectively; and 	2
i is the variance. Then KL

expansion of each random field will be
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ikf

i
k .x/

˚
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: (5.3)

where 
i
k and f i

k(x) are kth eigenvalue and eigenfunction of the auto-covariance function of the RVi, respectively and f�i
k(� )g

are uncorrelated Gaussian normal random variables. With a definition �ijkm � E
h
�ik .�/ �

j
m .�/

i
, then cross-covariance

between RVi and RV j will be expressed as
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Then by orthogonality property of the set of eigenfunctions, the correlation coefficient (i.e. �ij
km) between ith and jth random

fields is defined as a projected cross-covariance onto the set of kth and mth mode eigenfunctions.

�
ij

km D 1q

ik


j
m

Z Z
Cij

�
RVi ; RVj

�
f i
k .x1/ f

j
m .x2/ dx1dx2 (5.5)

Since the eigenfunction of each random field is associated with an auto-covariance function and the cross-covariance Cij is
populated by the normal variables f�i

k(� )g and f�i
m(� )g, the cross-correlated n random fields in (5.1) can be realized by a

correlation matrix

Œ¡ D

2
664

1 �12 :: �1n

�21 1 :: �2n

: : : :

�n1 �n2 :: 1

3
775 : (5.6)

Our strategy to generate ensemble data of cross-correlated random fields is to combine the spectral decomposition of the
cross-covariance matrix defined in (5.6) with KL expansion [20]. To this end, uncorrelated normal random variables will be
generated by the Latin hypercube sampling technique and transformed to correlated random fields by the following method.
An eigenvalue problem for the symmetric and positive definite correlation matrix [¡] is written as

Œ¡ Œ‰  D Œ‰  Œƒ (5.7)

where [‰] and [ƒ] are the orthogonal eigenvector and the eigenvalue matrices of [¡]. By the orthogonality of the eigenvector
matrix [‰], the correlation matrix can be decomposed as

Œ¡ D Œ‰  Œƒ Œ‰ T D ŒA ŒAT and ŒA D Œ‰  Œƒ1=2: (5.8)

The transformation matrix [A] defined in (5.8) can operate on the uncorrelated random variables in order to transform them
to cross-correlated random variables. For example, let’s write a sample vector of n uncorrelated normal random fields for the
kth KL expansion mode as follows

f˜gk D 	
�1k �

2
k :: :: �

n
k


T
(5.9)

where n is the number of random fields and superscript T indicates the matrix transpose operation. This sample of
uncorrelated random fields will be sampled by the Latin hypercube sampling as mentioned previously. Then they are
transformed to samples of the cross-correlated random fields as

fŸgk D ŒA f˜gk (5.10)

Let’s consider three random processes RVi, RVj and RVk. The three random fields at a location x can be approximated by the
KL expansion method as follows
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where < � > is the mean value; and M is the truncation order of KLE series. Because random strength properties must be
positive and only Gaussian distribution is assumed in the KLE, the Gaussian distribution was transformed to the lognormal
distribution by taking exponential of the random strength samples.

RVk .x; �/ D eRVk.x;�/ (5.12)

In this way, realizations of cross-correlated strength properties having lognormal distributions can be generated. The cross-
correlated multivariate random strength properties generated at the nodal points of the random field mesh are interpolated
into Gauss integration points of the finite element mesh following a generalized mapping technique [23]. Since the random
field mesh does not match with the finite element mesh due to the different mesh criteria, the generalized mapping technique
is necessary.

5.2.2 Orthotropic Spatial Auto-Covariance Function of Random Ply Strength Fields

Variations of strength properties in the transverse direction of unidirectional ply show more fluctuations than in the
longitudinal fiber direction because strength properties are influenced by fiber clustering (i.e. geometric heterogeneity),
changes of local volume fraction, resin curing extent, etc. Therefore, it can be deduced that strength properties will have
shorter spatial correlation length in the transverse direction than in the fiber direction. In this paper, direction-sensitive
strength properties are considered by an orthotropic spatial auto-covariance function defined as

C .x1; x2/ D 	2exp

�
�jlcos.�f ��/j

b1
� jlsin.�f ��/j

b2

�
� D tan�1

�
y2�y1
x2�x1

�
for x2 � x1 � 0

� D tan�1
�
y2�y1
x2�x1

�
-� for x2 � x1 < 0 and y2 � y1 < 0

� D tan�1
�
y2�y1
x2�x1

�
C � for x2 � x1 < 0 and y2 � y1 � 0

(5.13)

where x1(x1, y1) and x2(x2, y2) are coordinate vectors for two different points; l D
q
.x1 � x2/2 C .y1 � y2/2; � f is the angle

of the fiber direction; b1 and b2 are the correlation lengths in fiber and transverse directions, respectively. For an example,
an open-hole coupon ([0/45/90/�45]s) with 152 (L) � 38(W) � 1.11(t) mm and diameter 6.35 mm was chosen. Correlation
length 15 mm was assumed in the fiber direction and 2 mm in the transverse direction.

5.3 Mesh-Independent Discrete Damage Modeling in Laminate Composites

The matrix cracking was simulated by the regularized mesh-independent cracking (MIC) framework [24–27] whereby the
simulation begins without any initial matrix crack and the matrix cracks are inserted based on LaRC03 failure criterion
[28]. The delamination between the plies was simulated by using a cohesive formulation at the ply interface. Fiber failure
criterion, such as Critical Failure Volume (CFV) [10] is used to stop the computation if fiber macro-failure is detected. The
stochastic simulation tool is integrated in a way that generated random realization data of ply level strength properties are
read at the beginning of the simulation process at each integration point. This data is then used in the failure criterion to insert
the cracking interface by using Rx-FEM. Damage propagation process is deterministic in this paper and requires additional
effort for extension to stochastic analysis.

5.4 Probabilistic Discrete Damage Analysis of Laminate Composites

Effects of statistics of spatially varying strength properties on damage characteristics are investigated by the proposed random
field modeling and mesh-independent DDM method. The example is damage simulation of [45/90/�45/0]s carbon/epoxy
laminate composite (Hexply IM7/8552) with ply thickness of 0.5 mm, length of 120 mm and width of 32 mm under uniaxial
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Table 5.1 Materials properties
for simulations of IM7/8552

Elastic properties Coefficients of thermal expansion Strength (MPa) Toughness (J/m2)

E11 (GPa) D 161 ’11 (ıC�1) D 0 Yt
a D 60 GIC D 200

E22, E33 (GPa) D 11.38 ’22, ’33 (ıC�1) D 3 � 10�5 Yc D 260 GIIC D 1000

G23 (GPa) D 3.98 T�T0 (ıC ) D �150 Sa D 90

G12, G13 (GPa) D 5.17 Xt D 3116

�23 D 0.436 Xc D 2068.3

�12, �13 D 0.32
aMedian of lognormal distribution

Fig. 5.1 Example realization of
Yt in �45 lamina, b1 D 100 mm
and b2 D 10 mm, c.o.v. of
Yt D 12.2 %
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Table 5.2 Statistical parameters for [45m/90m/�45m/0m]s m D 4 quasi-isotropic laminate composite

Correlation length Variance c.c between Yt and S

Case 1 d1 D 10 mm c.o.v of c.o.v of Yt D 2.2 % d1 D 100 mm 0.0 d1 D 100 mm

d2 D 1 mm Yt: 12.2 %; c.o.v. of S D 1.2 % d2 D 10 mm d2 D 10 mm
Case 2 d1 D 100 mm S: 6 %; c.o.v of Yt D 12.2 % c.c. between Yt and S: 0.45 c.o.v of

d2 D 10 mm c.c. between Yt and S: c.o.v. of S D 6 % 0.0 Yt: 12.2 %
Case 3 d1 D 1000 mm 0.0 c.o.v of Yt D 25 % 0.95 S: 6 %

d2 D 100 mm c.o.v. of S D 15 %

tension [25, 29]. The transverse strength (Yt) and in-plane shear strength (S) are considered as spatial random fields. Yt and
S values in Table 5.1 are assumed as median values of the lognormal distribution. Linear elasticity of each lamina is modeled
with transversely isotropic material properties as summarized in Table 5.1. Boundary conditions in [25] were followed for
simulations. Figure 5.1 depicts one realization of the transverse strength in �45 ply.

In order to investigate effects of statistical parameter changes on discrete damage patterns and failure behavior, three cases
for each parameter (i.e. correlation lengths (C.L.), variances (c.o.v.) and correlation coefficient (c.c.) between Yt and S) are
determined as summarized in Table 5.2. Therefore, a total of 108 simulations were conducted with 12 simulations per each
case.

5.4.1 Damage Patterns and Sequences

Regardless of variations of statistical parameters, general damage events and sequences appeared to match well with
experimental observations. A typical damage sequences is illustrated in Fig. 5.2. Generally, matrix cracking in 90ı lamina
starts first and it is followed by matrix cracking in lamina 45ı and �45ı almost at the same time. However, full development
of matrix cracks of 45ı lamina tends to be reached at earlier stage than �45ı lamina since 45ı lamina is used as top and
bottom layer. Matrix cracks of 45ı lamina fully developed before major delamination failure is progressed. Matrix cracks in
�45ı lamina continues even when delamination failure is under progression since it is interfaced with 0ı lamina. Although
matrix cracking in 90ı begins at very earlier stage, like �45ı lamina, it continues to develop even after major delamination
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Fig. 5.2 (a) Matrix cracking events and sequences for quasi-isotropic laminate; (b) Cracks distributions in 45ı, 90ı and �45ı lamina; (c)
Delamination events and sequences for the quasi-isotropic laminate composite and (d) Contours for delamination damage from stochastic damage
analysis with d1 D 100 mm, d2 D 10 mm, c.o.v. of Yt D 12.2 % and c.o.v. of S D 6 %

failure started. Delamination damage on the interface 45/90 occurred first at around 220 MPa and it gradually progresses
along the matrix cracks in 45ı lamina. The delaminated areas continued to grow until the major drop of axial stress. Growth
of delamination damage on the 45/90 stops when catastrophic delamination on �45/0 interface begins. Delamination on the
interface 90/�45 started at around 270 MPa along the free edge where 90ı matrix cracks are located and as the loading
increases, triangular-shape delaminated areas were formed along the free edge because of interactions with matrix cracks
in �45ı and 90ı lamina and observed to gradually grow until catastrophic delamination on the interface 45/0 started.
Delamination on the interface �45/0 started along the direction of matrix crack in �45ı lamina at around 400 MPa and was
followed by immediate and sudden catastrophic expansion. Eventually most of areas on the interface �45/0 were observed
to be delaminated at the final loading stage.

5.4.2 Effect of Spatial Correlation Length in Strength Properties

Two thousand samples by non-parametric bootstrapping technique were obtained based on the simulation results of each
case for its sufficient convergence to estimate realistic statistical parameters. Then the probability density functions (PDF)
for three cases are plotted (Fig. 5.3b) showing increased dispersions and means of the ultimate failure stress with increasing
correlation length. Axial stress versus displacement for Case 2 is plotted in Fig. 5.3a. It is also found that as the correlation
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Fig. 5.3 (a) Axial stress versus displacement of Case 2; (b) PDF of ultimate stress for different correlation lengths of Yt and S

length increases, matrix cracking in 45ı, 90ı and �45ı lamina started at later stages and matrix cracks tend to start at
multiple steps rather than starting simultaneously. These effects of the correlation length on the matrix crack patterns result
in increasing means and variances of the ultimate delamination failure stress as the correlation length increases. The best
prediction (436.03 MPa) by current simulation shows less than 3.6 % underestimation error referring to experiment result
(452 MPa [29]) whereas the probabilistic analysis with uncorrelated realization of elemental strength properties showed
9.5 % over prediction (495 MPa [25]) of the delamination failure stress.

5.4.3 Effect of Variance of Matrix Strength Properties

Similarly, effect of variance of matrix strength to failure behavior is studied. According to the results, the larger variances
of the matrix strength properties are, the smaller mean of the ultimate failure stress is. However, the mean of the ultimate
stress in Case 2 was slightly less than that of Case 3. It may be because of small difference of variances between Case 2
and 3 which are not well pronounced in the response variance. As expected, as the variances of the matrix strength increase,
the variance of the ultimate stress also increases. Comparing with experimental test result (452 MPa [29]), the mean of the
ultimate stress in Case 1 (432.16 MPa) showed 4.4 % underestimation error.

5.4.4 Effect of Correlation Coefficients Between Cross-Correlated Strength Properties

Strength in tension and shear is likely to be correlated, thus the effect of correlation coefficients is investigated. PDFs of the
mean of major stress drop and mean of the ultimate stress determined from 2000 bootstrapped sample sets are generated based
on simulation results to approximate true probabilistic models. Figure 5.4 shows plots of axial stresses versus displacements
for three cases. The largest scattering of softening behavior was observed in Case 1 whereas the smallest scattering of
softening behavior was observed in Case 3. It is found that as the correlation coefficient increases, the mean of ultimate
strength also increases and the major drop of stress due to delamination failure increases.

Table 5.3 summarized statistical data analysis results from 2000 sets of bootstrapped samples. As the correlation
coefficient increases from 0.0 to 0.95, the mean of the ultimate stress also increases from 418.02 to 430.93 MPa. Instead,
the coefficient of variation (c.o.v.) of the ultimate stress decreased from 2.8272 to 1.9921. Comparing with experimental test
result [29], the mean of the ultimate stress in Case 3 (430.93 MPa) showed 4.6 % underestimation error. It is worth noting
that the correlated values of matrix strength components are physically more realistic than uncorrelated since most matrix
defects will locally deplete normal and shear strength at the same time.
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Fig. 5.4 Effects of the correlation between Yt and S on the failure behavior of [45/90/�45/0]s laminate composite (a) c.c.D0.0; (b) c.c.D0.45;
(c) c.c.D0.95

Table 5.3 Statistical effects of correlation between Yt and S on failure stress of [45/90/�45/0]s

Correlation coefficient between Yt and S Means of ultimate stress (MPa) c.o.v. of ultimate stress (%) Experimental test (MPa) [29]

Case 1 0.0 418.02 2.8272 452.00
Case 2 0.45 426.80 2.4879
Case 3 0.95 430.93 1.9921

5.5 Conclusions

In this paper, probabilistic failure response and damage pattern of PMC laminate composites has been investigated by
considering spatially varying and cross-correlated strength properties. For this purpose, an efficient random field modeling
framework for multiple cross-correlated random processes is proposed. Discrete damage modeling (DDM) based on
Regularized eXtended-Finite Element Method (Rx-FEM) is utilized for failure modeling. Mean and variance of the ultimate
stress increase as the correlation length increases. As the variance of the matrix strength properties increases, the mean
of the ultimate stress tends to decrease. As the correlation coefficient increases, the mean of the ultimate stress shows
increases and the variance of the ultimate stress shows decreases. Particularly, as the correlation coefficient increases, the
mean of stress drop by major delamination shows increases and its variance showed decreases. Significant effects of the
statistical parameters on the failure behavior and ultimate component strength was observed, manifesting importance of
accurate definitions of the statistical properties for predicting probabilistic failure behavior and damage tolerance of laminate
composites. The average strength values predicted by probabilistic analysis with spatially correlated strength values were
closer to respective experimental data than the predictions with uncorrelated strength values.
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Chapter 6
Development of a Specimen for In-Situ Diffraction Planar
Biaxial Experiments

G.M. Hommer and A.P. Stebner

Abstract In this paper, the design of cruciform shaped, planar biaxial loading specimens using finite element analysis,
mechanical testing, and digital image correlation is discussed. The specimens were designed to be capable of arbitrary
combinations of tension and compression loading. Digital image correlation results from uniaxial tension tests of first-
generation specimen infer key design attributes of second-generation specimen. Finite element results are compared with a
plane stress analytical formulation and differences between the two are attributed to stress concentration fields originating
at the intersection of specimen arms. These results motivate a parametric finite element geometry optimization of second-
generation specimen.

Keywords SEM • DIC • FEA • Planar biaxial • Compression

Nomenclature

E Young’s modulus
"11 Strain in the 11 direction
"22 Strain in the 22 direction

a Ratio of 11–22 direction applied surface tractions

ga Analytical formulation ratio of 11–22 direction gage stresses

gs FEA simulation ratio of 11–22 direction gage stresses
� Poisson’s ratio
	11 Stress in the 11 direction
	11a Applied surface traction in the 11 direction
	11ga Analytical formulation gage stress in the 11 direction
	11gs FEA simulation gage stress in the 11 direction
	22 Stress in the 22 direction
	22a Applied surface traction in the 22 direction
	22ga Analytical formulation gage stress in the 22 direction
	22gs FEA simulation gage stress in the 22 direction

6.1 Introduction

6.1.1 Motivation

Advanced alloys, such as lightweight metals and shape memory alloys, are becoming increasingly important to the
advancement of many industries. They often possess complex microstructures that result in anisotropic and asymmetric
behaviors, often due to twinning and phase transformation of low symmetry crystal structures. Because of this, their
three-dimensional mechanical properties and mechanisms of deformation cannot be fully understood through uniaxial
loading. To elucidate these behaviors, a custom planar biaxial load frame capable of in situ X-ray and neutron diffraction
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experimentation has been built. The instrument was also designed to study full plane stress yield and transformation loci.
However, many previous planar biaxial experiments have primarily focused on tension-tension loading of sheet metals. Thus,
the first challenge in executing these experiments was designing specimen geometries capable of planar biaxial compression-
compression, tension-compression, and tension-tension.

6.1.2 Background

Cruciform-shaped geometry is the widely accepted standard for planar biaxial specimens [1–11]. The specimen gage, where
material behavior is examined, is the center of geometry. A standard geometry capable of only tension-tension loading, due
to arm buckling before gage yield in compression, has been established by ISO 16842:2014 “Metallic materials—Sheet and
strip—Biaxial tensile testing method using cruciform specimen”. In this study the general cruciform-shaped geometry was
used and desired specimen behaviors were established. The attributes include: maximum stress in the gage, uniform elastic
stress distribution in the gage, uniform and axial load transfer to the gage, and 1 mm gage thickness for diffraction capability.

6.2 Methods

The first-generation (G1) specimens were machined from 6061 aluminum alloy plate with the rolling direction along one of
the loading axes. As a planar biaxial load frame was not available, uniaxial tensile tests to failure were conducted with a strain
rate of 10�2 s�1 at room temperature on G1. Digital image correlation (DIC) data was collected during the tensile tests and
used to infer design improvements for the second-generation (G2) specimen. Finite element analysis (FEA) using ABAQUS
software was conducted on G2 using isotropic elastic-plastic model. FEA material properties were taken from experimental
data for 2023-T3 aluminum alloy [12]. The FEA elastic behavior of G2 was compared with a plane-stress isotropic linearly
elastic analytical solution.

6.3 Results and Discussion

6.3.1 First-Generation Specimen

The pertinent attributes of G1, shown in Fig. 6.1a are continuous elliptical arm intersection curvatures to minimize stress
concentration, reduced gage thickness to maximize stress in gage and conform to 1 mm maximum gage thickness requirement
for diffraction experimentation, and square gage to simplify macroscopic stress calculation. Tensile test DIC data shows a
uniform elastic strain field in the gage in Fig. 6.1b. Development of principal stress planes in Fig. 6.1c show maximum
stresses occurred in the gage. There are reduced stress zones next to the gage along the axis of applied load as a result of
specimen geometry. Stress concentrations from elliptical-shaped arm width reduction, and load path disruption from 2 mm
radius transition to reduced gage thickness, are responsible for the reduced stress zones. There are also stress concentrations
present at the corner radii of the gage square. The DIC data was determined to have strain noise of ˙0.02 %. The result of
impedance on uniform and axial load transfer to the gage caused by aforementioned stress concentrations is shown Fig. 6.1d,
G1 planar biaxial specimen failure from an applied load ratio of �0.5 on a 45ı plane, which does not correspond to the
applied load ratio under uniform and axial load transfer.

6.3.2 Second-Generation Specimen

The G1 design issues addressed in G2, shown in Fig. 6.2, were square gage section and 2 mm radius transition into the
reduced gage thickness. Circular gage geometry was used to eliminate stress concentrations, and resulting load transfer
disruptions. A 70 mm convex radius that tangentially transitions into a 7.5 mm concave radius leading into the gage prevents
the reduced stress zone from occurring directly next to the gage, as in G1. Proportional tension-tension FEA results in Fig. 6.3
show reduced stress zone in G2 centered at minimum arm width, as expected from classical stress concentration and crack-tip
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Fig. 6.1 First-generation specimen machine drawing with pertinent feature dimensions (a), DIC images from tensile test showing uniform elastic
strain field in the gage (b) and development of principal strain planes indicating maximum stresses in the gage (c), and planar biaxial failure from
an applied load ratio of �0.5 (d)

Fig. 6.2 Second-generation
specimen machine drawing with
pertinent feature dimensions

stress field formulations [13–15]. The load has sufficient distance after passing minimum arm thickness to redistribute and
enter the gage uniformly.

FEA simulations were ran for 11 applied surface traction ratios:


a D 	11a

	22a
(6.1)

Resulting stress data from the center of the gage was taken to formulate the corresponding FEA gage stress ratios:


gs D 	11gs

	22gs
(6.2)

An analytical formulation for the gage stress ratio (6.7) as a function of the applied surface traction ratio was derived from
isotropic linearly elastic plane-stress [16]:

"11 D 	11

E
� �	22

E
(6.3)
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Fig. 6.3 FEA results for
proportional tension-tension
showing reduced stress zones at
minimum arm width and uniform
stress, units are Pa

S, Mises
(Avg: 75%)

+1.305e+08
+1.205e+08
+1.104e+08
+1.003e+08
+9.026e+07
+8.020e+07
+7.013e+07
+6.006e+07
+5.000e+07
+3.993e+07
+2.987e+07
+1.980e+07
+9.736e+06

Reduced stress
zones

"22 D 	22

E
� �	11

E
(6.4)

Plane-stress assumption is supported by FEA results, as in-plane stresses in the gage were four orders of magnitude greater
than out-of-plane stresses. Rearranging and adopting the current work’s nomenclature, (6.3) and (6.4) become:

	11ga D 	11a � �	22a (6.5)

	22ga D 	22a � �	11a (6.6)

Through substitution of 	11a D
a	22a the analytical formulation for the gage stress ratio becomes:


ga D 
a � �
1 � �
a (6.7)

The analytical and FEA gage stress ratios are plotted against the applied surface traction in Fig. 6.4. As the plane-stress
assumption was previously justified, differences between gage stresses can be attributed to the stress concentration fields
caused by the arm intersection radii. As 
a decreases, the points of maximum stress concentration move along the radii
towards the axis of larger applied surface traction, analogously rotating and translating the corresponding stress fields.
The stress concentration fields have minimum interference with the gage for proportional loading. As loading deviates
from proportional, the stress concentrations move towards the gage, increasing interference. This explains the gage stress
difference trend between analytical and FEA. This stress concentration field behavior is illustrated in Fig. 6.5, a simplified
cruciform geometry with uniform thickness to emphasize behavior of stress concentration fields, where the black lines are
approximately tangent to point of maximum stress and rotate toward the vertical axis with decreasing 
a. These results
motivate a parametric optimization of G2 wherein the objective is to minimize the gage stress difference between the FEA
results and analytical formulation. In doing so stress concentrations will be minimized since they are the source of load
transfer disruptions and resulting discrepancy between actual and analytical specimen behavior.
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Fig. 6.4 Gage stress ratio vs.
applied stress ratio for FEA and
plane stress analytical
formulation, results diverge as
stress concentration fields
interfere with specimen gage

S, Mises
(Avg: 75%)

+1.424e+08
+5.500e+07
+5.292e+07
+5.083e+07
+4.875e+07
+4.667e+07
+4.458e+07
+4.250e+07
+4.042e+07
+3.833e+07
+3.625e+07
+3.417e+07
+3.208e+07
+3.000e+07
+6.402e+06

a b c d

Fig. 6.5 Rotation and translation of stress concentration field with varying tension-tension applied surface tractions of 1.0 (a), 0.8 (b), 0.5 (c), and
0 (d), as applied surface traction ratio decreases, stress concentration field interference with the gage increases, the black lines are approximately
tangent to point of maximum stress and rotate toward the vertical axis with decreasing œa, the geometry is a simplified cruciform specimen with
uniform thickness, units are Pa

6.4 Conclusions

A cruciform-shaped planar biaxial specimen for in-situ diffraction experimentation capable of tension-tension, tension-
compression, and compression-compression loading was designed using DIC and FEA techniques. It was found that circular
gage with minimum rate of thickness reduction from full specimen thickness to gage thickness are specimen attributes that
produce desirable performance under the criteria of maximum stress in, and uniform and axial load transfer to, the gage. The
ratio of in-plane axial stresses in the specimen gage, 	11/	22 from FEA and plane-stress analytical solution was compared
to the applied surface traction. Stress concentration fields originating from arm intersection radii caused differences between
the two, as the plane-stress assumption was found to be consistent with FEA results. The trend in differences was explained
by movement of stress concentration fields relative to the gage with decreasing applied surface traction ratio. The results
motivate a parametric geometry optimization of G2 specimen.
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Chapter 7
V-Notched Rail Test for Shear-Dominated Deformation of Ti-6Al-4V

Sharlotte Kramer, John Laing, Thomas Bosiljevec, Jhana Gearhart, and Brad Boyce

Abstract Evermore sophisticated ductile plasticity and failure models demand experimental material characterization
of shear behavior; yet, the mechanics community lacks a widely accepted, standard test method for shear-dominated
deformation and failure of ductile metals. We investigated the use of the V-notched rail test, borrowed from the ASTM D7078
standard for shear testing of composites, for shear testing of Ti-6Al-4V titanium alloy sheet material, considering sheet
rolling direction and quasi-static and transient load rates. In this paper, we discuss practical aspects of testing, modifications
to the specimen geometry, and the experimental shear behavior of Ti-6Al-4V. Specimen installation, machine compliance,
specimen-grip slip during testing, and specimen V-notched geometry all influenced the measured specimen behavior such
that repeatable shear-dominated behavior was initially difficult to obtain. We will discuss the careful experimental procedure
and set of measurements necessary to extract meaningful shear information for Ti-6Al-4V. We also evaluate the merits and
deficiencies, including practicality of testing for engineering applications and quality of results, of the V-notched rail test for
characterization of ductile shear behavior.

Keywords Shear • Failure • Metals • Mechanical properties • Model calibration

7.1 Introduction

Several ductile plasticity and failure models such as the shear-modified Gurson model [1, 2] require shear testing for
calibration. The mechanics community has the ubiquitous uniaxial tensile test and compact tension fracture test for
experimental characterization of tensile deformation and failure, but lacks a widely accepted method for shear-dominated
behavior. Proposed experimental methods for this purpose include the Iosopescu geometry (ASTM D5379) [3, 4], the punch
geometry (ASTM D732), the Butterfly geometry [5], the Arcan shear [6], tension-torsion fracture [7], and the V-notched
rail shear (ASTM D7078) [8, 9]. These methods vary in complexity of setup, specimen design, measurements, boundary
conditions, and data interpretation, all leading to a difficult choice of method depending on the material of interest, cost and
time considerations, and the available experimental lab facilities.

The motivation for the shear testing in this paper was the second Sandia Fracture Challenge (SFC), which was a blind
round robin prediction of ductile tearing by the computational mechanics community. Sandia National Laboratories hosted
the first SFC in 2012, where computationalists were charged to predict ductile failure in a “crack-in-a-maze” geometry in 15-
5PH stainless steel, based on standard material characterization experimental data from uniaxial tension and compact tension
fracture tests [10]. The assessment of the first SFC showed that no computational team could properly predict all the features
of the failure; one area of improvement for the predictions noted by the challenge participants was providing shear-dominated
material characterization data. The second SFC, in 2014, was another “crack-in-a-maze” geometry, but in Ti-6Al-4V at two
loading rates, one quasi-static and one at a modest transient rate, and the material characterization experimental data was
from uniaxial tension tests and shear-dominated tests, as requested by the first SFC participants.

In this present paper, we discuss the use of the V-notched rail shear test to investigate the shear behavior of Ti-6Al-4V for
quasi-static and transient loading rates for the second SFC. The V-notched rail shear test was first developed for composite
materials, but we demonstrate that this method can be used for metals, provided careful procedures are followed. Local strain
and displacement measurements, fixture compliance tests, careful gripping procedures, characterization of specimen slip in
the grips, and specimen design are all factors for successful, repeatable tests, but interpretation of the data through the large
deformations and failure regimes requires computational modeling to extract meaningful material characterization data.
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Fig. 7.1 Wyoming Test Fixtures adjustable combined loading shear fixture, as installed in a 100-kN MTS two-post, servo-hydraulic, single-
actuator load frame, with a strain-gaged double V-notched specimen: (left) front view of the fixture with attached lateral LVDTs and reference
blocks; (right) rear view of the fixture with attached axial LVDT and reference block

7.2 Experimental Setup and Testing Procedure

7.2.1 Fixture and Measurements

The V-notched rail test requires special grips, as prescribed by ASTM D7078; we obtained the adjustable combined
loading shear (CLS) fixture from Wyoming Test Fixtures as shown in Fig. 7.1. The CLS fixture has approximately
50.8 mm � 50.8 mm of gripping area on each half of the fixture, adjusts to different specimen thicknesses, and provides a
25.4-mm central gap between the grip halves where the double V-notch feature of the specimens undergoes shear-dominated
deformation. The 17-4 PH stainless steel fixture has sixteen 5/8-18 UNC stainless bolts (two tall, two wide on each face) to
secure the specimens. To measure the local displacement of the two fixture halves relative to each other, we installed an axial
linear variable differential transformer (LVDT) (Measurement Specialties MHR open core LVDT, ˙12.7-mm range) across
the vertical gap of the fixture halves in line with the actuator, as shown in Fig. 7.1. To measure relative rotation of the fixture
about the z-axis (specimen thickness), we attached two lateral LVDTs (Macro Sensors BBP 315-100 LVDT, ˙0.254-mm
range) to the front face of the fixture, above and below the gripping bolts, perpendicular to the actuator. The fixture was
installed in a 100-kN MTS, two-post, servo-hydraulic, single actuator load frame with a 100-kN MTS load cell.

7.2.2 Preliminary Testing and Test Procedure Modifications

When this fixture is used for composite materials, strains measured by strain gages, applied to the center of the specimen,
and the load history are sufficient to characterize the shear stress-strain behavior. In the case of a ductile metal specimen,
the strains are often larger than the range of conventional strain gages, requiring a computionalist to model the test to
extract shear properties of the metal. Without local displacement/strain measurement on the surface of the specimens, the
computationalist having only have global fixture measurements would need to compensate for fixture compliance and any
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other specimen behavior. Therefore, we needed to perform compliance testing and measure fixture motion during the tests.
Prior to compliance testing, we performed preliminary tests to determine the load range and fixture behavior on a few
specimens to develop an appropriate testing approach.

Preliminary testing of specimens with the standard 90ı V-notches from the 3.124-mm thick Ti-6Al-4V plate material had
several issues that had to resolved to get reasonable data. The large loads required to fail the specimens led to significant
rotations about the z-axis of the fixture halves (through-thickness axis) as measured by the lateral LVDTs (on the order of
0.5 mm relative displacement), causing significant slip of the specimens in the grips and considerable galling of the specimen
gripping surfaces. The large torque on the gripping bolts required to secure the specimen, approximately 67.8 N-m (50 ft lb),
would sometimes cause the bottom half of the fixture to rotate with the actuator, bending the specimen about the actuator
axis (y-axis). Alignment of the fixture halves and the specimen during gripping was challenging to maintain. These issues
are presumably not present for composite materials, which would require much lower loads for failure and lower torque on
the bolts for specimen installation.

Modification of the specimen geometry and development of careful specimen installation procedures resolved these issues
with the setup. With the 25.4-mm V-notch width set by the 25.4-mm gap in the test fixture, we cut deeper V-notches at 60ı
into the specimens instead of the standard 90ı, as shown in Fig. 7.2, in order to reduce the area between the notches, thus
reducing the maximum load of the test. The lower maximum load in turn significantly reduced the fixture rotation about
the z-axis; all tests with these modified tests led to negligible relative displacements of the lateral LVDTs. The specimen
installation procedure utilized stacked rosette strain gages from Micro-Measurements (Model CA2-06-125WW-350), with
gage length 3.18 mm (0.125 in.) and 3 % strain measurement range, attached to the front and back of each specimen. The
strain gages were located in the center of the specimen and to the side of center closer to the left (bottom) fixture half.
The installation procedure required that the strain not rise more than 100-microstrain on any gage as the gripping bolts were
tightened, providing confidence that the specimen was not bent or twisted during installation. Also, the bolts on the left
(bottom) fixture half were gradually tightened, such that the eight bolts were all tightened in 13.6 N-m (10 ft lb), increments
up to 67.8 N-m (50 ft lb), as opposed to each bolt individually torqued to 67.8 N-m (50 ft lb). The specimen underwent
precycling of the actuator to loads of ˙4.448 kN (1000 lb) in order to assess how the strain gages and specimen are behaving
in the elastic regime. If the strain gages on the two faces of the specimen indicated unwanted bending in the specimen, then
the specimen was removed and then reinstalled. These changes to the experimental procedure and specimen allowed for
reasonable test data, but the specimens did continue to slip slightly throughout the test. We characterized this specimen slip
behavior so that the slip could be accounted for in the data, as will be described.

Eight V-notched Ti-6Al-4V specimens were tested: four each with the dominant shear loading direction aligned with the
rolling direction (denoted VA) and perpendicular to the rolling direction (denoted VP). Specimens VA1, VA2, VP2, and
VP6 were tested at an actuator rate of 0.0254 mm/s, and specimens VA3, VA4, VP3, and VP4 were tested at 25.4 mm/s.
The testing protocol included strain gage installation on each specimen, the above specimen installation in the fixture, the
precycles of ˙4.448 kN (1000 lb), and then the monotonic pull to failure at the prescribed actuator displacement rate.

7.2.3 Compliance and Specimen Slip Characterization

The lateral stiffness of each fixture half was characterized. A 2.224-kN (500-lb) load cell was attached to a manual pull rod
and a clevis. The clevis was attached to a rod end bearing gripped in one half of the fixture, as shown in Fig. 7.3. The manual
pull rod allowed the operator to apply a lateral load to each half of the fixture to measure the lateral displacements of fixture.
As seen in Fig. 7.3, the lateral stiffness of the upper fixture half (attached to the stationary part of the load frame) is greater
than the lower fixture half (attached to the actuator), and overall the fixture is relatively soft laterally. The lower fixture half
has more rotation for a given load than the upper fixture half as seen in the difference between the lateral LVDTs. This data
shows how much lateral load is required to displace the fixture halves laterally; in turn, the lateral displacement measured
during the V-notched specimen tests can be related to the lateral stiffness measured here. The V-notched specimen tests had
negligible lateral displacements, implying that the specimens did not exhort significant lateral loads on the fixture.

The fixture had significant axial compliance that required characterization so that computationalists could utilize the
load-axial displacement data for material characterization. The fixture compliance characterization tests were completed
using two different plates: a generic alloy steel with dimensions 55.766-mm � 129.29-mm � 9.385-mm (2.1955-in � 5.090-
in � 0.36975-in) and the Ti-6Al-4V with dimensions 55.88-mm � 127.36-mm � 3.061-mm (2.200-in � 5.014-in � 0.1205-
in). Each plate had four sets of three strain gages similarly located as on the V-notched specimens. The plates were installed
in the same manner as described for the V-notched specimens and then were subjected to a set of cyclic loading to various
load levels at 0.1-Hz rate, to a maximum of 35.6 kN (8000 lb), which is larger than the maximum load of the V-notched
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Fig. 7.2 Modified specimen geometry for the 3.124-mm thick Ti-6Al-4V plate with 60ı deep V-notches: (top) specimen fabrication drawing;
(bottom) specimen VA1 with attached strain gage rosettes in the center of the gage section, shown with a ruler in inches

Ti-6Al-4V specimens. Then the plates then underwent the same set of cyclic loads without removal of the plates. The load
versus axial LVDT displacement data is given in Fig. 7.4. The axial compliance tests revealed two main effects: nonlinear
compliance of the test fixture and specimen slip in the grips. It is possible that these two factors can be taken into account
by applying a first-order linear correction to load vs. axial LVDT data so that the modulus matches the strain-gage data. We
have also made an attempt to characterize these factors independently through the compliance tests, offering another more
detailed possibility to account for specimen slip and fixture compliance through computational modeling of the experiment.

With regards to specimen slip, for the first set of cyclic loads in each plate, the amount of displacement for the first
monotonic loading from zero to the upper bound of each load level is larger than each subsequent cycle segment for that load
level; also the remaining cycle segments return to the same displacement. This implies that the specimen slip predominately
occurred upon the initial positive loading through a load regime; in other words, the cyclic loading exhibits considerable slip
on the first portion of increasing load with little accumulation of additional slip in subsequent cycles between the same two
load end-points. When the Ti-6Al-4V plate underwent the a second set of cyclic loading without the plate being removed,
the plate did not accumulate any more slip, as shown in Fig. 7.4 bottom right, so the behavior here is just due to fixture
compliance. The slip behavior of the steel plate was less pronounced than that of the Ti-6Al-4V plate because the steel plate
grip surfaces were visibly rough as compared to those of the smooth Ti-6Al-4V plate. The slip behavior of the Ti-6Al-4V
compliance test plate is assumed to be the same as that of the V-notched specimens; thus, these Ti-6Al-4V plate compliance
tests allow for empirical characterization of the slip behavior.
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Fig. 7.3 Fixture lateral compliance test: (left) test setup; (right) load and relative displacement difference between the lateral LVDTs versus the
average lateral LVDT displacement

This empirical characterization can be applied to the V-notched specimen tests to remove the effect of slip in the
axial LVDT data, assuming the same slip behavior is present for the two loading rates of the V-notched specimen tests.
As previously mentioned, the V-notched specimens underwent precycles of ˙4.448 kN (1000 lb) to assess the strain gage
and specimen behavior after installation prior to the monotonic pull to failure; the axial LVDT was zeroed after the precycles,
so slip accumulated between 0 and 4.448 kN (1000 lb) was assumed to be removed from the monotonic pull data. Therefore,
to remove the accumulated slip from the axial LVDT data for the monotonic pull to failure portion of the V-notched specimen
data, an empirical formula based on the slip seen in the Ti-6Al-4V plate compliance test was applied to the V-notched
monotonic pull data above the 4.448-kN (1000-lb) precycle level. The empirical formula for slip in the increasing load
portion of the Ti-6Al-4V plate compliance test was derived in the following manner. The slip accumulated on the initial
monotonic pull between two load levels (the maximum load of the prior precycle and the new maximum load of the current
precycle), as seen by the axial LVDT, was assumed to be the difference in the axial LVDT values at zero load for the first
complete cycle of the current precycle set. This was taken at zero load because there is no fixture compliance at zero load,
and thus the difference in the axial LVDT measurement after one cycle was assumed to be due to specimen slip on the
increasing load segment. For example, to calculate the slip between 4.448 and 8.896 kN (1000 and 2000 lb), one would
subtract the axial LVDT values at the end and start of the first cycle of the 0–8.896-kN (0–1000-lb) precycle set. In other
words, one assumes the slip between 0 and 4.448 kN (1000 lb) has already occurred in the prior 0 and 4.448-kN (1000 lb)
precycle set, so comparing the end values of the Axial LVDT 1 of the first cycle of the 0–8.896-kN (0–2000 lb) precycle set
should provide the slip between 4.448 and 8.896 kN (1000 and 2000 lb). This exercise was repeated for each precycle set in
increments of 4.448 kN (1000 lb) up to 35.586 kN (8000 lb), and then a power-law curve was fit to the accumulated-slip-in-
Axial-LVDT-1 vs. Load-above-the-precycle-set curve, shown in Fig. 7.5, for two separate Ti-6Al-4V plate compliance tests.
[Note: The small amount of slip accumulated in subsequent cyclic loadings is ignored in this empirical relationship because
the V-notched specimen tests have only a monotonic axial displacement, and thus extra slip in the compliance tests would
not be present in the V-notched specimen tests. There is also an implicit assumption that no slip occurs for decreasing load
in the monotonic pull segment in the V-notched specimen tests.] Since the first compliance test had unblemished surfaces,
we used the curve fit from the first compliance test for slip removal:

.Slip/ D 8:528¾ 10�4 	 .Load � 4:448/1:435 mm (7.1)
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Fig. 7.4 Compliance behavior of the CLS fixture with steel and Ti-6Al-4V plates: (top) compliance behavior with a steel plate, including plate
grip slip; (bottom left) compliance behavior with a Ti-6Al-4V plate for the first set of cyclic loads, with plate grip slip; (bottom right) compliance
behavior with a Ti-6Al-4V plate for the third set of cyclic loads, without significant plate grip slip

Fig. 7.5 Slip in the Ti-6Al-4V specimens: (left) empirical fit to characterize specimen slip; (right) load vs. axial LDVT displacement with and
without slip removed
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Once maximum load is reached, it is assumed that the slip does not decrease with the load drop, so the maximum slip value
is subtracted from axial LVDT reading for decreasing loads after maximum loads. For example, in specimen VA2 shown in
Fig. 7.5, the maximum load was 29.658 kN (6668 lb) with an associated slip of 0.0876 mm, and that amount of slip was
removed from the axial LVDT for all displacements after maximum load had been achieved.

The compliance behavior of the fixture, uncorrupted by specimen slip, is apparent last cycle between 0 and 35.6 kN (8000
lb) and in the cycle sets after the first cycle set (see Fig. 7.4), as previously mentioned. The behavior in these cyclic loads
included both the elastic deformation of the plates and fixture compliance. An estimate of these relative magnitudes of the
fixture compliance and elastic deformation of the compliance plate is as follows. The fixture displacement is approximately
0.30 mm at 26.7 kN (6000 lb) for the Ti-6Al-4V plate. Using a simple calculation for simple shear in the elastic regime
for the Ti-6Al-4V with a 44-GPa shear modulus, the relative vertical displacement, measured by the axial LVDT, of the
55.88-mm � 25.4-mm � 3.061-mm (2.200-in � 1.0-in � 0.1205-in) section in the grips, would be approximately 0.09 mm at
26.7 kN (6000 lb). This implies that the fixture compliance is about 0.21 mm at 26.7 kN (6000 lb), which is on the order of
10–20 % of the fixture displacement at maximum load of the VP V-notched specimens. A computationalist would be advised
to account for this fixture compliance when modeling this experiment because the compliance is not negligible.

7.3 Results and Discussion

For all eight specimens, the calculated shear stress versus shear strain data for the portion of the test where the central strain
gages were attached to the specimens are provided in Fig. 7.6. The elastic modulus from the shear stress-strain data is 44 GPa,
which is consistent with literature values [11]; thus, this experimental approach does appropriately apply a shear-dominated
deformation in the center of the specimens, allowing for characterization of shear-dominated behavior of Ti-6Al-4V using
strain gages in the low-strain regime. The shear stress-strain data shows that Ti-6Al-4V is rate-sensitive, with higher a yield
stress at an actuator rate of 25.4 mm/s versus that at quasi-static rates. The low-strain regime for the two rolling directions
does not show significant anisotropic yield behavior in shear at both displacement rates.

The data from the strain gages gives confidence that the experimental technique is reasonable for metals, but is not
sufficient to characterize the large shear deformation and failure behavior; the load-displacement data, despite the issues with
specimen slip and fixture compliance, do provide the potential for this characterization in conjunction with computational
modeling. The load-displacement data, still including the specimen slip and fixture compliance, are given in Fig. 7.7, showing
anisotropic plastic behavior between the two rolling directions and strain-rate dependence of the plastic behavior, with
different maximum loads, displacement at maximum load, and displacement to failure. For both rolling directions, the faster
rate specimens reached maximum load earlier and failed earlier than the quasi-static rate specimens.

Figure 7.8 is a compilation of failed specimens viewed from the front of the specimen and along the through-thickness of
the fracture surfaces. In all of the specimens, the crack did not propagate from the roots of the V-notches, but rather at the side
of the roots at an angle to the opposite side. The crack paths of the VA specimens, with their rolling direction aligned with

Fig. 7.6 Calculated shear stress vs. shear strain for the V-notched Ti-6Al-4V specimens: (left) VA series specimens; (right) VP series specimens
[Note: the end of each line indicates when the strain gages delaminated from the specimen]
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Fig. 7.7 Load vs. axial LVDT displacement for the V-notched Ti-6Al-4V specimens: (left) VA series specimens; (right) VP series specimens
[Note: this data includes the fixture compliance and specimen slip, hence the elastic regime is not linear like the shear stress vs. shear strain data]

the shear directions, were rather jagged at the quasi-static loading rates; the other crack paths were straighter. We observed
negligible lateral displacement of the fixture during the VA quasi-static tests, so this not due to rotation of the grips , but
rather to some phenomenon that requires further investigation. The width of the shear-dominated deformation region in the
center of the specimens was larger for the quasi-static rates for both rolling directions.

There are a few areas of improvement for this technique for shear-dominated loading. First, one potential method for
extracting the calculated shear stress-stain behavior for the entire deformation is Digital Image Correlation (DIC). The
relatively large visible area of interest of the V-notched specimens in this fixture would make DIC a straightforward method
for local displacement/strain measurements, providing flexibility in selection of the virtual strain gage length and location.
Second, the gripping mechanism could be greatly improved beyond the current bolt-fastened grips. Hydraulic gripping with
a constant pressure would provide an even gripping pressure over the entire gripping area; the hydraulic pressure could be set
to a greater value than that achievable with the bolt-fastening approach. Also, the grip faces could be surface-treated to have
a rougher gripping surface to reduce slip. An improved gripping mechanism would increase testing throughput and enhance
repeatability. Third, the specimen could be modified to have (1) a thinner thickness as to lower the overall load required,
but this may lead to issues with specimen bending during installation, (2) other angles for the V-notches to alter the load
required, and (3) a roughened grip surface to reduce specimen slip.

7.4 Conclusion

We evaluated the use of the V-notched rail test for characterization of shear-dominated deformation and failure of Ti-6Al-
4V. Using a modified V-notched specimen and careful procedures for specimen installation, we determined that the shear
stress-strain data from strain gages gave credible elastic shear modulus measurements, providing confidence that the test
was performing as expected, at least in the low-strain regime. Large fixture compliance and specimen slip obscured direct
use of the load-displacement data for engineering calculations. Two approaches for compensation include (1) a first-order
linear correction to the data such that the modulus from the corrected load-displacement data matches the strain-gage data,
and (2) direct computational modeling of the experiment. The latter requires careful experimental characterization of the
specimen slip and fixture compliance, which we completed through cyclic loading of stiff solid plates made of Ti-6Al-4V
and alloy steel over the range of loads for the V-notched specimen tests. Modifications to the gripping mechanism and to the
test specimen would help to reduce the specimen slip and reduce the testing loads in future tests. DIC could greatly increase
the efficacy of the V-notched rail test: strain measurements over the gage section for the entire test could eliminate the need
for fixture compliance compensation since we would have the shear stress-strain relationship for the entire test from the
measured load, DIC data and test geometry. With these improvements, the V-notched rail test appears promising as a test
methodology for characterization of shear-dominated deformation and failure of ductile metals. As is, the V-notched rail test
requires considerable computational effort to interpret the test results at large deformations.
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Fig. 7.8 Post-test images of four V-notched specimens, including the front face views and the failure surfaces
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Chapter 8
A Statistical/Computational/Experimental Approach to Study
the Microstructural Morphology of Damage

J.P.M. Hoefnagels, C. Du, T.W.J. de Geus, R.H.J. Peerlings, and M.G.D. Geers

Abstract The fractural behavior of multi-phase materials is not well understood. Therefore, a statistic study of micro-
failures is conducted to deepen our insights on the failure mechanisms. We systematically studied the influence of the
morphology of dual phase (DP) steel on the fracture behavior at the onset in two ways: (i) in a numerical setting by
statistically averaging over the micro-structural arrangements around the damage sites in no less than 400 randomly-
generated idealized microstructural models loaded in pure shear; and (ii) in an experimental setting by statistically averaging,
similar to the numerical simulations, over the damage sites found in a large collection of large field-of-view SEM images
of DP steel deformed in uniaxial tension, where deliberately-overexposed backscattered electron images sharply mark the
damage location, while simultaneously-recorded secondary electron images are used to identify the material phases. The
numerical and experimental analyses were validated and tested for accuracy. Application of both techniques to DP showed a
similar single topological feature to be most sensitive to damage: a small region of soft matrix material with hard inclusion
particles on opposing sides. These results are representative for and yield insight in damage evolution in a wide variety of
multi-phase materials.

Keywords Ductile damage • Dual phase steel • Damage statistics • Damage characterization • Damage modelling

8.1 Introduction

Dual phase (DP) steel is applied widely in the automotive industry because of its mechanical properties: high strength-
to-weight ratio, high strength and ductility at the same time, low yield-to-ultimate strength ratio and good formability.
However, the fractural behavior of DP steel is not understood completely. Debate over critical failure mechanism still
remains. Therefore, a statistic study of micro-failures is conducted to deepen our insights on the failure mechanisms. We
systematically study the influence of the morphology of DP steel on the fracture behavior at the onset in two ways: (i) in a
numerical setting by averaging over the damage sites in a large collection of randomly-generated idealized microstructural
models loaded in pure shear [1] and (ii) in an experimental setting by averaging over the damage sites found in a large
collection of large field-of-view SEM images of DP steel deformed in uniaxial tension.

8.2 Numerical Damage Characterization

The numerical model is highly idealized to determine the influence of geometrical arrangement of the hard phase on the
fractural behavior independently from other influences. This influence has been studied in a structural fashion, which is not
easily achieved experimentally, or with realistic microstructures: 400 microstructures of a two-phase material are randomly
generated and numerically deformed under pure shear assuming, for both phases an isotropic elasto-plastic constitutive model
but with different initial yield stresses and hardening laws and using periodic boundary conditions, see Fig. 8.1. The onset
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Fig. 8.1 (Top) Three examples of the 400 randomly-generated micro-structural two-phase arrangements, which have been numerically deformed
under pure shear. (Bottom) Maps of the damage indicator after deformation; the damage indicator depends linearly on the effective plastic strain
and the non-negative part of the hydrostatic stress

Fig. 8.2 The average indicator
function weighted by the damage
in each element (of all 400
random cells). The origin is
arbitrarily chosen in the center.
Notice that the neutral color is
chosen to coincide with the
volume fraction of hard phase,
which is 0.25 for martensite in
dual phase steel; red and blue
indicate, respectively, an elevated
likelihood of hard and soft phase

of damage is signaled using a simple indicator, which depends linearly on the effective plastic strain and the non-negative
part of the hydrostatic stress. The 400 micro-structural arrangements around the damage sites are statistically averaged, as
explained in Fig. 8.2.

8.3 Experimental Damage Characterization

In the experimental work, deformed DP steel DP600 specimens are observed using an intelligent SEM imaging strategy,
in which secondary electron (SE) and backscattered electron (BSE) images are taken simultaneously in each scan such
that the pixels in SE and BSE images at the same position match each other exactly. While the SE images are used to
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Fig. 8.3 (a, b) Simultaneously recorded SEM images of the same large field of view, measured in (a) secondary electron (SE) mode which shows
the ferrite and martensite locations and (b) back-scatter electron (BSE) mode which ‘only’ shows the damage sites

identify the material phases, see Fig. 8.3a, the BSE images are deliberately overexposed in such a way that the topography
contrast between ferrite and martensite disappears such that the locations of micro-failures are easily identified, see Fig. 8.3b.
A Matlab program automatically processes both BSE images and SE images to identify the failure mechanisms and phases.
Particularly, the white edges around the damage sites, which would disrupt the statistical averaging, are automatically
identified and turned into the neutral grey value, see Fig. 8.4. Finally, the SE images are used to automatically average
the micro-structural arrangements around the damage sites, similar to the numerical simulations, see Fig. 8.5.

8.4 Discussion

A single topological feature was found which is most sensitive to damage, see Figs. 8.2 and 8.5. In this feature, a small
region of soft matrix material has hard inclusion particles on opposing sides. A similar observation was made by [2] for dual-
phase steel, while for the special case where additional hard phase particles are located on both sides, this feature resembles
the interrupted bands frequently encountered in industrial DP steel [3]. The imaging strategy applied in the experimental
work shows promising result. Particularly, optimum settings for yielding simultaneously over-exposed BSE images and
good-contrast SE images were found (Figs. 8.3 and 8.4), and the identification of damage sites from the SE images was
carefully validated based on cross section made by focused ion beam milling (not shown). Moreover, the automatic Matlab
program to identify all damage sites from the large field-of-view SEM images and statistically average over the surrounding
micro-structural phases was found to operate successfully. A large amount of SEM images with proper field of view have
been measured and are currently being analyzed automatically by the program. The resulting experimental image of the
statistics of micro-failure (Fig. 8.5) can directly be compared to the numerical results (Fig. 8.2), a study which is ongoing.
The similarities and differences between the numerical and experimental statistic damage averaging results will be discussed
at the conference.

Finally, it is noted that the experiments have been focused on DP steel so far. However, these results are representative for
and yield insight in damage evolution in a wide variety of multi-phase materials.
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Fig. 8.4 A Matlab program automatically identifies the damage sites, here shown as red areas in the SE images. The white edges around the
damage sites in the SE images, which would disrupt the statistical averaging, are automatically identified and turned into the neutral grey value

8.5 Conclusions

We systematically studied the influence of the morphology of dual phase (DP) steel on the fracture behavior at the onset
in two ways: (i) in a numerical setting by statistically averaging over the micro-structural arrangements around the damage
sites in 400 randomly-generated idealized microstructural models loaded in pure shear; and (ii) in an experimental setting
by statistically averaging over the damage sites found in a large collection of large field-of-view SEM images of DP
steel deformed in uniaxial tension. The numerical and experimental procedures and analyses were validated and tested for
accuracy. Application of both techniques to DP showed a similar single topological feature to be most sensitive to damage: a
small region of soft matrix material with hard inclusion particles on opposing sides. These results are representative for and
yield insight in damage evolution in a wide variety of multi-phase materials.
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Fig. 8.5 The SE images,
corrected for the white edges
around the damage sites (see
Fig. 8.4) are directly averaged, by
superposing the grey value
distribution around each damage
sites. Notice that the neutral color
is chosen to coincide with the
volume fraction of hard phase,
which is 0.25 for martensite in
dual phase steel; red and black
indicate, respectively, an elevated
likelihood of martensite and
ferrite phase
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Chapter 9
Prediction of Ductile Fracture Through Small-Size Notched
Tensile Specimens

L. Farbaniec, H. Couque, and G. Dirras

Abstract In this study, a combined experimental and numerical procedure that based on extended analysis of stresses,
strains, and damage of the specimen notch region, was proposed to investigate high-strength steel and pure nickel metals.
Miniaturized notched tensile specimens with different notch radii were used to generate various levels of triaxial stress, and
to evaluate stress-dependent failure. It was shown that the triaxiality plays a major role in the damage evolution demonstrated
by decreasing ductility. The experimental investigation was supplemented by scanning electron microscopy observations of
fractured surfaces. The deformation mechanisms leading to the failure ware linked with the extensions of the Gurson model
for porous ductile metals. The evolution of damage in both materials was compared and discussed.

Keywords Ductility • Notched tensile specimen • Stress triaxiality • Gurson model

9.1 Introduction

Current technology development leads to further miniaturization of engineering components. In many cases, the available
quantity of these materials is insufficient to predict mechanical properties, such as fracture toughness, by conventional testing
procedures, and in accordance with ASTM standards. This is particular true for ductile materials, and attracts the interest in
small-scale mechanical testing techniques.

At the root of the ductile failure mechanisms lay nucleation, growth and coalescence of voids. The nucleation usually
initiates through the debonding of particle-matrix interfaces or cracking of particles. Once the process has started, voids
grow and coalesce readily with increasing plastic deformation. The first attempt to describe the growth of cylindrical and
spherical voids in ductile materials dates back to the 1960s [1, 2] To this day, a significant consideration in a continuum-
mechanics framework has attracted the model developed by Gurson [3]. Several improvements and extensions were made to
the model and discussed elsewhere [4–11].

This study presents a program of tensile tests of two ductile materials involving small-size notched tensile specimens. The
evolution of ductile damage under a wide range of triaxial stress states was investigated. Finite element simulations using the
extended Gurson model were performed to support the experimental evaluation of the controlling mechanisms of fracture.
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Table 9.1 Chemical
composition of the materials

Elements [wt % max.]

Nickel Co Cu Zn Fe P C S Pb

0.0003 0.0010 0.0005 0.003 0.0002 0.005 0.0005 0.0001
Steel C Si Mn Ni Cr Mo Cu S P Al

0.41 0.25 0.94 0.26 0.46 0.18 0.23 0.03 0.02 0.04
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Fig. 9.1 Nomenclature and dimensions of the samples (� specimens made of steel have a radius of 1.25 mm)

9.2 Experimental Setup

The study was focused on two ductile materials with different characteristics: nickel and steel. The nominal composition
of these materials is listed in Table 9.1. Small tensile specimens were cut from stock materials along the same direction to
minimize the effect of the loading direction on the mechanical behavior. Figure 9.1 shows the nomenclature and nominal
dimensions of the specimens. The geometry of these specimens was selected in such a way to obtain a wide range of stress
triaxiality states. In the first case, all specimens had the same diameter D1 of minimum cross section and the same outer
diameter D2; the radius of curvature R of the notch root varied from 0.3 to 4 mm. The description ‘Configuration I’ was
adopted for this case. In the second experimental procedure, referred as ‘Configuration II’, the radius R and the outer diameter
D2 were constant and the diameter D1 varied from 4 to 6 mm. The experimental study was supplemented by testing plain
specimens with gage diameter of 4 mm. A total of three tests for each type of geometry were conducted. The tests were carried
out on a Wolpert-Werke Testatron machine with a capacity of 50 kN in a speed control mode. The longitudinal deformation
of the specimen was measured using a strain gage extensometer. The tests were executed at room temperature and strain rate
regime of 1.5 � 10�3 s�1. Afterwards, fracture surfaces were investigated using a scanning electron microscope (SEM). The
numerical calibration procedure and parameters characterizing the constitutive model are described in [12, 13].

9.3 Results and Discussion

The true stress–strain curves of both investigated materials and their specimen configurations are presented in Fig. 9.2. The
mechanical response of the specimen was sensitive to the presence of the notch. In general, the decrease in the notch radius
(Configuration I) caused increase in the maximum stress and decrease in the failure strain. In the case of the Configuration
II, the maximum stress remained constant, and the increasing diameter of minimum cross-section postponed the failure.

Fracture surfaces of both materials examined by the SEM technique are shown in Fig. 9.3. The characteristic ‘cup and
cone’ surface was typical for all specimens. The inner circles of the specimens showed characteristic Mode I failure with
the fracture surface normal to the loading direction. The outer circle appeared as a shear failure, in which the surface was
separated at an angle of ˙45ı with respect to the loading direction. From a micro-mechanic perspective, the crack extension
and subsequent failure was governed by initiation, growth, and coalescence of voids. This characteristic fracture surface
populated by dimples was found in ‘cup’ regions of the specimens. In both materials, the voids nucleated from the second-
phase particles either due to particle cracking (subfig. (1) in Fig. 9.3b) or particle-matrix debonding (subfig. (2) in Fig. 9.3a).
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Fig. 9.2 True stress—strain curves for: (a) nickel—configuration I; (b) nickel—configuration II; (c) steel—configuration I; (d) steel—
configuration II

Fig. 9.3 (a) Fracture surface of the nickel sample with a characteristic ‘cup and cone’ failure mode; (1) dimples in the center of the sample; (2)
nanoparticles inside the dimples; (b) Fracture surface of the steel sample with a characteristic ‘cup and cone’ failure mode; (1) nucleation of voids
by particles fracture and debonding; (2) shear mode fracture surface



70 L. Farbaniec et al.

8

6

4

2

0

0

5

10

15

20

25

0.5 1.0 1.5 2.0 2.5 0

5

10

15

20

25

30

35

40

0.5 1.0 1.5 2.0 2.5

1 2 3 4 5 6 7 0

3

6

9

12

15

1 2 3 4 5 6 7
Elongation [mm]

F
or

ce
 [k

N
]

Elongation [mm]

F
or

ce
 [k

N
]

Elongation [mm]

F
or

ce
 [k

N
]

Elongation [mm]

F
or

ce
 [k

N
]

Configuration I

1. Smooth
2. D4R0.3
3. D4R1.5
4. D4R4.0

Configuration I

1. Smooth
2. D4R0.3
3. D4R1.25
4. D4R4.0

Configuration II

1. Smooth
2. D4R1.5
3. D5R1.5
4. D6R1.5

Configuration II

1. Smooth
2. D4R1.25
3. D5R1.25
4. D6R1.25

2

2

2

3

3
3

4

4

4

1

1

1

2

3

4

1

a

c d

b

Fig. 9.4 Comparison of experimental (solid lines) and numerical (dashed lines) results: (a) nickel—configuration I; (b) nickel—configuration II;
(c) steel—configuration I; (b) steel—configuration II. Critical points at the onset of coalescence and failure for void volume fracture are marked
by yellow and red dots, respectively

The numerical force–displacement curves (and the corresponding experimental results) are plotted in Fig. 9.4. A good
agreement between the experimental and numerical results was found for both materials and their specimen configurations.
However, the numerical results were slightly underestimated. This is due to the limitation of the Gurson model that is related
to the von Mises plasticity theory. In other words, the results should be irrespective of the hydrostatic component of the
stress tensor. This is not the case here because the notched specimens generate higher hydrostatic pressure in the center of
the sample. In addition, the last stage of the deformation should be interpreted as an approximation only. This is because the
Gurson model cannot predict the shear failure mechanism.

The experimental failure strain and the corresponding initial stress triaxiality levels generated by the notch of the sample
are presented in Fig. 9.5. It appears that the higher stress triaxiality generated by the notch, the lower value of the failure
strain. The data sets of fracture initiation associated with the stress triaxiality fit power trend lines in the investigated range.
This trend lines differ between both investigated materials.

The evolution of void volume fraction is different for the investigated materials and each specimen geometry. Note that
with the increasing plastic strain the volume occupied by voids is larger. The values of these parameters form trend lines
that gives a good approximation for both fC and fF against equivalent plastic strain (Fig. 9.6). Therefore, it can be concluded
that the evolution of the void volume fraction also depends on the notch geometry. Since each notch geometry generates a
particular stress triaxiality gradient in the specimen, the relationship between these parameters can be related. However, a
more in-depth study is needed to better understand the ductile behavior of both materials at higher triaxial stress states. This
can provide better estimates for the Gurson model parameters that can be eventually used to simulate the crack tip situation.
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Fig. 9.5 True strain at failure
strain and the corresponding
stress triaxiality ratios generated
by the specimen
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Fig. 9.6 Void volume fraction (a) at the onset of coalescence fC and (b) at failure, fF

9.4 Conclusions

The experimental results have shown that the stress triaxiality plays an important role in the ductile failure process. The
evolution of damage and ductile fracture patterns were found to be comparable in both materials. The numerical results have
confirmed that the chosen Gurson model parameters were able to reproduce the behavior of the materials. The estimated
macroscopic load–displacement curves have been affected only slightly by the porosity parameters. Generally, the numerical
calibration reaches a very good agreement with the experimental results. We found that a critical porosity (fC) and the
porosity at failure (fF) show trends over the equivalent plastic strain, and these can be related to the stress triaxiality. The
applied Gurson model parameters have shown a good prediction of the crack growth.
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Chapter 10
Development of a Generalized Entropic Framework
for Damage Assessment

Anahita Imanian and Mohammad Modarres

Abstract Data-driven stochastic and probabilistic methods that underlie reliability prediction and structural integrity
assessment remain unchanged for decades. This paper develops an alternative approach to reliability assessment in terms
of fundamental concepts of science within the irreversible thermodynamic framework. The common definition of damage,
which is widely used to measure the reduction of reliability over time, is based on observable markers of damage at different
geometric scales. Observable markers are typically based on evidences of any change in the physical or spatial properties
or the materials, and exclude unobservable and highly localized damages. Thermodynamically, all forms of damage share a
common characteristic: “energy dissipation”. Energy dissipation is a fundamental measure of irreversibility that within the
context of non-equilibrium thermodynamics is quantified by “entropy generation”. The definition of damage in the context of
thermodynamics allows for incorporation of all underlying dissipative processes including unobservable markers of damage.
Using a theorem relating entropy generation to energy dissipation associated with damage producing failure mechanisms,
this paper presents an approach that formally describes and measures the resulting damage.

Having developed the proposed damage model over time, one could determine the time that damage accumulates to a
level where the component or structure can no longer endure the damage and fails. Existence of any uncertainties about
the parameters and independent variables in this thermodynamic-based damage model leads to a time-to-failure distribution.
Accordingly, such a distribution can be derived from the thermodynamic laws rather than estimated from the observed failure
histories.

Keywords Irreversible thermodynamic • Energy dissipation • Damage • Entropy • Structural integrity

10.1 Introduction

Manufacturing transforms nature’s raw materials into highly organized useful components. Aging or degradation, on the
other hand, tends to return these components back to their natural states and reduces the integrity of material properties to
the point that the components are no longer functional. An immediate question that arises is how to characterize the reduction
of integrity? Alternatively, what is an appropriate measure of degradation? The term “damage” is widely used for this purpose
in various disciplines. The definition of damage due to the physical mechanisms varies at different geometric and scales. For
example, the definition of fatigue damage can vary from nano-scale through the macro-scale. At the atomic level the grain
boundary is a likely location where atoms are more loosely packed. At the micro-scale damage is the accumulation of micro-
stresses in the neighborhood of cracks. At the meso-scale level, damage might be defined as growth and coalescence of
micro-cracks to meso-cracks. However, measuring damage is subject to the physically measurable variables (i.e., observable
marker) when dealing with specific failure mechanisms. For example, in the fatigue mechanism material density, change
of hardness, module of elasticity, accumulated number of cycles-to-failure, and crack length may be used as “observable
markers” that measure the damage. Therefore, defining a consistent and broad definition of damage is necessary and
plausible. To reach this goal, we elaborate on the concept of material damage within the thermodynamic framework.

Thermodynamically, all forms of damage share a common characteristic, which is the dissipation of energy. In thermody-
namics, dissipation of energy is the basic measure of irreversibility, which is the main feature of the degradation processes
in materials [1]. Chemical reactions, release of heat, diffusion of materials, plastic deformation, and other means of energy
production involve dissipative processes. In turn, dissipation of energy can be quantified by the entropy generation within
the context of irreversible thermodynamics for example in processes such as plasticity, dislocations [2, 3], erosion-corrosion
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[4], wear [5], fracture [6], fatigue [7], fretting-corrosion [8], thermal degradation [9], and associated failure of tribological
components [10, 11]. Therefore, dissipation (or equivalently entropy generation) can be considered as a substitute for
characterization of damage. We consider this characterization of damage highly general, consistent and scalable.

The common practice in damage analysis and prediction of structural life and integrity is based on the traditional generic
handbook-based reliability prediction methods, data driven prognostics approaches and Physics-of-Failure (PoF) methods.
The traditional generic handbook-based reliability prediction methods such as those advocated in MIL-HDBK-217F [12],
Telcordia SR-332 [13], and FIDES [14] rely on the analysis of field data (with incoherent operating and environmental
conditions), with the assumption that the failure rates are constant. Numerous studies have shown that these methods cause
misleading and inaccurate results and can lead to poor design and incorrect reliability prediction and operating decisions
[15, 16]. The Physics of Failure (PoF) models [17–21] are more rigorous in terms of employing the specific knowledge of
products, such as failure mechanism, material properties, loading profile and geometry. However, such empirical methods are
limited to simple failure mechanisms and are hard to model when multiple competing and common cause failure mechanisms
are involved. Finally, the data driven methods such as neural networks [22], decision tree classifiers [23] and Bayesian
techniques [24] do not capture the difference between failure modes and mechanisms, although they can obtain the complex
relationship and degradation trend in the data without the need for the particular product characteristics such as degradation
mechanism or material properties.

In this paper, we introduce an entropy-based approach to assess the structural integrity of components and structures. This
approach is based on the second law of thermodynamics and defines entropy as a more consistent measure of damage. The
benefit of employing thermodynamic entropy to characterize materials damage is that the entropy generation can provide a
unified measure of damage which as compared to other existing PoF or fusion prognostics methods [25, 26], can capture
the effect of multiple failure mechanisms, more effectively. For example in the case of corrosion-fatigue, consider the
physically measurable quantities such as stress and electrochemical affinity of the oxidation-reduction electrode reaction
(Me,MezCCze) of a metal. The entropy as a state function is independent of the path of the failure (which commonly
depends on factors such as geometry, load, frequency of load, etc.) from the initial state to the final failed state of the
material, considering a known failure threshold (endurance limit) [7]. Furthermore, it provides a powerful technique for
studying the synergistic effects arising from interaction of multiple processes [27, 28].

Having developed the entropic damage model over time, one could determine the entropic damage accumulates to a
level where the component or structure can no longer endure the damage and fails. The application of entropy enables the
identification of all the absorptive and dissipative parts of energies that from the intuitive sense can be managed to yield the
maximum life. The remainder of this paper is organized as follows. Section 10.2 describes our construction of the entropy
model. Section 10.3 describes an entropic based framework for reliability assessment. Section 10.4 provides a case study
that explores the application of the proposed framework, and Sect. 10.5 offers concluding remarks.

10.2 Total Entropy Produced in a System

Consistent with the second law of thermodynamics, entropy does not obey a conservation law. Therefore, it is essential to
relate the entropy not only to the entropy crossing the boundary between the system and its surroundings, but also to the
entropy produced by the processes taking place inside the system. Processes occurring inside the system may be reversible
or irreversible. Reversible processes inside a system may lead to the transfer of the entropy from one part of the system to
other parts of the interior, but do not generate entropy. Irreversible processes inside a system, however, result in generation
of the entropy, and hence in computing the entropy they must be taken into account.

Using the second law of thermodynamic, it is possible to express the variation of total entropy flow per unit volume, dS,
in the form of

dS D drS C ddS (10.1)

where, the total entropy S is defined for a domain g by means of specific entropy, s, per unit mass as S D
Z
g

�sdV , and the

super scribes r and d represent the reversible and irreversible part of the entropy, respectively. The term drS is the entropy
supplied to the system by its surroundings through transfer of mass and heat (e.g., in an open system where wear and
corrosion mechanisms occur). The rate of exchanged entropy is obtained as

drS

dt
D �

�Z
J s:nsdA (10.2)
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where, Js is a vector of the total entropy flow per unit area, crossing the boundary between the system and its surroundings,
and ns is a normal vector. Similarly, ddS is the entropy produced inside of the system, which can be obtained from (10.3)

ddS

dt
D

VZ
	dV (10.3)

where, 	 is the entropy generation per unit volume per unit time. The second law of thermodynamics states that ddS must be
zero for reversible transformations and positive (ddS > 0) for irreversible transformations of the system.

The balance equation for entropy shown in (10.4) can be derived using the conservation of energy and balance equation
for the mass.

ds

dt
C rJ s D 	 (10.4)

This gives us an explicit expression for total entropy in terms of reversible and irreversible processes as [27, 28]

ds

dt
D �r:

0
@J q �

Xn

kD1 .cm C �k/J k

T

1
A

C 1

T 2
J q:rT �†nkD1J k

�
r�k
T

�
C 1

T
£ W P–p C 1

T
†rjD1vj Aj C 1

T
†hmD1cmJm .�r / (10.1)

where, T is the temperature, �k the chemical potential, Jq the heat flux, Jk the diffusion flow, Jm any fluxes resulting from
external fields (magnetic and electrical) such as electrical current, vi the chemical reaction rate, � the stress tensor, P–p the
plastic strain rate tensor,Aj D �†u

iD1�i�j i the chemical affinity or chemical reaction potential difference, the potential of
the external field such as electrical potential difference, and cm the coupling constant. External forces may be resulted from
different factors including electrical field, magnetic field, gravity field, etc., where the corresponding fluxes are electrical
current, magnetic current and velocity. For example, in the case of an electric field, E D �r is the electric potential,
I D †hmD1cmJm, the current density and cm D F zm, where F is the Faraday constant and zm is the number of ions. Each
term in (10.5) is derived from the various mechanisms involved, which define the macroscopic state of the complete system.

By comparing (10.5) with (10.4) we can conclude

J s D
J q �

Xn

kD1 .cm C �k/J k

T
(10.6)
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J q:rT �†nkD1J k

�
r�k
T

�
C 1

T
£ W P–p C 1

T
†rjD1vjAj C 1

T
†hmD1cmJm .�r / (10.7)

where, (10.6) shows the entropy flux resulted from heat and material exchange. Equation (10.7) represents the total energy
dissipation terms from the system that from left to the right include heat conduction energy, diffusion energy, mechanical
energy, chemical energy, and external force energy. Equation (10.7) is fundamental to non-equilibrium thermodynamics, and
represents the entropy generation 	 as the bilinear form of forces (Xi) and force-dependent fluxes Ji(Xj) as

	 D †i;jX iJ i

�
X j

� I .i; j D 1; : : : ; n/ (10.8)

It is through this form that the contribution from the applicable thermodynamic forces and fluxes are expressed. When
multiple failure mechanisms are involved in a degradation process such as corrosion fatigue, summing the contributions
of the mechanical and electrochemical processes, one can write the total entropy generation for combined effect of plastic
deformation and anodic and catholic dissolution as:

T	 D £ W P–p C QAicorr (10.9)

where QA is the electrochemical potential losses (over-potential). Additionally, using forces and fluxes enables one to take
into account complex loading scenarios and operating conditions in computing entropy produced in degradation processes.
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10.3 Reliability Assessment Using Entropy as an Index of Damage

It was stated earlier that damage caused through a degradation process could be viewed as the consequence of dissipation of
energies that can be measured and expressed by entropy such that:

Damage � Entropy

In the earlier discussion in this paper it was shown (Equation (10.5)) that one could express the total entropy per unit time
per unit volume for individual dissipation processes resulting from the corresponding failure mechanisms. Therefore, the
evolution trend of the damage, D, is obtained from

Djt �
tZ
0

Œ	 jX i .u/; J i .u/ du (10.10)

where,Djt is the monotonically increasing cumulative damage starting at time t from a theoretically zero value or practically
some initial damage value. In this study, the evaluation of damage is performed relative to the initial damage value. The initial
damage can be calculated using the correlation between the rate of damage and damage at different stage of degradation [29].

When D reaches a predefined (often subjective) level of damage endurance, Df , it may be assumed that beyond that point
the component or structure will fail. Because entropy as a parameter of degradation includes all observable damage markers
(cracks, wear debris and pit densities) and unobservable damages such as subsurface dislocations, slip and micro-cavities,
definition of a single failure threshold might not be possible due to long stretch of damage measurement from nano-scale to
macroscopic scale. In this case, the cumulative damage and alternatively entropy endurance level can be estimated through the
measurement of certain observable damage markers. The correlation between the observable damage markers and entropy,
justified by several studies [7, 30], enables the definition of failure threshold on the basis of observable markers. In the
other word, the damages grow, coalesce and eventually the weakest link among all coalesces damages manifests itself as an
observable damage which causes failure. Additionally, records of the entropy data from historical data can be used to obtain
the entropy to failure values. Entropy, as a thermodynamic state function is independent of the path to failure (loading values,
frequency and geometry) and provides an overall constant failure criterion [28, 30].

The rate of entropy or damage can vary according to the type of degradation. However, damage in the system mounts up
over time. For example, in the case of fatigue crack closure, while the crack as an observable marker of damage disappears,
causing damage rate decrease, the damage accumulation keeps rising as unobservable markers of damage such as loading
asymmetry, hardening properties, residual stresses and loading ratio increase [31].

Material, environmental, operational and other types of variability in degradation forces impose uncertainties on the
cumulative damage, D. Existence of any uncertainties about the parameters and independent variables in this thermodynamic-
based damage model leads to a time-to-failure distribution as depicted in Fig. 10.1. This figure shows how the interfaces of
the accumulated damage and endurance level result in the probability density function (PDF) of the time-to-failures, which
is the variable of interest in most reliability analysis. It is self-evident that the probability that the random variable,Djt , (i.e.,
the cumulative damage at time, t) exceeds the constant endurance level, Df (thus causing the failure), must be equal to the
probability that the random variable time-to-failure is less than t. Accordingly, Fig. 10.1 depicts the cumulative probability
of damage as the yellow shaded area, and the cumulative time to failure probability as the pink shaded area.

Accordingly, assuming the constant endurance limit, Df , one can derive the time-to-failure distribution, g(t), from the
thermodynamically based damage relation expressed by,

TcZ
0

g.x/dx D
1Z
Df

f .Djt / dD (10.11)

where, f .Djt / is the PDF of the damage at time t. The corresponding time to failure PDF, g(t), would be

g.t/ D d

dt

1Z
Df

f .Djt / dD (10.12)
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Fig. 10.1 Entropic
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Obviously, the reliability function can be expressed as

R.t/ D
1Z
Tc

g.t/dt D 1 �
1Z
Df

f .Djt / dD (10.13)

Similar to the uncertainties about the amount of damage, the endurance limit, Df , may also be uncertain because composition
of materials and thus their strengths varies from sample to sample. In this case, a failure occurs when the damage in a
component exceeds its endurance level. The probability that no failure occurs is equal to the probability that the random
variable, D, is less than the random variable, Df , describing the component endurance level.

R.t/ D P r
�
Djt < Df jt� (10.14)

where, R(t) is the reliability of component at time t. Knowing the PDFs of the random variables D and Df expressed by f (D)
and h

�
Df jt�, the PDF of the time-to-failure distribution can be obtained by

R.t/ D 1 �
1Z
0

h
�
Df jt� dDf

1Z
Df

f .Djt / dD; (10.15)

and

g.t/ D � d

dt
R.t/ (10.16)

It is possible that the PDF of the endurance limit is independent of time
�
i:e:; Df jt � Df

�
: If multiple dissipative forces

are at work then using the weakest link principle

R.t/ D
nY
iD0

8̂<
:̂1 �

1Z
0

h
�
Dfi jt

�
dDfi

1Z
Df i

f .Di jt / dDi

9>=
>; (10.17)

Again (10.17) serves as the basis to derive the PDF of the time-to-failure.
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Fig. 10.2 Al7075-651 edge
notch specimen
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10.4 Case Study

The entropy based approach was employed to obtain the reliability of the AL7075-T651 coupons subjected to fatigue loading,
using an MTS servo-hydraulic uni-axial load frame, from Ontiveros et al. experimental results [32]. Geometries of the
coupons used are shown in Fig. 10.2. All tests were performed at peak stress of 245 MPa with load ratio of 0.1 and frequency
of 2 Hz. Since the focus of Ontiveros et al. study was crack initiation, so most of experiments were stopped when, a crack
was detected at the notch by visual inspection.

The formulation for entropy generation using (10.7) can be derived as

	 D � W P"p
T

C 1

T
Z PD C 1

T 2
Jq � rT (10.18)

where, Z is the elastic energy release rate and PD is the elastic damage rate variable.
In (10.18), the first two terms can be captured directly from the hysteresis loop as depicted in Fig. 10.3. In this plot,

the largest area represents the energy dissipated due to plastic deformation. The remaining portion represents the energy
dissipation as a result of elastic damage which can be observed as degradation of the Young’s modulus [33].

Results of Ontiveros et al. [32] analysis showed that when compared to the plastic and elastic energy dissipations the
fraction of the entropy generation due to heat conduction is considered to be negligible. Therefore, the third term does not
take into account in the entropy calculation.

Figure 10.4 depicts the linear evolution of the entropic damage in fatigue aging mechanisms for seven samples.
Considering linear relationship between entropic damage and time random variables, relations aix D Df and D

ai
D Tc

hold at damage and time thresholds, respectively, where ai‘s are corresponding coefficients of entropy-time lines. Rewriting
the cumulative time to failure distribution in terms of damage threshold and line coefficients as

Pr .T < t/ D
tZ
0

g

�
Df

a i

�
d

�
Df

a i

�
(10.19)
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Fig. 10.4 Entropy evolution of Al 7075-T651 specimens

Damage distribution can be obtained through the distribution of the reciprocal, ai D 1=
�
1
ai

�
, by the inverse distribution

relation. According to this relation, if the distribution of an arbitrary random variable Z is continuous with density function
k(z) and cumulative distribution function K(z), then the cumulative distribution function, W(u), of the reciprocal U D 1=Z,
is found by noting that

W.u/ D P r .U 
 u/ D Pr

�
Z � 1

u

�
D 1 � Pr

�
Z 
 1

u

�
D 1 �K

�
1

u

�
(10.20)

Failure data of Fig. 10.4 is employed to represent (10.13) and specifically (10.20). Fitting a Weibull distribution to the entropy
to damages data at Tc D 8872 with the coefficient of determination equal to 0.96, the reliability of specimens calculated at
damage threshold of Df D 500

�
KJ=Km3

�
is

R.D/ D 1 �
1Z
Df

ˇD

˛D

�
t

˛t

�ˇD�1
exp

 
�
�
t

˛D

�ˇD!
dD D 0:74 (10.21)
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where, ˛D D 434:6 and ˇD D 2:5. Accordingly, fitting a Weibull distribution to the cycles to entropic damage threshold
with ˛t D 14789 and ˇt D 2:2, leads to the same amount of reliability as was shown in (10.13).

R.t/ D
1Z
Tc

ˇt

˛D

�
t

˛t

�ˇt�1
exp

 
�
�
t

˛t

�ˇt!
dt D 0:74 (10.22)

It should be noted that, the values of cycle and damage thresholds are selected, arbitrarily in this case.

10.5 Conclusions

This paper presents a thermodynamic framework for the degradation level assessment using entropy generation as a measure
of damage. It suggests that a unified measure of damage can be defined based on the entropy generation concept. The
general entropy generation function is derived in terms of energy losses due to heat conduction, diffusion losses, mechanical
dissipations, chemical losses and external force field effects (e.g. magnetic, electrical and gravity fields). It is shown that
entropy generation and damage are related. However, the entropy generation function is subject to various stochastic
variations of forces that cause damage.

A fundamental foundation for a science-based explanation of damage as a source of material failure and thus materials
reliability is proposed. As such we offer an alternative approach for reliability assessment based on the second law of
thermodynamics. The reliability model is built off of the relationship between damage PDF, endurance limit distribution
and time-to-failure PDF. A case study analysis represents the application of thermodynamic entropy in reliability analysis.
However, further work is required to construct a unified entropic damage paradigm that adequately elucidates single damage
mechanism as well as mechanisms with multiple degradation processes. Towards this goal, we are now studying the entropy
growth rate as a degradation parameter for the corrosion-fatigue mechanism in materials.
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Chapter 11
Modelling of Experimental Observations of Electrical Response
of CNT Composites

K. Shkolnik and V.B. Chalivendra

Abstract A physics based analytical models on prediction of electro-mechanical behavior of carbon nanotubes (CNTs)
embedded epoxy composite are developed to investigate the change in resistance under quasi-static tensile and compression
loading conditions. Two different types of contacts namely in-line and lateral contacts between CNTs were considered
in predicting electrical tunneling of current. It was identified from experiments that the extent of these contacts vary
during deformation and lateral contacts predominates after composite reaches maximum stress during deformation, resulting
decrease in resistance. The non-linear constitutive response of the composite obtained from experimental results is
incorporated into model to accommodate decrease/increase in distance between above contacts. Under tensile loading
conditions, the model made decent predictions against experimental results for composites of three different weight fractions
(0.1, 0.3 and 0.5 %) of CNTs. Later, this model is extended to predict electro-mechanical response for intermediate weight
fractions. Our efforts are currently focused on developing model to predict electrical response under compression loading
and the results of this model along with under tensile loading will be presented at the conference.

Keywords Carbon nanotubes • Electro-mechanical response • Damage detection • Epoxy • Physics based model

11.1 Introduction

Due to their high conductivity and greater aspect ratio, Carbon nanotubes (CNTs) have been used for in-situ sensing of
damage in various kinds of polymer composites under different mechanical loading situations [1–6]. Vadlamani et al.
[1] investigated the effect of CNTs weight fraction on electro-mechanical response under tensile loading conditions. In
their study the authors reported a decreasing resistance trend up to 45 % due to matrix’s molecular chains declustering
and straightening at lower weight fractions of 0.1 and 0.3 % weight fractions. Later the same authors [2] studied the
electro-mechanical response of rubber toughened and rigid particles epoxy systems under quasi-static tensile loadings. They
observed threshold strain value of around 17 % for damage propagation in 20 phr rubber toughened epoxy system from
change in electrical resistance measurements. This threshold strain value decreased to 13 % for 30 phr rubber toughened
epoxy system. Cardoso et al. [3], reported damage detection within the process zone in a single edge notch tension specimen
of CNTs embedded, rubber toughened epoxy composites under mode-I fracture conditions. At a high concentration of 30 phr
rubber in epoxy, the electrical response at the fracture process zone resulted in unique variations of electrical response
due to a large amount of stress whitening ahead of the crack-tip. Heeder et al. [4, 5], examined the electrical response
of CNTs embedded epoxy materials under uniaxial compression at quasi-static, medium strain rate and high strain rate
loading conditions. Although a monotonic decrease in electrical resistance up to 45 % was observed under quasi-static
and high strain rate conditions, a decreasing (up to 60 %) and sudden increasing in resistance (up to 1 %) was noticed
under medium strain rates. Chaurasia et al. [7] conducted computational micromechanics modeling to Study the effective
macroscale piezoresistivity of carbon nanotube-polymer nanocomposites for strain and damage sensing. They identified the
formation and disruption of the electron hopping pathways are to be one of the dominant mechanisms affecting macroscale
effective piezoresistive response. Kuronuma et al. [8] performed an analytical and experimental study on strain sensing
behavior of CNT/polycarbonate composites under tensile loading. Their model deals with inter-nanotube matrix deformation
at the micro/nano scale due to the macroscale deformation of the composite. Their model is restricted to elastic deformation
of the composite. In the current paper, we aim to extend their model to non-linear deformation and compare the model
predictions with experimental observation.
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11.2 Experimental Details

CNT embedded epoxy materials are fabricated with a simple procedure discussed in our previous paper [1]. The modified
four circumferential ring probes (FCRP) technique was implemented to capture the electrical resistance change during tensile
loading [1]. A constant current was passed through the outer probes and voltage drop across two inner probes was measured
to determine the electrical resistance of the middle section under tensile loading. Since the current flow, i, was constant
and the voltage change, V, between the two inner probes was measured, the instantaneous resistance between the two inner
probes, R0, was calculated using Ohm’s law. Percent change in resistance was then taken as,

R0 �R0
R0

� 100 (11.1)

where R0 is the initial resistance between the two inner probes. Due to the complexity and variability of the networks present
within each specimen, the initial R0 value served as a baseline resistance for each experiment.

11.3 Experimental Results

The electro-mechanical response of the 0.1 % weight fraction of CNTs embedded in epoxy under quasi-static tensile load
is shown in Fig. 11.1. In stage-I (until 1.5 % strain), as the applied strain increases, there is a steady rate of increase in
resistance up to 1.25 % strain. Later between 1.25 and 1.5 % strain, the percentage resistance increase is very slow and
reaches a maximum value of 1.8 % at an axial strain of 1.5 %. The maximum increase in resistance occurs well before
the specimen reaches the peak stress shown in the stress-strain diagram. This increase in resistance is attributed to the
dimensional change of the test specimen that increases distance between CNTs along the loading direction. As reported in
the literature, CNTs have a maximum tunneling distance of 1.8 nm in polymer matrices. A slight increase in distance beyond
the tunneling distance between neighboring CNTs causes a decrease in electron hopping density in the epoxy matrix. In stage-
II (between 1.5 and 3.35 % strain), the resistance decreases at a moderate rate. During this stage, the specimen approaches
maximum stress and induces a considerable amount of elongation of the clusters of entangled epoxy. This elongation causes
a decrease in the distance between dispersed CNTs (lower than maximum tunneling distance of 1.8 nm) and hence increases
the electron hopping density. The change in CNT networks with increased electron flow facilitates a significant increase in
the conductivity of the test specimen. In stage-III (between 3.35 and 5.7 % strain), the resistance decreased further at a faster
rate compared to the second stage. The rate at which electron hopping occurs is higher in this stage compared to stage-II
due to further elongation of the clusters of entangled epoxy. In stage-IV (between 5.7 % and break), the percentage change
in resistance decreased at a slow rate to a minimum value of �44 %. During this stage there is a competition between the
straightening and slipping of the uncoiled epoxy matrix and formation of micro-cracks originating from the agglomerated
CNTs. Agglomerates act like a defect under far-field tensile loading. The formation of micro-cracks breaks the local CNT
conductive paths, thus decreases electrical conductivity of the composite. This can be noticed as a decrease in the rate of
change of resistance before the specimen breaks.

11.4 Theoretical Modeling

Having a polymeric composite that contains an evenly dispersed CNT’s, electrically connected networks of CNTs can be
formed to create a continuous conductive pathway network for the transmission of electrical current. The electrical current
within a CNT matrix can be broken up into two different categories. The first category focuses on the inherent electrical
resistance of each individual CNT fiber. The second category of which is the main focus of this model is the electron
tunneling effect between two adjacent CNT fibers. In order for this electron tunneling effect to correctly react the thickness
of the inter-nanotube matrix must be very small [9]. When a nanocomposite is deformed under applied loading, the change
of nanotube resistance is expected to be negligible because of the extremely small elastic deformation in nanotubes resulting
from their high modulus while the large deformation in the inter nanotube matrix due to its low modulus contributes to the
electrical resistance change of the composite [10]. For this model, two different CNT junction or contact types are explored.
The contact junctions that are implicated are the overlapping and inplane types which are referred as (Type I) and (Type
II) respectively. Figure 11.2 demonstratestheideal differences between these two different contact junctions. The effective
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Fig. 11.1 Electro-mechanical
response of 0.1 % weight fraction
of CNTs embedded in epoxy
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Fig. 11.3 Variation of f factor as
a function of strain for stage-1 of
the electro-mechanical response
for 0.1 % weight fraction of
CNTs embedded epoxy under
tensile loading
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CNT resistance which is the assumed successful conductive pathway for each contact type is donated REN
i where (I D I,

II). This resistance represents the sum of nanotube resistance and the tunneling-type contact resistance due to the inter-
nanotube matrix region RIM

i [11]. The superscript EN indicates effective CNT and IM represents inter-nanotube matrix. It is
important to comment that the tunneling type contact resistance plays a dominant role in the electrical transport properties
of nanocomposites [9].

Within the CNT matrix of the polymer, it was assumed that the CNT networked had formed successful networks of
conductive pathways above the percolation threshold consisting of both Type I and Type II contacts. To better assess the
multiple possibilities of Type II pathways, the continuous conductive pathways were modeled as parallel conductive wires
connected in an electrical series. Any effective pathway could have any number of Type I and Type II contacts. It was
also assumed that these pathways have the same fraction of the number of Type II effective CNTs to the number of total
effective CNTs in one effective conductive pathway [8]. A parameter f was formed to represent the fraction of Type II
contacts. A modified expression [8], expressed the composites total resistance Rc of effective CNTs where C denotes a
carbon nanotube composite.

RC D .1 � f /RENII C fRENI (11.2)

From this study, we found that f factor is not constant as opposed to previous work [8] and varies with the strain values.
The varying f-factor is obtained by fitting the theoretical equation with experimental data shown in Fig. 11.1. Figure 11.3
shows a typical situation of variation of f factor as a function of strain for stage-1 of the electro-mechanical response for
0.1 % weight fraction of CNTs embedded epoxy under tensile loading conditions. The varying f factor is used to predict the
electrical response for different weight fraction. The details will be discussed and complete results will be presented at the
conference.

Acknowledgements Authors acknowledge the discussion made with summer intern Mr. E. John during the summer 2014.
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Chapter 12
Effect of Micro-Cracks on the Thermal Conductivity
of Particulate Nanocomposite

Addis Tessema, Dan Zhao, Addis Kidane, and Sanat K. Kumar

Abstract The effect of micro-cracks on the thermal conductivity of particle-reinforced nanocomposites is investigated. Two
different particles (Carbon nanotube and Silicon dioxide) with different geometries are considered to account for the effect
of particle aspect ratio. Three batches of specimens, two with and one without nano-fillers are fabricated. First, the thermal
conductivity of the as-fabricated samples were measured using steady state linear heat transfer unit. Afterwards, the samples
were subjected to cyclic loading and at the end of every 5000 cycles the samples were taken out and the thermal conductivity
was measured. At the same time, the Modulus of Elasticity of the specimens were determined using uniaxial compression
test. Based on these results, the effect of micro-cracks on the thermal conductivity of the nanocomposites is presented. In
addition, the relation between micro-cracks, stiffness, and thermal conductivity are presented.

Keywords Micro-cracks • Nanocomposite • Thermal conductivity • Fatigue loading • Stiffness

12.1 Introduction

It has been well recognized that different types and amounts of damage could occur in composites during their service time,
which negatively affects the physical properties of the composite materials. Thus it is critical to investigate the damage
characteristics and its effect on the mechanical, thermal and electrical properties of the bulk materials. The presence of
damage, such as micro to macro cracks, and discontinuity inside the material will hinder flow of load (mechanical, thermal
and electrical) through the material network. Therefore, the extent and amount of damage has direct implication on the
response of the materials. In fact, many studies [1, 2] have shown that it is possible to detect the damage size and sate based
on the change in property of the material relative to the undamaged state.

Most common types of damage in fiber reinforced composite are, Fiber breaking, interface failure and matrix micro-
cracking [3]. However, for particle filled composites, interface delamination and matrix micro-cracking are the main
dominant damages under quasi-static loading [4]. Under fatigue loading the quantity and size of these micro-cracks grows in
progress as the number of cycles grows [1, 3, 5]. In parallel as the loading cycle marches, due to the increase in the quantity
and size of the cracks developed, the stiffness of the material degrades proportionally [6].

Another material property which could be affected by the presence of damage is thermal conductivity. In general, heat is
transported in two ways within the material, one through vibration of lattice (phonon) and other is through electrons wave
(similar to electrical conductivity in metals) [6]. In polymers and their composites, phonon is the dominant way to conduct
heat [7]; furthermore since polymers are amorphous or semi-crystalline in the solid state, vibration of molecular chains is
the primary heat carrier instead of lattice vibration in crystalline materials. The presence of any damage such as, interface
between the matrix and filler particles, voids and cracks results in the discontinuity of the polymer chain which induces
phonon scattering. Indeed, micromechanics models have shown that presence of micro-cracks has direct influence on the
thermal conductivity [2], and also the amount and shape of cracks affects the effective conductivity of the materials.

Studying the effect of micro-cracks/damages within the material on the thermal conductivity, and interrelate the damage
extent with variation in effective thermal conductivity using experimental techniques is the motive of this study. Former
studies [1, 8] showed that, under fatigue loading the damage has been encountered and these damages has reduced
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the stiffness and electrical conductivity, “how about the thermal conductivity?” is the question we are going to resolve.
Furthermore interaction between amount of damage, stiffness reduction and thermal conductivity variation will be developed.

12.2 Material and Sample Preparation

12.2.1 Materials Used

Two types of nanofillers have used to prepare nanocomposites, one is Carbon Nanotube (CNT) and the other is Silica
Nanopowder. The nanocomposites are made with weight ratio of 0.5 % for CNT and 1 % for Silica nanofillers. The matrix
material used is Bisphenol-A epoxy (Buehler Epothin 2 Resin, Part-A) and its hardener which is recommended by the
manufacturer (Buehler Epothin 2 Hardener, Part-B). The Silica fillers have spherical shape with particle size of 10–20 nm
(BET) and 99.5 trace metal basis and it is purchased from Sigma Aldrich. On the other hand, CNT fillers are tubular in shape
and 95 % pure Carbon Nanotubes (CNT) with average outer diameter of 30 ˙ 15 nm and length of 5–20 �m, it is purchased
from NanoLab Inc. The fabrication processes are briefly discussed in the next section.

12.2.2 Sample Preparation

Samples preparation procedures are as followed, first as-received epoxy resin (Part-A) and CNT are weighted based on the
predetermined weight ratio (0.5 %). Following the weighted constituents added in to a glass beaker and mixed mechanically
until the mixture turns to uniform black color. Furthermore the mixture is brought to ultrasonic mixing for uniform
distribution of the filler CNT in to the matrix as shown Fig. 12.2. The ultrasonic mixing is made under pulse mode of 2 s ON
and 1 s OFF for 30 min at maximum amplitude of 40 %. Since ultrasonic waves generate heat within the mixture, the beaker
was kept under ice bath during ultrasonication. Next, the air trapped (bubbles) within the mixture during ultrasonication and
mechanical mixing is removed by keeping the mixture in a vacuum chamber for about 20–30 min. Following, hardener is
added in to the mixture (i.e. 1:2 ratio to the epoxy) and mixed thoroughly again. Then, the mixture is brought back in to
the vacuum chamber and kept for few minutes again to remove any further air trapped. At last the mixture is poured into
silicon rubber molds which are coated with release agent, and the mold is placed in controlled hood to cure for 24 h. As
finishing, the top and bottom surfaces of the samples are polished and two holes are drilled along radial direction to place
thermocouples. The silica nanocomposites samples are also prepared following similar procedures except that the ultrasonic
mixer is not used in this case and the weight ratio is 1 %.

12.3 Experimental Method

12.3.1 Thermal Conductivity

A linear unidirectional heat transfer apparatus (Armfield HT11) is used to perform the thermal conductivity experiment
based on ASTM C177 standard. As it shown in Fig. 12.1a, there is an electrical heat source (Heater) at the top, followed
by 25.4 mm diameter polycarbonate (PC) rod, which is used to transfer the heat to the specimen below. The specimen
is sandwiched between the two 25.4 mm diameter polycarbonate (PC) rods above and below. The bottom PC rod is in
contact with a 25.4 mm diameter copper rod immersed in constantly running water at one end, which is serve as a heat sink.
The apparatus incorporates row of thermocouples to monitor the temperature flow from the source to the sink through the
specimen. The sectioned schematic diagram and actual image of the experimental set up are shown in Fig. 12.1b, where
T1-T8 represents the thermocouple positions.

The amount of heat is controlled by adjusting the input voltage and in this study all experiments are conducted at 5 V
electric supply. The temperature of the specimen during the test was below the glass transition temperature (Tg D 43 ıC)
in order to reduce the errors related to thermal effects. The temperatures are measured using the thermocouples attached
directly to the center of the brass rods and specimen. The thermal conductivity of each specimen can be calculated from the
temperature records and geometries, using the equation (12.1).
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Fig. 12.1 (a) Actual and
(b) schematic diagram of
unidirectional/linear heat transfer
device

Fig. 12.2 TEM image of
ultrasonicated (a) CNT-epoxy
and (b) silica-epoxy composite

K D KBrass

"
.�XBrass/ 	 ..T2 � T3/C .T6 � T7//

2 	 ��XSpecimen� 	 .T4 � T5/

#
(12.1)

Where KBrass is thermal conductivity of the brass conductors, 4XSpeci D 13 mm is the distance between the thermocouple T4

and T5; 4XBrass D 15 mm is the distance between the thermocouple T2 and T3 and also between T6 and T7.

12.3.2 Fatigue Loading

Damage (Micro-cracks) were generated within the specimen by subjected it to fatigue loading (compression-compression).
MTS 810 machine was used for this purpose, as it can be seen from Fig. 12.3a the sample was placed between two flat
plates and these flat plates are attached to the corresponding upper and lower grips of the machine. The fatigue test was
performed with load ratio of 0.1 (i.e. Pmin/Pmax) at 2 Hz frequency in a sine wave form and the load was fluctuating between
890 and 8900 N. The specimen was set to thermal conductivity and unidirectional compressive test to obtain the variation
in conductivity and stiffness of the material after every 5000 cycles for the first 20,000 cycles and every 10,000 cycles
afterwards. First the as fabricated material is tested and then the thermal conductivity and the compressive stiffness of the
specimen as a function of cycle loading is obtained.
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12.4 Results and Discussion

12.4.1 Modulus of Elasticity

The Modulus of Elasticity is measured between consecutive fatigue load intervals. The results for the modulus of Elasticity
are shown on Fig. 12.4a, as it can be observed the slope of the stress strain plot has decreased as the loading cycles increased.
Stiffness of the material is observed to decrease as number of cycles gets higher, this is taken as indication for the presence
of damage within the material.

During compressive fatigue loading of Polymer composites, first the interfaces between the polymer and filler particle
start to break and microcracks started to be formed, because the interface is the weakest bond within the material network.
Following, since the matrix is under higher deformation than the filler, as the fatigue cycle increases the polymer chains
collapses and it starts to rupture. Further fatigue loading starts to crash the nanofiller within the matrix, combination of all
this phenomena alters the material network and reduces the stiffness of the material gradually as the cycle grows. In fact,
microcracks or damages within the material made discontinuity in material network [6] and this discontinuity introduces
interruption on the stress or heat or electric flow within the material. Though, it is difficult to quantify the relation between
the number of cycle and reduction in Modulus of Elasticity, it is clearly seen from Fig. 12.4b that rate at which the Modulus



12 Effect of Micro-Cracks on the Thermal Conductivity of Particulate Nanocomposite 93

Fig. 12.5 (a) Normalized
modulus of elasticity with cycles
for different samples.
(b) Normalized thermal
conductivity with cycles different
samples
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of Elasticity declines is different as the cycle number progress. It decreases with fast rate up to 20 � 103 cycles and it starts to
decrease slowly further cycling. Previous studies [1] have shown that there is exponential relation between damage quantity
and reduction in stiffness, and from the plots of Fig. 12.4b our result also follow similar trend.

Additionally, from Fig. 12.5b, the scale of degradation for pure Epoxy (PE) and nanocomposites (SE and CE) is different.
Relatively higher degradation is observed for PE than the others, this is as a result of nanofiller reinforcement. Since the
loading is compressive and nanofillers are the main load carrier, and larger loading cycle is required to damage nanofiller,
the modulus of Elasticity is not influenced much for SE and CE as that of PE.

12.4.2 Thermal Conductivity

As in the case of the Modulus of Elasticity, the thermal conductivity of the material between the cycle intervals is measured
for different specimen and the results are depicted on Fig. 12.5b. Here the thermal conductivity has shown to decrease as
the number of cycle increases. It is believed that the material discontinuities because of microcracks interrupt the continuity
of vibration along the chain of the polymer, also between the matrix and filler. This interruption of vibration causes phonon
scattering which reduce the efficiency to transfer heat or increases thermal resistance, this situation reduces the thermal
conductivity of the material. As it can be seen from Fig. 12.6a the thermal conductivity is decreasing as loading cycle
increases in a linear form.

Comparing thermal conductivity degradation for different fillers (Pure Epoxy (PE), Silica-Epoxy (SE) and CNT-Epoxy
(CE)) from Fig. 12.4b, the reduction of thermal conductivity as damage grows follows similar trend and the values for
different materials are also close to each other for the initial cycles (approximately up to 40 � 103). However, as the loading
cycle progresses the nanofilled composites showed slow decrement while the pure epoxy keep reducing almost with the same
pace as small loading cycle. From the plot Fig. 12.5b, which shows the modulus of elasticity with thermal conductivity and
it is seems that an exponential trend is found between the two quantities.
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12.5 Summary

Even though, it is difficult to prepare one sample that can fit for thermal conductivity and cyclic compressive test same time,
appreciable result are obtained from our study and it is summarized as;

• Degradation of Modulus of Elasticity is observed, this indicates that damage has occurred within the material. Based on
the indication, the extent of damage varies for the pure epoxy and nanofilled epoxy materials.

• The thermal conductivity also has shown reduction as the loading cycle increases, but pace of reduction was not the same
for nanofilled sample through the whole cycling intervals, while it almost the same for the pure epoxy.

• The thermal conductivity and Modulus of Elasticity can be related to each other, one can be used to estimate the other
implicitly.

Acknowledgement The financial support for this study is funded from NSF under Grant No EEC-1342379 is gratefully acknowledged.
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Chapter 13
Fatigue Tests on Fiber Coated Titanium Implant–Bone
Cement Interfaces

M. Khandaker, Y. Li, P. Snow, S. Riahinezhad, and K. Foran

Abstract The goal is developing an efficient bond interface between the implant and the cement by applying micron to nano
size fibers to the surface of the implant through an electrospinning process, utilizing biocompatible fibers. Experimental
models have been developed to evaluate the forces experienced on a cemented cylinder shape titanium implant through
a static and cyclic tests. Finite element analysis (FEA) model for an uncoated cylindrical cemented titanium model was
developed and tested under static and fatigue conditions. Our experimental study on cylindrical model found increase
of pull out static strength for fiber coated implant (Mean strength D 1.308 MPa) compare to uncoated implant (Mean
strength D 1.098 MPa) for 2 samples. Our experimental study also found no noticeable increase of pull out fatigue life
for fiber coated implant (Mean fatigue life D 2019 cycles) compare to uncoated implant (Mean fatigue life D 2015 cycles)
for 2 samples. Our FEA study on cylindrical model found the design life to be 1690 cycles with element size of 3.0E-3 m
under the minimum stress of 112 kPa and maximum stress of 9.71 MPa according to Modified Goodman theorem.

Keywords Titanium • Cement • Interface • PMMA • Polycaprolactone • Fatigue • Implant

13.1 Background

The hip is an important multifunctional joint in the human musculoskeletal system. Since the hip is subject to position change,
bending, and extreme force, much wear is imposed on the joint. For these reasons, along with age, health, and weight, a hip
replacement is sometimes required and through a total hip replacement (THR) surgery. The most common practice in THR
is the use of Titanium (Ti) implants secured in the patients’ femur using cement which causes further medical complications
including particulates in the blood stream and primarily immobility. The goal of this project is to develop a more efficient
bond interface between the implant and the cement by applying micro/nanofibers to the surface of the cylindrical and hip
shape implants through an electrospinning process, analyzing results both experimentally and numerically.

Various hip implants have different drawbacks and attributes. Many manufacturers have recalled their hip implants
(including Johnson & Johnson, DePuy, and Zimmer Durom) [1]. A patient’s age, sex, weight, diagnosis, activity level,
surgery condition and implant choice influence the longevity of the device. In the United States of America, five types
of total hip replacement devices are currently used with different bearing surfaces [2] which are: metal-on-polyethylene,
ceramic-on-polyethylene, metal-on-metal, ceramic-on-ceramic and ceramic-on-metal. The imperfection of the hip implant
device can cause pain in the hip or leg, swelling at or near the hip joint, change in walking ability, and popping in the hip
joint. A more suitable hip implant device which decreases the number of risks is needed [3].

The interfacial mechanics at the bone-cement or implant-cement interfaces is a critical issue for implant fixation and the
filling of tissue defects created by disease [4]. Electro spinning is a process by which fibers with sub-micron diameters can
be obtained from an electrostatically driven jet of polymer solution [5]. These fibers have a high surface area to volume
ratio, which have numerous engineering applications [6–8]. The present study is based on the hypothesis that the differences
of the surface properties at bone/cement interface due to incorporation of micro and sub-micron diameters fiber may have
significant influence on the quality of bone/cement union. The objectives of this research were to: (1) develop aligned
Poly("-caprolactone) PCL fiber coated cylindrical titanium implant, (2) conduct the fatigue tests on without and with fiber
coated cylindrical titanium implant, and (3) develop a finite element model to determine the life of the without and with fiber
coated cylindrical titanium implant.
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13.2 Materials and Methods

13.2.1 Materials

Titanium (Ti) bars (6Al-4V ELI, ASTM B 348 standard, grade 23, biocompatible) of dimension (22 � 12 � 2) mm were
purchased from Titanium Metal Supply, Inc., Poway, CA. Cobalt™ HV bone cement (Biomet Inc., Warsaw, IN) was used as
the polymethyl methacrylate (PMMA) cement. PCL was purchased from Sigma Aldrich. PCL was selected as fiber material
since it is biocompatibility, biodegradable and electrostatic. PCL solution was prepared by ultrasonic (Sonics & Materials,
Inc., Vibra-cell VCX 130) mixing of 7.69 wt% of PCL beads with acetone. The sonication process was carried out at
approximately 80 ıC for an hour. The solution was poured into a glass syringe in an infusion pump (Harvard Ins.).

13.2.2 Deposition of Aligned Fiber on Titanium Implant

The cylindrical titanium implant will undergo the electrospinning process called drum collection. This process was chosen
because of its capability of high precision controlling deposition of the fibers and producing nano-level fibers. The detail
method of preparation of PCL solution for electrospun fiber is appeared in Khandaker et al. [2]. A rotating collecting drum
is spun at high speed with a DC motor which is used in conjunction with a Proportional Integral Derivative (PID) control
system to control the revolutions of the motor under the electrospinning setup as shown in Fig. 13.1. The implant model
will then undergo the same electrospinning process as the cylindrical model in order to coat the model with a layer of
micro/nanofibers.

13.2.3 Preparation of Titanium/Cement Samples

The titanium rod is encapsulated by a 3D printed (Dimension elite 3D printer) cylindrical holder in order to cure the rod to the
cement without being contaminated. Figure 13.2 shows the fabricated holder for the production of titanium/cement sample.

Fig. 13.1 Electrospin setup for
the deposition of aligned fiber on
titanium rod
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Fig. 13.2 Fabricated Ti/PMMA
sample for static and fatigue tests

According to Biomet HV PMMA cement preparation protocol, PMMA cement was prepared by hand mixing 2.2 g of PMMA
powder with 1.1 mL of methyl methacrylate (MMA) monomer using powder: monomer ratio of 2:1. PMMA was poured
on top of the different titanium samples during doughy phase in the mold. After the cement is allowed to cure the cylinder
can be removed and placed in the Test Resources 800LE4 dynamic universal testing machine to be put the titanium/PMMA
specimen under cyclic loading for a fatigue test.

13.2.4 Mechanical Testing on Titanium/Cement Samples

Pull out static and cyclic tests were performed on two Ti/PMMA samples with and without using Test Resources universal
test system (UTM) (Fig. 13.3). Static tests were conducted to find maximum breaking stress of Ti/PMMA samples at strain
rate 0.05 mm/s. The maximum pull-out force will be determined and interfacial shear strength will be calculated by dividing
the force at the point of failure by the surface area of the implant in contact with tissue. Cyclic tests (amplitude D 100 N)
were conducted to find the fatigue life of Ti/PMMA samples at 1 Hz using stepwise load (100 N) for 1000 cycles starting
from 350 N until the failure of the interfaces.

13.2.5 Finite Element Modeling

The Finite Element Analysis (FEA) model was build according to the dimension of the experimental model. The geometric
FEA model without micro/nanofiber was modeled and analyzed in ANSYS Workbench 14.0 (Fig. 13.4) with different
element size of 5.0E-3, 4.0E-3, 3.0E-3 and 9E-4 m. Materials used in the analysis were titanium alloy (rod), PMMA cement,
and abs plastic which corresponds to the 3D printed holder in the experimental model. Table 13.1 shows the properties of
materials used for FEA analysis.

Figure 13.5 shows the meshed FE model with the element size of 9.0E-4 m. The fatigue test was processed under static
structural analysis. Modified Goodman theory was used for the prediction of life. A downward load of 475N that corresponds
to the failure load for the experimental model was applied to the top surface of the titanium rod. A normal stiffness factor
of 1 was used for the Ti/PMMA interface, and ANSYS program controlled stiffness factor was used for PMMA/abs plastic
interface to model the interface. The outside surface of the abs plastic model were constraint in all direction.



98 M. Khandaker et al.

Fig. 13.3 Fatigue test setup with
specimen

Fig. 13.4 Geometric model of
Ti/PMMA for FEA analysis
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Table 13.1 Material Properties
used for the development of the
Ti/PMMA model

Properties Titanium alloy PMMA cement ABS plastic

Young’s modulus (GPa) 116 3.3 2.2
Poisson’s ratio 0.32 0.39 0.35
Shear modulus (GPa) 43.939 1.1871 0.81481
Density (kg/m3) 4507 1190 1040
Compressive ultimate strength (MPa) 120 120 50
Compressive yield strength (MPa) 970 120 65
Tensile ultimate strength (MPa) 950 69 40
Tensile yield strength (MPa) 880 70 43
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Fig. 13.5 Meshed model of
Ti/PMMA samples for fatigue
analysis with element size of
9.0E-4 m

Fig. 13.6 Fiber coated titanium
implant

13.3 Results

The study was able to create micro to nano size fiber coated sample. Uni-directional fibers were successfully fabricated using
the electrospinning unit having horizontal drum collector method. The fiber collections were viewed in stereomicroscope
(Fig. 13.6).

The typical load and displacement plots of a with and without fiber Ti/PMMA specimen during the quasi-static tests can
be found in Fig. 13.7. Our studies showed a clear difference of the load-displacement curve among different kinds of titanium
cement specimens. The result shows the Ti/cement without fiber has higher stiffness compared to Ti/cement with fiber. The
result also shows that Ti/cement incorporated with fiber has the ability to store higher energy before reaching a breaking
point than Ti/cement without fiber.

The fatigue life and strength of the cylindrical model with and without fiber were compared as shown in Fig. 13.8. The
results showed that the samples with fiber had greater fracture strength and slightly higher fatigue life. The additional surface
roughness due to the deposition of the fiber is the main reason for this improvement of the fracture strength.
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Fig. 13.7 Load and deformation
(a) with and (b) without fiber
Ti/PMMA specimen during the
quasi-static tests
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The FEA contour plots of stress and deformation of the Ti/PMMA model are shown in Fig. 13.9 and Fig. 13.10,
respectively. The ANSYS simulation analyzed fatigue test for the cylindrical model under static structural analysis and the
design life according to Modified Goodman theorem was found to be 1690 cycles with element size of 3.0E-3 m under the
minimum stress of 112 kPa and maximum stress of 9.71 MPa; the life found with element size of 4.0E-3 m was 2367.7 cycles
under the minimum stress of 339 kPa and maximum stress of 8.72 MPa; and the life found with element size of 5.0E-3 m
was 1905.1 cycles under the minimum stress of 310 kPa and maximum stress of 8.25 MPa The relationship between mesh
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Fig. 13.8 Fracture strength and
fatigue life comparison between
fiber coated Ti/PMMA and
without fiber coated Ti/PMMA
samples
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Fig. 13.9 Contour plot of
Von-Mises stress
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Fig. 13.10 Contour plot of
deformation in y-direction
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Fig. 13.11 Fatigue life variations
with different meshing element
sizes
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Table 13.2 Convergence tests of the FEA results

Alternating stress (Pa)
Element size (m) #Elements #Nodes Life cycles Minimum stress Maximum stress Mean stress % of difference between iterations

3.00E-03 524 3406 1769.7 1.91EC05 1.16EC07 5.90EC06
2.00E-03 1244 7491 1789.7 1.22EC04 2.04EC07 1.02EC07 0.561892454
1.00E-03 8296 41760 1808.9 2.89EC04 2.12EC07 1.06EC07 0.533540821
9.00E-04 11607 56298 1814.4 1.44EC04 2.32EC07 1.16EC07 0.151795325

size and fatigue life is presented in Fig. 13.11. The difference between FEA predicted fatigue life and experiment fatigue life
for titanium/PMMA model without fiber was found to 17.56 % for the element size of 3 mm.

Table 13.2 shows convergence of FEA results. The mesh size at 0.9 mm is sufficient, since the FEA results with 0.9 mm
mesh size differ by less than 0.1 % from those with mesh size of 3 mm.

There are limitations in the current work. Only a small number of samples were tested under static and cyclic compressive
loadings, thus it is not possible to present any statistical evaluations, but only a general trend of fracture evolution in titanium-
cement interfaces built with and without fiber coated titanium.

13.4 Conclusions

The micro/nanofiber coated titanium/cement interface was designed and constructed by electrospinning process. PCL-
collagen was selected for the fiber preparation because of its easy mixture. Fatigue analysis of implant model was done
both numerically and experimentally. The predicted life of the developed FEA model was comparable with the experimental
fatigue life of titanium/PMMA interface without fiber. Further in vitro and in vivo improvement of fatigue life for
titanium/PMMA interface is possible by aligned, uniform and less stiff fiber coating on Ti and adding nanoparticles with
PMMA that is sought in our future studies.
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Chapter 14
Fatigue Behavior of Carburized Steel at Long Lives

D.V. Nelson and Z. Long

Abstract The fatigue behavior of two carburized steels is investigated with rotating bending tests for lives between
approximately 105 and 108 cycles. Cracks are observed to start at sub-surface inclusions within carburized cases and form
“fish eyes” often seen in high cycle fatigue of hardened steels. Optically dark areas (ODAs) are found surrounding the
inclusions that acted as crack origins. Fatigue strengths are evaluated by Murakami’s

p
area model, but accounting for the

influence of residual stress and hardness at the different depths at which cracks started. Values of stress intensity factor range
at the periphery of inclusions and the outer border of ODAs are computed accounting for the influence of residual stress.
Possible factors that may influence crack growth within ODAs are discussed.

Keywords Fatigue • Carburized • Inclusion • Fish eye • Residual stress

14.1 Introduction

Numerous mechanical components made of high strength steel are designed to have fatigue lives exceeding a million cycles,
a regime in which failures tend to originate at subsurface inclusions. A penny shaped crack typically grows from an inclusion
with a distinct appearance known as a “fish-eye.” An example is shown in Fig. 14.1. This type of fatigue failure has been the
subject of considerable study during the past decade, and is described in detail in a book [1] and number of review articles
[2–6]. A zone of special interest surrounding an inclusion is often found within a fish eye. The zone is referred to as an
optically dark area (ODA) [1] (or in some cases, a granular bright facet [7], fine granular area [3] or rough surface area [8]).
ODAs are believed to start early in fatigue life (first 10 % or so of life) and gradually increase in size, occupying most of the
fatigue life [9, 10]. Very little life is typically spent in the growth of a crack from the ODA size to fracture [11]. A sample of
an ODA is shown in Fig. 14.2.

Studies of “fish eye” fatigue have primarily used through-hardened specimens. Many mechanical components are case-
hardened, producing a profile in hardness and residual stresses as a function of depth below the surface. Carburizing is a
widely used case hardening process applied to gears, bearings, camshafts, etc. Not only does it alter subsurface hardness and
create residual stresses, but it also leads to hydrogen around internal nonmetallic inclusions [12]. In this paper, the high cycle
fatigue behavior of carburized gear steels is explored to assess the influences of residual stresses and hardness on “fish eye”
fatigue cracks occurring within carburized cases.

A 1968 study by Funatanai and Noda [13] on the bending fatigue of carburized specimens noted that fish eye cracks
initiated at depths approximately equal to case depth, where compressive residual stresses were relatively minimal (less
than �100 MPa) compared to bending stresses. Naito et al. [14] tested carburized specimens with either non-martensitic or
electropolished surface layers. Surface failures originated in non-martensitic layers even at lives approaching 108 cycles (the
highest number of cycles tested). In electropolished specimens, several fish eye failures at inclusions were noted for lives of
about 5 � 106 cycles and greater, but sizes and depths of inclusions were not reported except in one photo where the depth
was approximately 250 �m, which was within the carburized case. Murakami et al. [15] tested carbonitrided specimens with
a case depth of approximately 2 mm. Fish eye cracks started at inclusions deeper than the case. Residual stresses vs. depth
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Fig. 14.1 Typical fish eye
observed originating at a
subsurface inclusion in a high
hardness steel. (Specimen surface
is shown to the left of the
fish eye.)

Fig. 14.2 Optically dark area
surrounding an inclusion

within the case were not reported, which is understandable since cracks did not originate there. Huang et al. [16] tested
carburized specimens with a relatively shallow case (approx. 0.3 mm). Depths of inclusions at which cracks formed and
residual stresses vs. depth were not mentioned.

This study differs from those just reviewed by reporting the results of fatigue tests in which all fish eye cracks started
within the cases of carburized specimens, at depths where magnitudes of compressive residual stresses were significant
relative to applied stresses and where hardness values were much higher than in the core. To date, approaches for predicting
fish eye fatigue strength have been developed largely from test data for cracks originating at depths with minimal residual
stresses and hardness nearly uniform with depth. This study provides an opportunity to assess the applicability of a prominent
predictive approach using data from locations where residual stresses and hardness values much larger than in the core.

14.2 Experimental Procedure

Two Cr-Ni carburized gear steels, 20Cr2Ni4 and 17Cr2Ni2, were tested. Table 14.1 shows their nominal chemical
compositions and tensile properties. Specimens were carburized at 910 ıC for 20 h with a carbon potential of 1.2 % and
then air-cooled and held at 650 ıC for 2 h. After that, the specimens were austenitized at 880 ıC for 2 h, oil quenched, and
tempered at 180 ıC for 2 h. The geometry and nominal dimensions of specimens are shown in Fig. 14.3. After carburizing
and hardening, specimens were gently ground and polished in the longitudinal direction with abrasive paper (to grade #2000)
to achieve a mirror-like finish.

Carburized cases were etched with picric acid to reveal prior austenite grain boundaries. Applying ASTM E112-10 [17],
the average grain size was determined to be G8.5 and G9 for steels A and B, respectively, or 19 and 16 �m. Micro-hardness
profiles of carburized cases determined according to ASTM E384-10 [18] are reported in Fig. 14.4. The two steels had
similar profiles with depth, and the core hardness values were nearly the same, about 450 HV. Longitudinal residual stresses
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Table 14.1 Chemical composition (wt.%) and tensile properties of the steels prior to carburizing

Alloy C Si Mn Cr Ni Mo Sy (MPa) Su (MPa) RA (%)

A 0.17 � 0.23 0.17 � 0.37 0.3 � 0.6 1.25 � 1.65 3.25 � 3.65 0.1 � 0.1 5 1292 1483 57
B 0.14 � 0.19 0.17 � 0.37 0.3 � 0.6 1. 5 � 1.8 1.4 � 1.7 0.25 � 0.35 1150 1400 35

Sy yield strength, Su ultimate tensile strength, RA reduction of area

Fig. 14.3 Geometry of fatigue
specimens (dimensions in mm)

Fig. 14.4 Micro-hardness
profiles of carburized steels
A and B

0 0.5 1 1.5 2 2.5
400

500

600

700

800

Depth from the surface (mm)

M
ic

ro
-h

ar
dn

es
s (

H
V

)

A
B

Fig. 14.5 Residual stress profiles
for carburized steels A and B
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vs. depth were measured by X-ray diffraction using conventional Cr-Ka radiation (2.291 Å wavelength), [211] planes and
the sin2§ method combined with layer removal by electropolishing. Stresses were corrected for the effect of layer removal
[19]. Residual stresses measured in specimens that had been cycled without failure are shown in Fig. 14.5. The peak value of
compressive residual stresses in steel A was �880 MPa, about 200 MPa more compressive than that in steel B. The transition
depth from compressive to tensile residual stresses in the steel A was 1.1 mm, 0.2 mm deeper than that for the steel B.
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Magnitudes of residual stresses in Fig. 14.5 associated with carburizing (depths greater than about 0.2 mm) are comparable
to typical values in the range of �250 to �350 MPa [20] while values near the surface are in line with those approaching
�800 MPa reported for carburized and ground gear teeth [21]. The magnitudes of residual stresses measured suggest that
little or no residual stress relaxation occurred from fatigue cycling. The yield strength near the surface of specimens was
estimated to be approximately 2000–2100 MPa based on correlations between hardness and yield strength for carburized
steel [22]. The bending stress amplitude at the surface was 1150 MPa or less in the testing to be described shortly, so that
the sum of applied and residual stresses would not be expected to cause significant relaxation of residual stresses by plastic
deformation [23].

14.3 Experimental Results

Rotating bending fatigue tests were conducted at room temperature in air. The test frequency was 75 Hz. The results of
fatigue testing are shown in Fig. 14.6 where stress amplitude refers to values at the surface. Also included in that plot are
recent data from specimens of the same type as in Fig. 14.3, except with a nominal diameter of 5.5 mm. Fatigue tests with
specimens of the original diameter required loading levels that unexpectedly caused ball bearings of the test machine to fail
from fatigue. A smaller specimen diameter allowed subsequent testing at lower loads. Two B specimens had unexpectedly
short lives, for reasons that are not immediately evident.

The fracture surfaces of the failed specimens were examined by optical microscopy as well as a scanning electron
microscope (SEM) equipped with an X-ray energy dispersive spectrometer (EDS). Based on the result of EDS, all internal
fractures originated at non-metallic inclusions that were either Al2O3 or TiN. The sizes of inclusions in terms of a

p
area

parameter ranged between 16 and 49 �m, where area is the projected area of a defect or crack on a plane normal to the
direction of maximum tensile stress [1]. In the case of a circular area, the parameter

p
area D 0:89 � diameter. Inclusions

causing fish eye cracks were observed at depths from 10 to 660 �m. Optically dark areas (ODAs) could be always identified
at the crack initiation site with sizes in terms of the

p
area parameter (including the area of the inclusion within an ODA)

varying between 27 and 90 �m. Figure 14.7a shows an example of a fish-eye fracture that initiated from an unbroken Al2O3

inclusion, while Fig. 14.7b shows a pore left by an inclusion debonded from the matrix, suggesting relatively weak bonding
between the inclusion and matrix. Several radial ridges emanated from the crack origin. The length of these ridges ranged
from 16 to 100 �m, and many of the short ridges stopped at the outer border of ODAs. Nishijima and Kanazawa [24] have
suggested that such ridges indicate shear cracking similar to what might be found for cracks initiated at a surface.

The size of each ODA normalized by the size of the corresponding inclusion from which a fish eye crack started is shown
in Fig. 14.8. Although there is significant scatter, the ratio of ODA-to-inclusion size tends to increase at longer lives.

For the remainder of this paper, evaluations will only consider the results from specimens with the original diameter, since
data on residual stress and hardness vs. depth for the smaller diameter specimens are not yet available as of this writing. The
data are expected to be similar to those in Figs. 14.4 and 14.5, but that needs to be determined. Figure 14.9 shows depths of
inclusions from which cracks originated relative to values of hardness and to the sum of applied bending stress amplitude
plus compressive residual stress vs. depth. The applied stress accounted for the linear variation with depth and, for the sake
of illustration, used bending stress surface values of 1060 and 1120 for steels A and B, respectively. Referring to Fig. 14.5,

Fig. 14.6 Fully-reversed
bending fatigue data for steels
A and B
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Fig. 14.7 (a) Inclusion at the center of a fish eye for a specimen of steel A, 	 a D 1041 MPa, Nf D 2,651,000 cycles,
p
area D 28 �m, (b) pore

at the center of a fish-eye for a specimen of steel B, 	 a D 1067 MPa, Nf D 1,149,800 cycles,
p
area D 35 �m

Fig. 14.8 Ratio of the size of an
ODA to that of the inclusion from
which fish eye cracking
developed
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note that many cracks started at depths where compressive residual stresses were substantial. Also, there was no evidence of
oxidation or decarburization at any of the locations where cracks started.

The fatigue strength, 	w (MPa), of each specimen with a fish eye fracture was estimated by Murakami’s
p
area parameter

model [1] shown in (14.1), derived by treating a nonmetallic inclusion approximately as a small crack:

	w D 1:56 .Hv C 120/ Œ.1-R/ =2 ˇ�p
areainc

� 1=6 (14.1)

where: Hv is Vickers hardness, areainc is the projected area (�m) of an inclusion normal to the direction of stress, R is the
ratio of minimum to maximum stress in a cycle, and ˇ is given by:

ˇ D 0:226C 10�4Hv (14.2)

R D .	m–	w/ = .	m C 	w/ (14.3)

where 	m is mean applied stress.
The effectiveness of (14.1) has been demonstrated for high cycle fatigue with different values of applied mean stress [1].

Here, the influence of residual stresses 	 res is taken into account as if it was a mean stress 	m in (14.3). The bending stress
amplitude 	a at the sub-surface location of an inclusion was obtained from

	a D 	nominal

�
1 � dinc

rs

�
(14.4)

where 	nominal is the bending stress amplitude at the surface, dinc is the depth of an inclusion from the surface, and rs is the
measured radius of the minimum section of specimens. Values of hardness and residual stress present at the depth of a given
inclusion were used in (14.1) to (14.3). Since 	w is a function of R in (14.1), and R is a function of 	w in (14.3), determination
of both can start by taking 	w D 	a to obtain an initial value of R, and then to find an updated value of 	w, which is used to
find an updated of R, and so forth until convergence is obtained.

Figure 14.10a shows the relation between the ratio of the applied stress amplitude to the estimated fatigue strength,
(	a/	w), and the number of cycles to failure, Nf . The ratio (	a/	w) is conservative and varies between 1.10 and 1.22 for steel
A and 1.04 and 1.15 for steel B. The scatter in values of (	a/	w) in both steels appears comparable. The values of (	a/	w)
provide evidence that Murakami’s model in (14.1) is also effective for fatigue strength estimates of carburized and ground
steel when fish eye cracks start at depths in carburized cases where residual stresses are significant and fatigue lives are in
the range of 105 to 107 cycles for the data set from specimens of original diameter considered. The relation between (	a/	w)
and the depth of inclusions is shown in Fig. 14.10b. There is no apparent dependence of (	a/	w) on the depth of inclusions
for the data set considered. The use of

p
areaODA rather than

p
areainc in (14.1) would provide lower, more conservative

estimates of 	w (approximately 7 % lower on average for the data here).
It has been proposed that there may be two kinds of crack growth thresholds for fish eye failures. A larger one,

characterized by the stress intensity factor range 4K at the outer border of ODAs, represents a threshold for a transition
from small crack growth to “Paris law” behavior [25], and a smaller one, characterized by 4K at the border of inclusions,
represents a threshold for crack growth to occur from an inclusion [26]. To account for the effect of compressive residual
stress, the stress intensity factor range at the border of an inclusion, 4Kinc, and at the outer border of an ODA, 4KODA, was
computed using an

p
area model [1] with superposition of applied and residual stresses:

�Kinc D 0:5 .	a C 	res/

q
�

p
areainc (14.5)

�KODA D 0:5 .	a C 	res/

q
�

p
areaODA (14.6)

where
p
areainc and

p
areaODA are the projected areas of an inclusion and an ODA, respectively. Values of applied stress

amplitude, 	a, and residual stress, 	 res, were taken at the sub-surface location of a given inclusion. (Compressive 	 res has a
negative sign in (14.5) and (14.6).)

Figure 14.11 shows�Kinc and�KODA values vs. cycles to failure Nf as well as depths of inclusions for steel A. There is no
apparent relation with Nf or depth. The values of 4Kinc vary between 2.5 and 3.3 MPa

p
m with an average of 2.8 MPa

p
m.
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Fig. 14.11 Stress intensity factor range at inclusions and ODAs for steel A vs. (a) cycles to failure and (b) depths of inclusions

The values of 4KODA vary from 3.0 to 4.3 MPa
p

m with an average of 3.7 MPa
p

m. Figure 14.12 shows �Kinc, �KODA

values for steel B. Values of 4Kinc vary between 2.5 and 3.6 MPa
p

m with an average of 3.1 MPa
p

m. The smallest 4Kinc

leading to failure occurs at the longest fatigue life. The values of 4KODA vary from 3.4 to 4.5 MPa
p

m with an average of
4.1 MPa

p
m. The smallest 4KODA occurs at the shallowest inclusion.

The values of 4Kinc for both steels in this study were approximately 3 MPa
p

m, while values of 4KODA were in the range
of 4–5 MPa

p
m. Those values, computed to account for the presence of significant residual stresses, compare well with

values in the range of 4Kinc from 2 to 4 MPa
p

m for steels with similar martensitic microstructures and hardness but without
residual stresses from case hardening [26–35]. Likewise, the values of 4KODA fall in the range of 3–6 MPa

p
m typically

reported for such steels [26, 27, 30–37].
If data on residual stress and hardness vs. depth, both within a case and below, are obtained, the evaluation of fatigue

strength by the
p
area model as well by 4Kinc and 4KODA offer the potential to assess the risk of fish eye failures as a

function of depth for different assumed inclusion sizes. This could provide information useful in design and manufacturing.

14.4 Discussion

The
p
area approach used to compute stress intensity range �K with (14.5) and (14.6) uses “macro” residual stresses

measured by X-ray diffraction with a typical beam diameter of about one mm. The actual residual stress distributions in the
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Fig. 14.12 Stress intensity factor range at inclusions and ODAs for steel B vs. (a) cycles to failure and (b) depth of inclusions

region of an ODA may differ from the “macro” residual stresses, but little appears to be known about such differences. For
example, computational modeling [38] suggests that the residual stresses near inclusions the develop from shot peening
of hardened steel can differ significantly from stresses measured in typical volumes probed by X-ray diffraction with
conventional beam diameters. The distributions of residual stresses that develop locally around inclusions from martensitic
transformations, as in case hardening, are difficult to predict with confidence owing to the complexities involved in material
behavior at the crystalline size scale. A better undemanding of residual stresses around inclusions may improve prediction
of cracking within ODAs.

Different mechanisms have been proposed for development of cracking within ODAs. Murakami et al. [15] suggested
that hydrogen played an important role in cracking, perhaps by embrittlement. Shiozawa & Lu [39] proposed that ODAs
are formed by carbide decohesion, growth of microcracks along boundaries between carbides and matrix and microcrack
coalescence. Larger precipitated carbide particles (approx. 1 �m in size) of Mo, V and tungsten were observed on fracture
surfaces within ODAs. Finer particles (e.g., a fraction of a micron) of chromium carbide and iron carbide were also found.
Fractography revealed that larger particles ruptured and smaller ones peeled off. Hydrogen is known to have the potential to
reduce cohesive strength at carbide-to-matrix interfaces [40]. It seems possible that hydrogen may promote the mechanism
suggested by Shiozawa et al. [9], and future study of this potential influence may enhance the understanding of how ODAs
develop. Sakai [3] suggested a different mechanism for formation of ODAs in which very fine sub-grains with different
crystallographic orientations are formed by micro-scale polygonization and that debonding occurred along their boundaries,
along with coalescence of the micro-debondings. Grad et al. [41] have found that cyclic loading at the stress concentration
created by inclusions causes significant grain refinement within ODAs. As Li [4] has noted, hydrogen assisted local plasticity
may encourage dislocation activity and multi-slip around inclusions, encouraging mechanisms such as polygonization. It may
of interest in future studies of fish eye fatigue to investigate how hydrogen content varies with depth within carburized cases
using a measurement approach like that applied by Murakami & Matsunaga [42] to hydrogen charged specimens.

14.5 Conclusions

1. Previous studies on fish eye fatigue in carburized specimens in which depths of crack origins were reported revealed that
origins were at depths where compressive residual were minimal and hardness values were close to those in the core. By
contrast, all fish eye fatigue cracks started at sub-surface inclusions within the case of carburized specimens in this study,
at depths where compressive residual stresses were significant and where hardness values were much higher than in the
core.

2. Murakami’s
p
area parameter model was found to be effective in predicting fatigue strength when taking into account

hardness and compressive residual stresses at the locations of inclusions from which cracks originated.
3. Values of 4Kinc at the border of inclusions, computed to account for residual stresses by superposition with applied

stresses, were similar for both steels tested and in the range of 2.5–3.6, MPa
p

m comparable to values in the literature for
specimens that had minimal residual stresses at locations where fish eye cracks originated. Values of 4KODA at the outer
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border of optically dark areas, also computed to account for residual stresses, were in the range of 3–4.5 MPa
p

m for both
steels tested, again comparable to values from specimens with minimal residual stresses. The ability to account for the
influence of residual stresses in computing 4Kinc and 4KODA simply by superposition is supported by the data generated
in this study.
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Chapter 15
Fatigue Behavior of Fluid End Crossbore Using a Coupon-Based
Approach

Mahdi Kiani, Rayford Forest, Steven Tipton, and Michael W. Keller

Abstract Fracture or mud pumps are known as the heart of the drilling and hydraulic fracturing. Crossbore geometries
are central to the design of fluid end module in these positive displacement reciprocating pumps. Intersection between
bores emerges as a stress concentrator and because the fluctuating pressure history is extreme, fatigue limits the useful
life of the pump. Approaches such as autofrettage are typically used to extend fatigue lives through the imposition of
compressive residual stresses at crossbore intersections. Direct investigation of the impact of residual stresses in working
pumps is not typically possible. In order to improve understanding of the impact of residual stresses on fatigue life and
to optimize the fatigue-strength improvement provided to fluid ends, unique sample geometry was designed to simulate
the stresses in the crossbore. These samples are tested on laboratory-based servohydraulic fatigue frames and eliminate the
need for complicated in-situ stress analysis on the fluid ends. Using notch strain analysis and modified Smith–Watson–
Topper approach a life prediction algorithm was also developed to calculate the fatigue life of the coupon. To optimize
the autofrettage load and cyclic loading simulation, elastoplastic FEA was accomplished utilizing a combined nonlinear
isotropic/kinematic hardening material model for 4300-series alloy steel.

Keywords Fluid end module • Fatigue failure • Autofrettage • Compressive residual stresses • FEA

15.1 Introduction

Many high-pressure components have intersecting bore geometries, such as in reciprocating pumps that are widely used in
gas and oil industries for well stimulation. These intersecting bore geometries are critical regions when designing fluid ends
on positive displacement pumps, because the intersection between two bores is a stress concentrator [1–4]. This is especially
true as the fluctuating pressure history in a fluid end can be extreme, with pressures alternating between 0 and 15,000 psi at
frequencies of up to 5 Hz. At stress concentration points in the fluid ends, the maximum tensile stress can rise up to several
times of the fluid pressure in other sections. As a result, fatigue often limits the useful life of the pump. To address these
large alternating stresses, compressive residual stresses at crossbore intersections can be introduced to improve fatigue life.
These residual stresses can be applied in several ways, such as autofrettage or shot peening [4–6].

The autofrettage approach is one of the most common due to its simplicity and low-cost. During the autofrettage process,
the fluid end is pressurized above the design operating pressure, which causes partial yielding. This plastic deformation is
concentrated at the crossbore intersection, because of high stress concentration factor in this section. When the autofrettage
pressure is released the bulk material elastically relaxes, but the permanent plastic deformation at the crossbore intersection
resists. As a result, the bulk elastic material compresses the plastically deformed crossbore intersection leading to imposition
of compressive residual stresses exactly where they are most effective, the crossbore intersection. The mean compressive
stress generated during autofrettage serves to offset the fluctuating tensile stresses during operation and increase the fatigue
life of the fluid end module [4, 7].

To optimize the autofrettage pressure and enhance the compressive residual stresses, understanding the stress-strain
response during autofrettage in the crossbore area of the fluid end is critical. Moreover, evaluation of the evolution of the
compressive residual stresses after autofrettage is required for fatigue life estimation and design. Understanding the behavior
of the imposed residual stresses is critical for evaluating the proper time interval for reapplying the surface treatment process
[1, 8, 9].
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Table 15.1 Simulation
specifications

Part 3D, deformable
Material 4300-Series alloy steel, E D 30,000 ksi, �D 0.3, D D 0:73� 10�3lbfS2=in4

Model Elastic, isotropic
Section Solid, homogeneous
Step Static, general
Element type Standard, 3D stress, quadratic, Hex (C3D20)
Mesh technique Structured

However, direct investigation of the impact of residual stresses on the crossbore geometry in a working pump is not
typically possible. Thus, in order to improve understanding of the impact of residual stresses on fatigue life and to optimize
the fatigue-strength improvement provided to fluid ends through autofrettage, a simple, coupon-based sample was designed
to simulate the stresses in the crossbore. These samples can be tested on laboratory-based servohydraulic fatigue frames and
eliminate the need for complicated in-situ stress analysis on the fluid ends.

15.2 Approach

The coupon sample geometry was designed to create a surface stress gradient that closely resembles the stress distribution
derived from FEA analyses on crossbore intersections. This way, the effectiveness of autofrettage can be assessed
experimentally and compared to analytical models quickly and efficiently. A life prediction algorithm was also developed
to calculate the required load for the certain fatigue life of the coupon. Notch strain analysis (strain energy density rule)
was used to estimate the stress-strain condition for any applied load history and fatigue lives were calculated based on the
modified Smith–Watson–Topper approach.

15.2.1 Geometrical Design

FEA models of commercially available triplex and quintuplex fluid end modules were analyzed to obtain the crossbore
intersection elastic stress gradient. A one eighth of a cubic crossbore geometry model was also analyzed using a commercial
FEA code (Abaqus 6.12) to extract the stress distribution along the line from the maximum stress location. The goal of the
specimen design was to match these derived stress gradients in a test coupon as closely as possible. Getting direction from
analytical formulas of solid mechanics, a FEA package (Abaqus 6.12) was used for numerical simulation to accomplish the
specimen design. Simulation specifications have been summarized in Table 15.1.

Initial specimen design were created using simple analytical approaches, and candidate geometries were selected and then
modeled using FEA in order to provide detailed information to match the stress gradient in the fluid end. Comparison among
stress gradients of the fluid end, simplified 1/8 model, and final specimen design (Fig. 15.1) can be seen in Fig. 15.2. As it
can be observed, the normalized stress distribution of the coupon specimen closely matches those from the crossbores in the
initial 0.5 in. of the specimen.

A quarter model of the sample is shown in Fig. 15.3. Pure axial loading of the new sample is achieved by notching
the sample from both sides, symmetrically. This creates two identical regions simultaneously, each with a stress gradient
similar to that found at a crossbore intersection as shown in Fig. 15.2. The stress gradients (slope of the stress-position curve)
simulate the crossbores well. While the stress gradient is shallower than the larger crossbores, the primary interest of this
study is the evolution of the stress gradient and the initiation of cracking, not crack propagation.

15.2.2 Fatigue Analysis

Notch strain analysis was applied to evaluate the stress-strain state on the notch’s root of the designed specimen. Then, strain-
life approach was considered to estimate the fatigue life. To obtain the strain based fatigue parameters, according to ASTM
E-606, the cyclic stress strain curve of the material was experimentally obtained, by performing a companion specimen test.
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Fig. 15.1 Drawing of the
designed notched coupon

Fig. 15.2 Stress gradient
comparison between designed
coupon-specimen (new
geometry) and different crossbore
intersection geometries

Fig. 15.3 FEA stress contour and rendering of the designed coupon-specimen
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In addition to cyclic stress-strain curve, strain-life baseline fatigue curve is another required set of information that was
developed by low cycle fatigue experimental data. Experimentally obtained stabilized hysteresis loops can be divided into
elastic and plastic strain ranges. By plotting these in log-log coordinates as functions of fatigue life, both elastic and plastic
components can be approximated by straight lines. In the power equation form, the elastic part can be represented by
Basquin’s equation (15.1) and Manson–Coffin relationship as shown in (15.2) presents the plastic part. Eventually, combining
these two equations, the total strain-life can be introduces by (15.3).
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where 	a and �a are strain and stress amplitudes, 	 ,
f is fatigue strength coefficient, Nf is number of cycles to failure, b is

fatigue strength exponent, ",
f is fatigue ductility coefficient, c is fatigue ductility exponent,��p is the plastic strain range and

��e is the elastic one [10, 11].
The standard strain life equation is formulated based on the fully reversed strain controlled tests. Different models have

been developed to account for mean stress effects in the strain life fatigue approach. Smith–Watson–Topper (SWT) relation
is the most effective model has been shown to correlate mean stress for a wide range of materials. This model has been
developed based on empirical observations that the product of the stabilized maximum stress and the strain range during a
cycle is proportional to fatigue life; (15.4) represents the general form of this model [11].
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In modified SWT model it is presumed that the product of the maximum stress and the strain amplitude for a given non-fully
reversed loading is equal to the maximum stress and strain amplitude of a fully reversed loading, (15.5).

	max"a D 	aR"aR (15.5)

where 	aR and "aR are maximum stress and strain amplitude of the fully reversed loading.
By considering Ramberg–Osgood relationship and combining it to (15.5), (15.6) can be derived.
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where K’ is the cyclic strength coefficient and n’ is the cyclic strain hardening exponent [11].
Equation (15.6) can iteratively be solved for 	aR and fully reversed strain amplitude can be obtained as shown in (15.7).

Eventually, the strain life relation can be reached through (15.8) [11].
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Applying notch strain analysis and modified SWT fatigue life estimation approach, a Matlab code was developed to calculate
the load associated with certain amount of cycles to failure in designed specimen. Considering extracted low cycle fatigue
properties, for 50,000 cycles to failure, a load of 12,500 lbs was estimated.
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Fig. 15.4 Manufactured notched
coupons

Table 15.2 Specifications of
notched specimen
elastoplastic FEA

Part 3D, deformable
Material 4300-Series alloy steel, E D 30,000 ksi, �D 0.3, D D 0:73� 10�3lbfS2=in4

Model Combined nonlinear isotropic/kinematic hardening, half cycle
Section Solid, homogeneous
Step Static, general
Element type Standard, 3D stress, quadratic, Hex (C3D20)
Mesh technique Structured

15.2.3 Manufacturing

A scrapped fluid end made of a 4300-series low alloy steel was used to manufacture all of the notched coupons as well as
tensile and fatigue specimens for material model calibration. The block was sliced into flat slabs transverse to the bores.
After slicing and grinding the slabs to the specified thickness, notched coupons were cut by water jet into the designed shape
as shown in Fig. 15.4. Final machining was performed using CNC milling.

15.2.4 Elastoplastic Analysis

To estimate the optimum autofrettage load and evaluate the induced residual stresses the Elastoplastic FEA was applied
to the designed notched specimen to simulate the unidirectional overloading and successive unloading which model the
autofrettage process. Details of the simulations are presented in Table 15.2.

The combined nonlinear isotopic/kinematic hardening material model was calibrated and applied for elastoplastic FEA.
This is the most powerful and accurate model which can be used to simulate the elastoplastic behavior of ductile metals
during cyclic loadings. This material model includes the Bauschinger effect and has criterion for unloading. Moreover,
cyclic softening/hardening can effectively be simulated by this model [12–15].

Nonlinear isotopic/kinematic hardening material model was composed of two components: nonlinear kinematic hardening
and non linear isotropic hardening. Translation of the yield surface in stress space is governed by the first component through
considering maximum of 10 back-stresses (˛). The isotropic component controls the size of the yield surface (	0/ as a
function of equivalent plastic strain [12].

In Abaqus standard only the Mises yield surface can be applied by this model, however in Abaqus/Explicit both Mises
and Hill’s yield surface can be used. Equation (15.9) represents the pressure independent yield function associated with this
model.

F D f .� � ˛/ � 	0 (15.9)

where 	0 is the yield stress, f .� � ˛/ is the equivalent Mises stress or Hill’s potential and ˛ is the back-stress [12, 13].
Associated plastic flow, as presented in (15.10), is considered as flow rule of this model. As long as microscopic details,

such as localized plastic flow due to metal fracture caused by cyclic loading can be ignored, this flow rule is valid for metals
undergoing cyclic loads.

P"pl D P"pl @F
@¢

(15.10)

where the plastic flow rate has been shown by P"pl , and P"pl is the rate of equivalent plastic strain [12, 13].
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However, in the nonlinear kinematic hardening component of the combined model two terms are effective and the additive
combination of these two terms controls the kinematic component. The combination of these two terms for each single back-
stress can be seen in (15.11).

P’k D Ck
1

	0
.¢ � ’k/ P"pl � ”k˛k P"pl (15.11)

where Ck presents the initial kinematic hardening modulus and � k specifies the decreasing rate of kinematic hardening
modulus due to increasing the plastic deformation. These two material parameters can be adjusted by calibration using
experimental data [12–15].

The first part of the equation is linear Ziegler law and has purely kinematic effects. The second part which creates the
nonlinearity is known as relaxation or recall term. Moreover, several back-stresses can be used to enhance the results. Each
different range of strains is controlled by a specific back-stress and large strains are governed by the linear hardening law.
The overall back-stress can be calculated using (15.12).

’ D
XN

kD1’k (15.12)

where N shows the number of back-stresses [12–15].
The isotropic hardening component of the combined model is responsible for changing the yield surface size. This

component can be imported by developing a subroutine, arranging a functional table as yield surface size versus equivalent
plastic strain or using the exponential law presented in (15.13).

	0 D 	0 CQinf

�
1 � e�b"pl� (15.13)

where "pl is the equivalent plastic strain, 	0 is the yield stress at zero plastic strain, Qinf shows the maximum change in size
of the yield surface, and b introduces the rate of change in the yield surface size due to plastic deformation. Combined model
simplifies to a nonlinear kinematic hardening model if equivalent stress size, 	0, does not vary and remains equal to the yield
stress at zero plastic strain, 	0 [13–15].

15.3 Results and Discussion

Figure 15.5 shows the residual stress (S22) contour of the notched specimen after elastoplastic simulation of overloading
and unloading (autofrettage). Induced residual stresses can be recognized over the thinner section of the specimen, the
compressive one has been created on the root of the notch. Cross sectional distribution of the residual stresses over the thinner
section can be seen in Fig. 15.6, also, effects of residual stress on the typical elastic loading (8 kip) has been demonstrated in
Fig. 15.6. The residual stresses are compressive at the notch root and tensile residual stresses emerge over the middle section
to balance them.

Mean stress reduction due to overloading can be observed by comparing loading and reloading data series in Fig. 15.7.
Moreover, stress strain response at the notch tip of the specimen subjected to different overloading values has been presented
in Fig. 15.8. Analyzing the induced residual stress values associated with different overloading amounts, the load of 30 kip
was obtained as the optimum load for overloading (autofrettage).
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Fig. 15.5 Residual S22 stress
contour
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Fig. 15.6 Autofrettage induced
residual stresses effects on the
elastic loading of notched
specimen by considering S22
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15.4 Conclusions

1. Unique sample geometry was designed to simulate the stresses in the crossbore section of the fluid end module of
fracture pumps. These samples can be tested on laboratory-based servohydraulic fatigue frames and eliminate the need
for complicated in-situ stress analysis on the fluid ends.

2. Applying notch strain analysis and modified SWT fatigue life estimation approach, a Matlab code was developed to
calculate the load associated with certain amount of cycles to failure in designed specimen. Considering 4300-series alloy
steel’s extracted low cycle fatigue properties, a load of 12,500 lbs was estimated for 50,000 cycles to failure.

3. The combined nonlinear isotopic/kinematic hardening material model was calibrated for 4300-series alloy steel and
applied for elastoplastic FEA on designed notched coupon.

4. Stress strain response at the notch tip of the specimen subjected to different overloading values were analyzed using FEA
and evaluating the induced residual stress values associated with different overloading amounts, the load of 30 kip was
obtained as the optimum load for overloading (autofrettage).
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Fig. 15.7 Effects of autofrettage
and residual stresses at the notch
root during a typical elastic
loading
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Fig. 15.8 Notch tip stress-strain response under different values of overloading (load values are surface traction force)
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Chapter 16
Notch Strain Analysis of Crossbore Geometry

Mahdi Kiani, Steven Tipton, and Michael W. Keller

Abstract Many high-pressure components have intersecting bore geometries, such as fluid end module of fracture pumps.
Imposition of compressive residual stresses at crossbore intersections can extend the fatigue life, thus approaches such as
autofrettage are typically used. Understanding the stress–strain response during autofrettage in the crossbore is critical for
fatigue life estimation and design. Crossbore geometry is frequently complex and no closed-form analytical solution is
available for prediction of residual stresses. As such, numerical methods like FEA are frequently used. Applying FEA to
complicated geometries requires extensive parametric studies which are computationally expensive and time consuming,
thus notch strain analysis methods are promising. Elastoplastic stress–strain responses due to varying internal pressures
in a crossbore geometry were evaluated using FEA and notch strain analysis formulas including both Neuber and Glinka
approaches. To define the theoretical elastic stress concentration factor based on ratios between maximum Mises or hoop
stress and pressure or nominal stress four different values were calculated and imported into the notch strain analysis
formulas. It was observed that the results of Glinka approach match better to the FEA results particularly by applying
the ratio between maximum Mises stress and nominal stress as elastic stress concentration factor.

Keywords Crossbore • Residual stresses • Autofrettage • FEA • Notch strain analysis

16.1 Introduction

Fluid end modules intended for fracture pumps undergo intense loading conditions when employed in unconventional
drilling. The main reason for failures in fluid end modules is fatigue produced by cyclic loading. Intersecting bore geometries
or crossbores are central to the design of many fluid ends on positive displacement pumps. Most failures originate in this
region because the intersection between two bores is a stress concentrator. Therefore, techniques for the design and analysis
of stress in this location are critical for understanding mechanical behavior and reducing fatigue failures [1–4].

Imposition of compressive residual stresses has been proven to be an effective procedure which can extend the fatigue life
of engineering components. In positive displacement pumps, autofrettage is typically used to generate beneficial compressive
residual stresses at crossbore intersections. This approach is adopted because it is relatively cheap and simple compared to
other methods such as laser-shock-peening or shot peening [5–9].

To optimize the autofrettage pressure and enhance any compressive residual stresses, understanding the stress–strain
response during autofrettage in the crossbore area of the fluid end is critical. Moreover, evaluation of the compressive residual
stresses after autofrettage is required for fatigue life estimation and design. Crossbore geometry is complex and no closed-
form analytical solution is available to analyze stress and strain. As such, numerical methods like Finite Element Analysis
(FEA) are typically used to study the fluid end. Applying FEA to obtain the stress–strain response of complicated geometries
requires extensive parametric studies which are computationally expensive and time consuming. Thus, several attempts
to derive simple formulas that can estimate the stress–strain response during fluctuating loads in the crossbore have been
performed [8–13].

Most of these models have used a notch strain analysis approach, such as Neuber’s rule or Glinka’s rule (also known as
strain energy density rule). These relationships are employed to estimate the stress–strain state in the notched components
where there is a stress concentration. The general forms of Neuber and Glinka’s rules can be expressed as (16.1) and (16.2),
respectively.
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where Kt is the theoretical elastic stress concentration factor, S is the nominal elastic stress, E is the elastic modulus, K is
the strength coefficient, n is the strain hardening exponent, and 	 is the actual stress on the notch root. It has been reported
that when the nominal stress exceeds the 80 % of the material yield strength the nominal stress–strain response at the notch
root becomes inelastic and as a result the nonlinear Ramberg–Osgood stress–strain relation should be considered for nominal
stress–strain relation in the left side of the (16.1) and (16.2) [14, 15].

In a crossbore, the intersection can be considered as a stress concentration and consequently the notch strain analysis
approach can be applied. However, direct application of these models to a crossbore is not straightforward because the
loading state is not pure uniaxial or biaxial loading. Hence, all stress and strain components should be considered when
predicting stress–strain response. Previous researchers have considered the internal pressure as the nominal stress and an
elastic pressure concentration factor (16.3) as the stress concentration factor. Using this definition, expressions of Neuber
and Glinka’s rules can be derived as shown in (16.4) and (16.5), respectively.
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where P is the internal pressure, and 	h is the hoop stress. These equations are valid under plane stress condition [14].
However, in the case of a crossbore, considering the equivalent stress is more appropriate as all stress or strain components

can be significant. Equations (16.6) and (16.7) represent Neuber and Glinka’s rules modified to consider the equivalent stress.
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where � is the Poisson’s ratio, and 	 e represents the equivalent stress [8, 13].
In this paper, the stress–strain response of a crossbore geometry subjected to fluctuating internal pressures has been

investigated using FEA and compared to notch strain analysis method. The Glinka and Neuber formulas under different
conditions have been employed to study the notch strain analysis approach assessing which one has the least deviation of
FEA results.

16.1.1 Finite Element Modeling

A cubic crossbore geometry without a fillet at the intersection, shown in Fig. 16.1, was considered as a model geometry to
investigate the stress–strain response during fluctuating internal pressures. Eight load histories tabulated in Table 16.1, were
considered in this study.
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Fig. 16.1 Crossbore geometry

Table 16.1 Applied load
histories

Set number Load history number Autofrettage pressure (MPa) Operating pressure (MPa)

1 1 207 103

2 207 69

2 3 172 103

4 172 69

3 5 138 103

6 138 69

4 7 103 103

8 103 69

Each load history consists of four steps. The first step is same for each two successive load history numbers (known as set
number hereafter) and encompasses an overload in order to simulate autofrettage overload. The second step is an unloading
and the third step is a loading to the pump operating pressure that leads to yielding for odd load history numbers and is pure
elastic for even ones. Finally, the fourth step is unloading to zero pressure.

FEA was performed on one eighth of the crossbore with three symmetry boundary conditions using a commercial
FEA code (Abaqus 6.12). Tetrahedral elements with quadratic interpolation were used for meshing. A nonlinear kinematic
hardening material model was applied to simulate the elastoplastic behavior of the crossbore. This material model includes
the Bauschinger effect and has criterion for unloading. Both capabilities are required to accurately simulate the reverse
yielding that occurs during the unloading step. Accurate modeling of reverse yielding is critical in order to precisely predict
the residual stresses during fluctuating loading conditions [16, 17].

The material model was obtained from a fit to experimental monotonic stress–strain data for a precipitation hardening
stainless steel. The behavior of material during autofrettage process and first cycle of operating pressure can be extracted by
performing a monotonic tensile test. Thus, ASTM standard round tensile bars with 12.5 mm diameter gage sections were
tested. The experimental stress–strain curve was the average of 3 specimens.

16.1.2 Notch Strain Analysis

To develop notch strain analysis models for a specific material, properties including elastic modulus (E), strength coefficient
(K) and strain hardening exponent (n) and elastic stress concentration factor (Kt) are required. Curve fitting technique
using Ramberg–Osgood relation was applied to extract the mechanical properties of material (K, n and E) from the same
experimental stress–strain curve used for developing the FEA material model.
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16.1.2.1 Notch Strain Analysis Equations

As already mentioned, different notch strain analysis formulas have been suggested to analyze the crossbore geometry. In
this research, these different approaches were studied for each load history. Each approach had both Glinka and Neuber
forms, giving 6 total relationships. Neuber’s rule can be presented by (16.8)–(16.10).
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Glinka’s approach can be written as (16.11)–(16.13).
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16.1.2.2 Elastic Stress Concentration Factor

Because elastic stress concentration factor is geometry dependent and not load dependent, a single elastic FEA is all that is
required to determine Kt for any load history. Four different approaches were considered to describe the theoretical elastic
stress concentration factor presented in (16.14)–(16.17).

Kt D 	m

P
D KPm (16.14)

Kt D 	h

P
D KP h (16.15)

Kt D 	m

Sn
D KSm (16.16)

Kt D 	h

Sn
D KSh (16.17)
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Fig. 16.2 Illustration of AP and
AS in the half crossbore

where 	h and 	m respectively represent the maximum elastic hoop stress and maximum elastic Mises stress on the most
critical node, which undergoes the maximum stress (both Mises and hoop) during a pure elastic loading, achieved by running
an elastic FEA.

The elastic nominal stress Sn used above can be calculated by (16.18).

Sn D AP

AS
P (16.18)

where AP is the projected area which internal pressure (P) is applied on and AS is the area where internal stress is supported
due to applied internal pressure. Figure 16.2 illustrates these two areas in a half-section of the model crossbore.

Thus, by combining (16.14)–(16.17) with (16.8)–(16.13), four different conditions can be derived for each of (16.8)–
(16.13), giving 24 possible relationships, as presented in Table 16.2. To investigate the notch strain analysis, a general
computer code was developed that can iteratively solve all 24 formulas for the notch strain analysis problem and plot the
stress–strain response on the notch root during an applied load history. Since the results of this analysis involve many
variables, a specific notation was defined for each combination. This notation starts with a digit which represents the load
history number from Table 16.1. The second digit shows the number of applied equation from (16.8) to (16.10) by using
numbers I, II and III, and the third term is a letter of N or G which stands for Neuber or Glinka and the fourth place in each
notation is occupied by stress concentration factor symbol from (16.14) to (16.17). Finally, as presented in Table 16.2 a code
number from 1 to 24 has been assigned to each notation.

16.2 Results and Discussion

To obtain the stress–strain curve for each simulated load history, Mises equivalent stress and total equivalent strain were
extracted from the most critical node. Comparison of the predictions of formulas 1–24 in Table 16.2, shows that some of the
equations are insensitive to load history when certain stress concentration forms are used. For example, (16.8) and (16.9)
predict the same response for all load histories when either KPm or KPh is used (formulas 1, 2, 7 and 8 give identical results
to formulas 3, 4, 9, 10, respectively). However, when KSm or KSh is substituted, (16.8) and (16.9) predict the same response
for load histories 8, 7, 6 and 5 but predict different behavior for load histories 1, 2, 3, and 4. If we compare the results of
(16.8) when KPm or KSm is substituted, the prediction is the same for all load histories (formulas 1 and 2 lead to same results
as formulas 13 and 14, respectively). Inserting KPm or KSm into (16.9) leads to identical behavior for load histories 7 and 8,
but results diverge for other load histories. There is similar behavior when KPh and KSh are used. We will now discuss the
accuracy of selected analytical forms from Table 16.2. Since the loading consists of four critical steps, we will discuss each
step below.
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Table 16.2 Notch strain analysis
formulas

Code number Notation definition Formula

1 i/I/N/KPm K2
Pm

�
P2

E

�
D 	2e

E
C 	e

�
	e
K

� 1
n

2 i/I/G/KPm K2
Pm

�
P2

E

�
D 	2e

E
C 2

nC1
	e
�
	e
K

� 1
n

3 i/II/N/KPm K2
Pm

h
P2

E
C P

�
P
K

� 1
n

i
D 	2e

E
C 	e

�
	e
K

� 1
n

4 i/II/G/KPm K2
Pm

h
P2

E
C P

�
P
K

� 1
n

i
D 	2e

E
C 2

nC1
	e
�
	e
K

� 1
n

5 i/III/N/KPm 2
�
P2

E

� h
K2
Pm

2
C .1� �/C 2�KPm

i
D 	2e

E
C 	e

�
	e
K

� 1
n

6 i/III/G/KPm 2
�
P2

E

� h
K2
Pm

2
C .1� �/C 2�KPm

i
D 	2e

E
C 2

nC1
	e
�
	e
K

� 1
n

7 i/I/N/KPh K2
Ph

�
P2

E

�
D 	2e

E
C 	e

�
	e
K

� 1
n

8 i/I/G/KPh K2
Ph

�
P2

E

�
D 	2e

E
C 2

nC1
	e
�
	e
K

� 1
n

9 i/II/N/KPh K2
Ph

h
P2

E
C P

�
P
K

� 1
n

i
D 	2e

E
C 	e

�
	e
K

� 1
n

10 i/II/G/KPh K2
Ph

h
P2

E
C P

�
P
K

� 1
n

i
D 	2e

E
C 2

nC1
	e
�
	e
K

� 1
n

11 i/III/N/KPh 2
�
P2

E

� h
K2
Ph

2
C .1� �/C 2�KPh

i
D 	2e

E
C 	e

�
	e
K

� 1
n

12 i/III/G/KPh 2
�
P2

E

� h
K2
Ph

2
C .1� �/C 2�KPh

i
D 	2e

E
C 2

nC1
	e
�
	e
K

� 1
n

13 i/I/N/KSm K2
Sm

�
S2

E

�
D 	2e

E
C 	e

�
	e
K

� 1
n

14 i/I/G/KSm K2
Sm

�
S2

E

�
D 	2e

E
C 2

nC1
	e
�
	e
K

� 1
n

15 i/II/N/KSm K2
Sm

h
S2

E
C S

�
S
K

� 1
n

i
D 	2e

E
C 	e

�
	e
K

� 1
n

16 i/II/G/KSm K2
Sm

h
S2

E
C S

�
S
K

� 1
n

i
D 	2e

E
C 2

nC1
	e
�
	e
K

� 1
n

17 i/III/N/KSm 2
�
S2

E

� h
K2
Sm

2
C .1� �/C 2�KSm

i
D 	2e

E
C 	e

�
	e
K

� 1
n

18 i/III/G/KSm 2
�
S2

E

� h
K2
Sm

2
C .1� �/C 2�KSm

i
D 	2e

E
C 2

nC1
	e
�
	e
K

� 1
n

19 i/I/N/KSh K2
Sh

�
S2

E

�
D 	2e

E
C 	e

�
	e
K

� 1
n

20 i/I/G/KSh K2
Sh

�
S2

E

�
D 	2e

E
C 2

nC1
	e
�
	e
K

� 1
n

21 i/II/N/KSh K2
Sh

h
S2

E
C S

�
S
K

� 1
n

i
D 	2e

E
C 	e

�
	e
K

� 1
n

22 i/II/G/KSh K2
Sh

h
S2

E
C S

�
S
K

� 1
n

i
D 	2e

E
C 2

nC1
	e
�
	e
K

� 1
n

23 i/III/N/KSh 2
�
S2

E

� h
K2
Sh

2
C .1� �/C 2�KSh

i
D 	2e

E
C 	e

�
	e
K

� 1
n

24 i/III/G/KSh 2
�
S2

E

� h
K2
Sh

2
C .1� �/C 2�KSh

i
D 	2e

E
C 2

nC1
	e
�
	e
K

� 1
n

16.2.1 Autofrettage Overload

For all load histories the Neuber approach leads to larger overestimations in the stress component when compared to the
Glinka approach as shown in Fig. 16.3 for load history 2. For load set 1 (load histories 1 and 2), all of the 24 formulas
overestimate the amount of stress with the lowest overestimation being 2 %, obtained by 1,2/I/G/KPh, 1,2/II/G/KPh and
1,2/I/G/KSh. There is similar observation for load histories 3 and 4 for the lowest overestimation of 3 %. For load histories 5
and 6, as well as previous formulas which lead to the lowest overestimation for load histories 1–4, 5,6/II/G/KSh also shows
the lowest overestimation of 2 %. For load histories 7 and 8 formulas 8, 10, 20 and 22 underestimate the stress component
and the lowest absolute value of the percentage difference is obtained by 7,8/III/G/KPh which is 0.2 %.

In the case of strain components, predictions from both approaches are less accurate when compared to the predictions for
the stress states. For example, stress predictions using 3,4/III/N/KPm are 10 % different from the FEA results but the strain
difference is 62 %. To evaluate which notch strain analysis formula better predicts the strain component of the autofrettage
overload Fig. 16.4 can be used. This figure shows the percentage difference between Abaqus and notch strain analysis for
strain component during autofrettage. By reviewing Fig. 16.4 it is obvious that there is no decisive trend in strain values to
decide which notch strain analysis formula has the least deviation. Thus, average of absolute values of percentage differences
was considered as criteria to compare different notch strain analysis formulas. The lowest average value for strain difference
is 4 % for i/II/G/KSm. To evaluate the prediction of notch strain analysis formulas for autofrettage overload’s both components
(stress and strain) a certain criteria is required. Therefore, average of absolute values of percentage difference of strain was
multiplied by stress one. The lowest multiplication value, 13 %, is also for i/II/G/KSm, thus it can be concluded i/II/G/KSm

predicts the autofrettage point more accurately than other formulas.
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16.2.2 Autofrettage Unload

The stress and strain components at full unload are governed by the Bauschinger effect and the overload history. Figure 16.5
shows the percentage difference between Abaqus and notch strain predictions for the stress component. As it can be seen,
the largest difference between Abaqus and notch strain analysis happens for set 4 which has the lowest autofrettage load,
thus it can be stated that as autofrettage load increases, the notch strain analysis predictions for unloaded stress state begin
to convergeto FEA predictions.
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Figure 16.6 shows strain components of the autofrettage unload in such a way that notch strain analysis results have been
plotted versus Abaqus results. It is obvious that formula 18, i/III/G/KSm, has the lowest deviation from abaqus results.

16.2.3 Operating Pressure Cycles

The maximum and minimum pressures after the autofrettage cycles define the mean stress and strain amplitude. Both mean
stress and strain amplitude depend on loading condition and material history and have significant effects on fatigue life
estimation approaches. Calculating mean stress values based on different approaches showed the difference depends on load
history. Thus, by considering the average of absolute values of percentage difference it can be concluded that i/I/G/KPm,
i/II/G/KPm, i/III/N/KPm, i/I/G/KSm and i/II/G/KSm have the lowest deviation from FEA results. Analyzing strain amplitudes
obtained through 24 notch strain analysis formulas as well as FEA ones for each load history demonstrated formulas 8, 10,
20 and 22 have the minimum average of percentage difference of approximately 6 %.

16.3 Conclusions

1. Stress–strain response of a crossbore geometry subjected to 8 different internal pressure load histories was studied
considering both FEA and different notch strain analysis approaches.

2. Equation (16.16) of Table 16.2, i/II/G/KSm, estimates the stress and strain components of the autofrettage overload more
accurately comparing to other notch strain analysis formulas.

3. Regarding the stress component of the autofrettage unload formula 5 of Table 16.2, i/III/N/KPm, has the lowest average of
percentage difference absolute values, 4 %.

4. Equation (16.18) of Table 16.2, i/III/G/KSm, has the lowest deviation from abaqus results for strain component of the
autofrettage unload.
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Chapter 17
Opto-acoustic and Neutron Emissions from Fracture and Earthquakes

Alberto Carpinteri

Abstract TeraHertz phonons are produced in condensed matter by mechanical instabilities at the nano-scale (fracture,
turbulence, buckling). They present a frequency that is close to the resonance frequency of the atomic lattices and an energy
that is close to that of thermal neutrons. A series of fracture experiments on natural rocks has recently demonstrated that
the TeraHertz phonons are able to induce fission reactions on medium weight elements with neutron and/or alpha particle
emissions. The same phenomenon appears to have occurred in several different situations and to explain puzzles related to
the history of our planet, like the ocean formation or the primordial carbon pollution, as well as scientific mysteries, like the
so-called “cold nuclear fusion” or the correct radio-carbon dating of organic materials.

Very important applications to earthquake precursors, climate change, energy production, and cell biology can not be
excluded.

Keywords Fracture • Turbulence • Buckling • TeraHertz phonons • Ultrasonic pressure waves • Piezonuclear fission
reactions • Neutron emissions • Alpha particle emissions • Acoustic emissions • Electromagnetic emissions • Compo-
sitional changes • Great Oxidation Event • Carbon pollution • Earthquake precursors • Chemical evolution • Great Red
Spot of Jupiter • Cold nuclear fusion • Turin Shroud • Cell mechanotransduction • Protein folding

17.1 Fracture and Acoustic Emission: From Hertz to TeraHertz Pressure Wave Frequencies

When you cut a stretched rubber band, it remains subject to rapid fluctuations for a few moments. The same phenomenon
occurs in any solid body when it breaks in a brittle way, even if only partially. In the case of the formation or propaga-
tion of micro-cracks, such dynamic phenomenon appears under the form of longitudinal waves of expansion/contraction
(tension/compression), in addition to transverse or shear waves. These are generally said pressure waves, or phonons when
their particle nature is emphasized, and travel at a speed which is characteristic of the medium, and, for most of the solids
and fluids, presents an order of magnitude of 103 m/s. On the other hand, the wavelength of pressure waves emitted by
forming or propagating cracks appears to be of the same order of magnitude of crack size or crack advancement length. The
wavelength can not therefore exceed the maximum size of the body in which the crack is contained and may vary from the
nanometre scale (10�9 m), for defects in crystal lattices such as vacancies and dislocations, up to the kilometre, in the case
of Earth’s Crust faults. Applying the well-known relationship: frequency D speed/wavelength, one obtains the two extreme
cases corresponding to the frequency of pressure waves: 1012 oscillations/s (TeraHertz), in the case of the formation of
nano-cracks, as well as one oscillation/s (Hertz), in the case of large-scale tectonic dynamics (Fig. 17.1).

In fact in solids, whatever their size, the cracks that are formed or propagate are of different lengths, sometimes belonging
to different orders of magnitude. In particular, in the nanoscopic bodies the only frequency present should be the TeraHertz,
since the higher frequencies would imply defects at the atomic or subatomic scales. On the contrary, in the Earth’s Crust and
during an earthquake, cracking is a multi-scale phenomenon as well as the frequencies of pressure waves are spread over a
broad spectrum (Fig. 17.1). Moreover, while at the early stages of the seismic event mainly small cracks will be present and
active and therefore high frequencies, so at the end large cracks and low frequencies will prevail, the latter typically in the
audible field.
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17.2 Seismic Precursors: Acoustic, Electromagnetic, Neutron Emissions

Further considering the very important case of earthquakes, you can complete the picture by stating that, as fracture at the
nanoscale (10�9 m) emits phonons at the frequency scale of TeraHertz (1012 Hz), so fracture at the microscale (10�6 m) emits
phonons at the frequency scale of GigaHertz (109 Hz), at the scale of millimetre emits phonons at the scale of MegaHertz
(106 Hz), at the scale of metre emits phonons at the scale of kiloHertz (103 Hz), and eventually faults at the kilometre
scale emit phonons at the scale of the simple Hertz, which is the typical and most likely frequency of seismic oscillations
(Fig. 17.1) [1].

The animals with sensitive hearing in the ultrasonic field (frequency >20 kHz) “feel” the earthquake up to 1 day in
advance, when the active cracks are still below the metre scale. Ultrasounds are in fact a well-known seismic precursor
[2, 3]. With frequencies between Mega- and GigaHertz, and therefore cracks between the micron and the millimetre scale,
phonons can generate electromagnetic waves of the same frequency, which turn out to be even a more advanced seismic
precursor (up to a few days before) [4, 5].

When phonons show frequencies between Giga- and TeraHertz, and then with cracks below the micron scale, we are
witnessing a phenomenon partially unexpected: phonons resonate with the crystal lattices and, through a complex cascade of
events (acceleration of electrons, bremsstrahlung gamma radiation, photo-fission, etc.), may produce nuclear fission reactions
[6–14]. It can be shown experimentally how such fission reactions can emit neutrons [15–17] like in the well-known case
of uranium-235 but without gamma radiation and radioactive wastes. Note that the Debye frequency, i.e., the fundamental
frequency of free vibration of crystal lattices, is around the TeraHertz, and this is not a coincidence, since it is simply due
to the fact that the inter-atomic distance is just around the nanometre, as indeed the minimum size of the lattice defects. As
the chain reactions are sustained by thermal neutrons in a nuclear power plant, so the piezonuclear reactions are triggered by
phonons that have a frequency close to the resonance frequency of the crystal lattice and an energy close to that of thermal
neutrons. Neutrons therefore appear to be as the most advanced earthquake precursor (up to 3 weeks before) [18–23].

17.3 Chemical Evolution of Our Planet and Its Reproduction in the Fracture
Mechanics Laboratory

The piezonuclear fission reactions appear then to be induced by pressure waves at very high frequencies (TeraHertz). They are
often accompanied and revealed by the emission of neutrons and/or alpha particles. However, gamma rays and radioactive
wastes appear to be absent in the experiments. Ultrasonic pressure waves may in turn be produced by the most common
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mechanical instabilities, such as fracture in solids and turbulence in fluids. Both are hierarchical, multi-fractal, and dissipative
phenomena, where cracks and vortexes, respectively, are present at the different scales.

After the early experiments conducted at the National Research Council of Italy (CNR) [24, 25], soliciting with
ultrasounds aqueous solutions of iron salts, the research group of the Politecnico di Torino has conducted fracture experiments
on solid samples, using iron-rich rocks like granite [26–36], basalt and magnetite [37, 38], and then marble [39], mortar [40],
and steel [41]. Different types of detectors have demonstrated the presence of significant neutron emissions, in some cases
by different orders of magnitude higher than the usual environmental background (up to 10 times from granitic rocks, up to
100 times from basalt, up to 1000 times from magnetite).

The neutron flux was found to depend, besides on the iron content, on the size of the specimen through the well-known
brittleness size effect [42–45]: larger sizes imply a higher brittleness, i.e. a more relevant strain energy release, and therefore
more neutrons.

These studies have also been able to give an answer to some puzzles related to the history of our planet. It has been
shown how the piezonuclear reactions that would have occurred between 3.8 and 2.5 billion years ago, during the period
of formation and most intense activity of tectonic plates, have resulted in the splitting of atoms of certain elements, which
were so transformed into other lighter ones. Since the product-elements, i.e., the fragments of the fissions, appear to be stable
isotopes, all the excess neutrons are therefore emitted. Several of the most abundant chemical elements have been involved
in similar transformations, like a part of magnesium that transformed into carbon, forming the dense atmospheres of the
primordial terrestrial eras [46, 47]. In a similar way, calcium depletion contributed to the formation of oceans as a result of
fracture phenomena in limestone rocks.

Considering the entire life of our planet and all the most abundant chemical elements [48–50], it can be seen how ferrous
elements have dramatically decreased in the Earth’s Crust (�12 %), as well as at the same time aluminum and silicon
have increased (C8.8 %). An increment in magnesium (C3.2 %), which then transformed into carbon, has been assumed
as the origin of carbon-rich primordial atmospheres. Similarly, alkaline-earth elements have strongly decreased (�8.7 %),
whereas alkaline elements (C5.4 %) and oxygen (C3.3 %) have increased. The appearance of a 3.3 % oxygen represents the
well-known Great Oxidation Event, a phenomenon that led to the formation of oceans and the origin of life on our planet.

These transformations, that have lasted for billion years in the Earth’s Crust, have been reproduced in the laboratory in a
fraction of a second by crushing different rock samples. We were able to confirm, through advanced micro-chemical analyses,
the most relevant compositional variations described above at the geological and planetary scales: the transformation of iron
into aluminum, or into magnesium and silicon (in iron-rich natural rocks [37]), as well as the transformation of calcium and
magnesium into other lighter elements including carbon (in the samples of marble [39]). Such variations are shown to be
not modest at all. The iron decrement in magnetite was found to be of 27.9 %, compared to an overall increment of 27.7 %
in lighter elements. So in marble, carbon has increased by 13 %, compared to an exactly equivalent overall decrement in
heavier elements.

Since the natural carbon production of the primordial eras, although at a slower rate, is going on even today, due to the
seismic activity, the monitoring of carbon dioxide in relation to major earthquakes can be considered as a potential earthquake
precursor [47], in addition to acoustic, electromagnetic, and neutron emissions.

17.4 Chemical Evolution in the Solar System

Even in the case of the other planets of the Solar System we are witnessing a series of experimental evidences that can
be interpreted in the light of piezonuclear fission reactions [51]. In particular, the data coming from different surveys on
the crust of planet Mars, made available by the NASA space missions over the past 15 years, suggest that the increase in
certain elements (iron, chlorine, and argon) and the concomitant decrease in others (nickel and potassium), together with
the emission of neutrons from the major fault lines in the planet, should all be considered as phenomena directly correlated.
These data provide a clear confirmation that seismic activity has contributed to the chemical evolution of the Red Planet.
Similar experimental evidences are concerning Mercury, Jupiter (with its relevant emission of neutrons from the Great Red
Spot), and the Sun itself. The piezonuclear phenomena are triggered by earthquakes in rocky planets and by storms in
gaseous planets. In the Sun, for example, the drastic decrease in lithium appears to be due to the fission of the same lithium
into helium and hydrogen.
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17.5 A Plausible Explanation of the So-Called Cold Nuclear Fusion

Several evidences have been observed during the last 25 years of anomalous nuclear reactions in electrolytic experiments.
The purpose was that of providing an explanation to the phenomena related to the so-called “cold nuclear fusion”, and
of evaluating the possibility of a heat generation from electrolytic cells [52–54]. Despite the large amount of positive
experimental results, the understanding of these phenomena is still unsatisfactory. On the other hand, as reported in most of
the articles on cold nuclear fusion, the appearance of micro-cracks on the surface of the electrodes used in the experiments
is one of the most common observations. It is therefore possible to give an explanation of a mechanical nature which takes
into account the hydrogen embrittlement of the metallic electrodes.

In our earlier experiments [55, 56], electrolytic phenomena were produced by means of an anode of a nickel-iron alloy and
a cathode of a cobalt-chromium alloy, immersed in an aqueous solution of potassium carbonate. During these experiments,
emissions of neutrons and alpha particles were revealed. Furthermore, the composition of the electrodes was analyzed before
and after the experiments, allowing to identify piezonuclear fissions occurred in the electrodes. The primary process appears
to be a symmetric fission of the atom of nickel into two atoms of silicon, or two atoms of magnesium. In the latter case,
additional fragments were found to be constituted of alpha particles.

In our later experiments [57, 58], where a palladium electrode was used, the primary process appears to be the non-
symmetric fission of palladium into iron and calcium, whereas the secondary processes appear to be the further fissions of
both such products into oxygen atoms and alpha particles.

17.6 A Catastrophic Earthquake Behind the Mystery of the Shroud

A neutron radiation, produced by the historical earthquake occurred around the year AD 33, may have caused the erroneous
radiocarbon dating of the Shroud of Turin in 1988 [59, 60]. Neutron radiation could have also caused the image formation
of a crucified man, who many believe to be Jesus Christ, on the linen cloth. The Shroud has attracted a large interest since
Secondo Pia took the first photograph in 1898: in fact, one wonders if this is really the shroud of Jesus Christ, investigating
his true age and the manner in which the image was produced. According to carbon-14 dating, the cloth would approximately
be only 750 years old. From 1988 onwards, several researchers have instead argued that the Shroud would be much older
and that the process of dating would have been wrong because of neutron radiation, so as to form new isotopes of carbon
from nitrogen atoms. However, so far, any plausible physical reason has not yet identified that can justify the origin of this
neutron radiation [61]. The mechanical and chemical experiments described in the previous sections allow, on the other
hand, to hypothesize that high-frequency pressure waves, generated in the Earth’s Crust by the historical earthquake of AD
33, which took place in old Jerusalem with a magnitude between 8 and 9 on the Richter Scale, may have produced a neutron
radiography on linen fibers and seemingly rejuvenated the same fabric. Let us consider that, although the calculated integral
flux of 1013 neutrons per square centimetre is 10 times greater than the cancer therapy dose, nevertheless it is 100 times
smaller than the lethal dose.

17.7 Future Applications Also to Biology?

Regarding the living cells, the piezonuclear reactions could explain the mechanism that governs the so-called “sodium-
potassium pump” and, more in general, the metabolic processes. In the case of the ionic pump, the ions of sodium and
potassium would be subject to a continuous and recurrent transformation of one into the other, losing and regaining an
oxygen atom at each passage through the cell membrane. As cells are microscopic objects, so proteins are nanoscopic and
the typical mechanisms of “folding”, which make the passage of ions through the cell membrane possible, are accompanied
by vibrational phenomena of resonance at the frequency of TeraHertz [62, 63] (mechanotransduction [64]). More precisely,
the folding changes of configuration in the proteins should be interpreted as a dynamic nano-buckling (with snap-through) of
thin complex-shaped shells. As in the case of acoustic emission from cracks or vortexes at the nano-scale, also the resonance
frequency of nano-structures may be evaluated in the TeraHertz range.

Analogous reasons could explain also the “digestion” of radioactive isotopes intended as their transformation into stable
isotopes of chemical elements which are essentials for the vital activity of microbial cultures [65].
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Chapter 18
Field Theoretical Description of Shear Bands

Sanichiro Yoshida and Tomohiro Sasaki

Abstract Spatiotemporal behaviors of the shear band have been analyzed. Based on a recent field theory of deformation and
fracture, it has been hypothesized that (a) a shear band is formed along the boundary of opposite rotational displacements
of a specimen. (b) When the propagation velocity of movable dislocations along the front of a shear band is higher than
the phase velocity of the rotation wave the shear band appears continuously whereas when the velocity of the dislocations
is lower than the rotation wave the shear band travels at the same velocity as the rotational wave appearing intermittently.
Electronic-Speckle-Pattern Interferometric setup has been used to monitor the formation and movement of shear bands under
various tensile strain rates. The observed spatiotemporal characteristics of the shear bands have been found to support the
above hypotheses.

Keywords Shear band • Lüders band • Portevin–Le Chatelier effect • Electronic Speckle-Pattern Interferometry • Plastic
deformation

18.1 Introduction

Metal specimens under tensile loads exhibit a localized, band-structured strain known as the shear band. Generally, shear
bands are observed in the plastic regime of stress-strain characteristics. Depending on the material and the dynamic behavior,
the same type of localized strain is referred to as a Lüders band or a Portevin–Le Chatelier (PLC) band. Normally, the word
Lüders band is used when a shear band moves continuously at the yield plateau of steels. On the other hand, the PLC
bands are classified as type A–C bands as follows. Type A bands are characterized as continuously propagating over the
entire specimen with small stress drops. They are often seen at a high strain rate. Type B bands are sometimes called hopping
bands, and characterized as appearing in a more discontinuous fashion than type A bands. While they appear discontinuously,
the locations where series of type B bands appear are somewhat correlated. Type B bands are often observed at a medium
to high strain rate. Type C bands are observed at a low strain rate and characterized as randomly appearing static bands with
large stress drops. From the spatiotemporal characteristics, the Lüders band can be classified as a PLC band of type A.

A number of tensile analyses with an optical interferometry known as the Electronic Speckle-Pattern Interferometry
(ESPI) reveal an optical band-structured pattern that can be interpreted as a shear band [1, 2]. These band-patterns are
observed in interferometric fringe patterns that represent displacement contours (call the optical band-pattern hereafter.)
One of these previous studies on carbon steel specimens specifically compares optical band-patterns and Lüders band via
simultaneous observations, and demonstrates that they have identical spatiotemporal behaviors [3]. Many other similar
experiments with aluminum alloys indicate that the optical band-patterns show the same spatiotemporal behaviors as
type A–C PLC bands. Most importantly, the optical band patterns become stationary at the end of the tensile experiment
at the location where the specimen breaks. This strongly indicates the importance of the shear-band as a phenomenon
fundamentally related to the mechanism of fracture.

On the theoretical side, a recent field theory of deformation and fracture [4], called the field theory hereafter, explains the
shear-band in association with deformation dynamics. Based on a fundamental physical principle known as local symmetry
[5], the field theory can describe all stages of deformation and fracture on the same theoretical foundation without relying
on any phenomenology. Using the Lagrangian formalism, it derives field equations of deformation dynamics. These field
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equations yield wave solutions that describe spatiotemporal characteristics of translational and rotational displacement fields.
The strain represented by a shear band can be interpreted as an entity causing energy dissipation when it drifts under the
influence of the translational displacement [6]. The shear stress has a local maximum along the boundary of a pair of opposite
rotations; it is naturally interpreted that a shear-band is generated along such a boundary. A recent study indicates that the
shear band interfaces the field theory and the dislocation theory [7]. The field theoretical wave dynamics of deformation and
the interconnection between the shear band and dislocations lead to the following hypothesis. (a) A shear band is formed
when dislocations moving along the line of the maximum shear stress reach the other side of the specimen. (It is said hereafter
that dislocations bridge the specimen.) (b) If the propagation velocity of these dislocations is higher than the phase velocity
of the rotational displacement wave that generates the shear stress, the shear band moves continuously (the Lüders band or
type A PLC band), whereas if the dislocations propagate more slowly than the displacement wave, the shear band appears as
type B or C.

The aim of this paper is to discuss the shear band based on the field theory, and provide experimental findings that support
the above hypothesis. Spatiotemporal behaviors of the optical band-pattern are presented and discussed based on the field
theoretical interpretation. With the above-mentioned experimental observation that the optical band-pattern, hence the shear-
band, is closely related to the fracture mechanism, it is expected that the present study is useful for better understanding of
transition from the final stage of plastic deformation to fracture.

18.2 Theoretical

18.2.1 Plastic Deformation Wave

Details of the field theory can be found elsewhere [4]. In short, this theory is based on a fundamental physical principle
known as local symmetry. Here the word symmetry means that a certain physical theory (physics law) is invariant under
a transformation; in other words, when a certain transformation is operated on a physical system, the law of physics can
be written in the same form as before the transformation. A simple example is that when we rotate a coordinate system
(coordinate transformation around an axis of rotation), we know that all physics laws can be written in the same form.
Local symmetry means that the physics law is symmetric even if the transformation matrix is coordinate dependent. In the
context of deformation dynamics, say a line element vector � undergoes linear transformation U as ˜ D U˜. Here ˜ denotes
the line element vector after the transformation. If the transformation U is independent of the coordinates, the differential
of ˜ after the transformation is d˜ D Ud˜; it is transformed in the same fashion as ˜. However, if U depends on the
coordinate variables it follows that d˜ D dU˜ C Ud˜; apparently the differential is not transformed in the same way as
the case where ˜ is independent of the coordinates. Normally, a physics law contains derivatives. Therefore, the physics law
after the transformation cannot be written in the same fashion as before. Request of local symmetry means that even if the
transformation matrix is coordinate dependent, the physics law after the transformation is written in the same fashion as
before. Obviously, it is necessary to compensate the additional term dU˜. This compensation is made by introduction of an
additional field called the compensation field. The dynamics associated with the compensation field describes the effect of
coordinate dependence. In the present case, this additional dynamics represents the nonlinearity of deformation.

With the use of the Lagrangian formalism, the following field equations can be derived.

r � v D j0 (18.1)

r � v D @¨

@t
(18.2)

Gr � ¨ D ��@v
@t

�Gj (18.3)

r � ¨ D 0 (18.4)

Here v is the rate of the displacement or the local velocity of the particle, ¨ is the rotation, G is the shear modulus, � is
the density of the medium , j0 and j are the temporal and spatial components of charge of symmetry [5]. Gj represents the
longitudinal resisting force [6] exerted by the medium. In the elastic case, this is the elastic force proportional to the local
stretch. In the plastic case, it is a velocity damping force in the following form.
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Fig. 18.1 Example of one-dimensional .r � v/

Gj D Wd� .r � v/ D 	0� .r � v/ v D 	cv (18.5)

Here, Wd is the drift velocity of the quantity .r � v/, 	0 is the dimensionless parameter expressing how much faster the
drift velocity is than the particle velocity, and 	c D 	0� .r � v/ as defined in (18.5). In xyz coordinates .r � v/ D @vx=@x C
@vy=@y C @vz=@z; it essentially represents a volume expansion rate.

Figure 18.1 shows a one-dimensional case where .r � v/ has only dependence on a coordinate axis xs as

.r � v/ D @vx=@xy C @vy=@y D @vs=@xs: (18.6)

Here, the coordinate axes are as shown in Fig. 18.1. The top images in Fig. 18.1 are optical interferometric fringe patterns
representing the velocity contours corresponding to deformation in the duration of two time-steps in a tensile experiment
with a constant pulling rate. The images are formed by an in-plane displacement sensitive Electronic Speckle-Pattern
Interferometry (ESPI) setup. The bright slant banded pattern represents @vs=@xs where the velocity contours inside the
banded region are so dense that the image cannot resolve. The middle illustrations indicate the situation where the leading
contour of the @vs=@xs pattern vhead is higher than the tailing contour vtail, or the pattern essentially represents a normal
stretch. The bottom drawing illustrates that as the passage of @vs=@xs the particles behind it lose the momentum as the
velocity decreases from vhead to vtail. For the entire system, it works as energy loss. A previous experiment proves it as the
temperature rise (heat loss) accompanied by the motion of a @vs=@xs pattern [8]. The interpretation that Gj in the plastic case
is a velocity damping force will be justified later in this paper.

Elimination of v from (18.2) and (18.3) yields the following wave equation of ¨

�
@2¨

@t2
�Gr2¨ C 	c

@¨

@t
D 0 (18.7)

The solution can be put in the following form in general.

¨ .t; r/ D �0e
� 	c
2� t cos

 �
G

�
k2 � 	c

2

4�2

�1=2
t � k � r

!
(18.8)
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Solution (18.8) indicates that the ¨ wave is a decaying sinusoidal wave where ˝0 denotes the amplitude and k is the

propagation vector. Here
�
G
�
k2 � 	c

2

4�2

�1=2
and 	c

2�
can be interpreted as the real and imaginary part of the complex frequency

!f D !f 0 C j Q!f as

!f 0
2 D

�
G

�
k2 � 	c

2

4�2

�
D G

�
k2 � Q!2f (18.9a)

Q!f D 	c

2�
(18.9b)

The relation between ! f 0 and Q!f expressed by (18.9a) can be interpreted as Kramers–Kronig relations. The phase velocity
of the ¨ wave is given by

v! D !f 0

k
D
s
G

�
� Q!2f
k2

D
s
G

�
� 	c2

.2�k/2
(18.10)

18.2.2 Shear Band Formation

While the dynamics of shear band has not been fully understood, prevailing theories in common ascribe it to interactions of
moving dislocations. Dislocation theory [7] says the propagation velocity of dislocation is proportional to the strain rate.

vdis .�/ D P�ext
bn

(18.11)

where £ is the shear force, P�ext is the strain rate, b is the magnitude of the Burgers vector and n is the dislocation density.
The force acting on dislocations is

Bvdis D b� (18.12)

Apparently, being proportional to the velocity this force is a velocity damping force with the damping coefficient B. B is
given by the sum of the damping coefficient Be due to conduction electrons and Bp due to phonons.

B D Be C Bp (18.13)

18.2.3 Hypothesis

In the plastic case, the medium does not resist in the form of elastic force proportional to the local stretch (differential
displacement.) Instead, the propagation of dislocations is the main reaction. With the interpretation that the longitudinal force
in the plastic case is a velocity-damping force, the ¨ wave travels according to (18.8). The field equation (18.4) indicates
that unlike ¨ always pair. Figure 18.2 schematically illustrates the situation where a pair of developed ¨ are formed in a
specimen under a tensile load, and the spatiotemporal variation travels to the right as a decaying wave. Here, the center of
the counterclockwise rotation is the crest of the ¨ wave and that of the clockwise rotation is the trough (or the other way
around depending on the definition of the coordinate axes.) A local maximum of the shear stress appears along the boundary
of a ¨ pair, and travels at the velocity of the ¨ wave. This indicates that the force on dislocations presented by (18.12) is
higher along these boundaries than the surrounding part of the specimen, and consequently, the velocity of the dislocations
is higher as well.1 When these dislocations reach the other side of the specimen (bridge the specimen), the stress will drop
as the material slips along the border of the ¨ pair. If the dislocation velocity is higher than the phase velocity of the ¨

wave, the bridging takes place as the ¨ wave travels, giving no time for the stress to recover. If the dislocation velocity is

1According to the dislocation theory, dislocations move faster at a higher shear stress [7].
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Fig. 18.2 Shear band formed as
dislocations propagate along the
boundary of unlike rotations

lower than the ¨ wave velocity, the next bridging will not occur immediately after one takes place. The stress will recover
as the ¨ wave resumes traveling, and it drops when the next bridging occurs. Below we discuss the shear band dynamics for
the cases where the dislocation velocity is higher (Case 1) and lower (Case 2) than the ¨ wave velocity.

Case 1: vdis > v!
Here v! denotes the ¨ wave velocity expressed by (18.10). When the stress reaches the yield stress, a ¨ wave is generated

in accordance with (18.7) and (18.8). At a certain point, movable dislocations bridge the specimen along the boundary of a
¨ pair where the shear stress is locally highest. This accompanies the stress drop. Once this happens, since vdis > v! , new
bridging occurs one after another at the front of the shear band, keeping the stress at the dropped level. (18.11) indicates that
the dislocation velocity vdis decreases as the dislocation density increases. This means that vdis is higher in the early stage of
the plastic regime than later stages. This explains why Lüders bands appear in the yield plateau, and type A PLC bands are
more likely to appear in an early stage of plastic deformation. It is interesting to note that usually the appearance of a Lüders
band accompanies a sharp stress drop and that once the band begins to move the stress remains more or less the same. This
is consistent with the mechanism that when vdis > v! the dislocations keep bridging the specimen faster than the ¨ wave
travels.

Case 2: vdis < v!
This case can be differentiated from Case 1 in two regards. First, after each occurrence of the bridging by dislocations

the stress recovers as the ¨ wave resumes. The dislocation velocity becomes lower as the dislocation density increases. This
explains why type B and type C tend to appear in later stages of plastic regime accompanying serrations in stress. Second, the
shear band reappears at a new location where the ¨ wave creates a local maximum of shear stress when bridging occurs at
that location. Between bridging events, a shear band is not generated but since the bridging always takes place at the location
where the shear stress is the highest at that moment, the velocity of the intermittent shear band is the same as the ¨ wave.
Since the bridging does not occur one after another like Case 1, the shear bands do not appear continuously.

The decrease in the propagation velocity of shear bands with the development of plastic deformation can be discussed
along the same line of argument. Under the condition where the ¨ wave travels with a moderate decay constant, the relation
G=� >> 	c

2=.2�k/2 holds in the expression of the ¨ wave velocity (18.10); otherwise, the decay rate is so high that the life
of each ¨ wave is too short and it does not exist stably. Under this condition, the wave velocity is approximately proportional
to the square root of the shear modulus as v! Š p

G=�. As the plastic deformation develops, the increase in the dislocation
density lowers G, hence the wave velocity v! . This lowers the velocity of type B and C PLC bands, explaining why their
propagation velocity is lower than type A bands. Towards the end of the plastic deformation, the dislocation density becomes
so high that their propagation velocity is low making the bridging event less probable. This explains why type C bands appear
more irregularly than type B bands.

The irreversibility of plastic deformation can also be explained in conjunction with the above argument. As (18.12)
indicates, the force exerted by the medium on dislocations is a velocity-damping force. Every time dislocations bridge the
specimen, a strain jump occurs across the banded region as the front end is displaced faster than the tailing end. This pattern
drifts at the velocity Wd as defined by (18.5). This velocity is higher than the particle velocity, 	0 > 1 in (18.5), because the
motion of the front end is not carried by the particles but is determined by how fast the dislocations bridge the specimen in
front of the band. According to (18.11), the dislocation velocity is proportional to the strain rate P�ext , which is proportional
to the pulling rate and hence the particle velocity. This explains why Wd is proportional to the particle velocity and the
plastic longitudinal force Gj D Wd� .r � v/ is energy dissipative. The longitudinal force Gj is energy dissipative whenever
a positive/negative normal strain drifts in the same/opposite direction to the particle velocity. It is unnecessary that the
dislocations bridge the specimen (or a band structure is formed.)
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Fig. 18.3 Loading curve and band’s motions for various pulling rates

18.3 Experimental

A number of ESPI based tensile experiments support the above argument regarding the spatiotemporal behavior of shear
bands. Figure 18.3 plots the appearance of shear bands in tensile tests of aluminum alloy A5083 for four different constant
pulling rates ranging from 3 mm/min (highest) to 0.1 mm/min (lowest) along with the loading curves. The higher the pulling
rate, the earlier the first shear band appears. This is consistent with the above argument that since the dislocation velocity is
proportional to the strain rate and hence the pulling rate, the higher pulling rate makes easier for the dislocations to bridge the
specimen. Figure 18.1 also clearly indicates that the earlier the first shear band appears the band moves more continuously
(type A PLC band) with less stress drop. In the case of the lowest pulling rate, the appearance of the shear band is irregular
and sparse. In all the cases, the shear band stops moving at the end. This situation corresponds to Wd D 0 and Gj ¤ 0. Here
the condition Gj ¤ 0 is true because the medium exerts reaction to the tensile force provided by the test machine. From
(18.5) it is clear that if both conditions are true it follows that r � v ! 1, or particles come out from the unit volume at
an infinite rate. This necessarily creates discontinuity in the medium, which can be interpreted as the fracture. Indeed the
specimen fractures at the end of the Wd D 0 trend.

Figure 18.4 plots the velocity of the shear band (Wd) as a function of the elapsed time from the beginning of the tensile
load. All the cases overlap one another converging to a single line, indicating that the shear band velocity solely depends
on the time. As discussed above, the shear modulus is expected to decrease with the development of plastic deformation.
This observation that the shear band velocity overlaps one another with different pulling rates strongly support the above
argued hypothesis that in the case of type B or C PLC bands, the shear band velocity is determined by the ¨ wave velocity

approximated as v! D
q
G=� � 	c2=.2�k/2 Š p

G=�. To examine this preposition, the square root of the shear modulus
is plotted in the same graph as the shear band velocity in Fig. 18.5. Here, the shear modulus was evaluated from the slope
of the loading curve and normalized by a constant so that the maximum value at the beginning is similar to that of the shear
band velocity. The two curves overlap fairly well, proving that the shear band velocity decreases in proportion to the ¨ wave
velocity.

Figure 18.6 shows the decrease in the band width with the passage of time. According to (18.5) and (18.6), 	c D
	0� .@vs=@xs/, and the narrower the band (i.e., higher the @vs=@xs), the higher the 	 c and the system is more energy
dissipative. According to the field theory, type A PLC bands are explained as a solitary wave [9], whose driving force
(the mechanism that type A bands travel) is longitudinal elasticity. From the field theoretical viewpoint, it is explained that
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Fig. 18.5 Square root of shear
stress and band velocity as a
function of time
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type B and C bands appearing in late stages of plastic regime cannot move continuously because the material does not have
sufficient longitudinal elasticity in those stages. Asymptotically, @vs=@xs approaches infinity when the shear band becomes
stationary whereas the material needs to exert resistive force in the form of Gj D Wd� .r � v/ [eq. (18.5)]; Wd D 0 and
Gj ¤ 0 hence r � v D @vs=@xs D 1. This causes an infinite strain or fracture. This is the field theoretical definition of
fracture.
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Fig. 18.6 Change in width of shear band

18.4 Conclusions

Dynamic behaviors of the shear band have been discussed based on a field theory of deformation and fracture and dislocation
theory. It has been hypothesized that a shear band is formed along the boundary of opposite rotations that travels as a decaying
sinusoidal wave and that depending on the propagation velocity of moveable displacement relative to the rotational wave
velocity, the shear band can appear continuously with practically no stress rise or it can appear intermittently accompanied
by stress serrations. Experimental observations that support the hypotheses have been presented.
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Chapter 19
Measuring the Effective Fracture Toughness
of Heterogeneous Materials

Chun-Jen Hsueh, Guruswami Ravichandran, and Kaushik Bhattacharya

Abstract Heterogeneous materials where the scale of the heterogeneities is small compared to the scale of applications are
common in nature. These materials are also engineered synthetically with the aim of improving performance. The overall
properties of heterogeneous materials can be different from those of its constituents; however, it is challenging to characterize
effective fracture toughness of these materials. We present a new method of experimentally determining the effective fracture
toughness. The key idea is to impose a steady process at the macroscale while allowing the fracture process to freely explore
at the level of microstructure. We apply a time-dependent displacement boundary condition called the surfing boundary
condition that corresponds to a steadily propagating macroscopic crack opening displacement. We then measure the full-
field displacement using digital image correlation (DIC) method, and use it to obtain the macroscopic energy release rate. In
particular, we develop a global approach to extract information from DIC. The effective toughness is obtained at the peak of
the energy release rate. Finally, the full field images also provide us insight into the role of the microstructure in determining
effective toughness.

Keywords Fracture toughness • Heterogeneous material • Surfing boundary conditions • Digital image correlation
• Brittle material

19.1 Introduction

There are several experimental methods for measuring the fracture toughness of homogeneous materials including single
edge notch tension (SENT), center cracked tension (CCT), ASTM standard compact tension (CT), and single edge notch
bend (SENB) [1]. However, general methods for measuring the toughness of heterogeneous materials remains less well
developed though there are well-established methods for specific materials such as the double cantilever beam (DCB) method
for the laminar material [2] or r-curve measurement of ceramics [3]. Similarly, a systematic understanding of the effective
toughness and how it depends on microstructure also remains a topic of active research [4–8]. Recently, Hossain et al. [9]
proposed an approach to defining the effective toughness of brittle heterogeneous materials and used it to study the role
of microstructure in determining overall toughness. Here, we report on preliminary results of a new experimental method
to measure the toughness of heterogeneous materials based on the theoretical work of Hossain et al. The key idea is to
enforce a macroscopically steady crack growth while allowing crack deflection, pinning, nucleation of distal cracks etc. at
the microscopic scale while measuring the macroscopic energy release rate.

19.2 Experiment Configuration

For this study, an experimental configuration is developed that enables for a steady and controlled crack growth at the
macroscopic scale but imposes no constraints on the microscopic scale. The configuration is shown in Fig. 19.1b. We first
cut the specimen from 1/800 thick Homalite H-911 sheets using a laser cutter (shown in Fig. 19.1a). We then insert rods to the
specimen and attach these rods to a specifically shaped pair of rail with rollers. The first rod is connected to another roller
with cables for self-alignment and the rail is attached on a linear stage. The linear stage pulls the rail downwards while the
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Fig. 19.1 (a) (left)
Homogeneous specimens
dimension (b) (right) experiment
configurations

specimen is held fixed by the cables. As a result of the shape of the rails, when the linear stage pulls the rail down and the
specimen slides along the rail and the rail imposes a smoothly translating crack-opening displacement that approximates the
surfing boundary conditions proposed by Hossain et al. [9].

We determine the macroscopic energy release rate by measuring the macroscopic stress intensity factor. More precisely,
we assume the existence of a K-dominant region and we use the digital image correlation (DIC). A random fine speckle
pattern is applied on the specimens. When the specimen is deformed, a CCD camera observes the deformation of the pattern.
We then use a global data analysis method to calculate the stress intensity factor.

19.3 Data Analysis

The grey level in the deformed image g(x) is related to the grey level in the reference image f (x) by

f .x/ D g .x C u.x// (19.1)

where u(x) is the displacement field in reference configuration [10]. We also know that the mode-I asymptotic displacement
field is

u .xIKI ; x0/ D KI

2�

r
r

2�
U .� I �/ (19.2)

where �, � corresponds to the material properties, r, � is the polar coordinate with origin coincide with crack tip position
x0, � D 0 coincide with crack propagate direction, and KI is the stress intensity factor [1]. Thus we are able to calculate the
deformed position of each pixel for a reference image f (x) with given stress intensity factor KI and crack tip position x0. We
then use linear interpolation to establish the grey value for these points that are enclosed in the deformed meshes (the red
dots in Fig. 19.2) and use background value for these points that are not enclosed in the deformed meshes (the blue dots in
Fig. 19.2). This way, we are able to calculate the deformed reference image g(x; KI , x0).

We define the cost function as the difference between the experiment observation and the deformed reference image, as
is shown in the following equation:

Z
�

jjG.x/ � g .xIKI ; x0/ jj 2d� (19.3)

where G(x) is the experiment observation and g(x; KI , x0) is the deformed reference image with given stress intensity factor
and crack tip position. Minimizing the cost function above with respect to K1 and x0 gives us the optimal stress intensity
factor and the optimal crack tip position.
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Fig. 19.2 Reference meshes
(grey) and deformed meshes
(black)

Fig. 19.3 Cost vs. stress
intensity factor with fixed crack
tip position

19.4 Results

We know that the following optimization problem is not convex in general.

minx0;KI

Z
�

jjG.x/ � g .xIKI ; x0/ jj 2d� (19.4)

However, when we plot the cost function versus the stress intensity for fixed crack tip position x0 in Fig. 19.3, we can see the
function is convex when the stress intensity factor is smaller than a certain critical value. Thus it is necessary to establish the
minimum value for given crack tip position when the initial guess is small enough. In the following sections, we have used
0:5MPa � p

m as our initial guess.
To calculate the optimal pair (KI , x0), we compared the deformed reference image and the experiment observation image

and made an initial guess Qx0 for the crack tip position. We then constructed a region A with initial guess Qx0 as the center. For
every crack tip position contained in region A, we calculated the corresponding optimal stress intensity factor and the cost
function. On the basis of these calculations, the optimal pair with the minimum cost function was chosen.

We applied this procedure to the images of crack propagate in a homogeneous Homalite specimen and plotted the stress
intensity factor in Fig. 19.4.
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Fig. 19.4 Stress intensity factor
for homogeneous Homalite
specimen

Fig. 19.5 Stress intensity factor
for the crack tip when trapped in
a hole

As Fig. 19.4 shows, we can see the stress intensity factor is quite stable in homogeneous material as the crack propagates
steadily through the specimen. This result is in agreement with findings regarding the properties of linear elastic fracture
mechanics (LEFM), KI D p

GcE (which is a constant).
We also applied the described procedure to specimens with holes (heterogeneity). We observed that when the crack tip is

trapped in a hole, the driving force (or stress intensity factor) is increased dramatically as shown in Fig. 19.5. More energy
needs to be applied to the crack tip for the crack to propagate. Hence, the effective fracture toughness of this heterogeneous
material is higher than that of the homogeneous material.

19.5 Conclusion

In this work, we have proposed an experiment configuration that gives us steady macroscopic crack growth while letting
the crack evolve freely microscopically. This method provides a good foundation to investigate fracture propagation in
heterogeneous materials. We have also shown that the effective fracture toughness is increased by the holes (or heterogeneity)
in the specimens. Heterogeneity thus has a profound effect on effective fracture toughness. We are currently further
investigating the effect of heterogeneity in fracture mechanics and the results of which will be presented in due course.
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Chapter 20
Local Strain Analysis of Nitinol During Cyclic Loading

Kenneth Perry, Alex Teiche, and Izak McGieson

Abstract Various approaches for obtaining a cyclic stress-strain curve for superelastic nitinol are evaluated. Smooth test
specimens made from seamless drawn tubing and equivalently processed as medical device materials are tested according to
one of three methods. The technique of phase shifted moiré interferometry is used to provide in situ strain data with automated
data analysis using spatially correlated fringe patterns during the cyclic stress-strain testing. Selected results demonstrate the
exceptional spatial and temporal resolution of the measurement system over a wide range of deformations and time scales.
General trends in the testing and observations on the feasibility and application of the various methods to medical device
design are discussed.

Keywords Moiré interferometry • Phase shifting • Local strain • Fatigue • Nitinol • Medical • Device • Modeling •
Design

20.1 Introduction

Many medical implants experience one or more large amplitude loading cycles early in their life and some applications
expose devices to relatively large amplitude loading cycles in vivo. In some cases, the degree of non-recoverable deformation,
or plasticity is enough to warrant consideration of material models that incorporate such behavior. Generating appropriate
material characterization data and employing a methodology to accurately relate alternating strain data to material fatigue
limits is a crucial aspect in the design, development and engineering of medical devices.

Efforts to characterize and model cyclic inelasticity in superelastic nitinol include the work of Lagoudas and Entchev [1]
and Lubliner and Auricchio [2]. The former is based on a transformation induced plasticity formulation while the latter
follows the concept of generalized plasticity. These approaches assume different mechanisms and each accurately captures
some aspects of the cyclic inelastic behavior of superelastic nitinol.

The purpose of our work is to develop unique experimental capabilities, methodology and data for computational
modeling of superelastic nitinol to include cyclic and loading history dependent inelastic effects. A key element of our
approach is to observe and quantify local inelastic strains under isothermal loading conditions using a non-contact, full-field,
measurement system optimized for studying the superelastic nitinol material phase transformation. In this work we further
extend the technique of phase shifted moiré interferometry [3, 4] to obtain in situ, local strain data during controlled and
instrumented cyclic loading.
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A direct objective of the present work is to evaluate three different methods for obtaining cyclic stress-strain data for
superelastic nitinol. Of special interest is the fatigue damage that develops during the testing for each method and how
functional fatigue effects influence analysis and interpretation of the data.

20.2 Materials and Methods

20.2.1 Specimen Geometry and Fabrication

Smooth specimens were made from seamless drawn pseudoelastic SE-508 nitinol tubing from Nitinol Devices and
Components, Inc. (Fremont, CA), with an outer diameter of 5 mm and a 0.6 mm wall. Two pairs of 1 mm diameter holes
were laser cut in the ends of the specimens and then carefully honed to ensure precision pin loading in either tension or
four point bending. Windows were cut from the specimens with EDM. A flat surface was gently ground on the front face
of the test specimens to provide an optically flat surface for the grating replication process. The back surface was similarly
ground to make a rectangular cross section 1.25 mm wide by 0.57 mm thick over a gage length of 10 mm. A photograph of
the specimen mounted in the load frame is shown in Fig. 20.1.

The specimen was mechanically polished in the shoulder regions to eliminate strain concentrators that could compete
with the transition to the smooth section. The specimens were thermomechanically processed with a single heat treatment at
505 ıC to have an austenite finish (Af ) temperature of 5 ıC, as measured by bend free-recovery.

20.2.2 Dynamic Test System and Data Acquisition

The specimens were dynamically tested with a Bose 3230 ElectroForce test system (Eden Prairie, MN). Global measurements
of the applied load were made using a 450 N range load cell and the crosshead transducer was used for displacement sensing.
Load control was used for all of the testing. A loading rate of 0.5 N/s was used for both loading and unloading of the
specimens.

A thermocouple on the back side of the specimen was used to monitor temperature of the specimen during the experiments.
This data was recorded along with load and deflection. All specimens were tested under isothermal conditions in air at
29 ıC; ˙1 ıC for all of the testing.

Fig. 20.1 Specimen in the load
fixture (left)
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Fig. 20.2 Photograph of the
optical table and laboratory setup
(right)

The experiments employed two personal computers, one each for the Bose test system and phase shifting moiré
interferometer system. These are shown Fig. 20.2. The first computer was responsible for controlling the load frame, and the
acquisition of all non-moiré data. Load, cross-head deflection, cycle count and thermocouple measurements were digitized
to 16 bits and routinely recorded at appropriate intervals during testing for all of the specimens.

A second computer manages the moiré interferometer, phase shifter, high speed camera and the control interface described
above. Full field data was available at the maximum resolution of 1360� 1024 for all frame rates during testing. Figure 20.2
is a photograph of the optical table, interferometer, camera, test frame, environment chamber and computers.

20.2.3 Phase-Shifting Moiré Interferometry

Moiré interferometry provides in-plane displacement data in the form of sinusoidally modulated fringe patterns. The general
technique is described in detail in [5]. Phase shifting extends the basic moiré interferometry technique [6] by temporally
oversampling the interference patterns and introducing a known phase shift into one of the beam paths. The sampled
intensities and the known phase shift are used to create a significantly noise reduced “wrapped” fringe pattern with no
loss of spatial resolution.

The interferometer used in these experiments was custom built with an integrated fiber optic beam splitter and phase
shifter to provide exceptional stability and configurability [7]. The four-beam interferometer head is mounted on the optical
table shown in Fig. 20.2. The horizontal pair of beams was used to produce the U-field fringe patterns and the pair of vertical
beams was used for the V-field.

Crossed diffraction gratings were epoxy replicated from 300 lines/mm holographic diffraction grating plates onto the
specimens using Micro-measurements (Raliegh, NC) PC-8 epoxy. The final grating thickness was minimized and estimated
to be 5 � 20�m.

Digital images were recorded using the Qioptiq T-100 Optem telecentric 10� zoom lens and an Allied Vision
Technologies, Canada, Inc. (Burnaby-BC) GC1380H Prosilica GC high speed camera. The specialized equipment has a
range of high performance spatial resolution and frame rate combinations from 1360 � 1024=30 to 170 � 128=120 fps, both
at 12 bit gray scale resolution.

A custom interface was written to integrate the cameras capabilities into the phase shifted moiré interferometry [6]
software system. The interface integrates control of the camera and fiber phase shifter with two digital control lines from
the dynamic test machine. The analog actuator output signal is rectified and used to hardware-trigger the camera, allowing
frames to be captured at the min and max loading conditions. A user-controllable digital output is used to allow the fatigue
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Fig. 20.3 Schematic load history
for the multiple and incremental
step test methods
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testing control software to trigger taking phase shifted moiré interferometry data while the fatigue test machine is paused.
Using the block configuration mode within the fatigue test machine software, the machine could fatigue the specimen for a
given time, pause the machine, start phase shifting and acquiring image data, and automatically restart cycling after the data
was recorded.

To permit fully automatic data collection, a quantitative signal to noise measurement algorithm was implemented to
verify the quality of data taken during automatic tests, and to recollect any data smeared by vibrations or other environmental
factors. The surface images produced by the wrapping algorithm are digitally correlated to automate the measurement of
strain in the presence of moving bimaterial interfaces.

20.2.4 Loading Sequences and Cyclic Test Parameters

Various test methods are available to obtain the cyclic stress-strain behavior for a given material [8]. In all methods, a
specimen is cycled between fixed load or displacement conditions until some criteria of stability is met. The cyclic stress-
strain curve is determined from the stabilized load or stress plotted as a function of strain. Three test methods are considered
in this study: the multiple step, incremental step and single step tests.

The multiple step method uses a single specimen tested at progressively higher load levels. Specimens tested according
to this protocol received a minimum of five cycles at load levels from 50 to 300 N in increments of 50 N. Additional cycles
were applied as necessary at each level until a stabilized response was obtained. The load history of a multiple step test is
shown in the top of Fig. 20.3.

The incremental step method applies a specific sequence or ‘block’ of loading to a single specimen. The block loading
sequence is applied again until the stress-strain curve of the specimen has stabilized. The block sequence is an increasing
then decreasing waveform of peak loads and unloads of the specimen, generally with five load levels within the block. A
typical load history for the incremental method is shown in the lower part of Fig. 20.3. Five blocks of loading are shown in
the diagram.

Several combinations of test parameters for the incremental step method were explored and results for two cases are
included here. The first specimen was tested with peak loads from 150 to 250 N in 25 N increments and the other from 150
to 275 N in 30 N increments.

The single step method uses individual specimens tested at constant load levels. Results for a single load level at 275 N
are included here.
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20.3 Results

The first three load levels for the multiple step specimen required only five cycles to stabilize. The stress-strain behavior was
linear and there was no appreciable hysteresis. Once above about 250 N, forward and reverse material phase transformation
led to localized deformation and damage. Twenty-five additional cycles were applied before reaching a measure of stability.

Figure 20.4 shows the typical stress-strain behavior during cyclic loading for the first 25 cycles at 300 N for the multiple
step specimen. Specimen temperature for the first five of these cycles is shown in Fig. 20.4. Temperature spikes as large as
10 ıC were routinely observed during the experiments and were associated with forward and reverse phase transformation
of the material. Generally, the temperature history was retraced each cycle and had similar characteristics to the hysteresis
inherent in the load-deflection data.

The decrease in upper plateau stress for the data in Fig. 20.4 is shown in Fig. 20.5. Also shown in Fig. 20.5 is the inelastic
strain obtained at an arbitrary location from analyzing the associated phase shifted moiré interferometry fringe patterns.
As the loading cycles progressed, a uniform inelastic strain developed over the gage section, reaching a value of about 0.5 %
after 25 cycles. Neither the plateau stress nor inelastic strain appears to have fully stabilized after 25 cycles.

Two specimens were tested using the incremental step method. Full-field strain data was obtained automatically at all
peak loads during a block and also with the specimen unloaded at the end of each block. Figure 20.6 are wrapped fringe
patterns of axial displacement obtained during a typical incremental step test. The top image shows the inelastic strain after

Fig. 20.4 Typical loading and
unloading behavior with material
phase transformation. Stress
versus strain shown for five
cycles during a typical multiple
step test. Shown on the right axis
is the specimen temperature
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Fig. 20.5 Decrease in plateau
stress and increase in local
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multiple step test
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Fig. 20.6 Wrapped fringe
patterns of axial displacement
obtained during a typical
incremental step test. The top
image shows the inelastic strain
after the first block of loading,
the middle image was captured
during loading to show shear
band localization and the bottom
image shows the inelastic strain
after five blocks of the loading
sequence have been applied

the first block of loading, the middle image was captured during loading to highlight the shear band localization and the
bottom image shows the inelastic strain after five blocks of the loading sequence have been applied.

The local strain at any selected point is available during the experiment, or can be retrieved through post-processing.
Figure 20.7 is an example of local strain history measurements from an incremental step test. The application of five blocks
of loading are shown and local strain measurements are made at the peak loads during each block. Inelastic strain is recorded
at the end of each block at load steps 11, 21, 31, 41 and 51 when the specimen has been unloaded to 5 N. This data was taken
over a period of about 10 h—the time required to cycle through five blocks of incremental step testing at 0.5 N/s.

A final example of local strain measurement are shown in Fig. 20.8 for a single step specimen. Residual deformation after
each of the first 25 loading cycles is shown for a specimen cycled at 275 N.

The stress-strain curves of all four samples after testing are shown in Fig. 20.4.
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Fig. 20.7 Local strain at a
selected location during an
incremental step test. The
application of five blocks of
loading are shown and local
strain measurements are made at
the peak loads during each block.
Inelastic strain is recorded at the
end of each block with the
specimen unloaded at steps 11,
21, 31, 41 and 51
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Fig. 20.8 Local strain at a
selected point after each load
cycle for a typical single step test
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20.4 Conclusions

Three methods for obtaining a cyclic stress-strain curve for superelastic nitinol were evaluated. The different methods
produced different results. Each approach has advantages and disadvantages as test methods when considered for application
to medical device design and analysis.
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Strain localization in the form of shear bands was observed in all specimens. Once initiated, shear bands would propagate
across the specimens and remain until fully unloaded. Inelastic deformation in the wake of the shear band was uniformly
distributed within the gage section of the specimens. The threshold stress for inducing phase transformation decreased
throughout loading of the specimens. The rate of decrease varied for the different test methods, as did the maximum
transformation strain.
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Chapter 21
Environmental Protection by the Opto-acoustic
and Neutron Emission Seismic Precursors

O. Borla, G. Lacidogna, E. Di Battista, M. Costantino, and A. Carpinteri

Abstract The acoustic (AE) and electromagnetic (EM) emission signals detected during the failure of brittle materials
are analogous to the anomalous mechanical and geoelectromagnetic waves observed before major earthquakes. These
phenomena reinforce the idea that opto-acoustic emissions can be applied as a forerunning tool for seismic events.

The elastic energy released by micro-cracking eventually yields to form macroscopic fractures, whose mechanical
vibrations are converted into electromagnetic oscillations over a wide range of frequencies, from Hz to THz. This excited
state of the matter could be the cause of resonance phenomena at the nuclear level producing neutron bursts, in particular
during stress-drops or sudden catastrophic failures.

The authors present the results they are obtaining at a gypsum mine located in Northern Italy. The observations revealed
a strong correlation between AE/NE events and the closest and most intense earthquakes. Thanks to the position of the
monitoring station (100 m under the ground level), the acoustic and electromagnetic noise from human activities is greatly
reduced, as well as the neutron background. An integration of AE/EME/NE data with CO2 and Radon variations, that are
considered as additional seismic precursors, is planned.

Keywords Acoustic emission • Electromagnetic emission • Neutron emission • CO2 and Radon variations • Seismic
activity

21.1 Introduction

Monitoring and detection of the different forms of energy emitted during the failure of natural and artificial brittle materials
allow an accurate interpretation of damage in the field of Fracture Mechanics. These phenomena have been mainly measured
based on the signals captured by the acoustic emission (AE) measurement systems [1–10], or on the detection of the
electromagnetic (EM) charge [11–18].

Nowadays, the AE technique is well-known in the scientific community and applied for monitoring purpose. In addition,
based on the analogy between AE and seismic activity, AE associated with microcracks are monitored and power-law
frequency vs. magnitude statistics are observed. With frequencies up to GigaHertz, and therefore cracks between the micron
and the millimetre scale, pressure waves can generate electromagnetic waves of the same frequency, which turn out to be
even a more advanced seismic precursor (up to a few days before).

The EM signals are usually related to those materials in which the fracture propagation occurs suddenly and it is
accompanied by stress drops in the stress-strain curve. A number of laboratory studies revealed the existence of EM signals
during fracture experiments carried out on a wide range of materials [11]. Studies on electrical properties of rocks have
demonstrated that a correlation exists between electrical resistivity and cumulative damage [19–21].

Very recently, it has been also argued that the elastic energy due to micro-crack production eventually yields to forming
macroscopic fractures, whose mechanical vibrations are converted into electromagnetic oscillations over a wide range
of frequencies, from few Hz to MHz, and even up to “microwaves”. This excited state of the matter could be a cause
of subsequent resonance phenomena of nuclei able to produce neutron bursts in the presence of stress-drops or sudden
catastrophic fractures [22–25]. When pressure waves show frequencies between Giga- and TeraHertz, and then with cracks
below the micron scale, we are witnessing a phenomenon partially unexpected: phonons resonate with the crystal lattices
and, through a complex cascade of events (acceleration of electrons, bremsstrahlung gamma radiation, photo-fission, etc.),
may produce nuclear fission reactions [24–28].
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As regards the neutron emissions (NE), original experimental tests were performed by Carpinteri et al. on brittle rock
specimens [29–36]. Different kinds of compression tests under monotonic, cyclic and ultrasonic mechanical loading have
been carried out fully confirming the hypothesis of piezonuclear reactions, giving rise to neutron emissions up to three orders
of magnitude higher than the background level at the time of catastrophic failure.

These phenomena have important implications also at the Earth’s crust scale. Recent neutron emission detections by the
authors [37] and other Russian researchers [38–41] have led to consider the Earth’s crust as a relevant source of neutron flux
variations.

In this work the authors, after summarizing the main laboratory experimental tests on gypsum samples, describe the
preliminary results acquired at a gypsum mine situated in Northern Italy (Murisengo, Alessandria) and related to the
evaluation of acoustic and nuclear phenomena. The monitoring system, based on the simultaneous acquisition of the various
physical quantities, control the structural stability of the mine carrying out, at the same time, the environment monitoring for
the seismic risk evaluation.

Taking into account the relationship between AE, EME, NE and seismic activity, it will be possible to set up a sort of
territorial database station that could be at the base of a warning network.

This warning system could combine the signals from other stations to prevent the effects of seismic events and to identify
the earthquakes’ epicentres. Similar networks are being utilized all over the World in countries like Mexico, Taiwan, Turkey,
Romania and Japan [42]. However, these already established seismic monitoring systems are usually based on the kinematic
quantities of the ground motion: displacement, velocity, and acceleration. The last, in particular, is proportional to the inertial
forces transmitted by the ground shaking to the masses. On the other hand, the use of AE, EME, NE will represent a huge
step forward, not only for their monitoring capabilities during the earthquake, but also for their forecasting potentialities
before the event. Neutrons therefore appear to be as the most advanced earthquake precursor (up to 2 weeks before) [37–41].
An integration of AE/EME/NE data with CO2 and Radon variations, that are considered as additional seismic precursors
[43], is currently planned and the ad-hoc instrumentation is under installation and testing.

21.2 Material and Methods

21.2.1 Acoustic Piezoelectric Transducer

The AE activity emerging from the compressed specimens was detected by a piezoelectric (PZT) transducer glued on the
external surface, resonant at 78 kHz, which is able to convert the high-frequency surface motions due to the acoustic wave
into electric signals (the AE signal). The transducer sensitivity in the low-frequency range was measured by placing it on
shaker excited by frequencies in the range 0–10 kHz (white noise). The result of this calibration at low frequencies was
1.2 �V/(mms�2). Resonant sensors are more sensitive than broadband sensors, which are characterized by a flat frequency
response in their working range, and then they can be successfully used in monitoring of large-sized structures [6, 7].

21.2.2 Dedicated Loop and Telescopic Antennas

EM signals were monitored using a device, calibrated according to metrological requirements, constituted by three winding
loops with different number of turns that can be positioned around the monitored specimen. The working principle is based
on the induction Faraday’s law. It states that the electromagnetic force (voltage) in a closed circuit (loop) is proportional to
the change of the magnetic flux in the windings section. In fact, the three coaxial coils with an increasing number of turns
are capable to perform the measurement from very low (Hertz) to high (MHz) frequencies in the magnetic field. The first
coil, constituted by 5 turns, works in a frequency range from 300 kHz to 4 MHz. The other two coils constituted by 125 turns
and 500 turns, work in the frequency range from 0 to 20 kHz, and from 0 to 1 kHz, respectively. Each turn is realized by
a 0.2 mm copper wire, mounted on two coaxial PVC tubes embedded in a two components resin, in order to allow a large
range of measurements.

In addition, a telescopic antenna was tested in view of a permanent use at the gypsum mine. The employed antenna,
having a maximum length of 125 cm, was coupled with an Agilent DSO1052B oscilloscope (50 MHz, 2 channels) that
allows appropriate monitoring of EM signals with frequencies up to tens of MHz.
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21.2.3 Radon-Monitor: Ramon 2.2

The Ramon 2.2 Radon monitor is an automatic, electronic Radon dosimeter. The device is designed to detect alpha particles
from Radon decay and it is not sensitive to other types of ionizing radiation such as gamma- and beta- radiation. The detector
is equipped with a special silicon semiconductor sensor surrounded by a light-proof plastic housing called “metering cell”.
Radon gas from ambient air diffuses into the metering cell through small openings that are covered by a filter keeping dust
outside. The Ramon 2.2 complies with the general requirements for the competence of calibration and testing laboratories
according to DIN EN ISO/IEC 17025.

The Ramon 2.2 can operate in two different measurement modes that give results for the averages of Radon levels on a
long-term and on a short-term basis. The Radon monitor collects data in measurement cycles of 1 h and the results for newly
calculated averages of Radon levels are therefore automatically updated. When the long-term reading is selected, the Radon
monitor indicates the average Radon level over the entire measurement period since the last reset of the memory. When the
short-term reading is selected, the Ramon 2.2 Radon monitor indicates the average of the Radon level that the instrument
detected in the last 7 days.

21.2.4 Carbon Dioxide Meter CO210

The CO210 Carbon Dioxide Meter measures and datalogs CO2 level, air temperature, humidity, date and time. With visible
and audible alarms, this is an ideal instrument for air quality diagnosis. This meter is shipped fully tested and calibrated. The
meter can record readings of CO2, temperature and humidity for long time environment monitoring. The memory capacity
is 15,999 points. The Windows based pc software provided is used to set-up the datalogger, download data and to view the
data in graphical or text format.

21.2.5 3He Proportional Counter

Since neutrons are electrically neutral particles, they cannot directly produce ionization in a detector, and therefore cannot be
directly detected. This means that neutron detectors must rely upon a conversion process where an incident neutron interacts
with a nucleus to produce a secondary charged particle. These charged particles are then detected, and from them the neutrons
presence is deduced. For an accurate neutron evaluation, a 3He radiation monitor was used.

During the experimental trial the neutron field monitoring was carried out in “continuous mode”. The AT1117M
(ATOMTEX, Minsk, Republic of Belarus) neutron device is a multifunctional portable instrument with a digital readout
consisting of a processing unit (PU) with an internal Geiger-Müller tube and external smart probes (BDKN-03 type). This
type of device provides a high sensitivity and wide measuring ranges (neutron energy range 0.025 eV–14 MeV), with a fast
response to radiation field change ideal for environmental monitoring purpose.

21.3 Experimental Results

21.3.1 Laboratory Tests on Cylindrical Gypsum Specimens

Preliminary laboratory compression tests on some gypsum specimens were conducted to verify the behaviour of gypsum
under mechanical loading and to assess the validity and efficiency of the dedicated antennas in view to a permanent
installation for in-situ monitoring.

Gypsum samples of different size and shape taken from Murisengo mine, were used. For these tests a standard servo-
hydraulic press with a maximum capacity of 1000 kN, equipped with control electronics, was employed. This machine makes
it possible to carry out tests in either load or displacement control. The tests were performed in piston travel displacement
control by setting, for all the tested specimens, a velocity of 0.001 mm/s during compression.

Specific tests were previously conducted to assess the EM environmental noise. In particular, the EM probe was used
to detect the EM background for about 12 h before to start the compression tests. By means FFT (Fast Fourier Transform)
analysis the main contribution of EM environmental noise is calculated with signals peaked at 50 Hz, the typical frequency
of domestic power supply.
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Fig. 21.1 The electromagnetic coaxial coils device (loop antenna) and AE piezoelectric transducer positioned around the monitored gypsum
specimen (left). The telescopic antenna during the mechanical loading test (right)
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Fig. 21.2 Load vs. time curve, AE (circles) and EM (stars) signals cumulated number (left). Detail of load vs. time curve and EM cumulated
number in the vicinity of the peaks load (right)

In addition, to better monitoring the fracture precursors, the AE signals were detected by applying to the sample surface
the piezoelectric transducer described above (Fig. 21.1 left).

In Fig. 21.2 (left), the load vs. time and the cumulated AE and EM signals for one of the tested gypsum specimen are
represented. Similar results were obtained for the other specimens. This sample, that is characterized by an evident ductile
behaviour, reached a maximum load of about 40 kN. In particular, starting from the first peak load, a significant increase in
AE rate is observed. The AE signals achieved the maximum rate in proximity of the peak loads, while in the post peak phase,
at the end of specimen softening behaviour, the AE rate diminished.

On the other hand, EM emissions were detected for all the duration of the experiment, with a sensible growth rate just
after the second peak load. This behaviour, both for AE and EM signals clearly represents a precursor of specimen failure.

Moreover, as shown in detail in Fig. 21.2 (right), it is observed that gypsum is characterized by weak and frequent stress
drops, around which EM signals have accumulated. This EM distribution reinforces the idea that in these particular phases
the accumulated energy is suddenly released, due to micro-cracks formation, and the mechanical vibrations are converted
into electromagnetic oscillations. A wide range of EM spectrum with respects to the one related to environmental noise was
observed. In particular frequencies up to 500 kKz with the loop antenna and up to 7 MHz with the telescopic antenna were
estimated.
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21.4 In-Situ Environmental Monitoring: San Pietro Prato Nuovo Gypsum Mine

From June 24, 2013 a dedicated in-situ monitoring at the San Pietro Prato Nuovo gypsum quarry located in Murisengo (AL),
Italy is started and it is still in progress. The San Pietro Prato Nuovo quarry in Murisengo, is currently structured in five levels
of underground development and from which high quality gypsum is extracted every day. Gypsum is a soft sulfate mineral
composed of calcium sulphate dihydrate, CaSO4�2H2O. It can be used as a fertilizer, is the main constituent in many forms
of plaster and is widely mined. The structural stability in each level is assured by an archway-pillar system (Fig. 21.3 left)
which unloads over the underlying floor of average thickness of 4 m. Through accurate topographic surveys, it was possible
to ensure a good coaxiality of the pillars between the different levels. In this way dangerous loads eccentricity were avoided.
At the fifth level the average pressure to which the pillars are usually subjected is of about 6 MPa.

Since June 2013 the quarry is subjected to a multiparameter monitoring, by the AE technique and the detection of the
environmental neutron field fluctuations, in order to assess the structural stability and, at the same time, to evaluate the
seismic risk of the surrounding area. Moreover, from the end of January 2015, the Radon and CO2 monitoring equipments
and the telescopic antenna tested in laboratory were installed. Currently, the devices are acquiring the first experimental data
and in the coming months it will be possible to evaluate the correlations between these parameters and the seismic activity
of the monitored area. In Fig. 21.3 (right) the in-situ experimental set-up is reported.

The dedicated “USAM” AE acquisition system consists of 6 PZT transducers, calibrated over a wide range of frequency
comprised between 50 and 800 kHz, 6 units of data storage provided of triggers and a central unit for the data synchronization.

The AE signals received by all the transducers are analysed by means of a threshold detection device that counts the signal
bursts exceeding a certain electric tension (measured in volts (V)). Throughout the monitoring period, the threshold level for
the detection of the input signals coming from the PZT transducers was kept at 100 �V. Based on the authors’ experience,
in fact, this level is the most significant for the detection of AE signals from damage processes in non-metallic materials.
In addition, also a neutron field evaluation was carried out in “continuous mode” by means of the ATOMTEX 3He neutron
radiation monitor. The comparison between the earthquakes [44] occurred in the immediate vicinity of the monitored area
during the experimental campaign was carried out. In Fig. 21.4 the occurrence of quakes (with magnitude higher or equal
to 2.5 degree in the Richter scale) correlated with acoustic and neutron emissions in the period from April 1st, 2014 to
February 19th, 2015 is reported. From the analysis of the experimental data it was observed that the most significant AE and
NE increments happen respectively about one day and one week before earthquakes. These increments reached values of
one or more order of magnitude higher than the ordinary background. In particular bursts of neutron radiation of at least a
couple of hours long were detected.

Furthermore, an analysis of the AE frequencies in the 3 days preceding the earthquake, the day of the seismic event and
in the next 3 days was performed. From this survey it was experimentally verified that the recorded average frequencies were
respectively of about (38 ˙ 10) kHz, (52 ˙ 13) kHz and (63 ˙ 14) kHz (Fig. 21.5).

These results show that the lower frequencies monitored before the earthquake are mainly due to the formation of fractures
up to the scale of meter that occur from large distances in the ground, and anticipate the quake shaking. On the other hand
the monitored frequencies just during the seismic event and in the following days tend to increase. This is due to the fact that,
from a situation of maximum damage, perceived by the fractured ground, the effects caused by the earthquake in the pillar are

Fig. 21.3 San Pietro Prato Nuovo gypsum quarry (left). The six AE devices and the ATOMTEX 3He neutron radiation monitor applied to the
selected pillar (right)
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Fig. 21.4 Neutron ambient
fluence rate and AE hourly rate
compared to local seismic activity
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subsequently identified. These involve the formation of small cracks that tend to stabilize with small fracture advancements
which are associated to higher AE frequencies.

This further experimental evidence strengthens the idea that integrating neutron fluctuations with acoustic and electro-
magnetic emissions—and also considering gas radon and CO2 emission that are considered as additional reliable seismic
precursors [43]—it will be possible to set up a sort of monitoring systems that could perform a warning environmental
monitoring.

Moreover, an accurate localization of the AE sources on the monitored pillar was obtained using the USAM AE acquisition
system composed of 6 PZT transducers, which had permitted to measure the arrival times of acoustic signals. Applying the
source location method [6], the AE sources are determined. Considering that the six sensors are positioned on a plane, the
cracks location is distributed along the x and y axes. From Fig. 21.6, it is possible to evaluate the main propagation direction
of the microcracking during the monitoring period. In particular, many AE localized points are concentrated between the
sensor S2–S4, S3–S5 and S3–S6. Therefore, three preferential crack propagation paths can be observed.

Finally, just as an example, the CO2 and Radon mine background acquired in a period of about 20 days long are reported
(Fig. 21.7 right, left).
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Fig. 21.6 PZT USAM sensors
(square) and AE source
localization with preferential
crack propagation (circle)
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Fig. 21.7 CO2 (left) and radon (right) mine average background

21.5 Conclusions

Dedicated instrumentations were used to detect Acoustic, Electromagnetic and Neutron emissions generated during micro-
cracking. The experimental data strengthen the hypothesis that the released energy due to micro-crack production can yield
to forming macroscopic fractures, whose mechanical vibrations are converted into electromagnetic oscillations over a wide
range of frequencies, from few Hz to MHz, and even up to microwaves. This excited state of the matter could be a cause
of subsequent resonance phenomena of nuclei able to produce neutron bursts in the presence of stress-drops or sudden
catastrophic fractures.
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It is also known that the EM signals detected during failure of materials are analogous to the anomalous radiation of
geoelectromagnetic waves observed before major earthquakes, reinforcing the idea that the EM effect can be applied as a
forecasting tool for seismic events.

On the other hand, recent neutron emission detections have led to consider also the Earth’s crust as a relevant source of
neutron flux variations.

Preliminary results, acquired at a gypsum mine related to the evaluation of acoustic, and nuclear phenomena are reported.
The experimental data acquired emphasize the close correlation between acoustic, electromagnetic, nuclear emissions and
seismic activity. Currently the mine is also monitored by means of Radon and CO2 emissions that are considered as additional
reliable seismic precursors. The monitoring campaign is still in progress and in the coming months it will be possible to
evaluate the correlations between these parameters and the seismic activity of the monitored area.

By integrating all these signals, it will be possible to set up a sort of territorial database network that combine AE, EM
and neutron sensors for the prediction and diagnosis of earthquakes. These sensors could be applied at certain depths in the
soil, along the most important faults, or very close to the most seismic areas to prevent well in advance the effects of seismic
events and to identify the epicentre of an earthquake.

Acknowledgement The authors are grateful to Dr. Sandro Gennaro from San Pietro PratoNuovo gypsum mine for his assistance during the in-situ
environmental monitoring.
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Chapter 22
Neutron Emissions from Hydrodynamic Cavitation

A. Manuello, R. Malvano, O. Borla, A. Palumbo, and A. Carpinteri

Abstract During the last few years, some investigators reported interesting results regarding neutron emissions from
ultra-sonic cavitation in liquids and solids. In the present paper, the described experiments were conducted in order to
evaluate neutron emissions from liquids subjected to hydrodynamic cavitation by an hydraulic circuit prototype. In particular,
different aqueous iron salt solutions were tested in order to correlate neutron emissions and evolution of chemical element
concentrations after different operating hours. The experiments were conducted using an hydraulic circuit fine-tuned by the
authors. The pilot plant, which also includes the power supply and the electronic control of the recirculation pump, was
realized entirely by plastic material (with the exception of the centrifugal pump and the hydraulic cavitator). The pump will
be equipped with a system of six stages and with a maximum flow rate of 6 m3/h. The maximum working pressure is equal
to 10 bar. The evidence obtained during the tests returned an appreciable neutron emission, about 30 % greater than the
background level. A significant decrement in Fe concentration was detected at the end of the test, whereas a considerable
amount of aluminum—previously absent—was found on the internal walls of the pipe.

Keywords Hydrodynamic Cavitation • Turbulence • Neutron Emissions • Chemical Concentration

22.1 Introduction

Hydrodynamic cavitation has been increasingly used as a substitute of conventional acoustic (or ultrasonic) cavitation due
to its efficiency in homogenizing, or mixing and breaking down, suspended particles in colloidal liquid compounds, such
as paint mixtures or milk. A new kind of hydrodynamic horn is used in the present research in order to detect neutron
emissions and chemical variations in the different Fe salt solutions. In this case a converging–diverging nozzle is used during
the experiments.

From a general point of view, the use of cavitation for chemical processes is well known. The good mixing effect is
attributed to the production of bubbles driven in liquids by pressure variations. Under the influence of pressure variations,
gas bubbles in the medium undergo highly nonlinear amplitude and volume oscillations. In the expansion phase, liquid
vapor diffuses into the bubble due to evaporation at gas–liquid interface. During the subsequent compression phase, pressure
inside the bubbles increases and vapor starts to condense. However, depending on the nature of the pressure variations,
the collapse can be so quick that the bubble wall velocity reaches or even exceeds the velocity of sound in the medium.
At this time, the vapor present in the central core of the bubble has not sufficient time to escape. This “trapped” vapor is
subjected to extreme conditions of temperature and pressure reaching the adiabatic collapse of the bubble. These conditions
of temperature and pressure are adequate to cause the cleavage of vapour molecules. In this context, chemical reactions are
induced in the medium bulk when the bubble contents mix with the surrounding liquid [1].

Several papers appeared in the last decades, reporting successful applications of hydrodynamic cavitation to physical
and chemical processing. These include hydrolysis of fatty oils [2], polymerization and depolymerization of aqueous
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polymeric solutions [3], microbial cell disruption [4–7], wastewater treatment [8–10], oxidation of arylalkanes [11,12], water
disinfection [12–15], synthesis of nano-structured catalysts [16,17]. A state-of-the-art review of literature published in the
area of hydrodynamic cavitation reactors is given by Shah et al. [18] and Gogate and Pandit [19].

Due to the various effects on fluid power systems, cavitation is normally to be avoided as much as possible in many
cases. When actions for preventing cavitation are considered, it is essential to recognise the existence of cavitation and
the location of cavitation inception point. The problem of cavitation detection can be solved directly only by verifying the
existence of cavities and bubbles. Direct detection is performed by observing visually the population of developed bubbles in
flow passages. However, fluid power components encompass usually complicated constructions and cavitation can occur in
various locations where the access for visualisation instruments is limited. In addition, the very high speed of the cavitation
phenomenon makes the task difficult. Under the light of the experiment proposed in this paper, the authors investigated the
possibility to check the cavitation activation in correlation to the monitoring of neutron and alpha particle emissions during
the experiments.

As stated before, when cavities are carried to higher-pressure regions, they implode violently and high-pressure shock
waves can occur contributing to give a suitable environmental condition to induce also in the solution the anomalous nuclear
reactions already encountered in solids (piezonuclear reactions) [20–24].

The hydrodynamic cavitation performed in the present experiments is due to the variation in pressure of the flux that
occurs when the speed of the fluid itself changes due to a geometric variation in the duct. For instance, the flux in exit from
an orifice increases its velocity when pressure decreases. If the pressure decreases until the value of the vapour pressure,
a number of bubbles is generated as a result of the partial vaporization of the liquid. When pressure increases again, the
collapse of the bubbles occurs. The hydrodynamic cavitation, in fact, permits to obtain a very high energy density in a local
portion of the volume, as well as high pressure and temperature of the fluid.

The hydrodynamic cavitation reactor used in this work is a novel reactor that uses a converging–diverging nozzle for
creating pressure variations in the flow necessary for driving bubble motion. This kind of reactor is very suitable to control
several parameters such as the bubble nucleation rate. During the experiments, different solutions were used. In particular,
pure water and water with iron salts were analysed in experiments with different time durations. During these tests, neutron
emissions were detected by thermodynamic dosimeters and by a He3 proportional counter. Alpha particle emissions were
also analysed by a 6150AD-k probe, and the chemical analysis of the solutions before and during the experiments were
performed by the inductively coupled plasma mass spectrometry (ICP-MS).

22.2 Experimental Set Up and Measurement Devices

The hydraulic circuit was design and developed to include the cavitation reactor in order to experiment the cavitation in pure
water and in aqueous solutions with iron salts. The system provides a constant water flow by means of a centrifugal pump.
In order to inspect the water before and after the cavitation, a plastic tank was placed upstream of the pump. Due to the high
level of energy expected during piezonuclear reactions, each material of each component has been carefully selected basing
on its chemical stability and in order to avoid any kind of contamination. The water flows into the centrifugal pump passing
trough a hole in the tank by gravity; then the water is entered in the circuit to be cavitated by the reactor, see Fig. 22.1.

The ducts are made of high density polyethylene (according to PE100 UNI EN 12201—EN 12201). The section of the
ducts is circular with an inner diameter of 30 mm. The pressure of the water is measured just before the reactor by means of
an analogical pressure gauge (fs D 16 bar). The overall length of the circuit it is about 7.1 m.

Each test was executed twice, by introducing into the hydraulic circuit both the pure water and aqueous solutions of iron
nitrate. The concentration of iron nitrate in the pure water was 2.3 mg/L. Both the liquids were provided by the Analytical
Chemistry Department of the University of Turin. Each experiment lasted several hours and the pressure was maintained at
about 9 atm.

The reactor is a steel hydraulic component with a overall length of 17 cm, see Fig. 22.2. It is made up of two sections
of different pipes. Considering the flow direction, the first pipe, characterized by a larger circular section (33 mm, external
diameter; 27.3 mm, inner one), is about 80 mm long. The second pipe has got a smaller circular section (26.5 mm, external
diameter; 10 mm, inner one) and is about 80 mm long. An intermediate connection between the two pipes is provided in
order to gradually reduce the section: it consists in a short segment (10 mm long) having the shape of a truncated cone with
its generatrices inclined of 45ı. The reactor features an external input source so that a desired gas or liquid can be introduced
in the flow just after the first segment. The sparger comprises of a small tube. After many preliminary test it was shown that
best results in terms of nucleation rate occurs if no gas or liquid is introduced through the sparger. We fixed a first point in
the experimental set-up: the tap of the sparger was kept closed.
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Fig. 22.1 The tank and the pump
equipped with an inverter
installed in the laboratory (a).
The analogical pressure gauge as
it appears installed in the circuit
(b). The complete circuit with a
coaxial water cooling system in
order to maintain the temperature
constant (c)

Fig. 22.2 Hydrodynamic
cavitation reactor installed in the
circuit

The terminal section of the sparger (external diameter of 5.9 mm) starts from the beginning of the second pipe of the
reactor and its length is 11.4 mm. Its external shape (cylinder), together with the internal profile of the second pipe and
with the two connecting elements, provide the main turbulence to the flow. The shape of the two elements that provide
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Fig. 22.3 Alpha particle and neutron emission detection devices close to the reactor during the experiment. (a) Lateral view and (b) Frontal view

the connection between the sparger and the second pipe has been studied. The flow swirls with a helical twist along the
connection surface and, due to this further diversion, the cavitation takes place (nucleation). A third turbulence source
is provided to the flow by the presence of six peculiar half-spheres called “mushroom heads”. Several conjectures were
formulated about the effects these half-spheres have on the flow and a numerical analysis has been developed to this purpose.
It is opinion of the author that this third turbulence source could make some of the bubbles to explode (see Fig. 22.2).

For what concerns the neutron emission measurements, since neutrons are electrically neutral particles, they cannot
directly produce ionization in a detector, and therefore cannot be directly detected. This means that neutron detectors must
rely upon a conversion process accounting the interaction between an incident neutron and a nucleus, which produces a
secondary charged particle. Such charged particle is then detected and the neutron’s presence is revealed from it. For an
accurate neutron evaluation a He3 proportional counter was employed. The detector used in the tests is a He3 type (Xeram,
France) with pre-amplification, amplification, and discrimination electronics directly connected to the detector tube. The
detector is supplied with a high voltage power (about 1.3 kV) via NIM (Nuclear Instrument Module). The logic output
producing the TTL (transistor–transistor logic) pulses is connected to a NIM counter. The logic output of the detector is
enabled for analog signals exceeding 300 mV. This discrimination threshold is a consequence of the sensitivity of the He3

detector to the gamma rays ensuing neutron emission in ordinary nuclear processes. This value has been determined by
measuring the analog signal of the detector by means of a Co-60 gamma source. The detector is also calibrated at the factory
for the measurement of thermal neutrons; its sensitivity is 65 cps/nthermal (˙10 % declared by the factory), i.e., the flux of
thermal neutrons was one thermal neutron/s cm2, corresponding to a count rate of 65 cps.

For the alpha particle emission, a 6150AD-k probe a sealed proportional counter was used, which does not require refilling
or flushing from external gas reservoirs. The probe is sensitive to alpha, beta, and gamma radiation. An electronic switch
allows for the operating mode “alpha” to detect alpha radiation only, such that in this mode the radiation recognition is very
sensitive because the background level is much lower. A removable discriminator plate (stainless steel, 1 mm) distinguishes
between beta and gamma radiation detection. An adjustable handle can be locked to the most convenient orientation. During
the experiments the 6150AD-k probe was used in the operating mode alpha to monitor the background level before and
after the switching on of the cell (see Fig. 22.3). Finally, inductively coupled plasma mass spectrometry (ICP-MS) is a type
of mass spectrometry which is capable of detecting metals and several non-metals at concentrations as low as one part in
1015 (part per quadrillion, ppq) on non-interfered low-background isotopes. This is achieved by ionizingthe sample with
inductively coupled plasma and then using a mass spectrometer to separate and quantify those ions.

22.3 Neutron Emission Measurements

In Fig. 22.4(a–f) results coming from the neutron and alpha particle emissions in the cases of four different tests are
reported.

In Fig. 22.4a the neutron emissions acquired by thermodynamic dosimeters are shown for the first experiment
characterized by a duration of 32 h. In this case the equivalent neutron dose presented a maximum value two times greater
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Fig. 22.4 Neutron emission results for test durations of 32 (a), 6 (b), 22 (c) and 24 (d) hours. The alpha particle emissions for the last two test are
reported (e, f). This kind of emissions can be compared to the neutron emissions acquired for the same tests

than the background level. In Fig. 22.4b very similar results are shown in the case in which the neutron emissions is obtained
by the He3 proportional counter. The time duration of the experiments is equal to 6 h. In this particular case, after 2 h from
the beginning of the experiment a neutron emission greater than the background level has been recognized. At the end of the
experiments an emission of about two times the background level is observed.

In Fig. 22.4c, d neutron emissions behaviour have been reported for two tests with a total duration of 22 and 24 h. In these
two cases different impulsive emissions with an amplitude of about two times the background level may be observed. In the
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Fig. 22.5 (ICP-MS) analysis
performed on solution samples
taken during the tests in the case
of two experiments with a
duration of 32 h (a) and 6 h (b)
respectively
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case of Fig. 22.4c these emissions can be recognised after 2, 4, 8 and 16 h from the beginning of the experiment. In the case of
Fig. 22.4d the neutron emissions can be recognised after 4, 8, 16 and 18 h from the beginning of the experiment. According
to these evidence it is also interesting to make a comparison between neutron emissions and alpha particle emissions reported
in Fig. 22.4e, f for these two experiments. It easy to observe that the most important event in the alpha particle rate can be
correlated to the neutron emissions acquired during the same test. In particular, the comparison of the two kind of emissions
for the same test: Fig. 22.4c–f denounced an overlapping between the two kind of detections. This last data correlation seems
to be very important under the light of piezonuclear reaction hypothesis recently proposed in other kind of experiments
[20–24].

22.4 Chemical Analysis of the Cavitated Solutions: Preliminar Remarks

In Fig. 22.5a, b (ICP-MS), the analyses are reported for the tests with a duration of 32 and 6 h, respectively. The corresponding
neutron emissions evidence for these experiments are reported in Fig. 22.4a, b. In the test reported in Fig. 22.5a, the liquid
solution samples are taken and analysed every 2 h. In the second case, in order to obtain additional information about the
first stage, the samples are taken for the analysis every 30 min.

It is evident that the results coming from the (ICP-MS) technique describe Fe decrement just at the beginning of each
test. At the same time, Al increased up to six times the initial value (see Fig. 22.5a, b). It is also important to observe
that the concentration of iron nitrate in pure water changes totally in correspondence to neutron emissions. Furthermore,
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neutron emission has been highlighted by the two different devices adopted: bubble detectors and He3 proportional counter.
In the second test, analysed by The (ICP-MS) technique, a cyclic behaviour can be observed (Fig. 22.5b). According to this
evidence, a sliding increase is detected from the fourth hour till the end of the test. In this case, the overall average rate of
the deviation between the two neutron emission measurements is about C29 % (Fig. 22.5b).

22.5 Conclusions

Neutron emissions up to two times higher than the background level were observed during the operating time of an hydraulic
prototype circuit. In particular, during two of these experiments, the hydrodynamic effect of a converging–diverging nozzle
horn seems to be correlated to neutron and alpha particle emissions.

By the ICP-MS analysis performed on the solutions used in the test, evident variations in Fe and Al concentrations were
be observed. The last evidence appears to be analogous to the results obtained by Carpinteri et al. from fracture, fatigue,
and ultrasonic tests on rocks [20–24]. Further tests will be conducted in order to evaluate more in details these chemical
variations. In particular, additional tests will be carried out in order to detect also other elements in addition to Fe and Al. In
particular, some devices will be implemented to exclude the deposition of Fe on the internal circuit surface and to correlate
directly the Fe decrement to the increment in lighter elements, such Al, under the light of the piezonuclear assumption.
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Chapter 23
From Dark Matter to Brittle Fracture

P.C.F. Di Stefano, C. Bouard, S. Ciliberto, S. Deschanel, O. Ramos, S. Santucci, A. Tantot, L. Vanel, and N. Zaïm

Abstract Prompted by the intriguing results obtained by some of the rare-event searches looking for the dark matter that
may make up the bulk of the matter in the Universe, we have studied brittle fracture as a background in scintillation detectors.
Under conditions of ambient temperature and pressure, we have demonstrated a correlation between fracture, acoustic
emission, and emission of light in several common scintillators. We present early results from an improved setup. When
commissioned, it will provide additional channels to study these phenomena, in controllable atmospheres.

Keywords Dark matter • Mechanoluminescence • Scintillator • Brittle Fracture

Our interest in fractoluminescence has its origins in astroparticle physics and particle physics. Since the astronomical
observations of F. Zwicky in the 1930s [1], confirmed at many different scales and with many different techniques,
astronomers have known that most of the matter in the universe only appears through its gravitational interactions. This
is referred to as the mystery of dark matter. Over the years, various attempts have been made to solve this problem. One
well-motivated class of candidates is Weakly Interacting Massive Particles (WIMPs) [2]. These particles have the advantage
that they appear, independently of astronomy, in many of the extensions to the standard model of particle physics. Evidencing
the WIMPs that may be around us would therefore solve a longstanding astrophysical problem, and also open a whole new
region of particle physics. The direct detection method is to build a detector and wait for the WIMPs to interact in them. This
seemingly simple program is unfortunately a huge experimental challenge because, first, the energies that WIMPs will deposit
in a detector are quite small, with a typical scale of the order of keV to tens of keV. Second, the rate of WIMP interactions is
tiny, less than one per month per kilogram of detector, which is tiny compared to typical ambient levels of radioactivity, for
instance that of a human body which is of hundreds of radioactive decays per second and per kilogram. Experiments looking
for WIMPs therefore take draconian steps to eliminate all forms of background, including careful screening of all materials
to ensure radiopurity, specialized shielding against ambient radioactivity, working in deep underground labs to escape cosmic
radiation [3], and developing detectors with some form of particle identification to separate the rare signal from the abundant
backgrounds. In the late 1990s, the CRESST dark matter search deployed sapphire crystals cooled to �10 mK. The detection
principle was that particles interacting in them would create a measurable rise in temperature; the attained energy thresholds
were less than 1 keV [4]. In the first phase, an unexpectedly high background was encountered. After troubleshooting, this
background was identified as originating in small cracks propagating in the crystals because of unintentional indentation at
the mounting points, and was eliminated by modifying the contacts between the crystal and its environment. The analysis of
these data yielded a very rich data set of precisely calibrated fracture energies down to a values equivalent to a few hundred
bonds. Results included demonstrating the Gutenberg-Richter law of fracture energy distribution holds at energies thirty six
orders of magnitude below those for a large earthquake, and evidencing Omori’s law at similarly small scales [5].
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Fig. 23.1 Correlation between
fracture, acoustic emission, and
emission of light during the
rupture of a DCDC sample of
scintillator BGO (from Ref.
[SOUND])

Fig. 23.2 Intact and broken
DCDC samples of scintillator
BGO exhibiting luminescence
under X-ray illumination. Sample
dimensions are 20 � 5 � 3 mm3.
Broken sample shows main
fracture along long axis, and a
secondary fracture that occurred
after the main one when force
was kept after main fracture,
along one of the short axes

More recently, several dark matter searches have observed intriguing events incompatible with known backgrounds [6–9],
in tension with the null results of other experiments [10–16]. We have therefore decided to study fracture as a potential
background in rare-event searches, in particular as a source of light in the experiments deploying scintillating detectors. Such
devices convert the energy deposited by an interacting particle into light that can be detected by photomultipliers (PMTs) or
cryogenic detectors for instance. Detectors of this type are widespread in particle and nuclear physics [17]. For our purpose,
after various tests, we converged on scintillator samples compressed in the double-cleavage drilled compression (DCDC)
geometry. The samples were 20 � 5 � 3 mm3 rectangular prisms, polished to optical quality, with a 1 mm diameter circular
hole drilled perpendicularly in the middle of the 20 � 5 mm2 face. Under compression along the long axis, cracks formed
reproducibly on either side of the hole in the plane parallel to the 20 � 3 mm2 face. Applied force and acoustic emission
(AE) were monitored; the emitted light was also recorded using a PMT. All channels were recorded simultaneously, at
1 Gsample/s for the light channel and at 10 Msample/s for the others. Our results evidenced a clear correlation between the
rupture of various common scintillators (Bi4Ge3O12 aka BGO, ZnWO4 and CdWO4), AE and light emission, in various
mechanical configurations at room temperature and ambient pressure as shown in Fig. 23.1 taken from [18]. We have also
demonstrated that the spectrum of emitted light is compatible with that of the final stage of the scintillation process, itself
linked to transitions in the Bi3C ion. Because in other cases emission of charged and neutral particles from fracture surfaces
has been observed [19], we hypothesise that the mechanism is as follows: as the fracture advances, fractoemitted particles
from one surface interact in the other as they do in a scintillator, emitting light. Other mechanisms may be possible, including
electric arcs forming, and causing the BGO to luminesce, or some direct stimulation of the Bi3C ions. Indeed, DCDC BGO
samples excited by UV light will luminesce as shown in Fig. 23.2. Using the precise energy calibration of the light channel
possible with radioactive sources, we were also able to set a lower limit on the fraction of elastic energy converted to light.
We find a value of 3 � 10�5, limited by saturation of the light detection channel.

To better understand the mechanisms involved, and avoid saturation of the light detector, we are commissioning an
improved setup in the form of a vacuum chamber that can be evacuated or filled with various gases [20]. Other improvements
include a distance sensor to monitor the actual compression of the sample, an infrared (IR) camera to track the progression
of the fracture in the DCDC sample, filters on the PMT to block IR light and also to reduce saturation from the fracture itself,
and a new streaming DAQ that allows resolution of individual photons. An IR picture of a sample being broken in the dark
with the PMT running is shown in Fig. 23.3. Offline image processing allows to track the progression of the crack. Lastly,
the DAQ controlling the actuator which imposes the force on the sample has been upgraded to allow regulation at a constant
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Fig. 23.3 Propagation of crack
in DCDC sample as visualized
with camera under IR lighting. IR
lighting is chosen so as not to
interfere with the PMT which is
sensitive to visible wavelengths.
Offline data analysis allows to
track propagation of crack tip.
Sample is squeezed between
fixed backstop and movable
pushrod. The two cylindrical
objects in foreground are AE
sensors

Fig. 23.4 Partial preliminary
results from new setup, in
vacuum at ambient temperature.
Force is ramped up to two
different values, allowing the
crack to propagate freely the rest
of the time. Propagation of the
crack is slow, until critical length
of fracture is reached, whereupon
fracture accelerates. Main failure
of sample occurs around 2600 s
from start. A strong correlation
between the acoustic emission
and the fracture propagation is
observed

force, enabling studies of sub-critical fracture for instance. Figure 23.4 shows an example from a sample broken at ambient
temperature in vacuum. Over the course of nearly an hour, the force was first set at 500 N while the fracture was allowed
to propagate freely and slowly, then ramped up to 565 N, and the fracture propagated freely on its own again, slowly at
first before eventually accelerating as expected in the DCDC geometry, and destroying the sample. We observe an excellent
correlation between the fracture propagation and the AE. The light channel is not presented for this data set.

In conclusion, we are commissioning an improved setup that will allow us to study brittle fracture in scintillators under
various atmospheres with multiple channels: compression distance, crack length, force, acoustic emission and light emission.
We expect that this work will be beneficial to development of detectors for rare-event searches, and may lead to insight into
fracture mechanisms.
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Chapter 24
Compositional Variations in Palladium Electrodes Exposed
to Electrolysis

A. Carpinteri, O. Borla, A. Goi, S. Guastella, A. Manuello, R. Sesana, and D. Veneziano

Abstract Literature presents several cases of nuclear anomalies occurring in condensed matter, during fracture of solids,
cavitation of liquids, and electrolysis experiments.

Previous papers by the authors have recently shown that, on the surface of the electrodes exposed to electrolysis visible
cracks and compositional changes are strictly related to nuclear particle emissions. In particular, a mechanical interpretation
of the phenomenon was provided accounting to the hydrogen embrittlement effects. Piezonuclear reactions were considered
responsible for the neutron and alpha particle emissions detected during the electrolysis. Such effects are thoroughly studied
in a new experimental campaign, where three pure palladium (100 % Pd) cathodes coupled with Ni anodes are used for
electrolysis, separately exposed to processes of different duration: 2.5 h, 5 h and 10 h, respectively. In this paper, the authors
intend to show the new results concerning the changes on the surface of the electrodes in terms of composition and presence
of cracks after the electrolytic process. Measures of heat generation as well as of neutron emission will be reported.

Keywords Hydrogen embrittlement • Cold fusion • Electrolysis • Piezonuclear reactions • Neutron emission • Energy
balance

24.1 Introduction

Several evidences of anomalous nuclear reactions occurring in condensed matter were observed by different authors [1–34].
These experiments are characterized by extra heat generation, neutron emission, and alpha particle detection. Some of these
studies, using electrolytic devices, reported also significant evidences of compositional variation after the microcraking of the
electrodes. At the same time, recent experiments provided evidence of piezonuclear reactions occurring in condensed matter
during fracture of solids, cavitation of liquids, and electrolysis experiments [35–40]. These experiments were characterized
by significant neutron and alpha particle emissions, together with appreciable variations in the chemical composition. Based
on these experimental evidences, a mechanical reason for the so-called Cold Nuclear Fusion was recently proposed by the
same authors [41–43]. The hydrogen embrittlement due to H atoms produced by the electrolysis itself seems to play an
essential role for the observed microcracking in the electrode host metals (Pd, Ni, Fe, etc.). Consequently, the hypothesis
recently proposed is that piezonuclear fission reactions may occur in correspondence to the microcrack formation [41–45].

Classical experiments, belonging to the so called “Cold Fusion” research, are characterized by a generated heat several
times greater than the input energy. In some cases, neutron emission rate, during electrolysis, was measured to be about
three times the natural background level [6]. In 1998, Mizuno presented the results of the measurements conducted by
means of neutron detectors and compositional analysis techniques related to different electrolytic experiments. According to
Preparata, “despite the great amount of experimental results observed by a large number of scientists, a unified interpretation
and theory of these phenomena has not been accepted and their comprehension still remains unsolved” [6–9, 26, 27].
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On the other hand, as shown by most of the articles devoted to Cold Nuclear Fusion, one of the principal features is the
appearance of microcracks on electrode surfaces after the tests [26, 27]. Such evidence might be directly correlated to
hydrogen embrittlement of the material composing the metal electrodes (Pd, Ni, Fe, Ti, etc.). This phenomenon, well-known
in Metallurgy and Fracture Mechanics, characterizes metals during forming or finishing operations [44]. In the present study,
the host metal matrix (Pd and Ni) is subjected to mechanical damaging and fracturing due to hydrogen atoms penetrating into
the atomic lattice and forcing it, during the gas loading. Hydrogen effects are largely studied especially in metal alloys where
the hydrogen absorption is particularly high. The hydrogen atoms generate an internal stress that lowers the fracture resistance
of the metal, so that brittle crack growth can occur with a hydrogen partial pressure below 1 atm [44, 45]. Some experimental
evidences show that neutron emissions may be strictly correlated to fracture of non-radioactive or inert materials. From this
point of view, anomalous nuclear emissions and heat generation had been verified during fracture in fissile materials [2–4]
and in deuterated solids [5, 8, 30].

In order to confirm the earlier results obtained by Co–Cr and Ni–Fe electrodes [41, 42], and by Pd and Ni electrodes
[43], electrolytic tests have been conducted using 100 % Pd at the cathode with different operating time intervals. As a result,
relevant compositional changes and traces of elements previously absent have been observed on the Pd and Ni electrodes after
the experiments and significant neutron emissions were observed during the test. In addition to the previous experimental
campaign, also the amount of escaped gas during electrolysis was measured together with the evaluation of the extra heat
generation during the tests in order to obtain an energy balance.

24.2 Experimental Set Up

Over the last ten years, specific experiments have been conducted on an electrolytic reactor (owners: Mr. A. Goi et al.). The
aim was to investigate whether the anomalous heat generation may be correlated to a new type of nuclear reactions during
electrolysis phenomena. The reactor was built in order to be appropriately filled with a salt solution of water and Potassium
Carbonate (K2CO3). The electrolytic phenomenon was obtained using two metal electrodes immersed in the aqueous solution
for three different tests of 2.5, 5 and 10 h (Fig. 24.1). The solution container, named also reaction chamber in the following,
is a cylinder-shaped element of 100 mm diameter, 150 mm high, and 5 mm thick. For the reaction chamber Inox AISI 316 L
steel was used. The two metallic electrodes were connected to a source of direct current: a Ni–Fe-based electrode as the
positive pole (anode), and a Pd-based electrode as the negative pole (cathode).

The reaction chamber base consists of a ceramic plate preventing the direct contact between liquid solution and Teflon lid.
Two threaded holes host the electrodes, which are screwed to the bottom of the chamber successively filled with the solution.
A valve at the top of the cell allows the vapor to escape from the reactor and condense in an external collector. Externally,
two circular Inox steel flanges, fastened by means of four threaded ties, hold the Teflon layers. The inferior steel flange of

Fig. 24.1 Experimental set-up (a) Pd and Ni electrodes (b)
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the reactor is connected to four supports isolated from the ground by means of rubber-based material. As mentioned before,
a direct current passes through the anode and the cathode electrodes, provided by a power circuit connected to the power
grid through an electric socket. The components of the circuit are an isolating transformer, an electronic variable transformer
(Variac), and a diode bridge linked in series.

Electric current and voltage probes were positioned in different parts of the circuit. The voltage measurements were
performed by a differential voltage probe of 100 MHz with a maximum rated voltage of 1400 V. The current was measured
by a Fluke I 310S probe with a maximum rated current of 30 A. Current intensity and voltage measurements were also taken
by means of a multimeter positioned at the input line. From the turning on to the switching off of the electrolytic cell, current
and voltage were found to vary in a range from 3 to 5 A and from 20 to 120 V, respectively.

During testing an infrared thermo tracer IR Tech Timage Radiamatic XT was placed in front of the specimens. A dedicated
software, Timage Radiamatic, allowed both acquisition and data processing. The equipment acquires a surface thermal
contour of surfaces in front of the camera. Data are acquired as temperature data related to pixels and plotted by a colour
map. Data processing procedure requires the definition of a ROI (Region of Interest) on the thermal map. The region can
have any shape and dimension and it is possible to extract maximum, minimum, average and whatever temperature in the
ROI. To optimize thermocamera measurement, reactor surface has been black painted, to minimize reflected radiation and
maximize emitted radiation. The width of the area is of 20 pixels that is where the reactor surface can be approximated as
parallel to the camera lens. In this ROI maximum, minimum and average temperature have been acquired with relation to
time development. For what concerns temperature distribution in the reacting solution, the thermal map acquired by means of
the thermo-camera shows convection streams during reaction taking place during reaction. Anyway the average temperature
measured in the selected ROI shows a constant trend as long as maximum and minimum temperature trends in the same ROI.
This allows us to assume the average temperature in the ROI equivalent to the average temperature in the solution.

For an accurate neutron emission evaluation, a He3 proportional counter was employed (Xeram, France) with pre-
amplification, amplification, and discrimination electronics directly connected to the detector tube. The detector is supplied
by a high voltage power (about 1.3 kV) via NIM (Nuclear Instrument Module). The logic output producing the TTL
(transistor–transistor logic) pulses is connected to a NIM counter. The logic output of the detector is enabled for analog
signals exceeding 300 mV (see Fig. 24.1a). This discrimination threshold is a consequence of the sensitivity of the He3

detector to the gamma rays ensuing neutron emission in ordinary nuclear processes. This value has been determined by
measuring the analog signal of the detector by means of a Co-60 gamma source. The detector is also calibrated at the
factory for the measurement of thermal neutrons; its sensitivity is 65 cps/nthermal (˙10 % declared by the factory), i.e., the
flux of thermal neutrons is one thermal neutron/s cm2, corresponding to a count rate of 65 cps. Finally, before and after
the experiments, Energy Dispersive X-ray Spectroscopy has been performed in order to recognise possible direct evidence
of piezonuclear reactions that can take place during the electrolysis. The elemental analyses were performed by a ZEISS
Auriga field emission scanning electron microscope (FESEM) equipped with an Oxford INCA energy-dispersive X-ray
detector (EDX) with a resolution of 124 eV @ MnKa. The energy used for the analyses was 18 KeV.

24.3 Neutron Emission Measurements

Neutron emission measurements performed during the experimental activity are represented in Figs. 24.2, 24.3 and 24.4.
The measurements performed by the He3 detector were conducted for different phases of 2.5, 5 and 10 h. The background
level was measured for different time intervals before and after switching on the reaction chamber. These measurements
reported an average neutron background of about (6.00 ˙ 2.45) � 10�2 cps. Furthermore, when the reaction chamber is
active, it is possible to observe that, after a time interval of about 80 min, neutron emissions greater than the background
level may be detected in the first test (Fig. 24.2a). This evidence may be observed also in the cumulated curve of CPS respect
to the cumulated average background level (Fig. 24.2b). During the experiment of 5 h After 260 min from the beginning
of the measurements, it is possible to observe a neutron emission level of about 5 times greater than the background level
(Fig. 24.3a). A small difference between the cumulated curves could be observed also in this case (Fig. 24.3b). Similar results
were observed for the experiments of 10 h, after 200 min and up to 400 neutron emissions up to more than ten times the
background were measured (Fig. 24.4a). This evidence may be observed also in the cumulated curve of CPS after 200 min
from the beginning of the test (Fig. 24.4b).
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24.4 Compositional Analysis of the PD Electrode

In the present section, the chemical compositions before and after the experiment will be taken into account (Fig.24.5a).
In particular, under the light of what can be deduced from the neutron emissions measurements and according to the

hydrogen embrittlement hypothesis suggested by Carpinteri et al. [41–43], the presence of microcracks and macrocracks
on the electrode surface (Fig. 24.5b) is accounted in the mechanical interpretation of the phenomena. These evidences are
particularly strong in the case of the Pd electrode, where a macroscopic fracture took place during the test. The fracture
presented a width of about 40 �m observable at naked eyes (see Fig. 24.5b).

Considering the average decrement of Pd (�28.9 %) after 10 h, reported in Table 24.1, according to the piezonuclear
hypothesis a first fission reaction can be assumed:

Pd10646 ! Zn6530 C Si2814 C 10 neutrons; (24.1)

according to reaction (24.1), a Pd decrement of about 2.07 % can be counterbalanced by the Zn and Si increments at the end
of the experiment. reported in Table 24.1. By this reaction, in fact, increments of 1.46 % and 0.61 can be assumed for Zn



24 Compositional Variations in Palladium Electrodes Exposed to Electrolysis 191

300 350 400 450 500 550 600250200150100500
Time (min)

300 350 400 450 500 550 600250200150100500
Time (min)

CPS
Average Neutron Background (7,85±1,62)x10−2 cps

CPS
Average Neutron Background

1400

80

70

60

50

40

30

20

10

0

1200

1000

800

600

400

200

0

C
P

S
 (

10
−2

)

C
P

S
 (

10
−2

)
a b

Fig. 24.4 Neutron emission measurements for the test with a time duration of 10 h (a); cumulated curve of CPS compared to the cumulated
average background level (b)

Fig. 24.5 Pd electrode; energy dispersive X-ray spectroscopy image before (a) and after (b) the test (10 h)

and Si, respectively. A quantity of 26.8 % of Pd remains to be counterbalanced. For these reasons, a second reaction can be
assumed in analogy to previous experiments [43]:

Pd10646 ! Fe5626 C Ca4020 C 10 neutrons: (24.2)

Considering reaction (24.2), Ca and Fe respectively would increase by the following quantities: 10 % and 14 %. These
variations may be accompanied by a neutron emission corresponding to the remaining 3 % of the mass concentration. The
whole iron increment, according to reaction (24.2), could be entirely considered as the starting element for the production of
other elements. Hence, a third hypothesis can be proposed involving Fe as starting element and O as the product, together
with alpha and neutron emissions:

Fe5626 ! 3O16
8 C He42 C 4 neutrons; (24.3)

According to reaction (24.3), the iron depletion produces 11.9 % of oxygen with alpha particles (He) and neutron
emissions. The total measured increment in oxygen after the experimental test is equal to 20.2 % (see Table 24.1). This
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Table 24.1 Element
concentrations before, after 2.5, 5
and 10 h of electrolysis (Pd
electrode)

Mean concentration (mass %)
Element 0 h 2.5 h 5 h 10 h

Pd 99.85 ˙ 0.58 92.66 ˙ 3.42 88.26 ˙ 2.24 70.91 ˙ 4.63
O 0.15 ˙ 0.58 6.20 ˙ 2.89 9.04 ˙ 2.11 21.22 ˙ 3.64
K – 0.41 ˙ 0.53 – 3.33 ˙ 0.86
Zn – – – 1.46 ˙ 0.74
Fe – 0.61 ˙ 0.61 2.67 ˙ 0.35 1.28 ˙ 0.45
Si – 0.06 ˙ 0.17 – 0.61 ˙ 0.25
Mg – – 0.06 ˙ 0.2 0.42 ˙ 0.34
Na – 0.06 ˙ 0, 22 – 0.29 ˙ 0.37
Cu – – – 0.25 ˙ 0.67
Ni – – – 0.11 ˙ 0.28
Ca – – – 0.06 ˙ 0.23
Co – – – 0.06 ˙ 0.24

Table 24.2 Element
concentrations before, after 2.5, 5
and 10 h of electrolysis (Ni
electrode)

Mean concentration (mass %)
Element 0 h 2.5 h 5 h 10 h

Ni 91.44 ˙ 0.86 76.57 ˙ 1.41 71.42 ˙ 2.43 72.66 ˙ 4.31
O 4.02 ˙ 0.70 18.52 ˙ 1.36 22.88 ˙ 2.08 16.97 ˙ 2.78
Pd – – – 4.35 ˙ 1.12
Ti 3.43 ˙ 0.20 2.95 ˙0.16 2.77 ˙ 0.26 3.04 ˙ 0.25
A1 0.44 ˙ 0.13 0.89 ˙ 0.27 1.69 ˙ 0.23 1.57 ˙0.36
Si 0.67 ˙ 0.29 0.26 ˙ 0.27 0.50 ˙ 0.19 0.52 ˙ 0.08
Fe – 0.03 ˙ 0.12 0.10 ˙ 0.21 0.31 ˙ 0.27
K – 0.72 ˙0.16 0.64 ˙ 0.32 0.56 ˙ 0.35

quantity seems to be only partially explained by reaction (24.3). The remaining O concentration could be explained
considering other reactions involving Ca (product in reaction 24.2) as the starting element:

Ca4020 ! O16
8 C Mg2412; (24.4)

Ca4020 ! 2O16
8 C 4H1

1 C 4 neutrons: (24.5)

From reaction (24.4), we can consider a decrease in Ca concentration of 0.7 % and the formation of 0.42 % of Mg and
0.28 % of O. On the other hand, from reaction (24.5), we obtain a decrease in Ca corresponding to the increase of about
8 % in O with H production and neutron emissions. Considering the O increments coming from reactions (24.3), (24.4),
and (24.5), totally equal to 19.9 %, and the experimental evidence reporting a total measured O concentration of 20.2 %, we
may assume that O seems to be almost perfectly justified by the proposed reactions. At the same time, the Zn, Mg and Si
increments observed after the experiment can be explained by the results of reactions (24.1) and (24.4). These evidences seem
to be very interesting also considering that they represent a quantitative confirmation for the results previously published by
Carpinteri et al. [43].

24.5 Nickel Electrode Composition Analysis

Analogously let us consider the Nickel electrode. Table 24.2 summarizes the concentration variations after the electrolysis.
Nickel diminishes by 18.8 %, whereas the most apparent positive variation is that of oxygen (C12.9 %).

On the basis of the piezonuclear reaction conjecture, we could assume the oxygen average variation as a nuclear effect
caused by the following hypothesis:

Ni5928 ! 3O16
8 C 2He42 C 3 neutrons: (24.6)

Ni5828 ! 2Al2713 C He42 (24.7)
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Reactions (24.6) and (24.7), imply emissions of neutrons and alpha particles, which will provide a great support to the
hypotheses based on piezonuclear reactions. The main idea underlying the hypothesis is that an average decrease of 18.8 % in
Nickel underwent a reaction producing at least 14.5 % of oxygen together with alpha and neutron emissions (3 %). Secondly,
a further average depletion of 1.5 % in Ni would have produced about 1.3 % of Al accompanied by alpha particle emissions.
According to reactions (24.6) and (24.7) the following balance: Ni (�18.8 %) D O (C14.5 %) C Al (C1.5 %) C neutrons
and alpha particles may be considered. The amount of O coming from this balance (C14.5 %) and the amount detected after
10 h (C13 %) are very similar.

24.6 Heat Generation and Energy Balance Evaluation

The aim of the following considerations is to provide a thermodynamic background on the multiple phenomena involved
in the energy equilibrium of the operating electrolytic cell. In particular, we shall define the physical quantities and the
contributions required for an energy balance considering the input and output contributions. Thus, it is critical to define
some hypotheses on the considered system. The input energy Ein is related to the electric power exchanged between the
two electrodes and can be quantified by means of electric power consumption. The corresponding electric power ¥in can be
calculated as the average power absorbed by the system and is given by direct electric measurements:

Ein D

Z tf

ti

Ein.t/dt

tf � ti ; (24.8)

where tf and ti are the final and initial time instants respectively of the testing session. The instant input energy Ein(t) is:

Ein.t/ D Vin � I.t/; (24.9)

where Vin(t) is the measured voltage between the electrodes and I(t) is the electric current intensity measured by means of
the Amperometer placed before the cell, neglecting the circuit dissipations.

The main terms of energy transformation during testing are: (i) vaporization, and (ii) heat convection exchange. They are
both “outgoing” power terms. The first term Ev can be computed by means of measuring the condensed water volume, as a
pipe drives the exceeding vapour out of the reservoir, and its temperature while flowing in the pipe. The second term EH can
be quantified by means of thermodynamic heat exchange equations.

The energy equilibrium equation, involving the main energy terms, has the following formulation in steady state
conditions:

Ein CEX D Ev CEH (24.10)

Where Ein represents the term due to the power of the electric circuit, measured at the connection between the circuit and
the electrodes just before the cell; EX represents the unknown energy term correlated to piezonuclear reactions; Ev and Eh

represent the terms due to vaporization and convection, respectively.
Other terms could be considered (electrolytic transformations, turbulent flow, etc.) but they are considered quantitatively

negligible in a first approximation. According to (24.10), in a ten hour testing the input term counts by the electric measurers,
neglecting the circuit dissipations, is 1349 kJ, the vaporization term counts 3953 kJ while the heat convection term is equal
to 1460 kJ. The unbalance between the two terms of the equilibrium equation is about 4064 kJ, representing in a first
approximation the estimation of the term EX . The difference between output and input energies is about three times the input
energy.

24.7 Conclusions

Neutron emissions up to one order of magnitude higher than the background level were observed during the operating time
of an electrolytic cell. These evidences are very close to the results coming from previous experiments.

By the EDX analysis performed on the two electrodes, significant compositional variations were recorded. In general, the
decrements in Pd at the first electrode seem to be almost perfectly counterbalanced by the increments in lighter elements
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like oxygen, see reactions (24.1)–(24.5). As far as the Ni electrode is concerned, the Ni decrement is almost perfectly
counterbalanced by the O and Al increments according to reactions (24.6) and (24.7).

The unbalance between the two terms of the thermal equilibrium equation is about 4064 kJ, representing in a first
approximation the estimation of the energy production term. The amount Ex has been quantified as three times the input
energy. Chemical variations, energy balance, and neutron emissions may be accounted for direct and indirect evidence of
piezonuclear fission reactions correlated to microcrack formation and propagation as well as to hydrogen embrittlement. The
so-called Cold Nuclear Fusion, interpreted under the light of hydrogen embrittlement, may be explained by piezonuclear
fission reactions occurring in the host metal, rather than by nuclear fusion reactions of hydrogen isotopes forced by the
atomic lattice.

Acknowledgement Special thanks for his collaboration in the realization of the tests are due to Mr. M. Yon.
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Chapter 25
Strain-Rate-Dependent Yield Criteria for Composite Laminates

Joseph D. Schaefer and Isaac M. Daniel

Abstract The strain-rate-dependent failure of a fiber-reinforced toughened-matrix composite (IM7/8552) was
experimentally characterized over the range of quasi-static (10�4) to dynamic (103 s�1) strain rates using off-axis lamina
and angle-ply laminate specimens. A progressive failure paradigm was proposed to describe the matrix-dominated transition
from linear elastic to non-linear material behavior, and the Northwestern Failure Theory was adapted to develop a set of
yield criteria for predicting the matrix-dominated yielding of composites using the lamina-based transverse tension (F2t

y),
transverse compression (F2c

y), and shear (F6
y) yield strengths. A verification and validation protocol was employed to

evaluate the applicability of the new failure-mode-based yield criteria. Starting with the lamina, the proposed criteria were
validated to accurately predict matrix-dominated yielding. Angle-ply laminates were investigated to isolate the matrix-
dominated laminate behavior, and the predictions were found to be in superior agreement with the experimental results
compared to the classical failure theories in all cases using simply determined average lamina yield properties.

Keywords Composites • Failure • Strain rate • Northwestern failure theory • Verification and validation

25.1 Introduction

Structural composite failure is designed to be a controlled process comprised of scale-relevant phenomena. Proper
implementation of pre and post-failure computational models for the various (and interacting) matrix and fiber-dominated
mechanisms must be completed with the understanding of the direct model outputs to be correlated to experiment in order
for proper validation. Further, effective model validation is only achieved when the approach is proven to accurately predict
failure for a specific failure type at multiple levels of the component hierarchy [1].

While predicting the ultimate failure of composite lamina remains a robust field of research, it has become increasingly
clear that the translation of the classical approaches to predicting failure in composite laminates leaves much to be desired [2].
The inability of the classical theories to accurately predict ultimate lamina failure is of critical interest to the computational
analyses that must utilize the theory as the basis for predicting embedded ply failure in complex composite laminates. Any
investigation of progressive ply failure in composite laminates must first accurately predict in-situ layer failure initiation so
that the damage propagation models may be effectively implemented.

In light of this ‘progressive failure’ framework, it is critical to determine not only when a lamina or laminate fails, but
when it begins to fail. In the current work, matrix yielding is defined as the initiation of the failure process in composite
laminates. Macroscopically, the yield point is the point at which the stress-strain behavior breaks linearity; the yield point
for an off-axis 75ı lamina specimen tested in compression is shown in Fig. 25.1. The yield point represents the point at
which stress and strain may be accurately determined utilizing a linear elastic theoretical basis to predict failure for non-
linear materials. Beyond the yield point, the stress predicted by linear elastic failure models no longer correlates to the actual
material strain. Importantly, this discrepancy may lead to significant and propagating error when such approaches are used
to model the progressive failure of composite laminates; thus, evaluation and quantification of model uncertainty becomes
all but impossible.
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Fig. 25.1 Failure framework for
lamina yielding and ultimate
failure
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For the first time, the Northwestern Yield Criteria are introduced as the theoretical basis for predicting matrix-dominated
yield behavior in composites. Sub-component validation is addressed through investigation of the matrix-dominated failure
modes in composite lamina. The investigation then extends to the component case of angle-ply laminates wherein thermally-
induced residual stresses are present. The Northwestern Yield Criteria are presented as strain-rate-dependent criteria for
determining the yielding of composite laminates, both lamina and angle-ply, over applicable ranges of loading rate. The
work serves to provide an accurate representation of the elastic behavior of matrix-dominated layups to potentially enhance
the analysis strategies of computational solid mechanics approaches.

25.2 Lamina Failure

Hexcel IM7/8552 was selected for this work. IM7/8552 is a popular research medium for the aerospace field [3–10] and has
been qualified by NCAMP [11]. Hexply

®
8552 prepreg is an amine cured, toughened resin system and was provided on a

48 in. wide roll with the fibers aligned along the rolling direction. The epoxy resin has been toughened with a thermoplastic
polymer that provides the material with increased damage resistance and increased strain to failure; thus, considerable non-
linear response results under loading for certain ply layup configurations.

Developed by Daniel et al. [12], the Northwestern University (NU) Theory is a failure mode based failure theory derived
from the micromechanical resin behavior of composites yet dependent on macroscopic material properties. As noted by the
authors, the NU criteria are suitable for interfiber and interlaminar failure under transverse normal, and parallel to the fibers
shear loading on the 1–2 or 1–3 planes. They are especially applicable to highly anisotropic composites with failure occurring
due to a low interaction of modes. It was previously found that the NU theory performs quite well at predicting the ultimate
failure of both unidirectional and fabric composites [12–16].

25.3 Northwestern University Yield Criteria

The Northwestern Failure Theory (NU Theory) for composites was recast as a set of yield criteria based on transverse tensile
yield, transverse compression yield, in-plane shear yield, transverse modulus, and in-plane shear modulus (F2t

y, F2c
y, F6

y,
E2, and G12). The underlying NU Theory formulation remains the same [12]; however, the noted yield properties were used
as the failure basis instead of the previously presented ultimate lamina failure values:
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Table 25.1 Lamina axial yield
stresses at quasi-static,
intermediate, and dynamic strain
rates

[™]54 10�4s�1 (MPa) 1 s�1 (MPa) 300–1000 s�1 (MPa)

90 105 146 175
75 100 146 159
60 100 135 147
45 96 128 140
30 94 123 140
15 133 180 198

Table 25.2
Strain-rate-dependence of lamina
properties for NU criteria

Property 10�4 s�1 1 s�1 300–1000 s�1

Transverse modulus, E2(GPa) 9 10:6 11.2
Shear modulus, G12 (GPa) 5:6 6:23 6.8
Transverse tensile yield, F

y
2t (MPa) 41 51 (66)

Transverse compressive yield, F
y
2c (MPa) 105 146 173

Shear yield, F
y
6, (MPa) 36 50 (61)
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where 	2* and �6* are functions of strain rate.

25.4 Strain-Rate-Dependent Yielding of Lamina

Further complicating the analysis of composite materials is the tendency for the matrix-dominated properties to be influenced
by strain rate [13]. Werner et al. [15] recently performed extensive characterization of matrix property-dependence on strain
rate and developed constitutive relations predictive of biaxial stress states; however, carbon fibers have been noted to have
no such direct dependence. The influence of strain rate on composite materials has become a considerably active area for
application [14, 16–20].

In the current work, the experimental data was previously obtained by Schaefer et al. [16]. From this work, the yield
points for off-axis lamina specimens (� D 15–90ı) tested in uniaxial compression were determined based on Fig. 25.1 for
each tested strain rate. The off-axis fiber orientation to the loading axis induces a state of biaxial compressive and in-plane
shear stress in the specimen. The average values are provided in Table 25.1.

The five lamina properties used in the NU Yield Criteria (F2t
y, F2c

y, F6
y, E2, and G12) are shown in Table 25.2 for each

tested strain rate.
The table shows that the properties increase with increasing strain rate. As previously noted [16], the values for shear

strength and transverse tensile strength at the high strain rate were obtained by the data trend, which was established by
plotting the individual test values for F2c

y, F2t
y, and F6

y against the log of strain rate. The result is shown in Fig. 25.2.
The data was fitted with a linear relationship with respect to the log of strain rate in the following form:

F y
� :
"
� D F y

� :
"o
� �
mlog10

� :
"
:
"0

�
C 1

�
(25.4)

where Fy is the yield stress (F2c
y, F2t

y, F6
y), m is 0.092, and P"o is reference strain rate of 10�4 s�1.
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Fig. 25.2 Strain rate dependence
for F

y
2c, F

y
2t, and F

y
6

The yield property strain rate dependence of 0.092 was found to be higher than that of the unidirectional lamina ultimate
failure (m D 0.055) [16]. In terms of material properties, the matrix yield strength is considerably lower than the brittle
fibers; thus, the yield strength strain-rate-dependence for the unidirectional lamina is expected to coincide closely to that of
the matrix for matrix-dominated layups.

From (25.4), the stresses were normalized to the reference strain rate, P"o, according to the relation:

f y
� :
"
� D

�
mlog10

� :
"
:
"0

�
C 1

�
(25.5)

The values for 	2 and �6 were then determined via the conversion:

:
	i D 	if

y
� :
"
��1

	i D 	2; �6

The off-axis uniaxial yield stresses were transformed using the standard transformation relations and plotted on the 	2��6

plane (Fig. 25.3). The NU Yield Criteria and classic failure theories are plotted for comparison.
The NU Yield Criteria fit the data in superior agreement to the classic approaches (recast as yield criteria). The Sun

criteria provide a similarly accurate prediction for yielding; however, a fitting parameter independent of material properties
is required to enhance the fit. The values for F2c

y, F2t
y, F6

y, E2, and G12 were adjusted to those given by the intermediate
rate experiments. This was also done for the dynamic testing; however, the general trend of the data was used to extrapolate
the expected value for F2t

y and F6
y due to experimental limitations. The results are shown in Fig. 25.4. The intermediate and

dynamic envelopes again provide a good fit to the plotted yield points in the 	2��6 plane.
The strain rate dependence relation (25.4) was used with m D 0.092 to produce a master data set by which the NU Criteria

could be compared, as shown in Fig. 25.5. The master normalized lamina ultimate failure data from [16] and the yield
analysis from the current investigation were integrated to create a master ‘design envelope’, shown in Fig. 25.6.

The combined master yield and ultimate lamina failure envelope creates a unique design plot. The plot provides a potential
designer or structural engineer with ample flexibility for considering the strain rate effects on the failure as well as the yielding
for a particular lamina orientation. The NU Yield Criteria fit the data for each of the tested strain rates (10�4, 1, 103 s�1)
well, and provide an additionally useful tool for design. Considering that the same testing done to determine F2c, F2t, and F6

may be used to also obtain F2c
y, F2t

y, and F6
y, this material knowledge comes at no additional experimental cost. Now, only

12 characterization tests are required to obtain the yield and failure envelopes for a composite lamina over seven decades of
strain rate. Thus, the NU Failure Theory and the NU Yield Criteria may be simply used for determining these key material
properties.
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Fig. 25.3 Comparison of static
yield envelopes for IM7/8552

Fig. 25.4 NU yield criteria
envelopes for quasi-static,
intermediate, and dynamic strain
rates
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25.5 Yielding in Angle-Ply Laminates

To validate the NU Yield Criteria, it is required to isolate the underlying theoretical assumptions in more hierarchically
complex scenarios for evaluation. In this light, angle-ply laminates, [˙�o]14s (where �o D 15ı, 30ı, 45ı, 60ı, 75ı, 90ı),
were tested under uniaxial compression. By alternating the orientation of the layer after each ply during layup, the effect of
interlaminar stresses is kept to a minimum [21]. The ˙90ı laminate is simply a unidirectional plate tested in the direction
transverse to the fibers. Cuntze [22] relates that the matrix-dominated ‘inter-fiber’ failure modes present in such laminates
are those least-well modeled by the leading theories in the recent worldwide failure exercises (WWFE), and Jadhav et al. [23]
noted the potential for significant strain-rate-dependence for such modes in angle-ply laminates of a similar material system.
To determine the thermally-induced residual cure stresses, the temperature difference (�T) between the curing stress-free
temperature and ambient temperature was determined to be �150 K per [24]. Additionally, the embedded ply stresses were
derived to include the thermally-induced residual stresses (¢1res, ¢2res, £6res):
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Fig. 25.5 Master lamina yield
envelope

Fig. 25.6 Master NU lamina
design envelope
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Table 25.3 Angle-ply laminate
embedded ply thermally induced
residual stresses

˙� 	1res (MPa) 	2res (MPa) �	6res (MPa)

15 �7:2 7:2 �12.4
30 �25:9 25:9 �15
45 �38:6 38:6 0
60 �25:9 25:9 15
75 �7:2 7:2 12.4

Fig. 25.7 Axial moduli for unidirectional lamina and angle-ply laminates
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where m D cos(� ), n D sin(� ), and 	 x is the axial stress.
The embedded ply thermal residual stresses are provided in Table 25.3.
The axial angle-ply laminate moduli were determined using lamination mechanics for symmetric balanced laminates [25].

The axial Young’s modulus is related to the in-plane laminate stiffness, [A], and thickness, h, as follows:

Ex D 1

h

"
Axx � A2xy

Ayy

#
(25.9)

which reduces to a relation in terms of the transformed lamina stiffnesses, [Q]:

Ex D
"
Qxx � Q2

xy

Qyy

#
(25.10)

The average axial angle-ply laminate moduli were plotted against axial strain; the average off-axis lamina axial moduli are
included for comparison in Fig. 25.7.
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The predicted values were in good agreement with the experimentally obtained data. In the figure, a clear correlation
exists between the fiber orientation and composite moduli, as the fibers more effectively carry the load when they are closely
aligned with the loading axis. A transition from the ‘fiber-dominated’ to the ‘matrix-dominated’ moduli is seen to occur
between 45 and 50ı. Angle-ply stress-strain behavior was recorded using the same approach as that for the lamina at three
strain rates [24]. The results are shown in Fig. 25.8.
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Fig. 25.8 Angle-ply axial stress behavior at quasi-static, intermediate and dynamic strain rates
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Fig. 25.9 Influence of thermally induced residual stress in angle-ply laminate

Table 25.4 Yield points of
angle-ply compression samples at
quasi-static, intermediate, and
dynamic strain rates

[˙™]14s 10�4s�1 (MPa) 1 s�1 (MPa) 500 s�1 (MPa)

90 105 146 175

75 97 133 160

60 46 75 113

45 40 60 94

30 120 130 182

15 540 700 –

The angle-ply maximum stress increases with increasing strain rate while the maximum strain decreases; this is considered
a ‘stiffening’ and ‘strengthening’ effect. The ¢1 and ¢2 stress-strain behavior for the [˙30]14s, [˙45]14s, [˙60]14s, and
[˙75]14s laminates is compared in Fig. 25.9.

The transverse stress provides an interesting perspective on the transition from tensile to compressive loading experienced
by the laminate as the orientation moves from ˙30 to ˙45ı. Figure 25.8 indicated a significant contrast in strain to failure
between these two orientations and insight into why this occurs is shown in Fig. 25.9. The ˙30ı laminate experiences tensile
stress in the transverse direction for the axial compressive loading condition; the ultimate failure stress and strain correspond
closely to the thresholds set by F2t and "2t. A key observation is that the residual stress for this laminate is quite large
(�26 MPa) compared to F2t (76.4 MPa).

25.6 Angle-Ply Rate Dependence

The yield points were obtained from the angle-ply stress-strain curves (Fig. 25.8) and are provided in Table 25.4.
Due to premature failure, the yield points for the [˙15]14s laminate were not obtained; in the remaining cases, the yield

point stress was seen to increase with increasing strain rate. In relation to the unidirectional lamina, the angle-ply counterparts
are shown to yield at a lower applied axial stress. This behavior is due to the biaxial state of stress as well as the ‘locked-in’
residual stresses from curing. The axial stress at yielding was transformed to the associated lamina stresses using laminate
mechanics, and the residual stress was incorporated for �T D �150 K. At the extremes, the tested angle-ply laminates
range from [90]54 in compression, through [˙™]14s, to [90]16 in tension. The Northwestern lamina Yield Criteria presented
previously were applied and the yield data were plotted and compared to the classical failure theories. The static angle-ply
yield envelope is depicted in Fig. 25.10, and all three envelopes are shown in Fig. 25.11.

As a result of the noted boundary layups, the strain rate dependence of the angle-ply laminates is the same as that of
the lamina according to relation (25.4) with m D 0.092. The data was recast in terms of the static strain rate and plotted in
Fig. 25.12 with the master NU Yield Criteria envelope. The master NU envelope fits the data quite well. Importantly, the
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Fig. 25.10 Comparison of static angle-ply yield envelopes for IM7/8552

Fig. 25.11 Angle-ply yield
envelopes at static, intermediate
and dynamic strain rates for
IM7/8552
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lamina and angle-ply data may be combined into a single yield envelope, as shown in Fig. 25.13. Thus, from a single set of
lamina tests the strain-rate-dependent yield behavior of angle-ply laminates may be predicted with enhanced accuracy using
a mitigated testing framework.

25.7 Conclusion

This investigation provides a direct comparison by which to evaluate the Northwestern Yield Criteria for lamina and the
validity of its application to composite laminates. The results indicate that the failure-mode-based Northwestern Failure
Theory may be recast as a set of yield criteria to effectively predict the yielding of both lamina and angle-ply laminates.
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Fig. 25.12 Master angle-ply
laminate yield envelope
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Fig. 25.13 Master NU lamina
and angle-ply laminate yield
envelope for IM7/8552
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This reduced the number of required characterization tests by an order of magnitude; further, provides both the design
engineer and structural analyst with key insight into composite laminate behavior. Investigating neat matrix strain-rate-
dependence in light of the NU Yield Criteria is currently in development.
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Chapter 26
Experimental Fatigue Specimen and Finite Element Analysis
for Characterization of Dental Composites

Dhyaa Kafagy and Michael Keller

Abstract Dental composites are becoming more popular due to their semi white color and appearance. Mechanical damage
such as cracks are causing the majority of short-term failures of dental composites. Using self-healing materials most of these
failures can be prevented. Fatigue loads are a proper method to characterize the crack initiation and propagation. As healing
makes uncertainty about the location of the crack tip, samples of tapered double cantilever beam (TDCB) are frequently
used for their crack length independent in the measurements of healing efficiency and fracture toughness of self-healing.
Due to the high cost of dental composite materials, tiny, inexpensive TDCB samples, about 30 % of the standard size, were
developed and optimized with Rapid Prototyping (Objet 3D printer). FEA is also performed in order to visualize the stress
field of the crack tip.

Keywords Dental materials • Composites • Microcapsules • Self-healing • Fatigue

26.1 Introduction

Resin-based dental composites are an increasingly popular restoration option when compared to conventional amalgams for
dental restorations [1]. This increasing popularity is mainly driven by the improved esthetics of composites as the amalgam
restorations are more noticeable. While composite restorations poses improved esthetics, they are susceptible to mechanical
damage in the form of crack initiation and propagation.

Mechanical failures of composites increase the frequency dental procedures that must be performed to prevent further
tooth decay. Repairs of resin composites typically require the removal and replacement of the original repair. One potential
method to reduce these problems is to incorporate an ability for the resin to self-heal any mechanical damage that may
be introduced during the lifespan of the restoration. One approach is to adopt the microcapsule-based system originally
developed by White et al. [2], this approach has been show to be capable of autonomic retardation and arrest of propagating
cracks. As part of the synthesis of all self-healing materials, an accurate testing method is critical. Since self-healing event
of a crack with a statistically distributed healing component is by nature itself randomly distributed, determining the precise
location of the healed crack-tip is often difficult. One approach is solve this problem is to fracture specimens which provide
a crack-length-independent measure of fracture toughness such as provided by a tapered, double cantilever beam (TDCB)
specimen.

The conventional size of TDCB specimens is unfeasible for use with restorative resin materials as the cost for a
large testing sample is prohibitive. Therefore, a new compact TDCB or CTDCB was developed, using rapid prototyping,
specifically for use in characterizing self-healing dental composites. Since the loading environment of composite restorations
is cyclic fatigue, we investigate the fatigue performance of these sub size specimens.
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Fig. 26.1 Standard TDCB shape (larger) and new CTDCB dimensions (compact) [5]

26.2 Experimental Method

26.2.1 Specimen Design and Rapid Prototyping

TDCB specimens provide a crack-length-independent fracture specimen testing by tapering the height of the beam such that
the change in compliance over change in crack length (dc/da) is constant. The beam shape can be defined using the following
relationship [3],

3a2=h3 C 1=h / dC=da (26.1)

whereas is the crack length and h is the width of the beam. The complex curve defined by the left side of (26.1), is often
approximated by a linear taper in traditional TDCB designs. Figure 26.1 below shows a conventional TDCB as described in
[4] along with the compact design used in this work.

For this study, the fatigue behavior of these miniature specimens was investigated using a prototype specimens fabricated
using polyjet rapid prototyping (Objet Eden). This allowed for a rapid and accurate fabrication of the complicated curved
geometry derived from (26.1). Samples were printed using high-resolution mode from a rigid polymer (RGD 720). Then
were cleaned using high-pressure water and a dilute NaOH solution.

26.2.2 Fatigue Testing

The TDCB specimens were pin-loaded by a servo-hydraulic load frame (MTS) using a 100 N load cell (MTS). Cyclic loading
was applied in load control, with a maximum load of 50 % of the quasi-static fracture load, which was previously determined.
Before testing, each specimen was pre-cracked using razor sawing in order to ensure a sharp crack tip. The specimens were
loaded using a sine wave at a frequency of 4 Hz, while collecting force, time, and displacement data. Load ratio for this
testing was 0.1.

26.3 Finite Element Analysis

An initial study of the specimen was performed using Finite Element Analysis (FEA) (Abaqus) to investigate the
displacement and stress fields. As an initial set of boundary conditions loading was applied using shear on the front edge of
the loading “ears.” The specimen was meshed with six node brick elements and near the crack tip the mesh elements were
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refined. Asymmetry boundary condition was applied at the symmetric line between both sides of the specimen. Material
properties were used from the manufacturers data sheet for the rapid prototype material.

26.4 Results and Discussion

26.4.1 FEA Visualization of Crack Tip

FEA visualization study of the crack tip was performed to see the stress and displacement fields about the crack tip.
Figure 26.2 shows the stress field.

As we can see in Fig. 26.2, as the crack tip stress fields develop and grow as the crack length extends. For the simulation
results shown in Fig. 26.2, the applied load was held constant for all crack lengths. We are currently extracting the predicted
stress intensity factors to understand when end effects begin to dominate the stress field.

Fig. 26.2 FEA predicted stress fields in the tensile direction of the new TDCB compact model for three different crack lengths (1, 2, and 3 mm)

Fig. 26.3 Crack length vs.
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26.4.2 Fatigue Testing

A representative crack length versus cycle plot for the specimen is shown in Fig. 26.3. The crack-tip location in this graph
was determined using a compliance calibration that was performed on s series of quasi-static tests [5]. Optical crack length
measurements are in process to confirm that the predicted crack length from the compliance of the specimen is accurate. As
we can see in Fig. 26.2, there is an incubation period at the beginning of the test where there is no apparent crack growth.
This is likely due to a razor sawing process that did not initiate a sharp precrack into the starter-notch. We are currently
investigating the pre-cracking procedure to ensure that a sharp crack is initiated.

After the initial fatigue plateau, a region of broadly linear crack-growth per cycle begins. This feature is expected for
constant compliance specimens, as the stress intensity factor should be constant in this region. From the slope of this curve,
the crack growth rate can be determined and was found to be approximately 215 �m/cycle. Catastrophic crack growth
initiates after 2.5 mm of fatigue crack growth

Based on this initial fatigue test, the sub sized fatigue specimen appears to possess the required crack-length-independent
crack-growth rates necessary for the characterization of self-healing composite materials. Based on the fatigue test shown
above, the constant K region appears to extend for approximately 3 mm from the root of the starter notch for the geometry
shown in Fig. 26.1b. Further testing and finite element simulations are ongoing to confirm this initial experimental finding.

26.5 Conclusions

A new, sub sized tapered double cantilevered beam specimens were design and fabricated. An initial fatigue test was
performed and the sample geometry was shown to possess a linear crack growth rate region that corresponds to a region
of constant stress intensity K. The linear crack-growth region indicates that these specimens will be appropriate for the
evaluation of the self-healing of fatigue growth in restorative resins.
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Chapter 27
Fracture Toughness and Impact Damage Resistance of Nanoreinforced
Carbon/Epoxy Composites

Joel S. Fenner and Isaac M. Daniel

Abstract In this study, the objective was to develop, manufacture, and test hybrid nano/microcomposites with a nanoparticle
reinforced matrix and demonstrate improvements to damage tolerance via Mode-II fracture toughness and impact damage
absorption. The material employed was a woven carbon fiber/epoxy composite, with multi-wall carbon nanotubes as a
nano-scale reinforcement to the matrix. A direct-mixing process, aided by a block copolymer dispersant and sonication,
was employed to produce the nanoparticle-filled epoxy matrix. Fracture toughness was tested by several different Mode-
II and mixed Mode-I/Mode-II specimens to determine the toughness improvement. Testing and material difficulties were
overcome by this approach, showing a Mode-II toughness improvement of approx. 35 % in the hybrid material. Impact tests
were performed in a falling-weight drop tower at different energies to introduce interlaminar damage in samples of both
materials. Impact damaged specimens were imaged by ultrasonic c-scans to assess the area of the damage zone at each ply
interface. Post-mortem optical microscopy confirmed the interlaminar nature of the impact damage. These tests showed a
consistently smaller absorbed energy and smaller total damage area for hybrid composite over reference material, translating
to a nominally higher ‘effective impact toughness’ in the hybrid composite (approx 42 %) regardless of specific impact
energy.

Keywords Nanocomposites • Hybrid nano/microcomposites • Test methods • Fracture toughness • Impact behavior

27.1 Introduction

The effect of nanoparticles on the mechanical properties of composite materials is an area of continuing interest in
recent materials research. Such research is often motivated by the surprising enhancements that can be obtained from the
introduction of relatively small quantities of nanoparticles [1–10]. The result of work in this area has considerable bearing
on the possible applications of these materials and thus promotes their wider use.

Damage tolerance enhancements are to be expected from the addition of nanoparticles to a composite material owing to
additional energy-absorbing mechanisms that arise. In the case of carbon nanotubes, mechanisms such as nanotube pullout
from matrix, nanotube fracture, and nanotube stretching cause additional energy absorption at the nanoscale (Fig. 27.1)
[2]. Mechanisms such as these contribute to bulk macroscopic energy absorption, which in turn improves overall fracture
toughness and impact damage tolerance.

This objective of this study was to examine the effect of nanoparticles, namely carbon nanotubes (CNT), on the
damage tolerance and energy-absorption properties of composites, especially impact damage and associated Mode-II fracture
toughness, which often dominates interlaminar damage in impact [8–10].

27.2 Material Processing

The material employed in this investigation was a woven carbon fiber/epoxy composite with matrix reinforcement provided
by short multi-wall carbon nanotubes. The major mechanical reinforcement was provided by a 5-harness satin weave
carbon fabric dry preform (Hexcel, AGP370-5H, AS4 fibers, 6 k tows). The matrix was a typical Bisphenol-A epoxy
resin (DGEBA, Huntsman GY 6010) cured with an anhydride hardener (Methyltetraphthalic anhydride, Huntsman HY 917)
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Fig. 27.1 Illustration of possible energy-absorbing mechanisms of CNTs embedded in matrix: (a) initial state, (b) pullout following CNT/matrix
debonding, (c) fracture of CNT, (d) telescopic pullout-fracture of outer layer and pullout of inner layer, (e) partial debonding and stretching [2]

Fig. 27.2 Schematic diagram of composite fabrication mold

and an additional amine accelerator (1-Methylimidazole, Huntsman DY 070). The nominal mixture ratio was 100:90:1
(resin:hardener:accelerator) by weight. The resin was reinforced with short multi-wall carbon nanotubes (Helix Material
Solutions) of 1–2 �m in length and 10–30 nm in outer diameter. A polyester block copolymer supplied in solution with a
weakly volatile organic solvent (Disperbyk-2150, BYK Chemie) was used to facilitate dispersion of the CNTs [5].

Preparation of the nanoparticle enhanced matrix was carried out primarily by simple mixing and sonication. A weighed
amount of DGEBA was mixed with 0.5 %wt of nanotubes and 0.5 %wt of copolymer solution. The materials were mixed
together thoroughly and then vacuum degassed at an elevated temperature (80 ıC) to remove the organic solvent. The
anhydride hardener was then added and mixed thoroughly, followed by a repeat vacuum degassing. The resulting mixture
was subjected to sonication (90 W at 20 kHz for 30 min.) to disperse the nanotubes. Just prior to composite infusion, the
accelerator amine was then added, and the resin mixture infused into the carbon fiber preform, layer by layer, in a wet
layup process. The wetted perform stack was subjected to final degassing and then brought to elevated temperature (150 ıC)
in a mold to achieve full cure. The construction of the mold (Fig. 27.2) allowed for careful control of finished laminate
thickness and controlled removal of excess resin during curing. This process was developed and adapted to avoid previously
encountered problems related to a marked increase in resin viscosity due to the presence of nanotubes and a filtration effect on
nanotubes encountered in VARTM processing. The same procedure was used for the reference and nano-reinforced (hybrid)
composites. After curing, composite plates were rough cut into specimens by means of diamond-abrasive cutting wheels,
and wet-polished with SiC abrasive papers to final dimensions and smoothness.



27 Fracture Toughness and Impact Damage Resistance of Nanoreinforced Carbon/Epoxy Composites 215

27.3 Mode-II Fracture Testing

Initial Mode-II fracture toughness tests were performed by three-point End Notched Flexure (ENF), which was chosen for
its overall simplicity in testing and analysis (Fig. 27.3) [11]. Specimens were prepared with nominal dimensions L D 25 mm,
a0 D 7.6 mm, b D 12 mm, 2h D 4 mm (8 plies).

Tests were carried out on numerous specimens of each material type (reference & hybrid composite), giving curves of
the form shown in Fig. 27.4. From these curves, calculation of the Mode-II strain energy release rate was made by various
methods. For the ENF specimen, the sample compliance may be given as

C D ı

P
D 1

8bh

�
2L3 C 3a3

E1h2
C 12L

5G13

�
(27.1)

where a is the crack length
b is the specimen width
2h is the specimen thickness
E1 is the elastic modulus along the beam span
G13 is the shear modulus in the plane of bending

Fig. 27.3 Illustration of End
Notched Flexure (ENF) test

Fig. 27.4 Representative curves
of load-displacement behavior for
Mode-II ENF tests
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Table 27.1 Mode-II fracture toughness from ENF tests, calculated by various methods

Method of calculation Reference composite (J/m2) Hybrid composite (J/m2)

Peak load 553 (˙200) 729 (˙239)
Peak load & individual specimen compliance calibration 590 (˙178) 789 (˙144)
Work of fracture at first release, calculated crack lengths 1610 (˙531) 1850 (˙144)
Work of fracture at first release, measured crack lengths 3870 (˙1340) 3730 (˙215)

Fig. 27.5 Theoretical behavior
of a three-point end notched
flexure specimen with a short
(a< ac) starting crack

Hence, by the compliance method, the Mode-II fracture toughness at peak load at crack advance (GII) is given by the
relation

GII D 9a2P 2

16E1b2h3
(27.2)

where P is the applied load at the central roller
Alternatively, the fracture toughness was computed making use of the loading (until first peak) and unloading

(immediately after first peak) compliances of the specimen to determine the crack length. Neglecting shear effects in (27.1),
the effective crack length may be calculated as

a Š
"
8 .ı=P /E1bh

3 � 2L
3

3
#1=3

(27.4)

This permitted simple calculation of the crack length a pre- and post-peak from the measured specimen compliances. Fracture
toughness was then calculated by the area method as

GII D P1ı2 � P2ı1
2b .a2 � a1/ (27.5)

Calculation of the Mode-II fracture toughness purely by peak load or by peak load with initial compliance correction
showed an increase of 30 % in GII in hybrid composite over reference composite (Table 27.1). Depending on the method
of calculation, however, some disparate “apparent” values of GII were obtained from the data, such as those obtained using
post-peak compliance or manually-measured crack lengths.

The discrepancy between various calculation methods served to indicate an obvious experimental inconsistency. In prior
work on Mode-I fracture toughness with identical material [12], differing methods of calculation typically resulted in very
good agreement. Furthermore, the load-displacement behavior (Fig. 27.4) of the samples did not exhibit the expected post-
peak load decay that is to be expected in a typical ENF test (Fig. 27.5). These details suggested some mechanism impeding
crack growth immediately after initial crack release.
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Fig. 27.6 Illustration of simple
Mode-II sliding behavior (left)
and Mode-II woven composite
ply-on-ply interlock (right)

Fig. 27.7 Mixed-mode form of tapered cantilever beam specimen

The most likely cause is ply-on-ply friction or mechanical interference disturbs the outcome of this type of test, especially
when employed on a woven composite material (as in Fig. 27.6) [13]. The extent of this effect is quite probably more evident
in the unloading behavior rather than the loading behavior, as crack propagation involves more sliding motion than elastic
loading, and as such, the values of GII obtained by peak loads only should be the most accurate. Even if this rationale is
correct, there is still significant experimental variation in numerical outcome of these tests, and hence the precise values of
GIIc for the two materials are difficult to ascertain by ENF test. The values with the highest confidence were

GIIc D 590 (˙178) J/m2 for the reference material
GIIc D 789 (˙144) J/m2 for the hybrid nano-reinforced material showing a nominal improvement of 34 % due to

incorporation of carbon nanotubes.
While these tests show a marked qualitative difference between the reference and hybrid materials in Mode-II interlaminar

fracture, the calculated values of Mode-II fracture toughness are unrealistically high. Most likely, this is due to a fundamental
problem in testing woven composite material in pure Mode-II fracture, wherein adjacent fabric plies at an interlaminar
crack plane can mechanically interfere with one another through ‘interlocking’ woven fiber crimps (Fig. 27.6). Because this
interference impedes (or prevents) sliding of the crack faces, it causes such tests to exhibit artificially high forces at crack
propagation, and hence gives artificially high values for calculated Mode-II fracture toughness. The effect also worsens with
increasing crack length.

27.4 Mixed-Mode Testing

As a means of overcoming the difficulties encountered in pure Mode-II testing of woven composites, mixed-mode fracture
tests were attempted following the general form of Fig. 27.7. In such tests, the presence of an opening-mode component
alleviates interlaminar crimp-on-crimp mechanical interference by separating the crack faces.

Assuming a linear superposition of modes applies to such a specimen (Fig. 27.8) the total specimen strain energy release
rate may be given as

GT D 21P 2k2

4E1h3
(27.6)

where k D a/b is the width taper ratio
For the complete specimen, the total fracture toughness is a merely sum of the strain energy release rates of the component

modes, expressed as
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Fig. 27.8 Linear superposition
components of mixed-mode
cantilever beam specimen

GT D GI CGII (27.7)

Thus, the fractional contributions of the different modes (I & II) in this specimen are essentially

GI

GT
D 4

7
(27.8)

and

GII

GT
D 3

7
(27.9)

regardless of crack length. This makes the width-tapered specimen very convenient, as it possesses constant fractional
contributions from the different modes throughout a test.

However, mixed-mode testing then requires the introduction of an interaction criterion to describe the contribution of
the two fracture modes (I & II) to the overall specimen load-displacement behavior at crack advance. At the present, there
is no fundamentally superior theory for addressing mixed-mode fracture. For the purposes of this study, three of the most
significant criteria were selected for the purpose of extracting the Mode-II component from the mixed-mode specimen
response: those of Wu & Reuter [14], Benzeggagh & Kenane [15], and Reeder [16]. These criteria may be expressed as

�
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�
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�
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�
Reeder (27.12)

All mixed-mode interaction criteria also depend on semi-empirical parameters to define the extent of interaction of the
different fracture modes. Ideally, these parameters are calibrated experimentally for a given material by performing pure
Mode-I and Mode-II tests followed by mixed Mode-I/Mode-II tests where the individual contributions of the different modes
are known. Since the motivation for resorting to a mixed-mode attack in this case is the inability to obtain reliable values for
the pure Mode-II behavior, published parameters from other studies were necessarily a resort in being able to apply these
criteria. For Wu & Reuter, values of ’D 1 and “D 2 were proposed as generally valid parameters [14] for orthotropic plates.
These constants were also validated experimentally by O’Brien [17], showing their applicability to carbon-fiber composite
materials. For the Benzeggagh & Kenane criterion, the authors [15] suggested that a value of m D 2 described most brittle
materials fairly well, and that a value of m D 1.557 fit their experimental data for a carbon/epoxy composite especially well.
For the Reeder criterion, a similar value of m D 2 was chosen.

From prior testing by Mode-I DCB specimens [12] on identical materials, the Mode-I interlaminar fracture toughness was
found to be GIc D 176 (˙14) J/m2 for the reference material for the reference composite. This permitted calculation of the
Mode-II fracture toughness by the mixed-mode criteria as (Table 27.2)
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Table 27.2 Results of calculated Mode-II fracture toughness for reference composite from
mixed-mode testing by different interaction theories

Wu & Reuter (J/m2) Benzeggagh-Kenane (J/m2) Reeder (J/m2)

Reference composite 475 (˙255) 556 (˙90) 312 (˙56)

Fig. 27.9 Overview photographs
of falling weight drop tower used
in impact damage tests (left:
photograph of tower and
instrumentation, right: close view
of impactor and inductive
position sensor with sample in
fixture prior to test)

While there was some disagreement between the result obtained based on the choice of interaction criterion, all these
values were somewhat close to the value of GIIc D 590 J/m2 obtained from pure Mode-II testing. The value of 556 J/m2

obtained from Benzeggagh-Kenane calculations was also closest, which is perhaps due to the interaction parameter
m D 1.557 being suggested experimentally rather than just a generally valid numerical parameter as in the case of the
other theories. This reinforces the validity of the Mode-II fracture toughness results, which were uncertain due to testing
complications.

27.5 Impact Testing

Impact tests were carried out in a falling-weight drop tower to introduce interlaminar damage in composite plate samples
[18]. Samples were of nominal dimensions l D 150 mm (6 in), w D 100 mm (4 in), h D 5 mm (0.200 in) (16 plies), prepared
by abrasive machining from larger cast plates. The drop tower was instrumented with an inductive position sensor (Fig. 27.9)
to allow accurate measurement of impactor velocity immediately before and after impact, thereby allowing calculation of
the absorbed impact energy as

Ea D 1
2m

�
v2f � v2i

�
(27.13)

where m is the impactor mass
vi and vf are the pre- and post-impact velocities, respectively
From tests on multiple samples of both materials (reference and hybrid nanocomposite) at varying initial impactor heights,

sufficient data were generated to produce plots of relative energy absorption as a result of impact (Fig. 27.10). These tests
showed a generally lower proportion of absorbed energy in the hybrid composite. The two materials only converged at
higher impact energies due to a substantial amount of obvious fiber breakage at the sample face opposite the impact site,
which shows those tests to be dominated by fiber failure rather than interlaminar damage.
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Fig. 27.10 Plot of relative
energy absorption through impact
as a function of initial impactor
potential energy for the two
materials
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Fig. 27.11 Ultrasonic C-scan
images of sample midplane
(ply 8), 40 J impact, left:
reference material, right: hybrid
material

Following impact, each sample was imaged ultrasonically in a water-immersion scanning tank utilizing a 5 MHz focused
probe. Ultrasonic C-scan timing gates were specified to collect reflected wave signals separately for each of the 16 plies in
the composite, permitting through-thickness imaging of the damage zone. These various C-scan images (Figs. 27.11 and
27.12) were then examined to assess the size of the damage zone at each of the 16 plies.

By digital analysis of the C-scan images (16 for each specimen tested) it was then possible to compute an individual
damage are for each ply of a tested sample (Fig. 27.13), defined by the contrast boundary in the image. This in turn gave a
means of quantifying the ‘total damage area’ for each sample, representative of the total crack surface area formed due to
delamination. Computation of this quantity for each sample yielded sufficient data to produce plots showing the variation of
the total damage area with absorbed impact energy (Fig. 27.14). The tests then showed a consistently smaller total damage
area in the hybrid composite, again suggesting some reinforcing effect from the presence of the nanotubes.

To confirm the ultrasonic assessment of the samples, additional work was performed by cutting post-mortem cross sections
and examining them by optical microscope. These studies showed undamaged material to be effectively free of interlaminar
cracking (Fig. 27.15), while samples subjected to impact damage showed extensive and random cracking within the fiber
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Fig. 27.12 Ultrasonic C-scan
images of sample backwall (ply
16), 40 J impact, left: reference
material, right: hybrid material

Fig. 27.13 Representative
measured damage area from
ultrasonic C-scan tomographs at
individual ply locations Reference
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tows of the woven material. This both confirmed the findings of ultrasonic scanning, and showed that crack formation was
not merely inter-ply but also had an intra-ply component as well that was not discernable by ultrasonic imaging. As such, it
implies more than one mode of fracture is present under impact conditions (Fig. 27.16).

As a means of quantifying the overall damage tolerance behavior of these materials under impact, an effective fracture
toughness was then defined as

GT Š Ea

AT
(27.14)

where Ea is the absorbed impact energy for a given test
AT is the total measured delamination area (across all plies) for a given impact specimen.
While this definition possess an inherent limitation in that it does not precisely quantify all of the internal fracture surface

produced by impact, as only the 2-D projection of that damage onto the ultrasonic C-scans is quantified, it is fairly easy to
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Fig. 27.14 Plot of measured
total damage area as a function of
impactor initial potential energy
for the two composite materials
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Fig. 27.15 Optical microscope images of cut surfaces from undamaged impact testing specimens, 100� magnification (left: reference material,
right: hybrid composite)

Fig. 27.16 Optical microscope images of cut surfaces from tested impact specimens, 19 J imparted energy, 100� magnification, (left: reference
material, right: hybrid composite)

calculate from the available data. By plotting absorbed impact energy as a function of total measured damage area, the slope
readily gives this effective fracture toughness (Fig. 27.17)

By this method, the effective total fracture toughnesses were determined to be
GT D 3030 J/m2 for the reference material
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Fig. 27.17 Plot of absorbed
impact energy as a function of
total damage area showing
approximate linear fits
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GT D 4300 J/m2 for the hybrid nanoreinforced material showing an improvement of 42 % due to incorporation of carbon
nanotubes.

27.6 Conclusions

This study demonstrated that damage tolerance of fiber-reinforced composite materials can be significantly improved
by nanoparticle reinforcement of the matrix at low concentrations. The presence of nanoparticles in a hybrid
nano/microcomposite can offer a significant increase in interlaminar Mode-II fracture toughness, improving resistance
to internal sliding delamination. Furthermore, nanoparticles also can reduce the size of internal delamination developed from
impact damage to composites, reducing the overall size of an internal delamination in both diameter and through-thickness
volume. In addition, the increase in Mode-II fracture toughness correlates well on a relative basis with the overall reduction
in impact damage observed through the addition of carbon nanotubes to a composite.

The result of this study is significant in that it shows how overall damage tolerance of a composite, and hence its resistance
to impact damage as is seen in realistic service, may be enhanced by introduction of a fairly modest quantity of nanoparticles
and simple additional material processing. This not only translates to the possibility of developing more durable or robust
composite materials for a broader range of applications, but also for materials that will survive significantly longer in a given
application.
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Chapter 28
Compression Testing of Micro-Scale Unidirectional Polymer
Matrix Composites

Torin Quick, Sirina Safriet, David Mollenhauer, Chad Ryther, and Robert Wheeler

Abstract This project builds on work done by Lu et al. An experimental study is carried out to characterize the failure
behavior of a fiber reinforced polymer matrix composite at the micro-scale using the same test methodology. In order
to address the issue of catastrophic failure observed in the previous effort, a physical stop for the indenter that limits
maximum displacement to a predetermined value is integrated into the specimen design. Micron-sized specimens of
IM7/BMI unidirectional composite with an integrated indenter displacement control were fabricated using Focused Ion
Beam (FIB) milling. The specimens were compression tested using a custom built, SEM-based in-situ micro-testing device.
During compression, SEM images are acquired continuously between displacement intervals so the deformation phenomena
can be observed. Initial results showed that the integrated indenter displacement control prevents complete destruction of
the specimen after the onset of failure. Damage observed includes interface failure, broken fibers, and general crushing.
Parallel efforts on larger-scale compressive testing are conducted on millimeter-sized specimens using an in situ mechanical
test frame located in an X-ray micro computed tomography (�CT) system. Failure response includes longitudinal splitting or
brooming and kinking. A quantitative comparison of the compressive strength and modulus obtained from the two size scales
specimen shows that there is no indication of a size effect. The experimental results will be used to validate the numerical
models of micro-compression behavior.

Keywords Failure mechanism • Composite • In-situ compression testing • Kink bands • X-ray micro computed
tomography

28.1 Introduction

In spite of significant improvements in composite resins and fibers during the last few decades, the compressive strength
of polymer matrix composites still remains at 50–60 % of their tensile strength. This significantly reduces the advantage
position of these materials in structures in which compressive strength is a primary design requirement. The mechanisms
of composite failure in compression are not fully understood. Therefore, there is the need for a better understanding of the
physics and mechanics of compressive failure, which can be achieved by micro-scale experimental studies.

The failure mechanisms in unidirectional composites under compression load have been examined extensively [1–5]. Four
common failure mechanisms are micro-buckling, kinking, fiber failure and splitting [6]. Each of these failure modes may
be observed in a single specimen, or a specific mode may dominate for the same composite material tested under different
conditions.

Under the USAF Summer Faculty Fellowship Program, a methodology for performing in-situ compression test to
characterize the failure behavior of a fiber reinforced composite at the micro-scale was pioneered by Lu et al. [7]. The material
investigated was unidirectional carbon fiber reinforced polyimide matrix composite (IM7/BMI). The specimens were
prepared by two steps in the micro fabrication process: ion sputtering (coarse cutting) and ion milling FIB (fine cutting).
Speckle patterns were created on the specimen surface for further use in Digital Image Analysis (DIC). In-situ compression
tests were conducted using a custom micro-mechanical testing device placed inside the SEM. The micron-size specimens
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were compressed by a conical indenter with a flat end surface. High resolution SEM images and DIC were used to monitor
specimen deformation, strains, and fracture during loading. While this methodology demonstrated the feasibility of the
testing of micro-compression specimens, significant limitations were encountered. Excessive compliance of the micro-load
frame in the SEM leads to difficulties in precisely controlling the applied loads and strains during and immediately following
the onset of failure. The result is a nearly instantaneous destruction of the specimen.

This study aims to address this challenge by the integration of a physical stop for the indenter that limits maximum strain
to a predetermined value. Micro-compression specimens with integrated indenter displacement control will be fabricated
and compression tested. With the integrated indenter displacement control, it is expected that the onset and propagation of
damage can be observed without the catastrophic failure of the specimen.

Parallel efforts on larger-scale compressive testing will be conducted on millimeter-sized specimens using a Deben
mechanical test frame within the Xradia X-ray microscope, similar to work accomplished by Wang et al. [8]. In-situ micro
tomography allows detailed observation of the local internal deformations at different strain levels. The X-ray CT data
sets will be complimented with digital volume correlation (DVC) to obtain a full-strain data at the loading increments to
hopefully provide insight into the sequence of events that lead to the failure of the specimen. Comparison of quantitative
force/displacement data and failure processes observed in micro- and meso-scale specimens will help in the understanding
of “size” effect and the role of imperfections/defects in the compressive failure of composite laminates. The experimental
results will be used to validate numerical models for micro-compression behavior.

The goals are: (1) to understand the failure mechanism of composites at the micro-level by observing the sequence of
events of deformation phenomena, and (2) to use U.S. Air Force Research Laboratory composite analysis codes to model
micro-compression behavior.

28.2 Experimental

28.2.1 Materials and Sample Preparation

The material used in this study is a carbon fiber reinforced bismaleimide composite (IM7/BMI) from Cytec Engineering
Materials. This unidirectional prepreg tape has a ply thickness of 125 �m and a fiber volume fraction of 60 %. Composite
panels of 1 ply and 24 plies of the material were manufactured and autoclave cured following the company recommended
cure cycle [9].

For fabrication of a micro-compression specimen, a small piece (1 � 1 cm) of material was cut from the single ply
composite panel. The specimen surfaces were carefully polished using a series of silicon-carbide paper and diamond lapping
pads to thin the bulk material down to reduce the FIB milling time. The specimen was mounted to an SEM stub and sputter
coated with a carbon layer to prevent electrical charging. Focused ion beam milling was used to create the pillar and arresting
shoulders that act as the physical stop for the indenter. This was conducted in a TESCAN LYRA 3 FEG-SEM � FIB. The
apertures and beam currents were adjusted depending on the process steps. Material was removed on all four sides of the
pillar to create an approximately 20 � 15 � 60 �m pillar. The top surface of the material was cut independent of the pillar to
create the arresting shoulders for the 130 �m diameter indenter. The pillar was cut to its final height in order to set the vertical
offset between the top of the pillar and shoulders. For this effort, the ideal difference in height between the two surfaces is
the amount the material would strain before failure. This height can be adjusted depending on the desired outcome of the
test. The specimen was prepared for DIC analysis by sputter coating a thin layer of Cr followed by Pt. The speckle pattern
was created on the front surface by FIB milling away small areas of the Pt coating such that the underlying material was not
affected.

The specimens used in the meso-scale testing were small cylindrical solid rod specimens (8 mm long � 1.4 mm diameter)
and would be used for in-situ micro tomography. They were fabricated following these steps. A rectangular section
(8.5 � 25 � 3.4 mm) of the 24 ply panel was cut and polished on the top and bottom surfaces. Care was taken to ensure that
the top and bottom of the specimens were parallel and flat. A special aligning jig was fabricated to hold the specimen during
machining using a diamond core-drill specially designed for preserving the core. Multiple cylindrical solid rod specimens of
uniform cross section were obtained. Their ends were surface ground parallel to within 2 �m tolerance. The rod specimens
were ultrasonically cleaned for 5 min to remove debris. They were air-dried and oven-dried at 38 ıC overnight. The specimens
were kept in a desiccator until ready to test.
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Fig. 28.1 Schematic illustration
of the in-situ micro-load fixture
used in the experiments

28.2.2 In-Situ Micro-Compression Set Up

A custom built, SEM-based loading fixture was used to conduct the compression tests on the micron-size specimens.
The schematic illustration of the fixture is shown in Fig. 28.1. A piezoelectric actuator was used to impose sub-nanometer
displacement over a total stroke of 40 �m. A strain-gage load cell, with a maximum load capacity of 100 g, was used to
measure the forces applied to the sample. An alignment flexure was employed to ensure uniform axial motion of the load
train. A polished 130 �m sapphire fiber was used as the compression platen. The contact surface was polished with FIB
milling to ensure the surface was perpendicular to the loading direction. At the other end of the test device, a piezoelectric
controlled slip-stick motion x-y-z positioning stage was used to precisely place the specimen underneath the compression
platen. This stage based its movement on a piezoelectric inertial force mechanism that provided nanometer scale positioning
resolution with zero backlash. The fixture is 50 mm wide � 50 mm tall � 150 mm long and thus fit well inside the SEM
chamber without disturbing or inhibiting the SEM’s function. Instrumentation control and data acquisition were achieved by
using the Labview software from National Instrument (NI). The compression tests were conducted in a quasi-static manner,
with a typical displacement rate of 100 nm/s. The test was separated by periods where the piezoelectric actuator was held at
a constant voltage in order to optimize the collection of high-resolution SEM images.

28.2.3 In-Situ �CT Compression Set Up

Small cylindrical composite rods were used for in-situ compression testing inside the X-ray �CT. The Deben CT5000
testing stage was used in the Xradia X-ray microscope Versa XRM-520 for a real time observation of the damage evolution
of the materials which were subjected to load. The specimens were positioned perpendicularly to the beam direction on the
hardened steel disks (M50). The built-in controller software Scout and Scan was used for setting the imaging parameters.
A scintillator CCD detector (obj 4�) was used. The specimen was first scanned without load with a voxel size of 1.5 �m.
Then, the specimen was loaded in compression with a loading speed of 0.1 mm/min. The projection (2D X-ray) images were
continuously acquired to observe damage of the specimen while under compressive loading. They were taken at 1 s intervals
of exposure time. The load and displacement were displayed and automatically recorded via Microtest software. After the
specimen failed, CT scan was performed to obtain volumetric images of damaged specimen. A source voltage of 60 kV was
used at a power of 5 W. Thousand six hundred and one projections were taken over a rotation of 360ı, and the exposure time
for each projection was 45 s.
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28.3 Results and Discussion

28.3.1 Micro-Scale Compression Testing

Two micron-size specimens (designated FP-1 and FP-2) were fabricated and tested. Figure 28.2 shows an SEM image of
the FP-2 specimen with an integrated indenter displacement control. The final dimensions of the FP-2 specimen are 19 �m
(width) � 63 �m (height) � 15 �m (thickness). The arresting shoulders are �25 �m from the pillar, with a total width of
137 �m, offset �3 �m below the pillar height.

The cross sectional area of the FP-2 specimen is shown in Fig. 28.3. Yellow circles were drawn to outline the fibers
(diameter �6 �m). The fibers are not equally distributed inside the polymer matrix: some are closed packed together while
some are isolated with large resin rich regions in between them. Partial fibers are also seen near the specimen edges.

The specimen was compressed to �0.51 N. The aim of this test was to observe the deformation process at the micro-level
without the catastrophic failure of the specimen. Figure 28.4 shows a sequence of SEM images of the FP-2 specimen under
compression from a single scan. The failure of the specimen was instantaneous and occurred midway through one of the
SEM imaging scans (Fig. 28.4b) as observed by the sudden platen movement. The integrated indenter displacement control
was effective in preventing catastrophic failure of the specimen as evident in Fig. 28.4c.

The stresses, strains and moduli were calculated from test data and images recorded. The total strain was computed from
measuring three image-based distances; the starting distance from platen to arresting shoulder, total length of the pillar, and
failure jump distance. From these measurements the displacement of the pillar before failure could be calculated and total
strain could be obtained. Note that there is potential for an error in the strain measurement. It has shown that SEM scanning
process introduces small shifts in imaging position, which results in an error in the strain measurement [10]. This error can
be minimized through implementation of an image integration process that combines image data from multiple scans. The
SEM images acquired are from single, non-integrated scans. Image integration will be used to eliminate step changes in SEM
images for the future test.

The compressive strength and the modulus of the FP-2 specimen are 1.72 GPa and 81 GPa, respectively. An additional test
was conducted on the FP-1 specimen (20 � 50 � 13 �m). The stress and modulus are 1.18 GPa and 41.6 GPa, respectively.
Manufacturer’s values for a generic IM7/epoxy composite are 1.69 and 150 GPa for compressive strength and modulus,
respectively [11]. Both the stresses and modulus from our test are lower than the values previously reported from the

Fig. 28.2 SEM image of a
micro-compression specimen
with integrated indenter
displacement control. FP-2
specimen dimensions: 19 �m
(width) � 63 �m
(height) � 15 �m (thickness)
with �3 �m displacement
control
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Fig. 28.3 SEM image of the
cross sectional area of FP-2.
Fiber distributions in matrix are
shown

same test method by Lu [7]. This may be attributed to the difference in the processing technique of the same material.
The composite material tested in this study was autoclave-cured, while the material investigated from Lu et al. was
compression molded. The failed FP-2 specimen was unloaded and the morphology of the fractured surface was examined to
identify failure mechanism. Damage observed are fiber-matrix debonding, broken fibers, and general crushing as shown in
Fig. 28.5.

The SEM images of the composite specimen under compression of the last five load steps before the onset of failure were
used for DIC analysis. It is noted that a small amount of misalignment is always present in the fibers of a composite specimen.
The failure was sudden. There is not much change in the displacement and strain field until the last load step before the onset
of failure, as evident in the last two load steps of the FP-1specimen (Fig. 28.6). The image size was 1510 � 4095 pixels and
DIC was performed using a subset size of 35 pixel and step 5. Displacement along the length of the specimen (� direction)
is consistent with the compressive loading of the specimen. High shear deformation occurs in matrix between fibers. The
strain field is consistent with a highly inhomogeneous material response, which localized strain that can lead to fiber-matrix
debonding or matrix failure, as observed in this specimen.

28.3.2 Meso-Scale Compression Testing

Compression tests on the meso-scale specimens were conducted using a Deben mechanical test frame located in an Xradia
X-ray microscope. Hardened steel disks (M50) were used as compression platens. The M50 plates were adhered to the
Deben compression plates with epoxy. The tests were performed on cylindrical specimens of diameter �1.4 mm and a gage
length of 8.2 mm. Three specimens were end–loaded to failure. The first specimen used a thin Nylon support at the bottom
for stabilization. The specimen failed at the bottom area inside the nylon. To avoid any effects of the nylon on the test, the
remaining two specimens were free-standing during loading. For all specimens, the failure was sudden and occurred at the
bottom end; due to stress concentration. The specimens exhibited broom-like fracture with extensive longitudinal splitting
as shown in Fig. 28.7. End loading unidirectional composite specimens has been found to lead to failure by splitting and
brooming of fibers at loading interface [1].

This test method introduces the stress concentrations at the loading interface, which causes the failure to occur at the
specimen ends rather than the middle of the specimen. To minimize end effects, aluminum 6061 disks with a precise hole
for the specimen were made. Epoxy was used to adhere the ends of the specimen to the aluminum disks. An additional test
was performed on the confined specimen, CD-4. Confinement of the test specimen is a standard practice in the testing of
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Fig. 28.4 SEM images showing
the failure process of the
IM7/BMI composite under
compression; (a) before failure,
(b) during failure, and (c) after
failure

Fig. 28.5 SEM image of
post-failure FP-2 specimen
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Fig. 28.6 Displacement (a) (� direction) and strain fields (b) ("xy) in the FP-1 composite specimen under compression from the last two steps
before the onset of failure

Fig. 28.7 Virtual tomographic
slice showing brooming of failed
specimen, CD-3

materials with a high degree of anisotropy. The specimen failed at the top of the lower disk, but at a higher load (2100 N) than
the previous tests. Several layers of kink bands were observed with splitting occurring near the outer radius of the specimen,
as seen in Fig. 28.8.

The compressive failure was instantaneous. It is desired in this work to capture the initiation and propagation of damage
so that failure mechanism can be further studied. Work is in progress to fabricate and test more micron-size specimens with
the goal of limiting indenter travel at precisely the moment that initiation of damage occurs. For meso-scale specimens, the
loading rate must be reduced to limit failure after initiation. The current ability to arrest the compressive force is limited by
the rate of data acquisition and the rate of loading. The lowest loading rate of the current loading fixture used is 0.1 mm/min.

The compressive strength, strain and modulus from the meso-scale specimens are listed in Table 28.1. Note that the
sample displacements, which are used to compute the strain, were directly obtained from test data recorded via Microtest
software.

The compressive strength obtained from the confined specimen is higher than the free standing specimens. Also included
in Table 28.1 for comparison are the stress, strain and modulus from the tests performed on micron-size specimens.

Two test methods were used for measuring the compressive stress-strain response. The first method involved testing
rectangular shaped-specimens of micron size scale using a custom built, SEM-based load fixture. The second method
involved testing cylindrical specimens of diameter �1.4 mm and a gage length of 8.2 mm (meso-scale) using the Deben
testing stage inside an X-ray microscope. The stress and strain obtained from both test methods were in reasonably good
agreement, with the exception of FP-2 and CD-4 having higher stresses. Specimen configurations, size, and test method do
not seem to have any major effect on the measured response.
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Fig. 28.8 Virtual slice in the xy
plane of the confined specimen,
CD-4

Table 28.1 Maximum stress and
modulus of unidirectional
IM7/BMI composite from
different size scales

Dimension Stress (GPa) Strain (%) Modulus (GPa)

Micro-scale
FP-1 20 � 13 � 50 �m 1.18 2.8 41.6
FP-2 19 � 13 � 65 �m 1.72 2.1 81.0
Average – 1.45 2.5 61.3
Meso-scale
CD-1 1.37 mm Ø, 8.19 mm long 1.10 2.9 54.6
CD-2 1.37 mm Ø, 8.19 mm long 1.01 2.2 68.2
CD-3 1.40 mm Ø, 8.19 mm long 1.17 2.6 74.3
CD-4 1.38 mm Ø, 8.20 mm long 1.41 2.6 71.9
Average – 1.17 2.6 67.3
Results from Lu et al.
Micro 18 � 15 � 53 �m 1.98 1.04 190
Macro 6.25 � 3.17 � 108 mm 0.95 1.33 71

The modulus obtained from the micron-size specimens is much lower than the one reported from Lu’s work. This may
be attributed to the difference in processing technique between the two materials or due to differences in obtaining specimen
displacement data. Overall, the modulus obtained from micro, meso and macro scales are on the same order of magnitude.
Based on our results shown to date, there is no clear indication of a size effect.

28.4 Summary

The failure mechanism of a fiber reinforced polymer matrix composite at the micro and meso-scales were investigated
through an experimental study. Micron-sized specimens of IM7/BMI unidirectional composite with an integrated indenter
displacement control were fabricated and compression-tested using a custom built, SEM-based in-situ micro-loading fixture.
The integrated indenter displacement control is effective in preventing the complete destruction of the specimen after the
onset of failure. Interface failure, broken fibers, and general crushing, were observed. The failure was sudden so it was not
possible to capture the sequence of events that lead to failure under these test conditions. In future work, image integration
will be used to eliminate step changes in SEM images during tests to improve the accuracy of DIC analysis.
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Meso-size specimens were fabricated and in-situ compression tested inside an X-ray �CT. Splitting, brooming and
kinking were observed for end loading specimens. A confined specimen shows kink bands with splitting occurring near the
outer radius of the specimen. Loading rate limitations for this test method prevent the needed precision to arrest the failure
immediately after its onset. We plan to continue testing using the confined specimen method with incremental loadings to
obtain volumetric images.

Direct comparison of the compressive strength and modulus obtained from the two size scales specimen shows that there
is no indication of a size effect.
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Chapter 29
Crack Analysis of Wood Under Climate Variations

Nicolas Angellier, Rostand Moutou Pitti, and Frédéric Dubois

Abstract The knowledge of crack driving forces such as energy release rate and stress intensity factors is very important
in the assessment of the reliability of timber structures. This work deals with static and creep fracture tests in opening
mode crack growth. They are performed in climatic chamber, which allows reproducing the real environment effects on the
cracking of Double Cantilever Beam specimens machined in Douglas and White Fir species. The evolutions of the crack
length are posted versus time. The aim of this work is to compare the obtained experimental results with numerical tools
given by a finite element model. The numerical model is based on a new analytical formulation of the A-integral, generalized
to viscoelastic orthotropic material, which allows taking into account the effect of thermal and hydric loads in the cracking
process.

Keywords Wood • Fracture • Creep test • Energy release rate • Variable environment

29.1 Introduction

It is known that the mechanical behaviour of wood is highly dependent on environmental conditions and rheological effects.
It is governed by mechano-sorptive effects, which result from a complex interaction between mechanical loading and
moisture content variations [1]. In fact, due to the advantages provided by its mechanical behavior particularly under extreme
loading conditions such as fire and seismic events, in addition to its aesthetic and environmental effects, timber is commonly
employed in building and civil engineering structures [2]. As well known, timber elements exhibit micro-cracks, which can
propagate due to fatigue, overload or creep loading and cause failure of the structure. In addition, timber is a hygroscopic
material whose mechanical behavior is very sensitive to climatic changes such as temperature and moisture variations. For
example, drying process accelerate the crack growth, while wetting process induce the delay of the crack propagation. This
fact is accelerated with the time-dependent behavior of wood during long-term loading and creep tests.

In order to bring some responses to these notorious problems, the ANR JCJC2013 CLIMBOIS project is dealing
with« effects of climatic and mechanical variations on the durability of timber structures » [3]. The first experimental results
belong to the first task of the project on « fracture and viscoelastic behavior », and concerns experimental validation of
analytical formalisms [4] of fracture mechanics and numerical modeling of fracture coupled with viscoelasticity [5]. In order
to understand the effect of thermal process on crack growth process, numerical results by finite element calculations have
already been obtained in the framework of the same project [6]. In the past, the literature background shows that viscoelastic
tests have been performed in timber structure so as to monitor the strain under moisture content variations [7]. But, this work
is devoted to fracture tests performed in climatic chamber in GEMH laboratory in France.

The first part of the paper presents the experimental set-ups with samples preparation. The wood sample geometry is a
Double Cantilever Beam (DCB) in order to provide the stability of energy release rate during the crack growth process in
opening mode. Hence, mechanical loadings for characterization static test in constant humidity environment and for creep
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test in variable humidity environment are presented. The last section shows results for two species used in Europe (Douglas
and White Fir). Then, these results are discussed: in terms of force-displacement curve for static tests and of crack advance
for creep tests.

29.2 Experimental Setup

In this section, we briefly describe wood samples and the experimental devices used to characterize the failure process in
Douglas and White Fir under several mechanical and hydric loadings.

29.2.1 Sample Preparation

The experimental protocols are based on using a Double Cantilever Beam (DCB) with variable inertia beam specimen. The
chosen species are Douglas and White Fir. Several samples of each species have been machined in a Radial-Longitudinal
(RL) configuration. Samples are conditioned in climatic chambers in which temperature and relative humidity are regulated
at 25 ıC and 40 % RH or 90 % RH, respectively, corresponding to average moisture content levels around 9 and 17 %. After
conditioning, a pre-crack with an initial length equal to 50 mm, is performed along the grain direction with a band saw (3 mm
thick). The geometry and loading symmetry allow assuming an open mode configuration according to a particular choice of
grain alignment with the crack, Fig. 29.1.

Fig. 29.1 Double cantilever beam with variable inertia specimen



29 Crack Analysis of Wood Under Climate Variations 237

Fig. 29.2 Experimental testing machine

Fig. 29.3 Creep bench

29.2.2 Mechanical Loading for Characterization Static Test in Constant Humidity Environment

The Zwick electromechanical testing machine, with a 50 kN load capacity, is controlled in displacement, which allows
forcing stable crack growth during the experimental test. This load is applied to the specimen by use of shafts pushed into
holes drilled through the top and bottom cantilevers, Fig. 29.2. Specimens are tested at a constant displacement rate of
0.5 mm/min. During the tests on 2 wet and 2 dry specimens of each species, both force and displacement are measured and
recorded, Figs. 29.7 and 29.8.

29.2.3 Mechanical Loading for Creep Test in Variable Humidity Evironment

The experimental device is a creep bench compound of four poles [5] that allow testing four DCB specimens for each specie
together with an initial load (determined by the previous static test) applied through lever arm enabling to initiate cracking
without exceeding the stability zone, Fig. 29.3.
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Fig. 29.4 Relative humidity and
temperature monitoring

Fig. 29.5 Water content monitoring

The creep benches are into a 23 m3 climatic chamber that provides hydric cycles between 40 and 90 % RH at a constant
temperature of 25 ıC, Fig. 29.4. Two supplementary control specimens are weighed regularly for monitoring the water
content, Fig. 29.5, and the crack tip position is regularly measured on both sides of the tested specimens, Fig. 29.6.

29.3 Results and Discussions

In this section we discuss the results obtained for characterization static tests and creep tests for a better understanding of the
failure process in Douglas and White Fir under variable humidity environment.

29.3.1 Characterization Static Test in Constant Humidity Environment

The opening mode crack tests are performed to assess the critical fracture force and the energy release rate of both Douglas
and White Fir species. The comparison of the force-displacement curves, Fig. 29.7, emphasizes differences between Douglas
and White Fir specimens’ behavior: if initial rigidity (around 150 N/mm) and critical force (around 200 N) remain unchanged,
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Fig. 29.6 Example of result: crack growth monitoring

Fig. 29.7 Force-displacement
curves for dry specimens
(douglas and white fir)

the post fracture phase exhibits different displacements, maximal forces or rigidities as shown in Table 29.1. Simultaneously,
the comparison of the force-displacement curves, Fig. 29.8, between wet and dry specimens behavior leads to the same
observations. The average critical force value is used as the external force for forthcoming creep tests.

A thermodynamic approach allows illustrating the separation energies induced during the crack growth process. The first
thermodynamic principle is based on the separation of external work in terms of a released energy (elastic energy) and a
global dissipated fracture energy; this last energy at the same time, corresponds to the dissipation induced by the crack
tip advance on new surface creations, but also the process zone development in a damaged and non linear zone and crack
bridging. For all unloading phases, the crack is assumed to be closed once again without any particular interference regardless
of the crack length. Figure 29.9 shows a load-displacement curve and corresponding calculated energies evolutions: external
work, released energy and dissipated fracture energy.

According to an energy release rate concept, the energy release rate expresses the energy loss induced by the crack tip
advance (on a created crack surface). The energy released is correlated with the dissipated energy, crack length and sample
thickness, Table 29.2. For dry specimens values are around 310 J/m2 for Douglas Fir and around 200 J/m2 for White Fir. For
wet specimens, values are around 400 J/m2 for Douglas Fir and around 330 J/m2 for White Fir.
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Table 29.1 Samples force-displacement curves parameters: initial rigidity, critical force, maximal force, rupture
displacement

Sample Initial rigidity (N/mm) Critical force (N) Maximal force (N) Rupture displacement (mm)

Dry douglas fir 1 153 178 312 3.73
Dry douglas fir 2 178 198 340 3.94
Dry white fir 1 148 188 256 2.98
Dry white fir 2 176 182 281 2.99
Wet douglas fir 1 151 230 301 4.75
Wet douglas fir 2 151 185 235 7.07
Wet white fir 1 149 228 313 3.96
Wet white fir 2 163 191 300 4.11

Fig. 29.8 Force-displacement
curves for wet and dry specimens
(white fir)

Fig. 29.9 Example of result:
force and energies vs.
displacement
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Table 29.2 Samples energy release rate’s determination

Sample Thickness (mm) Crack length (mm) Dissipated fracture energy (mJ) Energy release rate (J/m2)

Dry douglas fir 1 20 120 719 300

Dry douglas fir 2 791 329

Dry white fir 1 468 195

Dry white fir 2 512 213

Wet douglas fir 1 954 398

Wet douglas fir 2 1170 487

Wet white fir 1 790 329

Wet white fir 2 805 335

Fig. 29.10 Example of result:
superposition of water content
and crack growth evolutions

Table 29.3 Samples crack advance’s parameters

Sample Load applied (N)

Average
crack advance
step (mm)

Rupture crack
tip position
(mm) Rupture time (h) Number of hydric cycles to rupture

Douglas fir A 215.8 9 >88 – >4
Douglas fir B 214.5 5 >75 – >4
Douglas fir C 215.1 25 117 843.9 3
Douglas fir D 215.4 13 106 1210.9 4
White fir A 189.2 18 96 846 3
White fir B 191.8 17 87 857.6 3
White fir C 189.5 6 – – ?

29.3.2 Creep Test in Variable Humidity Environment

By superposing water content evolution and crack tip position vs. time, we can observe that crack propagation principally
occurs at the beginning of each drying phase, Fig. 29.10. In average, the crack advance step is between 5 and 25 mm at each
phase, Table 29.3.

The complete rupture of the test specimens occurs after 3 or more cycles as shown in Fig. 29.11, when the crack tip
position is between 90 and 120 mm (corresponding to a crack length of 40 mm and 70 mm respectively), Table 29.3: the
stability zone has been exceeded.
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Fig. 29.11 Comparison of crack growth evolutions (white and douglas fir)

Conclusion and Outlook
These experimental results constitute a first database in order to validate numerical tools given by a finite element
model based on a new analytical formulation of the A-integral. This independent integral allows taking into account
the effect of thermal and hydric loads in the cracking process. Coming crack growth tests will be conducted with the
miniaturized MMGC specimen with non destructive measurements (optical methods, acoustic emission). In fact these
results will allow a better understanding of in-service behavior of timber structures subjected to mechanical loads and
climatic variations. The final aim is to expand the use of wood material (characterized by low environmental impact),
and in particular the studied Massif Central’s (France) species in civil engineering structures.
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Chapter 30
Numerical Fracture Analysis Under Temperature Variation
by Energetic Method

Rostand Moutou Pitti, Seif Eddine Hamdi, Frédéric Dubois, Hassen Riahi, and Nicolas Angelier

Abstract It is known that temperature change can induce sudden crack propagation especially when the material is
composed of fibers. In this fact, the crack growth process under mixed-mode coupling mechanical and thermal loads in
orthotropic materials like wood is investigated in this work. The analytical formulation of A integral’s combines the real
and virtual mechanical and thermal stress/strain fields under transient diet in 2D. The Mixed Mode Crack Growth specimen
providing the decrease of energy release rate during crack propagation is considered in order to compute the various mixed
mode ratios. By using three specific routines, the analytical formulation is implemented in finite element software Cast3m.
The efficiency of the proposed model is justified by showing the evolution of energy release rate and the stress intensity
factors versus crack length and versus temperature variation in time dependent material.

Keywords Mixed mode crack growth • Thermal fields • Path independent integral • Finite element method • Wood
material • Time-dependent material

30.1 Introduction

The micro-cracks commonly occur in many mechanical and civil engineering structures submitted to different loadings. But
the main important fact for structural integrity remains the conditions of propagation of these small crack during the lifetime.
Combining with mechanical solicitations as fatigue, overload or creep loading, the environmental actions like hydric or
temperature play an important role in the propagation of these micro-cracks in the material. In the case of wood, due to
its natural origin, its orthotropic and heterogeneous character with different defects such as knots, study these different
approaches appear to be essential.

To predict the crack growth process many numerical methods were developed to characterize the mechanical fields around
the crack tip. Among them, the background of energy methods come from invariant integrals which enables to evaluate the
crack driving forces such as the crack growth rate and the stress intensity factors. The most popular is the J-integral proposed
by Rice [1] based on the assessment of the strain energy density and Noether’s theorem [2]. This method is inefficient when
dealing with mixed mode crack growth problems because it is necessary to separate the displacement field into a symmetric
and antisymmetric parts. To circumvent this difficulty, Chen and Shield [3] have developed the M-integral in order to separate
fracture modes based on a bilinear form of the strain energy density with virtual mechanical fields.

In recent work, a new analytical formulation of A-integral developed by Moutou Pitti et al. [4] and implemented in finite
element software by Riahi et al [5] is proposed. This formulation takes into account the effects of thermal load, induced by
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temperature variation, and complexes boundaries conditions, such as contact between crack lips during crack growth process.
However, this approach is limited to stationary crack coupled with a pressure on crack lips and is note suitable to viscoelastic
materials.

The first part of this paper presents the mathematical formulation of the invariant integrals T and A with the part of crack
growth process. Simultaneously, the energy release rate in mixed mode is proposed according to the real and virtual stress
intensity factors. In the second section, the background of Mixed Mode Crack Growth (MMGC) specimen is proposed [6].
This specimen is combination between Double Cantilever Beam (DCB) and Compact tension Shear (CTS) specimens. The
third section is dedicated to study the efficiency of the proposed approach in the case of orthotropic material, where crack
growth analysis on wood MMGC specimen is performed.

30.2 Analytical Formulation of the Invariant Integrals T and A

In this section we recall the mathematical expression of T and A integrals parameters. According to the conservative and the
Noether theorem defined with Arbitrary, Eulerian and Lagrangian conditions, if we consider a cracked body � and � a path
which surrounds the crack tip oriented by the normal �!n of component nj, as shown in Fig. 30.1a, the T-integral is given by:
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(30.1)

In the precedent expression, the first integral is the classical term of the T-integral which represent the effect of mechanical
loads applied far from the crack, where 	u

ij and 	 v
ij are stress tensor components deduced from the real displacement field

u and the virtual displacement field v, respectively. The second integral represents the effect of thermal load induced by
temperature variation�T, with  is a virtual displacement field as defined by Bui et al [7] and � is a real coefficient function
of material parameters. The third integral represents the pressure crack tip extension during the crack growth process. The
last integral represents the effect of pressures p and q applied perpendicularly to the crack lips, where L D OA1 C OB1 is
the integration path.

Although, experience have shown that integration through curvilinear path induce some inaccuracy on numerical results.

To overcome this problem, the curvilinear path is transformed into surface domain by introducing a vector field
�!
� [8] as

shown in Fig. 30.1b. This mapping function is continuously differentiable and takes these values:
�!
� D .1; 0/ inside the

ring V, and:
�!
� D .0; 0/ outside it. Hence, the use of the Gauss–Ostrogradsky’s theorem enables us to obtain the A-integral

given by:

Fig. 30.1 (a) Curvilinear domain integral, (b) surface domain integral
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where F1 D p and F2 D q on the upper lip and F1 D �p and F2 D �q on the lower lip. Let us note that the virtual
stress tensor components 	 v

ij are proportional to virtual thermal stress intensity factors AKv
I and AKv

I characterising virtual
open and shear modes, respectively. Moreover, the A-integral, like M-integral, can be physically interpreted as a particular
definition of real stress intensity factors AKu

I and AKu
II . The mixed mode separation can be obtained by performing two distinct

computations of AKu
I and AKu

II for particular values of AKv
I and AKv

I , such as [9]:

AKu
I D 8

A.AKv
ID1;AKv

IID0/
C1

I AKu
II D 8

A.AKv
ID0;AKv

IID1/
C2

(30.3)

In (30.3), C1 and C2 denote the elastic compliances in opening and shear modes, respectively. The thermal energy release
rates in each specific fracture mode AGI and AGII are finally given by the following expression

AGI D C1
.AKu

I /
2

8
and AGII D C2

.AKu
II /

2

8
(30.4)

The analytical formulation of the A-integral, presented above, is achieved assuming an elastic behavior. Unfortunately, timber
has a viscoelastic behavior. In this case, the mechanical fields are time dependent and their computation is not a trivial task.
Based on Boltzmann’s superposition principle and considering a non-aging linear viscoelastic material, the strain and stress
tensors, " and � respectively. The generalization to viscoelastic material is introduced by using a generalized Kelvin Voigt
model presented in Fig. 30.2.

In this case, the characterization of the creep law only requires some relationship between the elastic moduli kp
ijkl associated

to the spring’s and the dash-pot viscosities �p
ijkl. In this context, each component Jijkl of the creep tensor can be written as

Dirichlet expansion and finally, the equation (30.2) is rewritten for each Kelvin Voigt cells as follow [10]

Av D
NX
mD0

Amv and AGv
˛ D

NX
mD0

AGm
˛ for ˛ D 1; 2 (30.5)

The quantities Am
v are computed according to (30.2), where the real mechanical fields are obtained from the response of the

mth Kelvin cell to the applied mechanical and thermal loading. The computation of viscoelastic energy release rate AGm
˛

in each fracture mode is obtained by (30.4) generalized to time dependent material. In the numerical process proposed in
following section, the last term of (30.2) is not taking into account.

Fig. 30.2 Generalized Kelvin Voigt rheological model
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30.3 Background of Mixed Mode Crack Growth specimen

30.3.1 MMCG Wood Specimen

Figure 30.3a shows the dimensions of wood specimen, with an overall size 210 � 140 � 25 mm3. The side of the specimen
has inclinations with angles of 5ı and 10ı from the edge and the inferior hill, respectively, as shown in Fig. 30.1b. On both
hills, four holes were perforated in order to fix the steel Arcans. The distance between the holes centers is 110 mm. The
steel Arcans, were performed to allow for mixed-mode configurations. The type of wood used in this test is Douglas fir
(Pseudotsuga menziesii) and the width of the annual ring varies between 3 and 5 mm and the crack is oriented following the
(R/L) direction. An initial crack of 20 mm is machined in the wood specimen in the direction of the fibers.

The MMCG specimen, shown in Fig. 30.3b, is defined by the combination of a modified DCB specimen, and CTS
specimen, on the one hand, and the observation of stability range of energy release rate versus crack length computed
numerically with M™ [6], on the other hand. The main objective of this specimen is to allow for the decrease in the energy
release rate during the tests. The wood specimen presented in Fig. 30.3a, is fixed in a framed structure with Arc-formed
handles containing symmetrical holes for load application according to various crack mode ratios “. The application of
symmetric loads FI with angle “D 0ı is equivalent to the opening mode, and the application of FII, with angle “D 90ı
corresponds to the shear mode as shown in Fig. 30.3b. The force F is separated into two forces Fx and Fy corresponding to
the axis orientations (x, y) and the mixed-mode ratio in plane configuration. In this work, the mixed-mode fracture tests are
obtained by applying the loads FI and FII with angles “D 45ı.

30.3.2 Viscoelastic Crack Growth Routine with Thermal Fields

The analytical formulation of A-integral without taking into account the effect of pressure on the crack lips, was implemented
in the finite elements software Cast3m. The MMCG specimen geometry variation versus time (crack evolution) and crack
length is considered in the crack growth model. For symmetric geometries and loadings, this crack growth is modelled
by moving boundary elements in a semi-mesh. In a mixed mode configuration, this symmetric loading is lost. Then, it
is necessary to operate a re-mesh driven by the crack tip advance. In our cases, a fixed crack orientation is supposed.
To overcome this difficulty, the hereditary mechanical fields have been projected in the transformed mesh. For a selected
temperature, numerical modelling must separate the time and geometry variations. In a first step, all mechanical fields and
the crack length a are supposed known at time tn. Then, stress and external loading, named 	 i(tn) and Fi(tn), respectively, are
defined in the initial mesh noted Wi characterized by a crack length a.

Firstly, the stress perturbation induced by a non-time dependent crack growth is evaluated. The first step consists of
considering an instantaneous crack tip advance �a. New mesh noted WiC1 is defined by re-meshing. With the same external
loading, an elastic calculation provides the new stress state 	 iC1(tn). We note 	 (p)iC1(tn) the geometric projection of ¢ i(tn)
on mesh WiC1. The second step involves calculating, with a differentiation, the stress perturbation �	 iC1 between the two

Fig. 30.3 (a) Dimension wood specimen. (b) MMGC specimen
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Fig. 30.4 Crack growth routine with thermal fields

mesh configurations. The final step involves the application of ��	 iC1 as a cohesion stress (equivalent external loading) by
using the superposition principle. This supplementary loading allows to close the new crack on�a. In this case, we obtain an
equivalent configuration between the first and last steps (same mechanical state and same geometry), but with two different
meshes. �	 iC1 can be interpreted as the stress cohesion in the process zone.

Secondly, the crack length advance is fixed (in our work we fixed �a D 8 mm), and time is continuous. Employing
the incremental viscoelastic procedure, the stress cohesion �	 iC1 is employed as an external load vector during the
time increment �tn. In the time domain, the progressive un-cohesion of crack lips un-cohesion �a is obtained. The true
mechanical state can then be released. Finally, fracture parameters can be computed and the finite elements algorithm is
incremented (Fig. 30.4).

30.4 Numerical Results

30.4.1 Finite Element Meshes

In this last section, we present numerical simulations, which prove the non-path dependence of the A-integral on hereditary
behavior and discuss the crack growth process over time. In recent works, Moutou Pitti et al. [9], have shown that this
approach is valid for a stationary crack. Now, we propose to generalize the validation by imposing a time dependent crack
tip advance according to the numerical procedure presented in Sect. 30. 3. In order to validate A-integral expressions (30.5),
it has been decided to simulate an orthotropic material. The geometry design is operated by the finite element method. The
finite element mesh is shown in Fig. 30.5a in which a circular discretization around the crack tip allows us to define easily
the temperature field and the integration crown using parametric elements (™ vector). The MMCG specimen is designed in
order to obtain different mixed mode ratios and crack growth stability. The inferior hill is added in order to admit different
mixed-mode loadings adding four holes allowing Arcan fixtures as shown in Fig. 30.5b. The A-integral is performed using
virtual finite element displacement fields as shown in Fig. 30.5c for opening mode, as an example. The simulations integrate
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Fig. 30.5 (a) Numerical mesh of MMCG specimen with circular meshes around the crack tip. (b) Numerical mesh of MMCG specimen under
loading and its fixation. (c) Virtual displacements for opening mode

orthotropic viscoelastic behavior for long-term loadings, with a longitudinal modulus E1 D 1500 MPa, transverse modulus
E2 D 600 Pa, normal modulus E3 D 600 MPa, shear modulus G12 D 700 Pa, and Poisson’s coefficient �12 D 0.4, �13 D 0.4,
�23 D 0.4.

We note that, the numerical analysis is performed under plan stress conditions and based on the finite element mesh
depicted in Fig. 30.5a. Moreover, in order to have good accuracy on the computation of the mechanical fields, a refined mesh
is adopted in the neighborhood of the crack. In this work, we propose to deal with MMCG specimen with initial crack length
.a D 80 mm/ subjected to tow temperature fields, T1 D 20 ıC and T2 D 30 ıC , respectively. The numerical meshes of the
MMCG specimen under the applied temperature fields is shown in Fig. 30.6.

30.4.2 Viscoelastic Energy Release Rate

For MMCG specimen, Figs. 30.7 and 30.8 show us the viscoelastic energy release rate evolution versus time and crack
growth process for mixed mode using the A-integral concept. The crack growth process can be interpreted as brittle or
ductile. If for all cases, the crack growth or damage evolutions in the process zone induce a rigidity decrease, we can note
an energy release rate increase during the crack growth advance. With these considerations, for both mode 1 and mode 2
configurations, we can observe a progressive growing of the process zone (phase of energy release rate increasing) and, in
the other hand, a stationary phase with a stabilization of its evolution. More precisely, we can observe, for the first mode G1,
a greater energy release rate then the second mode G2, which correspond on brittle crack tip advance with an approximately
peaks values around 8.5 � 10�6 J/m�2 for G1 and 7.8 � 10�5 J/m�2 for G2. Energy steady state evolution after these peaks
illustrate crack growth stabilities for mixed mode calculated with A-integral without taking into account the effect of thermal
load induced by a temperature field variation.

Figures 30.7 and 30.8 also shows the effect of temperature variation on the evolution of the viscoelastic energy release
rate. We note that for both first mode G1 and the second mode G2, a gap appears between viscoelastic energy release values
for T1 D 20 ıC and T2 D 30 ıC. In fact, for G1 and G2 modes, a greater energy release rate evolution can be observed,
under the effect of temperature field T2 D 30 ıC then the temperature field of T1 D 20ı. Summarizing, we assimilate these
evolutions as the critical values for G1 and G2, we conclude that the shear mode resistance is largest that the open mode
resistance. According to the numerical results applied on the MMCG specimen, it is shown the capacity of A-integral to
evaluate efficiently, viscoelastic characteristics and fracture parameters during crack growth and thermal load induced by a
temperature field variation.
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Fig. 30.6 Numerical mesh of the MMCG specimen under temperature field: (a) T1 D 20 ıC (b) T2 D 30 ıC

Fig. 30.7 (a) Viscoelastic energy release rate G1 in mixed mode (“D 45ı) versus time under temperature variation (T1 D 20 ıC and T2 D 30 ıC).
(b) Viscoelastic energy release rate G1 in mixed mode (“D 45ı) during crack growth process (T1 D 20 ıC and T2 D 30 ıC)
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Fig. 30.8 (a) Viscoelastic energy release rate G2 in mixed mode (“D 45ı) versus time under temperature variation (T1 D 20 ıC and T2 D 30 ıC).
(b) Viscoelastic energy release rate G2 in mixed mode (“D 45ı) during crack growth process under temperature variation (T1 D 20 ıC and
T2 D 30 ıC)

Conclusion
The knowledge of crack driving forces such as energy release rate and stress intensity factors is very important in the
assessment of the reliability of flawed structures. A new formulation of the A-integral is proposed, which allow to take
into account the effect of thermal load induced by temperature variation, without taking into account the mechanical
load applied on crack lips. The efficiency of the numerical implementation of crack propagation, in finite element
software, is assessed by dealing with orthotropic materials. A good accuracy is observed on the estimates of the
viscoelastic energy release rate in mixed mode for both time and crack length evolution. Moreover, the convergence is
well achieved since the values of the viscoelastic energy release rate seem to be stabilized throughout the crack path.

In this paper, the analysis is achieved under the assumption of viscoelastic material under static crack propagation
and temperature variation. In addition, the viscoelastic behavior of timber material was implemented in finite element
software using spectral decomposition method of the creep tensor. However, automatic crack propagation needs to be
achieved accordingly to a critic viscoelastic energy release rate values, which depends on the viscoelastic mechanical
properties of timber material. This will be the subject of undergoing researches, in addition to the development of
the A-integral in order to take into account the effect of moisture variation. Also, we hope to investigate the effect of
uncertainties in the material and load parameters on the reliability of wood structure subjected to crack growth, by
using stochastic computation methods.
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Chapter 31
Use of a Multiplexed Photonic Doppler Velocimetry (MPDV) System
to Study Plastic Deformation of Metallic Steel Plates in High Velocity
Impact

Shawoon K. Roy, Michael Peña, Robert S. Hixson, Mohamed Trabia, Brendan O’Toole, Steven Becker,
Edward Daykin, Richard Jennings, Melissa Matthes, and Michael Walling

Abstract High-velocity impact experiments with a gas gun pose unique challenges, in terms of experimental setup and
computational simulation, since the projectile-target interaction creates extreme pressure and temperature within few micro
seconds. The objective of this study is to accurately measure the plastic deformation of plates under projectile impact that
does not lead to full penetration. In this work, free surface velocities at the back side of target plates are measured using
the newly developed Multiplexed Photonic Doppler Velocimetry (MPDV) system, which is an interferometric fiber-optic
technique which can measure velocity from the Doppler shift of the light reflected from the moving back surface of the
target. The MPDV system allows measurements of velocity from different locations on the target plate using multiple optical
fiber probes oriented in specific directions and patterns. Data are reduced using a Fast Fourier transformation (FFT) technique
to obtain the free surface velocity profiles. These velocity profiles can present insights into the dynamic behavior of impacted
materials under shock loading conditions.

Keywords MPDV • Multiplexing • High-velocity impact • Velocimetry • Data reduction

31.1 Introduction

Early experimental work in impact dynamics and shock physics included relatively simple diagnostic. Significant effort
has taken place in the past few decades to develop new and accurate diagnostic systems to acquire data from this type
of experiment. High-velocity impact experiments in modern days depend upon velocimetry data to represent the dynamic
behavior of materials. A few of these diagnostic tools are already available to use in such dynamic impact experiments,
for example, the velocity interferometer system for any reflector (VISAR) [1] and the photonic Doppler velocimeter (PDV)
system [2]. PDV is an interferometric fiber optic technique to create Doppler induced beats where beat frequencies are related
to surface displacement along a probe’s beam axis. Ever since the design of modern PDV architecture, PDV systems have
gained popularity for their relatively low system cost, ease of implementation, and robustness in both high-velocity and low-
velocity dynamic impact experiments [3]. Many high-velocity impact studies have listed PDV as their primary diagnostic
tool [4, 5]. Most of them focused on using single-probe PDV fiber to collect velocimetry data from a single point. Recent
developments to PDV systems include frequency- and time-domain multiplexing with PDV (i.e. the MPDV system), which
can record velocimetry data from several points onto a single digitizer channel. The concept of frequency upshift PDV
or, heterodyne PDV (i.e. frequency-domain multiplexing) was first introduced by Daykin and Perez [6]. As described by
Daykin [7], frequency-domain multiplexing used four channels into a single optical fiber, and then multiplexed this previous
configuration twice in the time domain to get 8-velocity histories (i.e. velocimetry) in a single digitizer.

Multiplexed PDV (MPDV) is one of the most powerful tools invented in recent years and hence, researchers are currently
focused on exploring the applications and abilities of such MPDV systems, including accuracy, and extraction analysis
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of MPDV data [8–11]. The main objective of this article is to discuss the capability of MPDV systems in simple plate
perforation experiment with high-velocity projectile impact i.e. a fundamental shock physics problem. The experiment was
designed with different thickness steel plates to prevent complete penetration of the high-velocity projectile and to measure
the resulting plastic deformation of the target plate. The use of an MPDV system in this kind of dynamic impact experiments
provide a significant insight in the dynamic behavior of the target plate as a result of the penetration process.

31.2 Experimental Setup

31.2.1 Two-Stage Light Gas Gun

All high-velocity impact experiments were conducted with a two-stage light gas gun (Fig. 31.1a). A brief working principle
of this gas gun is summarized here. The propellant gas in the powder breech drove a cylindrical piston into the pump tube.
The moving piston then pressurized the light gas (hydrogen, helium, or nitrogen) in pump tube, which eventually burst a
petal valve between the pump tube and the launch tube and accelerated the projectile down the launch tube and the drift tube.
The projectile then impacted the target, which was bolted to a mounting frame inside the target chamber (Fig. 31.1b). A time
interval system measured the projectile velocity by measuring the time between triggering two lasers at a specific location in
the drift tube.

31.2.2 Materials

All gas gun experiments performed in this work used cylindrical Lexan projectiles with 5.58 mm diameter and 8.61 mm
length. Three different types of steel plates were used as target materials: ASTM A36, HY100 and 304L. All target plates had
a dimension of 152.4 � 152.4 � 12.7 mm. The thickness of target plates was chosen such that full penetration does not occur

Fig. 31.1 (a) Schematic of two stage light gas gun, (b) bolted target plate
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during the experiment but for which a significant bulge happens. This allowed the MPDV system to collect velocimetry data
in a regime where significant plastic deformation was occurring. Depending upon the type of gas used and the fill pressure,
the projectile impact velocity varied from about 4.5–6.8 km/s.

31.2.3 Projectile Velocity Determination

In all gas gun experiments, the projectile velocity was monitored by using a laser intervalometer system. The unit had two
laser sources separated by a fixed distance. Each laser beam was passed through one port to a receiving station which had
a narrow band pass filter to ensure that 32 photodiodes in the arrays were free from any external light. The flight of the
projectile interrupted both laser beams within a time interval which was recorded by the digitizer.

31.2.4 MPDV System

As mentioned earlier, this work was focused on exploring the capability of MPDV system in dynamic impact experiments.
The modern architecture of MPDV system was already explained E. Daykin [6] and hence, shown in Fig. 31.2 here. The
architecture shown in Fig. 31.2 consists of eight lasers with two different wavelengths (defined by corresponding ITU bands).
First, all four measurement lasers were multiplexed onto a single mode optical fiber, and then their signals were separated
to their respective optical probes using a circulator and demultiplexer. Then measurement signals were multiplexed again
(time-domain multiplexing) and sent to attenuators and combined with their respective local oscillators [3].
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Fig. 31.3 Schematic of MPDV probe array arrangement: (a) 9-probe (b) 11-probe (c) 12-probe (d) 25-probe

All gas gun experiments performed to study the plastic deformation of steel plates in this work used four different types of
MPDV probe array systems: 9-probe, 11-probe, 12-probe, 25-probe (Fig. 31.3). MPDV probes were focused on the back side
of the target plate to capture velocimetry data at specific points around the expected center of impact. Probes were spread
10–15 mm approximately in both horizontal and vertical directions on the target plates. The MPDV system was triggered
by the second laser in the intervalometer laser system assembly. A delay time was set in the MPDV system based on the
projectile velocity to collect data from the back surface of the plate at the correct time. A schematic of the data acquisition
by MPDV system is shown in Fig. 31.4.
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Fig. 31.4 Schematic of MPDV data acquisition system

31.2.5 Data Reduction Technique

As part of growing interest in MPDV systems, researchers have started to develop new tools to analyze the large amount of
data collected from MPDV systems. A few of them have already been described [6, 12]. In the present work, the MPDV
system collected data at a sampling rate of 10 GSa/s. All the raw data collected by the MPDV system were analyzed by
software tools developed by National Security Technologies (NSTec), which uses a sliding Fast Fourier transformation
(FFT) to get the free surface velocity profiles.

31.3 Results

31.3.1 Physical Observation of the Target Plates

In all gas gun experiments, impact of high-velocity Lexan projectiles created a crater on the front side and a bulge on the
back side of target plates (Fig. 31.5). Lexan projectiles disintegrated due to the enormous pressure and heat generated upon
impact. After each experiment, crater and bulge details for each target plate were measured. The distance between the flat
rear surface of the plate and peak point of the bulge was taken to be the height of the bulge. An average value for multiple
measurements of crater diameter, depth of penetration and bulge were taken as the final measurement. All the crater details
and bulge dimensions are listed in Table 31.1. Sectioned plates showed spall due to release wave interactions. The results
show that the size of spall cracks is proportional to impact velocity. Details of spall cracks from some of these experiments
are also listed in Table 31.1.

31.3.2 Free Surface Velocity

Typically, all MPDV experiments captured free surface velocities from target plate for 30–40 �s whereas, the first 5 �s
contains the most important features related to the dynamic properties of the materials used. Free surface velocity profiles
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Fig. 31.5 Typical target plate
after impact (Test ID 1000-024)

Table 31.1 Physical measurement of target plates after impact

Spall crack details

Test ID MPDV system details Target Plates
Impact velocity,
km/s Crater diameter, mm

Penetration
depth, mm Bulge, mm Diameter, mm Width, mm

1000-024 9 Probe A36 5.708 17.2 ˙ 0.3 7.7 ˙ 0.3 3.1 ˙ 0.3 21.4 ˙ 0.2 1.9 ˙ 0.1

1000-025 4.763 15.4 ˙ 0.3 6.5 ˙ 0.3 1.4 ˙ 0.1 14.5 ˙ 0.2 0.2 ˙ 0.1
1000-088 11 Probe 304L 6.583 17.3 ˙ 0.2 6.4 ˙ 0.3 2.4 ˙ 0.1 n/a n/a

1000-089 HY100 6.698 16.5 ˙ 0.3 6.4 ˙ 0.2 3.0 ˙ 0.3 n/a n/a
1000-090 12 Probe HY100 6.743 15.5 ˙ 0.1 4.5 ˙ 0.3 3.3 ˙ 0.1 n/a n/a

1000-091 304L 6.758 15.5 ˙ 0.2 3.9 ˙ 0.1 3.2 ˙ 0.2 n/a n/a
1000-026 25 Probe A36 4.823 15.1 ˙ 0.2 6.5 ˙ 0.5 1.5 ˙ 0.1 n/a n/a

1000-027 5.088 16.9 ˙ 0.8 7.0 ˙ 0.4 2.3 ˙ 0.2 n/a n/a

1000-028 5.157 15.9 ˙ 0.4 6.5 ˙ 0.5 1.7 ˙ 0.2 18.5 ˙ 0.1 0.7 ˙ 0.1

at times up to 15–20 �s from typical 9-probe, 11-probe and 25-probe MPDV experiments are presented in Fig. 31.6. It
should be noted that due to the similar type of velocity profiles for 304L and HY100 steels in 11-probe and 12-probe MPDV
experiments, only 11-probe velocity profiles are presented in Fig. 31.6. In general, all A36 and 304L steel showed a two-
wave structure velocity profile in compression: an elastic wave followed by a relatively sharp plastic wave. Because of known
material properties differences between steel and stainless steel, subtle differences do exist in the measured wave profiles.
The velocity peak for the plastic wave was proportional to the impact velocity. Velocity profiles also showed a second velocity
peak and a spall signature in the form of a ‘pullback velocity’ signal within the first 5 �s. Supposedly, all low carbon alloy
steels should show another wave rise after the plastic wave due to the ’$" phase transition [13] similar to what was observed
in shocked iron [14, 15]. However, in the case of HY100 steel, the signature of ’$" phase transition is not prominent in our
gas gun experiments at the rear surface. We suspect this could be due to the complex, asymmetric nature of the stress wave
at that location in the target plate, and the relatively low stress amplitude of the wave at the rear surface of the target plate.
Fundamental shock compression experiments that do observe the phase transition wave have all been done with a condition
of uniaxial strain, which is not the case for the stress wave we observe. In all MPDV experiments, the impact center is within
˙3.0 mm from the nearest PDV probe. Therefore, probes located closest to the impact center showed the earliest arrival of
the free surface velocity signal and showed the highest peak velocities in general; but there were certain exceptions. While
the exact reason of these anomalies is not yet understood completely, possible reasons may include the complex asymmetric
nature of the stress wave.

31.4 Conclusion

Gas gun experiments were performed to measure the plastic deformation of steel plates during high-velocity impact and an
MPDV system was used to measure free surface velocity during these experiments on the back of the target plate. Plastic
deformation as represented by bulge of the target plates and crater damage were proportional to impact velocity. Velocimetry
data captured by MPDV systems provide information on the comparative dynamic behavior of target plates made of different
materials. Although, significant efforts are still needed to analyze these MPDV data accurately, implementation of MPDV
system in high-velocity impact experiments certainly provides a new horizon for the researchers to explore. Work is ongoing
to interpret the results of these experiments.
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Fig. 31.6 Velocity profiles collected from gas gun experiments by MPDV system. (a) Typical 9-probe MPDV velocity profiles for A36 steel. (b)
Typical 11-probe MPDV velocity profiles for 304L steel. (c) Typical 11-probe MPDV velocity profiles for A36 steel. (d) Typical 25-probe MPDV
velocity profiles for A36 steel
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Chapter 32
In-service Preload Monitoring of Bolted Joints Subjected
to Fatigue Loading Using a Novel ‘MoniTorque’ Bolt

Anton Khomenko, Ermias G. Koricho, Mahmoodul Haq, and Gary L. Cloud

Abstract Bolted fastening is one of the oldest, most important, and most neglected aspects in engineering design of
machines and structures. One of the biggest concerns is the bolt preload control and monitoring during and after the joint
assembly. A survey of automobile service managers in the United States has shown that one-quarter of all service problems
were traced to loose fasteners. Therefore, fatigue behavior of in-service bolted joints is of special interest for predicting
structural integrity and residual lifetime of the structure. In this work, a novel technique ‘MoniTorque’ (Monitoring Torque)
that embeds fiber Bragg-grating (FBG) sensors within the bolt shaft using temporary adhesives is used to monitor pre-load
changes during fatigue tests of bolted joints. The inherent small size of the FBG allows precise monitoring without affecting
the intrinsic properties of the bolt. Furthermore, temporary adhesives allow easy installation, removal and reuse of FBG
sensor, thus converting a simple bolt into a reliable sensing element. Results show good correlation between the number
of loading cycles and preload reduction. Overall, the ‘MoniTorque’ technique demonstrated in this work shows promise in
cost-effective and reliable health monitoring of in-service bolted joints.

Keywords ‘MoniTorque’ bolt • FBG sensor • Preload • Bolted joint • Fatigue

32.1 Introduction

Bolted joints are one of the most important and widely used fastening techniques in manufacturing industries, construction,
machine design and many other applications. However, bolted joint assembly and in-service behaviors are a combination of
many complex phenomena that are controlled by many different parameters. Fatigue and rotational self-loosening are two of
the most widespread reasons for failure of dynamically loaded bolted joints, especially in transverse loading conditions [1].
In service self-loosening of components in lightweight design have been commonly reported [2]. A survey of automobile
service managers in the United States reported that one-quarter of all service problems were traced back to loose fasteners [2].
Hence, bolt loosening has become an important research area in mechanical engineering to prevent failures in a variety of
applications [3]. Another concern in bolted joints with composite adherends is the effect of stress relaxation due to creep
in the through-the-thickness direction of the composite material [4]. Accordingly, a composite panel bolted in the thickness
direction is susceptible to loss of preload owing to the viscoelastic nature of the resin, which dominates the response in
the through-the-thickness direction. Loss of preload may have a detrimental effect on the strength and the fatigue life of
the connection. Thus, it is essential to monitor the bolt preload in service conditions to prevent any catastrophic failure
of the bolted joint.

The techniques for bolt tightening control and evaluation can be classified into two main categories: non-contact methods
and embedded sensors methods. The first type includes mainly optical inspection [2, 3, 5, 6], whereas the second type consists
of acoustic inspection [7–9], smart washers and miniature load cells [4, 10–12], internally embedded strain gages and FBG
sensors [13–15], and techniques based on other physical principles. Each of the techniques has its own merits and limitations.
Optical inspection is complex and is not suitable for continuous monitoring under field conditions [2, 3]. Acoustic inspection
is sensitive to external vibrations [7]. Smart washers have to be incorporated as the part of the structure, and load cells are
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quite expensive [11, 12]. Installation of electrical resistance strain gages (RSGs) in the bolt shaft is cumbersome, they are
temperature sensitive, and the drilled channel has to be several mm in diameter, which is detrimental to the integrity of the
bolt. Moreover, as with A-bolt™ technology [15], RSGs will not work with some types of bolts. FBG sensors are very small
in diameter (up to 100 �m) and easy to install in any type of the bolt, but permanent embedding is not practical because
the cost of the sensor is much higher than that of traditional RSG sensors. Previously, we developed a novel technique to
monitor bolt clamping force (MoniTorque bolt) utilizing removable and reusable embedded FBG sensors, and we validated
the technique for static preload measurements in multi-material bolted joint configurations [16]. The MoniTorque technique
uses a temporary adhesive for embedding the FBG sensor into the bolt shaft, thereby converting the bolt into a sensor and a
reliable tool for evaluating the behavior of the bolted joint. The FBG sensor can be embedded at any given time for any type
of bolt, removed and reused later in the same or another bolt. The MoniTorque bolt is resistant to most external environmental
effects, except for changes in gross temperature of the bolt, provides real-time precise clamping force measurements and does
not require complicated manufacturing or setup preparation.

In this work, a MoniTorque bolt utilizing thermoplastic adhesive as an embedding medium is used for preload monitoring
in glass fiber reinforced plastic (GFRP) composite bolted joints subjected to fatigue loading. Initially, the MoniTorque bolt
was calibrated using an external load cell, and the calibration was verified prior to every new test. GFRP bolted joints with
varying clamping loads were assembled and subjected to static tensile shear testing to obtain the baseline strengths and to
establish optimal parameters for fatigue testing. Finally, intermittent fatigue tests were carried out and preload reduction
during cyclic loading was continuously monitored. Results show good correlation between the number of loading cycles
and preload reduction. Overall, the ‘MoniTorque’ technique demonstrated in this work shows promise for cost-effective and
reliable health monitoring of in-service bolted joints.

32.2 Theory of FBG Sensor Operation

An FBG is a sandwich-like distributed reflector containing a periodic oscillation of refractive index that is embedded into the
optical fiber. Such a structure acts as an optical filter that transmits the entire spectrum of the light source and reflects back
the resonant Bragg wavelength. The Bragg wavelength (
B) is given by the following equation (32.1):


B D 2neff ƒ; (32.1)

where neff is the effective refractive index of the fiber core and ƒ is the period of Bragg-grating. The spectrum bandwidth of
the back-reflected radiation, which dictates the sensor resolution, also depends on the effective refractive index of the fiber
core and the Bragg-grating period. As one can see, any perturbation of the Bragg-grating period results in a shift of Bragg
wavelength. The strain response arises from both the physical elongation of the sensor and the change in fiber effective
refractive index due to stress-birefringence effects, whereas a thermal response arises from the inherent thermal expansion
of the fiber material and the temperature dependence of the refractive index.

The wavelength-encoded nature of the FBG output provides a built-in self-referencing capability for the sensor. Since the
wavelength is the fundamental parameter, the output does not depend directly on the total light levels, losses in the connecting
fibers and couplers, or source power. Moreover, the fiber and sensor have relatively small dimensions, and only small stresses
are required to produce strains over a very broad range; therefore, embedding FBG sensors into all but the most delicate host
specimens does not affect their intrinsic properties to any appreciable degree. These advantages of FBG sensors along with
their immunity to electromagnetic interference as well as their light weight and high sensitivity make them very appealing
for many areas of non-destructive evaluation applications, such as strain, temperature, and vibration measurements.

32.3 Specimen Preparation

32.3.1 MoniTorque Bolt Fabrication

A conventional steel bolt was selected for MoniTorque bolt manufacturing. The bolt was a grade five medium-strength steel
hex head (head width: 19.05 mm or 3/400; head height 7.94 mm or 5/1600) bolt with a right-hand thread having a length of
38.1 mm (1.500), threaded with a 12.7 mm-13 (0.500–13) thread. A 1.8 mm diameter hole was drilled along the axis of the bolt
through one-half of its length (23 mm), and an FBG sensor was embedded inside the bolt using 3 M™ Scotch-Weld™ Hot
Melt Adhesive 3779 PG Amber (thermoplastic). A schematic diagram of the MoniTorque bolt is presented in Fig. 32.1.
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Fig. 32.1 Schematic diagram
(not to scale) of the MoniTorque
bolt with thermoplastic
embedding medium

thermoplastic

FBG sensor

Fig. 32.2 GFRP bolted joint
assembly: (a) top view, (b) side
view

32.3.2 Bolted Joint Assembly

GFRP composite adherends for the bolted joints were manufactured using a liquid molding process. The reinforcement used
for the adherend was Owens Corning ShieldStrand

®
S, S2-glass plain weave fabric with areal weight of 818 g/m2. Sixteen

layers of fabric were used to manufacture the adherends in this study. The distribution medium was Airtech Advanced
Materials Group Resinflow 60 LDPE/HDPE blend fabric. The resin used was a two part toughened epoxy, namely SC-15,
obtained from Applied Poleramic. A steel mold having dimension of 609.6 � 914.4 mm with point injection and point venting
was used to fabricate 508.0 � 609.6 mm plates. After the materials were placed, the mold was sealed using a vacuum bag
and sealant tape. The mold was then infused under vacuum with a pressure of 1 atm. The resin-infused panel was cured in a
convection oven at 60 ıC for 2 h and post cured at 94 ıC for 4 h.

The GFRP adherend used in the joint assembly had dimensions of 152 � 101 � 9 mm. An additional tab of dimensions
101 � 50 � 9 mm was bonded to the gripping segments to eliminate any eccentricities during structural testing. A 15.7 mm
diameter hole was drilled in the adherends 50.5 mm away from three edges, and a steel sleeve washer was inserted. The sleeve
washer had the following dimensions: flange diameter 25.4 mm, sleeve ID of 13.46 mm, sleeve OD of 15.88 mm, flange
thickness of 3.18 mm, overall height of 4.75 mm. The resulting assembly is shown in Fig. 32.2. Finally, the MoniTorque bolt
was tightened to one of three different torque levels of 20 N-m, 35 N-m and 50 N-m using a digital torque wrench. Three
specimens of each assembly were prepared and tested in static and fatigue.

32.4 Experimental Results and Discussion

32.4.1 MoniTorque Bolt Calibration

The MoniTorque bolt was calibrated using a thru-hole load cell model THC-1K-T manufactured by Transducer Techniques
®

with a maximum load capacity of 4448 N (1000 lb). During the manual tightening of the bolt, the spectral responses of the
FBG sensor embedded into the bolt were synchronized with the load cell data and acquired using a Micron Optics sm125
700 Optical Sensing Interrogator. The MoniTorque calibration curve, or typical dependence of the strains measured by FBG
on the applied preload, measured by load cell, is demonstrated in Fig. 32.3. The relationship between applied load and strains
was found to be linear and the calibration coefficient was found to be 24.1 ˙ 0.2 n©/N.
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Fig. 32.3 Calibration
curve—comparison of strains
measured by FBG sensor and bolt
preload measured by load cell
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Fig. 32.4 (a) Load vs. MTS displacement dependences for GFRP bolted joints with 20 N-m, 35 N-m and 50 N-m initial torques, (b) load vs. MTS
displacement curve and measured bolt strains vs. MTS displacement for 35 N-m bolted joint assembly

32.4.2 Static Shear Tests

The main purpose of static tensile-shear testing was to obtain ultimate failure load of GFRP bolted joint and identify the
slip loads for each tested assembly. The evaluation of the GFRP composite bolted joints in tensile-shear configuration was
performed using an MTS 810 servo-hydraulic load frame. All experiments were conducted in displacement control at a rate
of 1 mm/min. The displacement and applied load from the MTS were recorded. Three specimens were tested per each bolted
joint assembly (i.e. for 20 N-m, 35 N-m and 50 N-m). The initial preload was calculated through use of the MoniTorque
calibration result to be 6.8 kN, 11.5 kN and 16 kN for the bolted joints with 20 N-m, 35 N-m and 50 N-m initial torques,
respectively. It was found that the ultimate failure load for the bolted joint with 35 N-m initial torque was �51.5 kN. The load
vs. MTS displacement responses prior to GFRP delamination for bolted joints with initial preload/torque levels of 20 N-m,
35 N-m and 50 N-m are illustrated in Fig. 32.4a. Figure 32.4b illustrates the comparison of load vs. MTS displacement
curve and the measured strains from the FBG in the MoniTorque bolt vs. MTS displacement for the 35 N-m preloaded joint.
Figure 32.4b the measured strains are an indication of the stresses in the bolts along the shaft length due to the applied
transverse shear loading. As a result, it follows the same trend as that of the applied load.
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Fig. 32.5 Experimental setup
showing the MoniTorque bolt,
embedded FBG sensor and
temperature compensation FBG
sensor

It can be observed that all the bolted joints tested exhibit considerable slip (approximately 1.2 mm) when the applied shear
forces exceed the friction forces from the initial clamping preload. The slip loads were found to be approximately 2.8 kN,
4 kN and 9 kN loads for preload levels of 20 N-m, 35 N-m and 50 N-m, respectively. As expected the load capacity that
induces slip increases with increasing preload level.

32.4.3 Monitoring of Preload Levels During Fatigue Loading

The experimental evaluation of GFRP composite bolted joints under fatigue loading conditions was performed using an
MTS 810 servo-hydraulic load frame. Intermittent fatigue experiments were conducted in load control, using a sinusoidal
waveform with a frequency of 1 Hz, and a load ratio R D 0.1. The displacement and applied load from the MTS were
recorded continuously at a sample rate of 100/s, while the preload was recorded while the testing was paused at 60, 120, 180,
300, 600, 1000, 1500, 2000, and 3000 cycles. In order to evaluate and compensate the temperature dependence, a secondary
FBG sensor was used to measure the temperature during the fatigue testing (see Fig. 32.5). It was found that the temperature
changes in the bolt were negligible during 1 Hz cyclic loading, thus the temperature effect on the sensor was nil.

Normalized preload reduction as measured during fatigue for the GFRP composite bolted joints with varying initial
torques is illustrated in Fig. 32.6.

Notice that, during the first 100 cycles, all bolted joints exhibited rapid reduction in preload level followed by gradual
decrease of clamping force. It was found that regardless of initial tightening, the initial preload drop was �14 %, which is
caused by the slippage. Although for 50 N-m initial torque bolted joint the slippage for quasi-static testing was higher than
the loading during fatigue, friction degradation between the materials could cause sufficient preload reduction during first
60 cycles. Moreover, it can be noticed that the 20 N-m torque bolted joint showed relatively lower preload drop compared
with other bolted joint configurations. This provides an interesting observation that independent of the initial preload level,
the drop in normalized preload level is very similar (within statistical variations). This is a valuable information for design
engineers as it can considerably reduce testing time for a wide range of torque levels. It should be noted that this observation
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Fig. 32.6 Preload reduction
during fatigue loading for GFRP
composite bolted joints
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applies only to the materials used in this work. Overall, the reduction in preload might be caused by complex interactions
of bolted joint components during cycling loading in the case of a loosened bolt. As the preload is getting lower the stress
relaxation caused by viscoelastic creep of the composite material becomes smaller, which in turn consequently minimizes
the preload drop.

32.5 Conclusions

In this work, a MoniTorque bolt that embeds a fiber Bragg-grating sensor in the bolt shaft and utilizes a thermoplastic
embedding medium for bonding the sensor was used for preload monitoring in GFRP composite bolted joints subjected to
fatigue testing. The thermoplastic adhesive allows removing and reusing the sensor for multiple joints. Three configurations
of GFRP bolted joints with 20 N-m, 35 N-m and 50 N-m initial torques were assembled and tested, and the same MoniTorque
bolt was used for preload monitoring, through proper calibration prior to testing of each case. The initial preload was 6.8 kN,
11.5 kN and 16 kN for bolted joints with 20 N-m, 35 N-m and 50 N-m initial torques, respectively. Intermittent fatigue
tests were carried out and preload reduction during cyclic loading was continuously monitored using MoniTorque bolt. All
GFRP bolted joints exhibited about 14 % initial preload drop followed by monotonic decrease of the clamping force to
about 18 % of the initial applied preload. The first preload drop was caused by the slippage between adherends when the
applied sliding forces overcome the clamping forces. This was observed in all the joints in the study. After the initial preload
drop due to slippage, the rate of reduction in preload was relatively lower for all joints in this study. One possible reason
could be due to the viscoelastic creep of the composite material during cycling loading. As the preload gets lower the stress
relaxation becomes smaller, which consequently minimizes the preload drop. Overall, the technique shows great potential
for applications where precise and inexpensive preload control and monitoring is required.
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Chapter 33
Fatigue Behavior of Novel Hybrid Fastening System
with Adhesive Inserts

Ermias G. Koricho, Anton Khomenko, Mahmoodul Haq, and Gary L. Cloud

Abstract A novel joining technique that incorporates the advantages of both bonded (lightweight) and bolted (easy
disassembly) techniques was invented (Provisional Patent 61/658,163) by Dr. Gary Cloud at Michigan State University.
The most basic configuration of this invention consists of a bolt that has a channel machined through the bolt-shaft that
allows injection of an insert compound that fills the necessary clearance between the bolt and the work-pieces and acts a
structural component. More sophisticated versions of the concept incorporate additional sleeves or inserts.

In this paper the fatigue behaviour of composite hybrid bolted joints was studied. Composite plates were bolted with
grade-five bolts and preloaded to a torque of 35 N-m. Two types of bolted joint configurations were evaluated. In the first
case, a conventional bolted joint was studied. In the second case, pristine SC-15 epoxy resin was used as the structural insert
in the hybrid fastening system. The joints were subjected to different fatigue loadings with the maximum loading level up to
80 % of the joint ultimate failure load and stress ratio of R D 0.1. Results reveal considerable improvement of fatigue life of
the novel fastening system compared with a conventional bolted joint.

Keywords Bolted joint • Hybrid joint • Bolt • Composite • Fatigue • Damage

33.1 Introduction

With increasingly stringent national and international fleet fuel economy regulations, the use of composite materials for
primary vehicle and aircraft structures has been expanding considerably for the last decades. Several automotive and aircraft
manufactures have developed composite-intensive components not only to reduce the weight of the structure but also to
improve the performance of final products. For example BMW has introduced a composite-body for the BMW i3, using
carbon fiber rather than traditional steel, in order to eliminate enough weight to compensate for the weight of the battery
packs that power the electric motor while still maintaining safety standards [1]. Further, Airbus and Boeing have built the
latest generation of composite-intensive commercial aircraft, the A350XWB and Boeing 787, respectively [2].

Even though considerable progress has been made on adhesive and other joining techniques, the joining of composite
structures still depends on mechanically fastened bolted joints that allow the disassembly of parts for repair/replacement.
However, bolted joints have their own disadvantages, the main one being that drilling and machining bolt holes causes stress
concentrations and delaminations that reduce the resistance of the joint construction to applied loads, and thus its efficiency.

Loading conditions, such as type of loading and load configuration, are among the most important factors in designing
a joint in a structure. Particularly, the failure behaviour of a bolted joint in a composite structure under fatigue is complex
due to the fluctuations of the stress transfer mechanisms through the joint that detrimentally affect the thermo-mechanical
behaviour of the composite materials around the hole. Generally, the fatigue damage around bolt holes consists of three
types, i.e. hole-wear, damage in the contact surface of the composite, and growth of the delaminations that are induced due to
drilling of holes [3]. The material degradation and the hole-wear are caused by the erosion of material around the bolt holeas
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a result of the friction forces. Damage at the contact surfaces is induced by bolt bending and tilting under loading, which
result in hole-elongation during fatigue loading. The growth of delamination around bolt holes has been found to decrease
the fatigue life of bolted joints [3].

Saunders et al. [3] studied the development of fatigue damage around fastener holes in thick graphite/epoxy composite
laminates. Results showed that the dominating failure mode was bolt failure. The static and fatigue behaviour of joints with
respect to bolt clamping force and environmental effects was studied in [4]. Herrington and Sabbaghian [5] studied the effects
of applied stress level, orientation of the outer layer reinforcing filaments, and the bolt torque level on the fatigue life of a
graphite–epoxy composite. They found that the effect of outer ply angle was insignificant and that the fatigue life increased as
the clamping torque was increased. Mallick et al. [6] studied the static and fatigue performances of adhesive/bolted (hybrid)
joints in a structural injection molded composite. Hybrid joints were shown to have a higher static failure load and longer
fatigue life than adhesive joints. Haq et al. [7, 8] have studied the effect of various adhesive insert reinforcements (nano-fillers
and glass/carbon sleeves) on the quasi-static behaviour of hybrid bolted joints similar to the joints studied in this work. They
have observed zero-slip, considerable improvements in static load carrying capacities, increase strengths and delayed onset
of delaminations in resulting joints [7, 8]. The study on fatigue behaviour of such novel hybrid bolted joints does not exist
and hence this work aims to evaluate the fatigue behaviour and establish a benchmark for such novel joints.

In this paper, the fatigue behaviours of two types of single lap composite bolted joints, namely, conventional bolted
joints and novel hybrid bolted joints with injected resin inserts as originally invented by Gary Cloud (Provisional Patent
61/658,163), were investigated. Additionally, the static tests were also carried out to re-establish the baseline for the materials
and processes used in this work. For the sake of convenience and brevity, this bolt system is referred to as the “Hybrid-bolt” in
this paper. Load controlled tensile fatigue tests with a stress ratio R of 0.1 were conducted the cyclic loading. The specimens
were subjected to varying fatigue loadings with a maximum loading level of up to 80 % of the ultimate strength of the joints.
As expected, the life of the joints was found to depend on the level of fatigue loading. The experimental fatigue data and its
correlation with failure provide valuable information for better design of composite joints and related components.

33.2 Materials

In this study, the vacuum assisted resin transfer molding (VARTM) technique was used to manufacture the glass fiber
reinforced plastic (GFRP) composite laminates used for the single lap composite bolted joints. The reinforcement was S2-
glass plain weave fabric (Owens Corning ShieldStrand S) with areal weight of 818 g/m2. The resin used was a two part
toughened epoxy, namely SC-15 (Applied Poleramic Inc., CA). The SC-15/glass-fiber laminates were cured in a convection
oven at 60 ıC for 2 h followed by a post cure of 4 h at 94 ıC. Sixteen layers of plain-weave glass reinforcement were used for
each adherend in this study. The thickness of cured laminate was found to be 9.6 mm. The laminate coupons for bolted joint
were cut by water cooled, diamond coated-disc cutting machine to achieve a final dimension of 100 mm width by 150 mm
length per adherend.

The bolt was a nominal ½ in. grade five, medium-strength steel hex head (head width: 19.05 mm or 3/4 in.; head height
7.94 mm or 5/16 in.) bolt with a right-hand thread having a length of 38.1 mm (one and a half in.), fully threaded with a
12.7 mm-13 (1/2 in.-13) thread.

33.3 Fabrication of Bolted Joints

Two approaches were used to develop the composite single lap bolted joints: conventional and Hybrid-bolt. The schematic
diagram of this invention (see Fig. 33.1) basically consists of a bolt that has a channel through the bolt shank that allows
the injection of an insert that fills the hole clearance space between the bolt and work-pieces and acts as a structural
component. One of major advantages of this invention is that the presence of the adhesive/insert compensates for the variation
of hole clearance that typically occurs during conventional machining process. Additionally, in layered composites, the
delaminations introduced due to hole-drilling get filled with the adhesive insert, thereby repairing any damage and creating
a monolithic part.

The GFRP plates were joined using the bolts described above and flanged sleeve washers. A 15.7 mm diameter hole was
drilled in the work pieces 50.5 mm away from three edges. The sleeve washer has the following dimensions: flange diameter
25.4 mm, ID of 13.46 mm, sleeve OD of 15.88 mm, flange thickness of 3.18 mm, overall height of 4.75 mm. Bolts were
drilled with 2 mm diameter passageways for resin injection. The clamping force of 35 N-m was applied by digital torque
wrench.
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Fig. 33.1 Novel bolted
composite joint (hybrid-bolt):
(a) schematic diagram,
(b) sectional view of scaled-up
channel (green)

Fig. 33.2 Experimental setup

After assembly, the samples that were selected for the hybrid joint were injected with SC-15 resin through the channels
in the bolts so as to fill the clearance space between the threaded bolt shank and the work pieces. The injected inserts were
cured by a convection oven at 60 ıC for 2 h followed by post curing at 94 ıC for 4 h. Fig. 33.1b shows a cross-section of
the bolted joint, wherein the channels are exaggerated for better understanding, and the resin is filled with a ultra-violet dye
marker. As it could be seen, the resin fills all intricate areas including the threads of the bolts and upon curing creates a
monolithic structure.

33.4 Experimental Setup

All quasi-static testing was performed using a 100 kN load cell servo-hydraulic testing machine (MTS 810), and a typical
test setup is shown in Fig. 33.2. The machine is equipped with a standard load cell and an internal crosshead displacement
measuring extensometer. An external laser extensometer was also used to measure the joint longitudinal displacement, as
shown in Fig. 33.2. To acquire the strain gage data, a Vishay Model P3 Strain Indicator and Recorder was used.

Prior to testing the bolted joints, five GFRP specimens were tested according to ASTM D3039 to characterize the material
properties. In order to avoid the influence of tab and gripping pressure in the case of GFRP, the experimental setup was
modified based on previous experience [9]. As specified in ASTM D3039, the GFRP specimens were subjected to monotonic
tensile loading with a stroke rate of 2 mm/min.

Quasi-static joint tests were performed according to ASTM STP1455-EB. In this work, five tests were carried out for each
joint configuration. The average shear strength of the joint was calculated by dividing the maximum load reached in each
test divided by the cross-sectional area of the bolt.
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On the other hand, the fatigue tests were carried out under load control using a 50 kN load cell servo-hydraulic testing
machine (MTS 810), with sinusoidal wave, sample recording rate of 100/s, load ratio R D 0.1, and frequency of fatigue test
equal to 5 Hz. Three tests were carried out for each fatigue test configuration.

To plot the S–N curve of the bolted joint, the experimental fatigue testing was carried out at various load levels, namely
80, 60, 45, and 30 % of the quasi-static shear strength of both conventional and Hybrid bolted joints. Fatigue tests were run
continuously up to 106 cycles at the 30 % load level, whereas for 45, 60, and 80 % load levels, the tests were run to material
failure.

For the 30 % load level specimens, after the fatigue tests were stopped, tensile tests were performed on the pre-cycled
specimens to measure the joint residual shear strength and stiffness. Test procedure for measurement of the residual properties
was the same as that used for measurement of the properties of intact specimens.

33.5 Result Discussion

33.5.1 Static Tests

Material characteristics measured for the S2-glass/epoxy material are shown in Table 33.1. As mentioned above prior to
the fatigue tests, quasi-static tensile bolted joint tests were performed on conventional and hybrid bolted joints. Figure 33.3
provides a comparison of the obtained tensile shear strength of the two types of joints.

As it can be seen in the Fig. 33.3, the plot for the conventional bolted joint shows a significant slip around �5 kN,
denoted by point 1, where the applied tensile-shear load is sufficient to overcome the clamping forces. At �13 kN load,
onset of delamination and localized fiber buckling occurs around the contact area adjacent to the bolt (see Fig. 33.3, point 2).
It is evident that continuous stiffness degradation took place until the applied load reaches �16 kN. As the applied load
increases further, a stable load transfer from the bolt to the laminate was observed. At about 31.5 kN, due to gradual
increase of secondary bending and bolt tilting the washer starts excessively damaging the work pieces and causes increasing
delamination and out-of plane-deformation of the laminate. The tilting of the bolt is shown as angle ™ in the photograph of
Fig. 33.4. Owing to this phenomenon, the joint stiffness is significantly reduced, but the load carrying capacity increases
monotonically up to the maximum load of �53 kN.

On the other hand, for the hybrid bolted joint, the load-displacement curve as shown in Fig. 33.3 demonstrates a different
type of behavior. In this curve, the slope is initially similar to that of the conventional bolted joint. However, unlike
the conventional bolted joint, it exhibits a monotonic increase of load without slippage. Onset of delamination occurs at
approximately 32 kN. Once the delamination initiates, the stiffness of the joint reduces gradually until it reaches it’s the
maximum load of �51.5 kN. If the stiffness of the conventional bolted joint is calculated between points 1 and 2, the novel

Table 33.1 Material properties

Composite Weave type Fiber fraction (wt %) Tensile strength (MPa) Ex (GPa) Gxy (GPa) �xy

0/90S-glass/epoxy Plain 0.61 476.264 23.18 4.0 0.08

Fig. 33.3 Tensile strength of
bolted: conventional (blue);
hybrid bolt (brown)
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Fig. 33.4 Conventional bolted
joint subjected to tensile-shear
loading

hybrid bolted joint improves the stiffness of the joint by �62 % prior to the onset of delamination. Furthermore, if slip is
critical, then the hybrid bolt can be considered infinitely better than the conventional one. If failure is defined as the onset
of delamination, then the hybrid bolt is three times better than the conventional one. On the other hand, if ultimate strength
is considered as the design criterion (which is not practically adopted by different industries), then, the conventional joint
shows a slightly better performance. This phenomenon could be explained by the fact that the presence of large clearance in
the joint causes excessive laminate damage due to concentrated load and allows the joint absorb more energy by delamination
and localized fiber buckling. As a result, the work done by the plastic deformation of the bolt is delayed, which eventually
enhances the ultimate load carrying capacity of the joint. It is worthwhile to mention that the influence of the insert on the
ultimate strength of the joint is insignificant, except through alteration of the nature of the interaction between the laminate
and the bolt. Similar results for hybrid joints with various types of inserts has been reported in our earlier work [7, 8].

33.5.2 Fatigue Tests

The results of the fatigue test for both conventional and hybrid bolted joints are presented in Fig. 33.5 in the form of
S–N diagrams. The best-fit linearized plots were obtained by least-squares curve fitting, which might not be appropriate. It
can be observed, that the curve of conventional bolted joint translated to the right with flatter slope, which implies better
performance in fatigue life for the same percentage of ultimate failure load (UFL) compared with hybrid bolted joint. In
these experiments, the lowest applied load level was restricted to 30 % of UFL at a test frequency of 5 Hz, for which the
conventional and Hybrid bolted joints sustained the applied load for one million cycles without significant damage. Hence,
the results show that, unlike the quasi-static test results, the hybrid joint exhibits inferior mechanical performance, meaning
lower fatigue life, at higher load rates. This could be due to the fact that a large empty clearance between the bolt and the
hole results in more concentrated loads on the laminate. These loads, in turn, cause more excessive laminate damage around
the bolt, as suggested by the photographs presented in Fig. 33.6. As a result, the work done by the plastic deformation of the
bolt/washer is delayed (as shown in Fig. 33.6c), which eventually enhances the load carrying capacity of the joint. Hence,
more work is being done by the laminate, which leads to extended fatigue life of the joint and allows the bolt/washer to
absorb less energy through plastic deformation.

In Fig. 33.7, standard S–N (stress versus number of cycles) curves of conventional and hybrid bolted joint are presented.
As it can be observed, generally for a given number of cycles, the conventional bolt performs considerably better than does
the hybrid bolted joint. For a given stress ratio of R D 0.1, the life of conventional and hybrid bolted joints can be predicted
using (33.1).
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Fig. 33.5 Comparison of
logarithmic S–N Curves of
conventional and hybrid bolted
joints
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Fig. 33.6 Failure modes: (a) pre-cycled conventional bolted joints, (b) pre-cycled hybrid GCbolt, (c) failure mode of washers at 45 % of UFL

Fig. 33.7 Stress-versus number
of cycles diagrams of
conventional and hybrid bolted
joints
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	 D a 	 logN C b (33.1)

N D 10.	�b/a (33.2)

Where a and b are constants that can be found from the experimental tests, as shown in Fig. 33.7.
N is number of cycles.
For both the conventional and hybrid bolted joints, which were subjected to 30 % of UFL, the fatigue tests were interrupted

at one million cycles and quasi-static tensile tests were performed to obtain the residual strength. Figure 33.8 presents the
results of these tests as well as reproducing the results of the quasi-static strength tests on the as-fabricated specimens
previously presented in Figure 33.3. As expected, the as-fabricated conventional bolted joint exhibit higher strength than
does the pre-cycled specimen. The pre-cycled specimen shows moderate strength reduction, in this particular case by 6 %.
Figure 33.6 showed the fatigue induced damage around the hole of the pre-cycled conventional bolted joint, which is evidence
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Fig. 33.8 Load-displacement
diagram of as-fabricated and
pre-cycled conventional and
hybrid bolted joints
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for possibly having lower residual strength. On the other hand, unlike the conventional joint, the hybrid bolted joint exhibited
surprising improvement of residual joint strength after fatigue cycling by about 8 %. This finding could be attributed to many
reasons. Firstly, the bolt is tightly assembled with the laminates through the injected resin. This arrangement would help the
bolt to carry the applied load uniformly, so that the bolt and the washer could be treated favorably through work hardening
and their proof loads/yield strengths increased. Secondly, after one million of cycles, the resin may act as a cushioning media
between the laminate and the bolt that would allow the load to transfer smoothly during tensile shear loading. Finally, the
residual strength of the pre-cycled hybrid bolted joint is seen to be about 12 % higher than that of the pre-cycled conventional
joint. Also, the fiber reinforced laminates used in the adherends could also be contributing to increase in stiffness. The micro-
degradation of the matrix within the adherends may cause fibers to slightly re-align along the load-direction. Post-fatigue
quasi-static testing would have aligned fibers relative to the non-cycled specimens. This could explain the increase in stiffness
for both the conventional and hybrid bolted joint. Similar joints with all metal adherends would confirm this hypothesis and
will be reported in our next work. The results are preliminary and statistically significant tests along with insights from
numerical simulations need to be performed to fully understand the observed results. Nevertheless, the results show promise
in use of the hybrid joints in a wide range of structural applications.

33.6 Conclusion

In this work, the static and fatigue behavior of conventional and the most basic form of novel hybrid bolted joints were
investigated. In the hybrid bolted joint, SC-15 epoxy resin was used as the structural insert. This most basic configuration
of the hybrid bolt consists of a bolt that has a channel machined through the bolt-shaft that allows injection of an insert
compound that fills the hole-clearance of the work-pieces and acts a structural component. The observed results from quasi-
static and fatigue tests can be summarized as follows:

• It is well known that the presence of slip between the joined parts leads to rapid loosening, as a result, the reliability of
bolted joint is significantly affected. The hybrid joint eliminates the presence of slippage. If failure is defined as the onset
of delamination, then the hybrid joint is three times better than the conventional one.

• On the other hand, if the ultimate strength is considered as design criteria (which is not practically adopted by different
industries), the conventional joint shows a slightly better performance. This phenomenon could be explained by the fact
that the presence of clearance in the joint causes excessive laminate damage by the concentrated load and forces the
absorption of more energy by delamination and localized fiber buckling/breakage. As a result, the work done by the
plastic deformation of the bolt is delayed, which eventually enhances the load carrying capacity of the joint.

• The hybrid joint exhibits inferior mechanical performance and lower fatigue life at higher load rates. Similar to the quasi-
static loading condition, a large clearance between the bolt and the hole results in more concentrated loads on the laminate,
causing more excessive laminate damage around the bolt. Hence, more energy is being absorbed by the laminate, which
leads to extended life of the joint and allows the bolt to absorb less energy through plastic deformation.

• Residual test results of pre-cycled conventional and hybrid bolted joints show that the as-fabricated conventional bolted
joint exhibits higher loads than the pre-cycled specimens.

• The residual strength of the cycled hybrid joint is about 12 % higher than that of the pre-cycled conventional joint.
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• On the other hand, a pre-cycled hybrid bolted joint exhibits improvement of joint strength over the as-fabricated hybrid
bolted joint. This surprising result could be explained by a combination of few phenomena. Firstly, because of the
presence of the resin insert, the bolt carries the applied load uniformly, so that both the bolt and the washer could
be favorably stressed through work hardening and their proof loads/yield strengths increase accordingly. Secondly,
after one million of cycles, the resin may act as a cushioning media between the laminate and the bolt that would
allow the load to transfer smoothly during tensile shear loading. Thirdly, the matrix in the composite adherend may
be undergoing micro-degradation allowing the fibers to align in the load direction during the fatigue cycling. Upon post-
fatigue quasi-static testing, these aligned fibers may increase the stiffness and strength of resulting joints relative to their
non-cycled counterparts. Further experimental work combined with realistic modeling and numerical simulations can aid
in understanding the underlying phenomena.

Generally, the conventional and hybrid bolted composite joints under quasi-static and fatigue loadings have shown
complex behaviors. However, the observations from the experimental data and their correlations with failure could provide
valuable information for better design of innovative composite joints and related components in various applications. Besides,
more complex tailored inserts that contain other resins, adhesives, particulates, and fibres could play a significant role in
improving the fatigue life of joints and facilitate lightweighting of vehicles and other devices.

References

1. http://www.plasticsnews.com/
2. Heimbs, S., Schmeer, S., Blaurock, J., Steeger, S.: Static and dynamic failure behaviour of bolted joints in carbon fibre composites. Compos.

A: Appl. Sci. Manuf. 47, 91–101 (2013)
3. Saunders, D.S., Galea, S.C., Deirmendjian, G.K.: The development of fatigue damage around fastener holes in thick graphite/epoxy composite

laminates. Composites 24(4), 309–321 (1993)
4. Crews Jr., J.H.: Bolt-bearing fatigue of a graphite/epoxy laminate. In: Kedward, K.T. (ed.) Joining of Composite Materials, ASTM STP 749,

pp. 131–144. American Society for Testing and Materials, Baltimore (1981)
5. Herrington, P.D., Sabbaghian, M.: Fatigue failure of composite bolted joints. J. Compos. Mater. 27(5), 491–512 (1993)
6. Fu, M., Mallick, P.K.: Fatigue of hybrid (adhesive/bolted) joints in SRIM composites. Int. J. Adhes. Adhes. 21, 145–159 (2001)
7. Haq, M., Khomenko, A., Cloud G.: Novel hybrid fastening system with nano-additive reinforced adhesive inserts. In: SEM 2014 Annual

Conference and Exposition on Experimental and Applied Mechanics, Greenville, 2–5 June 2014
8. Haq, M., Cloud, G.: Flexible hybrid fastening system. In: SEM 2013 Annual Conference and Exposition on Experimental and Applied

Mechanics, Chicago, 3–5 June 2013
9. Belingardi, G., Paolino, D.S., Koricho, E.G.: Investigation of influence of tab types on tensile strength of E-glass/epoxy fiber reinforced

composite materials. Procedia Eng. 10, 3279–3284 (2011)

http://www.plasticsnews.com/

	Preface
	Contents
	1 Reflection-Mode Digital Gradient Sensing Technique for Experimental Fracture Mechanics
	1.1 Introduction
	1.2 Optical Setup and Working Principle
	1.3 Quasi-Static Mixed-Mode Experiments
	1.4 Dynamic Mixed-Mode Experiments
	1.5 Conclusions
	References

	2 Experimental and Computational Investigation of Out-of-Plane Low Velocity Impact Behavior of CFRP Composite Plates
	2.1 Introduction
	2.2 Experimental Method
	2.2.1 Experimental Setup
	2.2.2 Experimental Procedure

	2.3 Computational Method
	2.4 Results
	2.4.1 Experimental Results
	2.4.1.1 Impact Testing of [07 / 904]s Unidirectional CFRP Laminates
	2.4.1.2 Impact Testing of Unidirectional OE [907 ∕ 04]s CFRP Laminates

	2.4.2 Computational Results

	2.5 Conclusions
	References

	3 Prediction of Incipient Nano-Scale Rupture for Thermosets in Plane Stress
	3.1 Introduction
	3.2 Methods
	3.3 Results
	3.4 Conclusions
	References

	4 Effect of Degree of Cure on Damage Development in FRP
	4.1 Introduction
	4.2 Manufacturing of Specimens
	4.3 Tensile Test
	4.3.1 Testing Method
	4.3.2 Strength and Initial Young's Modulus
	4.3.3 Stress-Strain Curves and Feature of Damages
	4.3.4 Development of Cracks

	4.4 Summary
	References

	5 Stochastic Discrete Damage Simulations of Laminate Composites
	5.1 Introduction
	5.2 Random Field Modeling for Fiber-Reinforced Polymer Matrix Laminate
	5.2.1 Cross-Correlated Multivariate Random Field Modeling
	5.2.2 Orthotropic Spatial Auto-Covariance Function of Random Ply Strength Fields

	5.3 Mesh-Independent Discrete Damage Modeling in Laminate Composites
	5.4 Probabilistic Discrete Damage Analysis of Laminate Composites
	5.4.1 Damage Patterns and Sequences
	5.4.2 Effect of Spatial Correlation Length in Strength Properties
	5.4.3 Effect of Variance of Matrix Strength Properties
	5.4.4 Effect of Correlation Coefficients Between Cross-Correlated Strength Properties

	5.5 Conclusions
	References

	6 Development of a Specimen for In-Situ Diffraction Planar Biaxial Experiments
	Nomenclature
	6.1 Introduction
	6.1.1 Motivation
	6.1.2 Background

	6.2 Methods
	6.3 Results and Discussion
	6.3.1 First-Generation Specimen
	6.3.2 Second-Generation Specimen

	6.4 Conclusions
	References

	7 V-Notched Rail Test for Shear-Dominated Deformation of Ti-6Al-4V
	7.1 Introduction
	7.2 Experimental Setup and Testing Procedure
	7.2.1 Fixture and Measurements
	7.2.2 Preliminary Testing and Test Procedure Modifications
	7.2.3 Compliance and Specimen Slip Characterization

	7.3 Results and Discussion
	7.4 Conclusion
	References

	8 A Statistical/Computational/Experimental Approach to Study the Microstructural Morphologyof Damage
	8.1 Introduction
	8.2 Numerical Damage Characterization
	8.3 Experimental Damage Characterization
	8.4 Discussion
	8.5 Conclusions
	References

	9 Prediction of Ductile Fracture Through Small-Size Notched Tensile Specimens
	9.1 Introduction
	9.2 Experimental Setup
	9.3 Results and Discussion
	9.4 Conclusions
	References

	10 Development of a Generalized Entropic Framework for Damage Assessment
	10.1 Introduction
	10.2 Total Entropy Produced in a System
	10.3 Reliability Assessment Using Entropy as an Index of Damage
	10.4 Case Study
	10.5 Conclusions
	References

	11 Modelling of Experimental Observations of Electrical Response of CNT Composites
	11.1 Introduction
	11.2 Experimental Details
	11.3 Experimental Results
	11.4 Theoretical Modeling
	References

	12 Effect of Micro-Cracks on the Thermal Conductivity of Particulate Nanocomposite
	12.1 Introduction
	12.2 Material and Sample Preparation
	12.2.1 Materials Used
	12.2.2 Sample Preparation

	12.3 Experimental Method
	12.3.1 Thermal Conductivity
	12.3.2 Fatigue Loading

	12.4 Results and Discussion
	12.4.1 Modulus of Elasticity
	12.4.2 Thermal Conductivity

	12.5 Summary
	References

	13 Fatigue Tests on Fiber Coated Titanium Implant–Bone Cement Interfaces
	13.1 Background
	13.2 Materials and Methods
	13.2.1 Materials
	13.2.2 Deposition of Aligned Fiber on Titanium Implant
	13.2.3 Preparation of Titanium/Cement Samples
	13.2.4 Mechanical Testing on Titanium/Cement Samples
	13.2.5 Finite Element Modeling

	13.3 Results
	13.4 Conclusions
	References

	14 Fatigue Behavior of Carburized Steel at Long Lives
	14.1 Introduction
	14.2 Experimental Procedure
	14.3 Experimental Results
	14.4 Discussion
	14.5 Conclusions
	References

	15 Fatigue Behavior of Fluid End Crossbore Using a Coupon-Based Approach
	15.1 Introduction
	15.2 Approach
	15.2.1 Geometrical Design
	15.2.2 Fatigue Analysis
	15.2.3 Manufacturing
	15.2.4 Elastoplastic Analysis

	15.3 Results and Discussion
	15.4 Conclusions
	References

	16 Notch Strain Analysis of Crossbore Geometry
	16.1 Introduction
	16.1.1 Finite Element Modeling
	16.1.2 Notch Strain Analysis
	16.1.2.1 Notch Strain Analysis Equations
	16.1.2.2 Elastic Stress Concentration Factor


	16.2 Results and Discussion
	16.2.1 Autofrettage Overload
	16.2.2 Autofrettage Unload
	16.2.3 Operating Pressure Cycles

	16.3 Conclusions
	References

	17 Opto-acoustic and Neutron Emissions from Fracture and Earthquakes
	17.1 Fracture and Acoustic Emission: From Hertz to TeraHertz Pressure Wave Frequencies
	17.2 Seismic Precursors: Acoustic, Electromagnetic, Neutron Emissions
	17.3 Chemical Evolution of Our Planet and Its Reproduction in the Fracture Mechanics Laboratory
	17.4 Chemical Evolution in the Solar System
	17.5 A Plausible Explanation of the So-Called Cold Nuclear Fusion
	17.6 A Catastrophic Earthquake Behind the Mystery of the Shroud
	17.7 Future Applications Also to Biology?
	References

	18 Field Theoretical Description of Shear Bands
	18.1 Introduction
	18.2 Theoretical
	18.2.1 Plastic Deformation Wave
	18.2.2 Shear Band Formation
	18.2.3 Hypothesis

	18.3 Experimental
	18.4 Conclusions
	References

	19 Measuring the Effective Fracture Toughness of Heterogeneous Materials
	19.1 Introduction
	19.2 Experiment Configuration
	19.3 Data Analysis
	19.4 Results
	19.5 Conclusion
	References

	20 Local Strain Analysis of Nitinol During Cyclic Loading
	20.1 Introduction
	20.2 Materials and Methods
	20.2.1 Specimen Geometry and Fabrication
	20.2.2 Dynamic Test System and Data Acquisition
	20.2.3 Phase-Shifting Moiré Interferometry
	20.2.4 Loading Sequences and Cyclic Test Parameters

	20.3 Results
	20.4 Conclusions
	References

	21 Environmental Protection by the Opto-acoustic and Neutron Emission Seismic Precursors
	21.1 Introduction
	21.2 Material and Methods
	21.2.1 Acoustic Piezoelectric Transducer
	21.2.2 Dedicated Loop and Telescopic Antennas
	21.2.3 Radon-Monitor: Ramon 2.2
	21.2.4 Carbon Dioxide Meter CO210
	21.2.5 3He Proportional Counter

	21.3 Experimental Results
	21.3.1 Laboratory Tests on Cylindrical Gypsum Specimens

	21.4 In-Situ Environmental Monitoring: San Pietro Prato Nuovo Gypsum Mine
	21.5 Conclusions
	References

	22 Neutron Emissions from Hydrodynamic Cavitation
	22.1 Introduction
	22.2 Experimental Set Up and Measurement Devices
	22.3 Neutron Emission Measurements
	22.4 Chemical Analysis of the Cavitated Solutions: Preliminar Remarks
	22.5 Conclusions
	References

	23 From Dark Matter to Brittle Fracture
	References

	24 Compositional Variations in Palladium Electrodes Exposed to Electrolysis
	24.1 Introduction
	24.2 Experimental Set Up
	24.3 Neutron Emission Measurements
	24.4 Compositional Analysis of the PD Electrode
	24.5 Nickel Electrode Composition Analysis
	24.6 Heat Generation and Energy Balance Evaluation
	24.7 Conclusions
	References

	25 Strain-Rate-Dependent Yield Criteria for Composite Laminates
	25.1 Introduction
	25.2 Lamina Failure
	25.3 Northwestern University Yield Criteria
	25.4 Strain-Rate-Dependent Yielding of Lamina
	25.5 Yielding in Angle-Ply Laminates
	25.6 Angle-Ply Rate Dependence
	25.7 Conclusion
	References

	26 Experimental Fatigue Specimen and Finite Element Analysis for Characterization of Dental Composites
	26.1 Introduction
	26.2 Experimental Method
	26.2.1 Specimen Design and Rapid Prototyping
	26.2.2 Fatigue Testing

	26.3 Finite Element Analysis
	26.4 Results and Discussion
	26.4.1 FEA Visualization of Crack Tip
	26.4.2 Fatigue Testing

	26.5 Conclusions
	References

	27 Fracture Toughness and Impact Damage Resistance of Nanoreinforced Carbon/Epoxy Composites
	27.1 Introduction
	27.2 Material Processing
	27.3 Mode-II Fracture Testing
	27.4 Mixed-Mode Testing
	27.5 Impact Testing
	27.6 Conclusions
	References

	28 Compression Testing of Micro-Scale Unidirectional Polymer Matrix Composites
	28.1 Introduction
	28.2 Experimental
	28.2.1 Materials and Sample Preparation
	28.2.2 In-Situ Micro-Compression Set Up
	28.2.3 In-Situ CT Compression Set Up

	28.3 Results and Discussion
	28.3.1 Micro-Scale Compression Testing
	28.3.2 Meso-Scale Compression Testing

	28.4 Summary
	References

	29 Crack Analysis of Wood Under Climate Variations
	29.1 Introduction
	29.2 Experimental Setup
	29.2.1 Sample Preparation
	29.2.2 Mechanical Loading for Characterization Static Test in Constant Humidity Environment
	29.2.3 Mechanical Loading for Creep Test in Variable Humidity Evironment

	29.3 Results and Discussions
	29.3.1 Characterization Static Test in Constant Humidity Environment
	29.3.2 Creep Test in Variable Humidity Environment

	Conclusion and Outlook
	References

	30 Numerical Fracture Analysis Under Temperature Variation by Energetic Method
	30.1 Introduction
	30.2 Analytical Formulation of the Invariant Integrals T and A
	30.3 Background of Mixed Mode Crack Growth specimen
	30.3.1 MMCG Wood Specimen
	30.3.2 Viscoelastic Crack Growth Routine with Thermal Fields

	30.4 Numerical Results
	30.4.1 Finite Element Meshes
	30.4.2 Viscoelastic Energy Release Rate

	Conclusion
	References

	31 Use of a Multiplexed Photonic Doppler Velocimetry (MPDV) System to Study Plastic Deformation of Metallic Steel Plates in High Velocity Impact
	31.1 Introduction
	31.2 Experimental Setup
	31.2.1 Two-Stage Light Gas Gun
	31.2.2 Materials
	31.2.3 Projectile Velocity Determination
	31.2.4 MPDV System
	31.2.5 Data Reduction Technique

	31.3 Results
	31.3.1 Physical Observation of the Target Plates
	31.3.2 Free Surface Velocity

	31.4 Conclusion
	References

	32 In-service Preload Monitoring of Bolted Joints Subjected to Fatigue Loading Using a Novel `MoniTorque' Bolt
	32.1 Introduction
	32.2 Theory of FBG Sensor Operation
	32.3 Specimen Preparation
	32.3.1 MoniTorque Bolt Fabrication
	32.3.2 Bolted Joint Assembly

	32.4 Experimental Results and Discussion
	32.4.1 MoniTorque Bolt Calibration
	32.4.2 Static Shear Tests
	32.4.3 Monitoring of Preload Levels During Fatigue Loading

	32.5 Conclusions
	References

	33 Fatigue Behavior of Novel Hybrid Fastening System with Adhesive Inserts
	33.1 Introduction
	33.2 Materials
	33.3 Fabrication of Bolted Joints
	33.4 Experimental Setup
	33.5 Result Discussion
	33.5.1 Static Tests
	33.5.2 Fatigue Tests

	33.6 Conclusion
	References


