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Abstract. We introduce a weight assignment logic for reasoning about
quantitative languages of infinite words. This logic is an extension of
the classical MSO logic and permits to describe quantitative proper-
ties of systems with multiple weight parameters, e.g., the ratio between
rewards and costs. We show that this logic is expressively equivalent to
unambiguous weighted Biichi automata. We also consider an extension
of weight assignment logic which is expressively equivalent to nondeter-
ministic weighted Biichi automata.
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1 Introduction

Since the seminal Biichi theorem [5] about the expressive equivalence of finite
automata and monadic second-order logic, a significant field of research inves-
tigates logical characterizations of language classes appearing from practically
relevant automata models. In this paper we introduce a new approach to the
logical characterization of quantitative languages of infinite words where every
infinite word carries a value, e.g., a real number.

Quantitative languages of infinite words and various weighted automata for
them were investigated by Chatterjee, Doyen and Henzinger in [7] as models
for verification of quantitative properties of systems. Their weighted automata
are automata with a single weight parameter where a computation is evaluated
using measures like the limit average or discounted sum. Recently, the prob-
lem of analysis and verification of systems with multiple weight parameters, e.g.
time, costs and energy consumption, has received much attention in the literature
[3,5,16,17,20]. For instance, the setting where a computation is evaluated as the
ratio between accumulated rewards and costs was considered in [3,5,17]. Another
example is a model of energy automata with several energy storages [16].

Related Work. Droste and Gastin [9] introduced weighted MSO logic on finite
words with constants from a semiring. In the semantics of their logic (which
is a quantitative language of finite words) disjunction is extended by the sum
operation of the semiring and conjunction is extended by the product. They show
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that weighted MSO logic is more expressive than weighted automata [10] (the
unrestricted use of weighted conjunction and weighted universal quantifiers leads
to unrecognizability) and provide a syntactically restricted fragment which is
expressively equivalent to weighted automata. This result was extended in [15]
to the setting of infinite words. A logical characterization of the quantitative
languages of Chatterjee, Doyen and Henzinger was given in [12] (again by a
restricted fragment of weighted MSO logic). In [13], a multi-weighted extension
of weighted MSO logic of [12] with the multiset-based semantics was considered.

Our Contribution. In this paper, we introduce a new approach to logic for
quantitative languages, different from [9,12,13,15]. We develop a so-called weight
assignment logic (WAL) on infinite words, an extension of the classical MSO
logic to the quantitative setting. This logic allows us to assign weights (or multi-
weights) to positions of an w-word. Using WAL, we can, for instance, express
that whenever a position of an input word is labelled by letter a, then the weight
of this position is 2. As a weighted extension of the logical conjunction, we use
the merging of partially defined w-words. In order to evaluate a partially defined
w-word, we introduce a default weight, assign it to all positions with undefined
weight, and evaluate the obtained totally defined w-word, e.g., as the reward-cost
ratio or discounted sum.

As opposed to the weighted MSO logic of [9], the weighted conjunction-like
operators of WAL capture recognizability by weighted Biichi automata. We show
that WAL is expressively equivalent to unambiguous weighted Biichi automata
where, for every input w-word, there exists at most one accepting computa-
tion. Unambiguous automata are of considerable interest for automata theory
as they can have better decidability properties. For instance, in the setting of
finite words, the equivalence problem for unambiguous max-plus automata is
decidable [18] whereas, for nondeterministic max-plus automata, this problem is
undecidable [19].

We also consider an extended version of WAL which captures nondetermin-
istic weighted Biichi automata. In extended WAL we allow existential quantifi-
cation over first-order and second-order variables in the prefix of a formula. The
structure of extended WAL is similar to the structure of unweighted logics for,
e.g., timed automata [22] and data automata [4].

For the proof of our expressiveness equivalence result, we establish a Nivat
decomposition theorem for nondeterministic and unambiguous weighted Biichi
automata. Recall that Nivat’s theorem [21] is one of the fundamental charac-
terizations of rational transductions and shows a connection between rational
transductions and rational language. Recently, Nivat’s theorem was proved for
semiring-weighted automata on finite words [11], weighted multioperator tree
automata [22] and weighted timed automata [14]. We obtain similar decompo-
sitions for WAL and extended WAL and deduce our results from the classical
Biichi theorem [6]. Our proof is constructive and hence decidability properties
for WAL and extended WAL can be transferred into decidability properties of
weighted Biichi automata. As a side application of our Nivat theorem, we can
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easily show that weighted Biichi automata and weighted Muller automata are
expressively equivalent.

Outline. In Sect. 2 we introduce a general framework for weighted Biichi
automata and consider several examples. In Sect. 3 we prove a Nivat decompo-
sition theorem for weighted Biichi automata. In Sect. 4 we define weight assign-
ment logic and its extension. In Sect. 5 we state our main result and give a sketch
of its proof for the unambiguous and nondeterministic cases.

2 Weighted Biichi Automata

Let N ={0,1,...} denote the set of all natural numbers. For an arbitrary set X,
an w-word over X is an infinite sequence (x;);en where x; € X for all i € N.
Let X“ denote the set of all w-words over X. Any set £ C X is called an
w-language over X.

A Biichi automaton over an alphabet X is a tuple A = (Q, I, T, F) where Q
is a finite set of states, X is an alphabet (i.e. a finite non-empty set), I, F C Q
are sets of initial resp. accepting states, and T' C @ x X x @ is a transition
relation. An (accepting) run p = (t;)ien € T% of A is defined as an infinite
sequence of matching transitions which starts in an initial state and visits
some accepting state infinitely often, i.e., t; = (¢, a;, gi+1) for each i € N,
such that qo € I and {q € Q| ¢ = ¢; for infinitely many i € N} N F # (). Let
label(p) := (a;)ien € X%, the label of p. We denote by Run 4 the set of all runs of
A and, for each w € X we denote by Run4(w) the set of all runs p of A with
label(p) = w. Let L(A) = {w € X* | Run4(w) # 0}, the w-language accepted by
A. We call an w-language £ C X% recognizable if there exists a Biichi automaton
A over X such that £L(A) = L.

We say that a monoid K = (K, +, 0) is complete (cf., e.g., [15]) if it is equipped
with infinitary sum operations ), : K I — K for any index set I, such that, for
all T and all families (k;);ecs of elements of K, the following hold:

- Lieoki =0 Yiegy ki =kis Yiegpagy ki =k theforp#F g
- ZjeJ(Zielj ki) = Zie[ ki, it UjeJIj =land I;N1j = 0 for j # j'.

Let R = RU{—00, 00}. Then, R equipped with infinitary operations like infinum
or supremum forms a complete monoid. Now we introduce an algebraic structure
for weighted Biichi automata which is an extension of totally complete semirings
[15] and valuation monoids [12] and covers various multi-weighted measures.

Definition 2.1. A valuation structure V = (M, K, val) consists of a non-empty
set M, a complete monoid K = (K,+,0) and a mapping val : M* — K called
henceforth a valuation function.

In the definition of a valuation structure we have two weight domains M and
K. Here M is the set of transition weights which in the multi-weighted examples
can be tuples of weights (e.g., a reward-cost pair) and K is the set of weights
of computations which can be single values (e.g., the ratio between rewards and
costs).
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Definition 2.2. Let X' be an alphabet and V = (M, (K,+,0),val) a valua-
tion structure. A weighted Biichi automaton (WBA) over V is a tuple A =
(Q,1,T,F,wt) where (Q,I,T, F) is a Biichi automaton over X and wt : T — M
18 a transition weight function.

The behavior of WBA is defined as follows. Given a run p of this automa-
ton, we evaluate the w-sequence of transition weights of p (which is in M¥)
using the valuation function val and then resolve the nondeterminism on the
weights of runs using the complete monoid K. Formally, let p = (¢;);en € T be
a run of A. Then, the weight of p is defined as wt 4(p) = val((wt(t;))ien) € K.
The behavior of A is a mapping [A] : ¥¥ — K defined for all w € X* by
[A](w) = > (wta(p) | p € Runa(w)). Note that the sum in the equation above
can be infinite. Therefore we consider a complete monoid (K, +,0). A mapping
L: X% — K is called a quantitative w-language. We say that L is (nondetermin-
istically) recognizable over V if there exists a WBA A over X and V such that
[A] = L.

We say that a WBA A over X and V is unambiguous if | Rung(w)| < 1 for
every w € X“. We call a quantitative w-language L : ¥ — K unambiguously

recognizable over V if there exists an unambiguous WBA A over Y and V such
that [A] = L.

Ezample 2.3. (a) The ratio measure was introduced in [5], e.g., for the modeling
of the average costs in timed systems. In the setting of w-words, we consider
the model with two weight parameters: the cost and the reward. The rewards
and costs of transitions are accumulated along every finite prefix of a run
and their ratio is taken. Then, the weight of an infinite run is defined as
the limit superior (or limit inferior) of the sequence of the computed ratios
for all finite prefixes. To describe the behavior of these double-priced ratio
Biichi automata, we consider the valuation structure VEATO = (M K, val)
where M = Q x Q> models the reward-cost pairs, K = (R, sup, —00) and
val : M“ — R is defined for every sequence u = ((r4,¢;))ien € M¥ by

val(u) = limsup,,_, . % Here, we assume that § = —oo.

(b) Discounting [1,7] is a well-known principle which is used in, e.g., eco-
nomics and psychology. In this example, we consider WBA with transition-
dependent discounting, i.e., are two weight parameters: the cost and the
discounting factor (which is not fixed and depends on a transition). In order
to define WBA with discounting formally, we consider the valuation struc-
ture VP8¢ = (M, K, val) where M = Q>q x ((0,1] N Q) models the pairs of a
cost and a discounting factor, K = (R U {oo},inf, 00), and val is defined
for all u = ((¢;, d;))ien € M¥ as val(u) = co+ > 0y Ci - H;;E d;.

(c) Since a valuation monoid (K, (K, +,0), val) of Droste and Meinecke [12] is
a special case of valuation structures, all examples considered there also fit
into our framework. O
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3 Decomposition of WBA

In this section, we establish a Nivat decomposition theorem for WBA. We will
need it for the proof of our main result. However, it also could be of independent
interest.

Let X be an alphabet and V = (M, (K, +,0), val) a valuation structure. For
a (possibly different from X') alphabet I", we introduce the following operations.
Let A be an arbitrary non-empty set and h : I’ — A a mapping called henceforth
a renaming. For any w-word u = (7;)ien € I'Y, we let h(u) = (h(7;))ien €
A¥. Now let h : I' — X be a renaming and L : I'Y — K a quantitative w-
language. We define the renaming h(L) : X¥ — K for all w € X“ by h(L)(w) =
> (L(u) | uw € I'* and h(u) = w). For a renaming g : I' — M, the composition
valog : I'Y — K is defined for all w € I' by (valog)(u) = val(g(u)). Given a
quantitative w-language L : I'Y — K and an w-language £ C I'“, the intersection
LNL: 'Y — K is defined for all u € £ as (LNL)(u) = L(u) and for allu € T\ L
as (LN £L)(u) = 0. Given a renaming h : I' — X | we say that an w-language
L C I'Y is h-unambiguous if for all w € X there exists at most one u € £ such
that h(u) = w.

Our Nivat decomposition theorem for WBA is the following.

Theorem 3.1. Let X be an alphabet, V = (M, (K,+,0),val) a valuation struc-
ture, and L : X* — K a quantitative w-language. Then

(a) L is unambiguously recognizable over V iff there exist an alphabet I, renam-
ingsh : I' = X and g : I' — M, and a recognizable and h-unambiguous
w-language L C T such that L = h((valog) N L).

(b) L is nondeterministically recognizable over V iff there exist an alphabet T,
renamings h : I' — X and g : I' — M, and a recognizable w-language
L C I such that L = h((valog) N L).

The proof idea is the following. To prove the recognizability of h((valog)NL),
one can show that recognizable quantitative w-languages are closed under renam-
ing, composition and intersection. For the converse direction, i.e., a decomposi-
tion of the behavior [A] of a WBA A, one can use a similar idea as in [11]. We
let I" be the set of all transitions of 4, h and g mappings assigning labels and
weights, resp., to each transition and let £ be the regular w-language of words
over I' describing runs of A.

Since Biichi automata are not determinizable, the most challenging part of
the proof of Theorem 3.1 is to show that recognizable w-languages are stable
under intersection with w-languages. To show this, we apply the result of [§]
which states that every w-recognizable language is accepted by an unambiguous
Biichi automaton.

As a first application of Theorem 3.1 we show that WBA are equivalent to
weighted Muller automata which are defined as WBA with the difference that a
set of accepting states F' C @ is replaced by a set F C 29 of sets of accepting
states. Then, for an accepting run p, the set of all states, which are visited in
p infinitely often, must be in F. Our expressiveness equivalence result extends
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the result of [15] for totally complete semirings. Whereas the proof of [15] was
given by direct non-trivial automata transformation, our proof is based on the
fact that weighted Muller automata permit the same decomposition as stated in
Theorem 3.1 for WBA.

4 Weight Assignment Logic

4.1 Partial w-words

Before we give a definition of the syntax and semantics of our new logic, we
introduce some auxiliary notions about partial w-words. Let X be an arbitrary
non-empty set. A partial w-word over X is a partial mapping u : N --» X, i.e.,
u:U — X for some U C N. Let dom(u) = U, the domain of u. We denote by
X1 the set of all partial w-words over X. Clearly, X* C X'. A trivial w-word
T € X' is the partial w-word with dom(T) = (. Foru € X', i € N and z € X,
the update uli/z] € X is defined as dom(uli/z]) = dom(u) U {3}, uli/z](i) = =
and u[i/z](i") = u(i’) for all i’ € dom(w) \ {i}. Let = (u;);es be an arbitrary
family of partial w-words u; € X T where J is an arbitrary index set. We say
that 6 is compatible if, for all j,j’ € J and i € dom(u;) N dom(u; ), we have
u;j (i) = u;(i). If 0 is compatible, then we define the merging u == ([;c; u;) €
X1 as dom(u) = J;; dom(u;) and, for all 4 € dom(u), u(i) = u;(i) whenever
i € dom(u;) for some j € J. Let € = {u;};c(1,2) be compatible. Then, we write
uy T ug. Clearly, the relation 7 is reflexive and symmetric. In the case u; T usg,
for |_|j€{172} u; we will also use notation u; Musy.

Example 4.1. Let X = {a,b} with a # b and u; = a¥ € X'. Let us € X' be
the partial w-word whose domain dom(us) is the set of all odd natural numbers
and ug (i) = a for all i € dom(uz). Let ug € X! be the partial w-word such that
dom(usg) is the set of all even natural numbers and uz(i) = b for all ¢ € dom(us).
Then uy 1 ug and us T ug, but =(u; T us). This shows in particular that the
relation T is not transitive if X is not a singleton set. Then, u; Mus = a“ and
ug Mug = (ba)v.

4.2 WAL: Syntax and Semantics

Let V1 be a countable set of first-order variables and V5 a countable set of second-
order variables such that V; NV, = (. Let V = V; U V5. Let X be an alphabet
and V = (M, (K,+,0), val) a valuation structure. We also consider a designated
element 1 € M which we call the default weight. We denote the pair (V,1) by
Vq. The set WAL(X, V) of formulas of weight assignment logic over X and Vq
is given by the grammar

p o= Pu()z=y| z<y|X@)|[z—m|e=9¢|eNe|MNz.p|MNXp

where a € X, z,y € V1, X € Vo and m € M. Such a formula ¢ is called a weight
assignment formula.
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Table 1. The auxiliary semantics of WAL-formulas

T, a,,(m) =a

1, otherwise {xz—m)(ws) = Tlo(z)/m]
T, o(z)=0 o) (We 1) (We )=
(z =y (ws) = N ot(he)zrwise(y) {1 = p2))(wo) = {$“” ) fﬁe)iivise) :
T, o) <oly) {p1Me)(we) = (1)) (we) M {p2))(w
(o <wh(wa) =9 inerwise (Ne.e)(ws) = MNicaomu) () (wa[zm)
) o (NX.0)(wo) = Mrcaom(u €D Woix/n)
(X(@)h(ws) = I’ ot(he)rxeiviSGEX) "

Let ¢ € WAL(X,V;). We denote by CONST(p) C M the set of all weights
m € M occurring in . The set FREE(p) C V of free variables of ¢ is defined to
be the set of all variables X € V' which appear in ¢ and are not bound by any
quantifier MX. We say that ¢ is a sentence if FREE(p) = 0.

Note that the merging as defined before is a partially defined operation, i.e.,
it is defined only for compatible families of partial w-words. In order to extend
it to a totally defined operation, we fix an element | ¢ M which will mean the
undefined value. Let MJT_ = MT U{L}. Then, for any family 6 = (u;);ec; with
uj € M|, such that either § € (M")” is not compatible or § € (M)’ \ (M")7,
we let [],c;u; = L.

For any w-word w € X%, a w-assignment is a mapping o : V — dom(w) U
2dom(w) mapping first-order variables to elements in dom(w) and second-order
variables to subsets of dom(w). For a first-order variable x and a position ¢ € N,
the w-assignment o[z/i] is defined on V' \ {z} as o, and we let o[z/i](z) = i.
For a second-order variable X and a subset I C N, the w-assignment o[X/I] is
defined similarly. Let X denote the set of all pairs (w, o) where w € X and o
is a w-assignment. We will denote such pairs (w, o) by w-.

The semantics of WAL-formulas is defined in two steps: by means of the
auxiliary and proper semantics. Let ¢ € WAL(X,Vy). The auxiliary semantics
of ¢ is the mapping (¢)) : Uy — MI defined for all w, € X% with w = (a;)ien
as shown in Table 1. Note that the definition of ((..)) does not employ + and
val. The proper semantics [¢] : X — K operates on the auxiliary semantics
(o) as follows. Let w, € X¢. If (p)(w,) € M', then we assign the default
weight to all undefined positions in dom({¢))(ws)) and evaluate the obtained
sequence using val. Otherwise, if ())(w,) = L, we put [¢](ws) = 0. Note that
if p € WAL(X,V;) is a sentence, then the values ((¢)(wy) and [¢](w,) do
not depend on ¢ and we consider the auxiliary semantics of ¢ as the mapping
Up) + X¥ — MI and the proper semantics of ¢ as the quantitative w-language
[¢] : ¥¢ — K. Note that + was not needed for the semantics of WAL-formulas.
This operation will be needed in the next section for the extension of WAL. We
say that a quantitative w-language L : X* — K is WAL-definable over V if
there exist a default weight 1 € M and a sentence p € WAL(X, V;) such that

[l = L.
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Ezample 4.2. Consider a valuation structure V. = (M, (K,+,0),val) and a
default weight 1 € M. Consider an alphabet X' = {a, b, ...} of actions. We assume
that the cost of a is c(a) € M, the cost of b is ¢(b) € M, and the costs of all other
actions z in X' are equal to ¢(z) = 1 (which can mean, e.g., that these actions
do not invoke any costs). Then every w-word w induces the w-word of costs. We
want to construct a sentence of our WAL which for every such an w-word will
evaluate its sequence of costs using val. The desired sentence ¢ € WAL(X, Vy)
is o = MNz.([Pa(z) = (x — c(a)] N [Py(z) = (z — c(b))]). Then, for every w =
(ai)ien € X%, the auxiliary semantics ((¢))(w) is the partial w-word over M
where all positions ¢ € N with a; = a are labelled by c¢(a), all positions with
a; = b are labelled by ¢(b), and the labels of all other positions are undefined.
Then, the proper semantics [¢](w) assigns 1 to all positions with undefined
labels and evaluates it by means of val.

4.3 WAL: Relation to MSO Logic

Let X be an alphabet. We consider monadic second-order logic MSO(X') over
w-words to be the set of formulas

= Pa) le=ylaz<y|X(@)|poAe|-p Vo |VX.p

where a € X, z,y € Vi and X € V,. For w, € X}, the satisfaction relation
Wy = ¢ is defined as usual. The usual formulas of the form ¢1 V ¢q, IX.¢ with
X eV, p1 = ps and @1 & o can be expressed using MSO-formulas.

For any formula ¢ € MSO(X), let W (p) denote the WAL-formula obtained
from ¢ by replacing A by M, VX (with X € V) by NX, and every subformula
—) by 1 = false. Here false can be considered as abbreviation of the sentence
Mz.(z < x). Note that W(y) does not contain any assignment formulas x — m
and (W(p))(ws) € {T,L} for every w, € X¢. Moreover, it can be easily
shown by induction on the structure of ¢ that, for all w, € X¢: w, = ¢ iff
{(W(p))(ws) = T. This shows that MSO logic on infinite words is subsumed by
WAL. For the formulas which do not contain any assignments of the form x —
m, the merging M can be considered as the usual conjunction and the merging
quantifiers MAX" as the usual universal quantifiers VX. Moreover, T corresponds
to the boolean true value and L to the boolean false value. For a WAL-formula
o, we will consider —¢ as abbreviation for ¢ = false.

4.4 Extended WAL

Here we extend WAL with weighted existential quantification over free variables
in WAL-formulas. Let X be an alphabet, V = (M, (K, +,0),val) a valuation
structure and 1 € M a default weight. The set eWAL(X,V;) of formulas of
extended weight assignment logic over X and Vq consists of all formulas of the
form UX;. ... UXj.o where k > 0, Xy,..., X, € V and ¢ € WAL(X,V;). Given
a formula ¢ € eWAL(X,Vy), the semantics of ¢ is the mapping [¢] : ¢ — K
defined inductively as follows. If ¢ € WAL(X,Vy), then [¢] is defined as the
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proper semantics for WAL. If ¢ contains a prefix Uz with € V] or UX with
X € Vs, then, for all w, € XY, [¢](w,) is defined inductively as follows:

[Hz.)(we) =3 ([¢)(woeyi)) | i € dom(w))
[LX.pl(wo) = 3= ([e)(woix/n) | T S dom(w))

Again, if ¢ is a sentence, then we can consider its semantics as the quantitative
w-language [¢] : X — K. We say that a quantitative w-language L : X¥* — K
is eWAL-recognizable over V if there exist a default weight 1 € M and a sentence
» € eWAL(XY, V;) such that [¢] = L.

Example 4.3. Let X = {a} be a singleton alphabet, V = VPB¢ as defined
in Example 2.3(b). Assume that, for every position of an w-word, we
can either assign to this position the cost 5 and the discounting fac-
tor 0.5 or we assign the cost the smaller cost 2 and the bigger dis-
counting factor 0.75. After that we compute the discounted sum using
the valuation function of VP™C. We are interested in the infimal value of
this discounted sum. We can express it by means of the eWAL-formula
p=UXNz.([X(z) = (z— (5,05)] N [(-X(z)) = (z — (2,0.75))]) ie. [¢]
(a¥) is the desired infimal value.

5 Expressiveness Equivalence Result

In this section we state and prove the main result of this paper.

Theorem 5.1. Let X be an alphabet, V = (M, (K, +,0),val) a valuation struc-
ture and L : ¥ — K a quantitative w-language. Then

(a) L is WAL-definable over V iff L is unambiguously recognizable over V.
(b) L is eWAL-definable over V iff L is recognizable over V.

5.1 Unambiguous Case

In this subsection, we sketch the proof of Theorem 5.1 (a). First we show WAL-
definability implies unambiguous recognizability. We establish a decomposition
of WAL-formulas in a similar manner as it was done for unambiguous WBA
in Theorem 3.1 (a). Assume that L = [¢] where ¢ € WAL(X,V;). We show
that there exist an alphabet I', renamings h : I’ — Y and g : I’ — M, and a
sentence § € MSO(I") such that [¢] = h((valog) N L(B)) where L(8) C I'* is
the h-unambiguous w-language defined by (3. Then, applying the classical Biichi
theorem (which states that £(/3) is recognizable) and our Nivat Theorem 3.1(a),
we obtain that L is recognizable over V. Let # ¢ M be a symbol which we will
use to mark all positions whose labels are undefined in the auxiliary semantics
of WAL-formulas. Let A, = CONST(¢)U{#}. Then our extended alphabet will
be I' = ¥ x A,. We define the renamings h, g as follows. For all u = (a,b) € I,
we let h(u) = a, g(u) = b if b € M, and g(u) = 1 if m = #. The main
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difficulty is to construct the sentence 8. For any w-word w = (a;)ien € X¢
and any partial w-word n € (CONsT(¢))!, we encode the pair (w,n) as the w-
word code(w,n) = ((as,b;:))ien € I'™ where, for all i € dom(n), b; = n(i) and,
for all i« € N\ dom(n), b; = #. In other words, we will consider w-words of
I' as convolutions of w-words over X with the encoding of the auxiliary
semantics of ¢.

Lemma 5.2. For every subformula ( of ¢, there exists a formula
P(¢) € MSO(X x Ay) such that FREE(P(()) = FREE(() and, for all w, € XY

and n € (ConsT(p))!, we have: (C))(w,) = n iff (code(w,n)), E D(C).

Proof (Sketch). Let Y € V, be a fresh variable which does not occur in ¢.
First, we define inductively the formula ¢y (¢) € MSO(I") with FREE(®y (¢)) =
FREE(¢) U{Y} which describes the connection between the input w-word w and
the output partial w-word n; here the variable Y keeps track of the domain of 7.

- For ¢ = Po(x), we let Dy (C) = Vyea, Plap(x) A Y (@) where Y (@) is abbre-
viation for Vy.—Y (y). Here we demand that the first component of the letter
at position z is a and the second component is an arbitrary letter from A,
and that the auxiliary semantics of ¢ is the trivial partial w-word T.

— Let ¢ be one of the formulas of the form =y, * < y or X(z). Then, we let
By (C) = CAY (D).

~ For ¢ = (z +— m), we let Dy (¢) = Voex Plam) (@) AVY.(Y(y) & = = y).
This formula describes that position x of n must be labelled by m and all
other positions are unlabelled.

—Let { = (¢4 = (). Let Z € V5 be a fresh variable. Consider the for-
mula x = 3Z.[P((1) A Z(0)] which checks whether the value of the auxiliary
semantics of ¢; is T. Then, we let Py (¢) = (K A Py (C2)) V (=& AY (D).

— Let ¢ = (1 M. Let Y71,Y5 € V5 be two fresh distinct variables. Then, we let
&y (¢) = AY1.3Y2.(DPy, ((1) APy, (C2) A[Y = Y1 UY3]). Note that the property
Y =Y, UY5 is MSO-definable.

— The most interesting case is a formula of the form ¢ = NX.¢’ with X € V.
Here, every value of X induces its own value of Y (X) and we have to merge
infinitely many partial w-words, i.e., to express that Y is the infinite union
of Y(X) over all sets X. We can show that ¥ must be the minimal set which
satisfies the formula (V) = VX.3Y'.(Py (') A(Y' CY)) where Y € V4 is
a fresh variable. Then, we let @y (¢) = £(Y) AVZ.(§(Z) = (Y C Z)).

Finally, we construct @({) from @y (¢) by labelling all positions not in Y by #:
D(¢) = Y (Py (C) AV2.(Y(2) VV cx Pla,s)(T)))- O

Now we apply Lemma 5.2 to the case ( = ¢. Then, §(¢) is a sentence and
L(P(p)) = {code(w,n) | (L) (w) =n# L}.Notethat L(P(y)) is h-unambiguous,
since for every w € X* there exists at most one u € L(P(p)) with h(u) = w. If we
let 3 = &(¢p), then we obtain the desired decomposition [p] = h((valog) N L(S)).
Hence WA L-definability implies unambiguous recognizability.

Now we show the converse part of Theorem 5.1 (a), i.e., we show that unam-
biguous recognizability implies WA L-definability. Let A = (Q, I, T, F, wt) be an
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unambiguous WBA over X and V. First, using the standard approach, we describe
runs of A by means of MSO-formulas. For this, we fix an enumeration (¢;)1<i<m
of T" and associate with every transition ¢; a second-order variable X; which keeps
track of positions where ¢ is taken. Then, a run of A can be described using a for-
mula § € MSO(X) with FREg(S) = {X1,..., X;,,} which demands that values
of the variables X1, ..., X,, form a partition of the domain of an input word, the
transitions of a run are matching, the labels of transitions of a run are compatible
with an input word, a run starts in I and visits some state in I infinitely often.
Let 1 € M be an arbitrary default weight. Consider the WAL(X', Vy )-sentence

=W (3X;..3X,,,.0) N (NX1..NX,, . [W(B) = N[ 12, Xi(z) = (z — wi(t;))]).

It can be shown that [¢] = [A]. Hence unambiguous recognizability implies
‘WA L-definability.

5.2 Nondeterministic Case

Now we sketch of the proof of Theorem 5.1 (b). First we show that e WAL-
definability implies nondeterministic recognizability. The idea of our proof is
similar to the unambiguous case, i.e., via a decomposition of a e WA L-sentence.
Let 1 € M be a default weight and ¢ € eWAL(X,V;) a sentence. We may
assume that ¢ = Uzq...Uz,.UX;...UX;. where p € WAL(X,Vy) and 2, ..., 2k,
X1, ..., X are pairwise distinct variables. Again, we will establish a decompo-
sition [¢] = h((valog) N L(B)) for some alphabet I', renamings h : ' — X
and g : I' — M, and an MSO-sentence 3 over I'. Note that, as opposed to the
unambiguous case, the w-language £(f3) is not necessarily h-unambiguous. Then,
the quantitative w-language L is recognizable over V by Theorem 3.1 (b) and the
classical Biichi theorem (which states that £(3) is a recognizable w-language). As
opposed to the unambiguous case, the extended alphabet I' must also keep track
of the values of the variables 1, ..., xg, X1, ..., X;. Let V = {x1, .., zp, X1, ..., Xi }
and A, be defined as in the unambiguous case. Then we let I' = X x A, x 2V
and define h, ¢ as in the unambiguous case ignoring the new component 2V.
Finally we construct the MSO-sentence 3 over I'. The construction of § will be
based on Lemma 5.2. Let #(p) € MSO(X x A,) be the formula constructed in
Lemma 5.2 for ( = ¢. By simple manipulations with the predicates P, (x) of
®(¢) (describing that the 2¥-component is arbitrary), we transform ®(¢) to the
formula @(p) € MSO(I). Using the standard Biichi encoding technique we con-
struct a formula ¢ € MSO(I") which encodes the values of V-variables in the 2V-
component of an w-word over I'. Then we let 5 = Jz...324.3X1...3X. (0 AD(p)).
It can be shown that [¢] = h((valog)NL(3)). Hence eWAL-definability implies
recognizability.

Now we show that recognizability implies e WAL-definability. Our proof
is a slight modification of our proof for the unambiguous case. Let
A=(Q,I,T, F,wt) be a nondeterministic WBA. Adopting the notations from
the corresponding proof of Subsect. 5.1, we construct the eWAL(X, V; )-sentence
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o =UX1..UX,, . (W(B) = Mz[", X;(z) = (z— wi(t;))).

It can be shown that [¢] = [A]. Hence recognizabilty implies eWAL-
definability.

6 Discussion

In this paper we introduced a weight assignment logic which is a simple and
intuitive logical formalism for reasoning about quantitative w-languages. More-
over, it works with arbitrary valuation functions whereas in weighted logics of
[12], [14] some additional restrictions on valuation functions were added. We
showed that WAL is expressively equivalent to unambiguous weighted Biichi
automata. We also considered an extension of WAL which is equivalent to non-
deterministic Biichi automata. Our expressiveness equivalence results can be
helpful to obtain decidability properties for our new logics. The future research
should investigate decidability properties of nondeterministic and unambigu-
ous weighted Biichi automata with the practically relevant valuation functions.
Although the weighted w-automata models [7] do not have a Biichi acceptance
condition, it seems likely that their decidability results about the threshold prob-
lems hold for Biichi acceptance condition as well. It could be also interesting to
study our weight assignment technique in the context of temporal logic like
LTL. Our results obtained for w-words can be easily adopted to the structures
like finite words and trees.
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