Unary Probabilistic and Quantum Automata
on Promise Problems

1(=

Aida Gainutdinova! ®? and Abuzer Yakaryilmaz?

! Kazan Federal University, Kazan, Russia
aida.ksu@gmail.com
2 National Laboratory for Scientific Computing, Petrépolis, RJ 25651-075, Brazil
abuzer@lncc.br

Abstract. We continue the systematic investigation of probabilistic
and quantum finite automata (PFAs and QFAs) on promise problems
by focusing on unary languages. We show that bounded-error QFAs
are more powerful than PFAs. But, in contrary to the binary prob-
lems, the computational powers of Las-Vegas QFAs and bounded-error
PFAs are equivalent to deterministic finite automata (DFAs). Lastly, we
present a new family of unary promise problems with two parameters
such that when fixing one parameter QFAs can be exponentially more
succinct than PFAs and when fixing the other parameter PFAs can be
exponentially more succinct than DFAs.

1 Introduction

Promise problems are generalizations of language recognition. The aim is, instead
of separating one language from its complement, to separate any two disjoint lan-
guages, i.e. the input is promised to be from the union of these two languages.
Promise problems have served some important roles in the computational com-
plexity. For example, it is not known whether the class BPP (BQP), bounded
error probabilistic (quantum) polynomial time, has a complete problem, but,
the class PromiseBPP (PromiseBQP), defined on promise problems, has some
complete problems (see the surveys by Goldreich [12] and Watrous [27]).

In automata theory, the promise problems has also appeared in many different
forms. For example, in 1989 Condon and Lipton [9] defined a promised version of
emptiness problem for probabilistic finite automata (PFAs), and showed its unde-
cidability by using a promised version of equality language (EQ = {a"b"|n > 0}),
solved by two-way bounded-error PFAs, which was also used to show that there
is a weak constant-space interactive proof system for any recursive enumerable
language.

On the other hand, up to our knowledge, some systematic works on promise
problems in automata theory have been started only recently. An initial result
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was given to compare exact quantum and deterministic pushdown automata [20],
the former one was shown to be more powerful (see also [21] and [22] for the
results in this direction). Then, the result given by Ambainis and Yakaryilmaz
[6], the state advantages of exact quantum finite automata (QFAs) over deter-
ministic finite automata (DFAs) cannot be bounded in the case of unary promise
problems, has stimulated the topic and a series of papers appeared on the suc-
cinctness of QFAs and other models [1,8,13,14,30,31]. In parallel, the new results
were given on classical and quantum automata models [11,24]:

— There is a promise problem solved by exact two-way QFAs but not by any
sublogarithmic probabilistic Turing machine (PTM).

— There is a promise problem solved by an exact two-way QFA in quadratic
expected time, but not by any bounded-error o(loglogn)-space PTMs in
polynomial expected time.

— There is a promise problem solvable by a Las Vegas realtime QFA, but not
by any bounded-error PFA.

— The computational power of deterministic, nondeterministic, alternating,
and Las Vegas PFAs are the same and two-wayness does not help.

— On the contrary to tight quadratic gap in the case of language recognition,
Las-Vegas PFAs can be exponentially more state efficient than DFAs.

— The state advantages of bound-error unary PFAs over DFAs cannot be
bounded.

— There is a binary promise problem solved by bounded-error PFAs but not
by any DFA.

In this paper, we provide some new results regarding probabilistic and quan-
tum automata on unary promise problems. We show that bounded-error QFAs
are more powerful than PFAs. But, on contrary to the binary problems, the
computational power of Las-Vegas QFAs and bounded-error PFAs are equiva-
lent to DFAs. Lastly, we present a new family of unary promise problems with
two parameters such that when fixing one parameter QFAs can be exponentially
more succinct than PFAs and when fixing the other parameter PFAs can be
exponentially more succinct than DFAs.

2 Preliminaries

In this section, we provide the necessary background to follow the remaining
part. We start with the definitions of models and the notion of promise problems.
Then, we give the basics of Markov chain which will be used in some proofs.

2.1 Definitions
A PFA P is a 5-tuple P = (Q, X, {A, | 0 € X}, v9,Qq), where

— @ is the set of (classical) states,
— X is the input alphabet,
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— vp is a |@|-dimensional stochastic initial column vector representing the ini-
tial probability distribution of the states at the beginning of the computation,

— A, is a (left) stochastic transition matrix for symbol o € X' where A, (j,1)
represents the probability of going from the ith state to the jth state after
reading o, and

— @, is the set of the accepting states.

The computation of P on the input w € X* can be traced by a stochastic column
vector, i.e.
vj = Ay, V-1,

where 1 < j < |w|. After reading the whole input, the final probabilistic state
is v),,|. Based on this, we can calculate the accepting probability of w by P,
denoted fp(w), as follows:

fr(w) =" v ()-

2 €Qa

If all stochastic elements of a PFA are restricted to have only Os and 1s, then
we obtain a DFA that starts in a certain state and switches to only one state
in each step, and so the computation ends in only a single state. An input is
accepted by the DFA if the final state is an accepting state.

There are different kinds of quantum finite automata (QFAs) models in the
literature. The general ones (e.g. [3,15,29]) can exactly simulate PFAs (see [26]
for a pedagogical proof). In this paper, we present our results based on the
known simplest QFA model, called Moore-Crutcfield QFA [19]. Therefore, we
only provide its definition. We assume the reader knows the basics of quantum
computation (see [26] for a quick review and [23] for a complete reference).

A MCQFA M is 5-tuple M = (Q, X, {U, | 0 € X}, |vo), Qq) where, different
from a PFA,

— |ug) is a norm-1 complex-valued column initial vector that can be a super-
position of classical states and represents the initial quantum state of M at
the beginning of the computation, and,

— U, is a unitary transition matrix for symbol o € X where U, (j, ) represents
the amplitude of going from the ith state to the jth state after reading o.

Traditionally, vectors are represented with “ket” notation (|-)) in quantum
mechanics and computations. The computation of M on the input w € X*
can be traced by a norm-1 complex-valued column vector, i.e.

[vj) = Uw,;lvj-1),

where 1 < j < |w|. After reading the whole input, the final quantum state
is [v},|). Based on this, a measurement operator is applied to see whether the
automaton is in an accepting or non-accepting state. The accepting probability
of w by M is calculated as:

Fra(w) =7 o) ()

3 €EQa
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A Las Vegas PFA (or QFA) never gives a wrong decision, instead giving the
decision of “don’t know”. Formally, its set of states is divided into three disjoint
sets, the set of accepting states (Q,), the set of neutral states (@), and the set
of rejecting states (@, = Q \ Qq U Q). At the end of the computation, the
decision of “don’t know” is given if the automaton ends with an neutral state.
The probability of giving the decision of “don’t know” (rejection) is calculated
similar to the accepting probability by using @, (Q,) instead of Q.

A promise problem P C X* is composed by two disjoint languages Pyes and
P.o, where the former one is called the set of yes-instances and the latter one is
called the set of no-instances.

A promise problem is said to be solved by a DFA if any yes-instance is
accepted and any no-instance is rejected. A promise problem is said to be solved
by a PFA or QFA with error bound € < % if any yes-instance is accepted with
probability at least 1 — € and any no-instance is rejected with probability at
least 1 — e. If all yes-instances are accepted exactly, then it is said the promise
problem is solved with one-sided bounded error. In this case, the error bound
can be greater than % but it must be less than 1, i.e. € < 1. Lastly, a promise
problem is said to be solved by a Las Vegas PFA or QFA with success probability
p>0,

— if any yes-instance is accepted with probability at least p and it is rejected
with probability 0, and,

— if any no-instance is rejected with probability at least p and it is accepted
with probability 0.

In the case of promise problems, we do not care about the decisions on the strings
from X*\ P.

2.2 The Theory of Markov Chains

The computation of a unary PFA can be described by a Markov chain. Here we
present some basic facts and results from the theory of Markov chains that will
be used in some proofs. We refer the reader to [16] for more details and [5] and
[18] for some similar applications.

The states of a Markov chain are divided into ergodic and transient states.
An ergodic set of states is a set which a process cannot leave once it has entered,
a transient set of states is a set which a process can leave, but cannot return
once it has left. An arbitrary Markov chain has at least one ergodic set. If a
Markov chain C' has more than one ergodic set, then there is absolutely no
interaction between these sets. Hence we have two or more unrelated Markov
chains lumped together and can be studied separately. If a Markov chain consists
of a single ergodic set, then the chain is called an ergodic chain. According to
the classification mentioned above, every ergodic chain is either regular or cyclic
(see below).

If an ergodic chain is regular, then for sufficiently high powers of the state
transition matrix, M has only positive elements. Thus, no matter where the
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process starts, after a sufficiently large number of steps it can be in any state.
Moreover, there is a limiting vector of probabilities of being in the states of the
chain, that does not depend on the initial state.

If a Markov chain is cyclic, then the chain has a period ¢ and all of its states
are subdivided into t cyclic subsets (¢ > 1). For a given starting state a process
moves through the cyclic subsets in a definite order, returning to the subset with
the starting state after every t steps. It is known that after sufficient time has
elapsed, the process can be in any state of the cyclic subset appropriate for the
moment. Hence, for each of ¢ cyclic subsets the t-th power of the state transition
matrix M describes a regular Markov chain. Moreover, if an ergodic chain is a
cyclic chain with the period t, it has at least ¢ states.

Let C1,...,C; be cyclic subsets of states of Markov chain with periods
t1,...,t;, respectively, and D be the least common multiple of tq,...,%. For
each cyclic subset C after every D steps, the process can be in any state of C'
and the Dth power of M describes a regular Markov chain for this subset. From
the theory of Markov chains it is known that there exists an ag.. such that
lim, o o’ 2 = ay,ee, where ol . represents the probability of process being in
accepting state(s) after the ith step. Hence, for any § > 0, there exists an ro > 0
such that
r-D T/»D| <4

acc aacc

|a
for any 7,1’ > rq.
Moreover, since a’.L

point, say gec(;) for any j € {1,...,D —1}.

has a limit point aye., each af2%7 has also a limit

3 The Computational Power of Unary PFAs and QFAs

First we show that any unary promise problem solved by a QFA exactly (without
error) can also be solved by DFAs.

Theorem 1. If a unary promise problem P = (Pyes,Pno) is solved by a QFA
exactly, then it is also solved by a DFA.

Proof. Let M be a QFA solving P exactly. The automaton M also defines a
language with cutpoint 0, say L, i.e. any string accepted with a non-zero (zero)
probability is a member (non-member). Then, we can easily obtain the following
two facts:

— Since each yes-instance of P is accepted with probability 1, it is also a member
of L. Thus, Pyes is a subset of L.

— Since each no-instance of P is accepted with probability 0, it is also a member
of L. Thus, Py, is a subset of L.

Any unary language defined by a QFA with cutpoint 0 (or equivalently recog-
nized by a nondeterministic QFA [28]) is a unary exclusive language and it is
known that any such language is regular (Page 89 of [25]). Thus, L is a unary
regular language and there is a DFA, say D, recognizing L. So, D can also solve
promise problem P: D accepts all members of L including all Pyes and it rejects
all members of L including all P,. O
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We can extend this result also for Las Vegas QFAs.

Theorem 2. If a unary promise problem P = (Pyes,Pno) is solvable by a Las
Vegas QFA with a success probability p > 0, then it is also solvable by a DFA.

Proof. Let M be our Las Vegas QFA solving P with success probability p > 0.
We can obtain a new QFA M’ by modifying M as follows: M’ rejects the
input when entering a neutral state at the end of the computation. Then, any
member of Py is accepted by M with probability at least p and any member
of Py, is accepted by M’ with probability 0. After this, we can consider M’ as
a nondeterministic QFA and follow the same reasoning given in the previous
proof. O

Since Las Vegas QFAs and DFAs define the same class of unary promise
problems, one may ask how much state efficient QFAs can be over DFAs. Due
to the result of Ambainis and Yakaryilmaz [6], we know that the gap (on unary
promise problems) cannot be bounded. (Note that, in the case of language recog-
nition, there is no gap between exact QFA and DFA [17] and the gap can be
at most exponential between bounded-error QFAs and DFAs (see e.g. [2]).) On
the other hand, as mentioned before, over binary promise problems, Las Vegas
QFAs are known to be more powerful than bounded-error PFAs [24]. An open
question here is whether exact QFAs can solve a binary promise problem that
is beyond the capabilities of DFAs.

Las Vegas PFAs and DFAs have the same computational power even on
binary promise problems and the tight gap on the number of states is expo-
nential [11]. Currently we do not know whether this bound can be improved on
unary case and we leave it as a future work. Here we show that making two-
sided errors does not help to solve a unary promise problem that is beyond of the
capability of DFAs. However, remark that, the state efficiency of bounded-error
unary PFAs over unary DFAs also cannot be bounded [11].

Theorem 3. If a unary promise problem P = (Pyes,Pno) is solved by a PFA,
say P, with error bound € < %, then it is also solvable by a DFA.

Proof. The computation of P can be modelled as a Markov chain. Let P has n
states and D be the least common multiple of periods of cycles of Markov chain
(see the Section 2.2). So, P has D limiting accepting probabilities as described
in Section 2.2, say

AXace(0)s Xace(1)r - -+ » Xace(D—1)+

For any small § > 0, there is an integer 7 such that, for each j € {0,..., D —1},
we have the inequality |faq(a”™P%7) = agee(j)| < 6 for all 7 > rq. Let’s pick a
¢’ > 0 such that, for any index ¢ € {0,..., D — 1}, the interval |agc.(;y — 0| does
contain at most one of the points 1 — € and ¢, which is always possible since the
gap between these two points (1 — 2¢) is non-zero. For this §’, we also have a r{
such that, for any j € {0,...,D — 1}, fa(a”P*7) is in the interval |tace() — O
for all r > r{.
We can classify aqq.(7) as follows:
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— It is at least % Then, fa(a™ P+ ) cannot be € or less than € for any r > r.
— It is less than % Then, fa(a”P+7) cannot be 1 — € or greater than 1 — e for
any r > ro.

Thus, a D-state cyclic DFA with the following state transitions
qgo 7 q1 — - —qj — - —(gdp-1 4o

can easily follow the periodicity of P. Moreover, if aue.(j) belongs the first
(second) class of the above, then ¢; is an accepting (a non-accepting) state.
Thus, our cyclic DFA can give the same decisions of P on the promised strings
with length at least 7o - D. The remaining (and shorter) promised strings form
a finite set and a DFA with (r{, - D — 1) states can give appropriate decisions on
them. Therefore, by combining two DFAs, we can get a DFA with - D + D
states that solves the promise problem P. a

Now we show that unary QFAs can define more promise problems than PFAs
when the machines can err. We present our quantum result by a 2-state MCQFA.
Then, we give our impossibility result for unary PFAs.

Let ¢ be a rotation angle which is an irrational fraction of 2w. For any
6 € (0,7%), we define a unary promise problem L = {19 19} as

yes’ ~no

~ L9 = {ad"| kp € [Ir — 6,lr + 0] for some | > 0},

yes

~ 1Y ={d" | kp € lr + T —0,lx + T + 0] for some | > 0}.

Theorem 4. There is a 2-state MCQFA M solving the promise problem LY
with error bound sin?@ < L. Moreover, M is defined only with real number

2
transitions.

Proof. Let {qi1,¢2} be the set of states of M and ¢; be the initial and the only

accepting state. The unitary operation is a rotation on |q;) —|¢2) plane with the

angle ¢. (Note that, there are infinitely many ¢ whose rotation matrices contain
5

only rational numbers, e.g. arcsing,arcsin 13, arcsin %, etc.). It is straightfor-

ward that, after reading a¥, the final quantum state becomes

|vg) = cos(ke)|q1) + sin(ke)|q2),

and so a¥ is accepted by M with probability cos?(k¢). It is clear that M takes
a* and leaves it as |vy) before the measurement, which can be seen as a map
from an angle to a point on the unit circle. Therefore, the bounds on k¢ give
similar bounds on |v), that allows M to solve the problem with bounded error.
Now, we show that sin®(f) < 3 can be a bound on the error.

If a* is a yes-instance, we have cos@ < |cos(ky)| < 1. Then, the accepting
probability can be bounded as cos? § < cos?(kp) < 1. That is, any yes-instance
is accepted with probability at least cos?(#), which is equal to 1 — sin?(6). In
other word, the error for yes-instances can be at most sin? 6.

If a* is a no-instance, 0 < | cos(ky)| < sin 6. Then, the accepting probability
can be bounded as 0 < cos2(k<p) < sin? 6. That is, any no-instance is accepted
with probability at most sin? 6, i.e. the error can be at most sin®# for any no-
instance. a
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Theorem 5. There exists no PFA solving the promise problem LY for any error

bound € < %, where 6 € (0, %).

Proof. We prove by contradiction. Let P = (Q, {a}, M,vo,Q,) be a PFA solving
L? with error bound e < % The computation of P can be described by a Markov
chain and the states of P can be classified as described in Section 2.2. Let
C1,...,C; be cyclic subsets of states of Markov chain with periods t4,...,1,

respectively, and D be the least common multiple of ¢1,... ;.
We pick a yes-instance a” € LY and define the set A" = {a"**P | k € Zt}.

Now, we show that A" contains some no-instances, i.e. A" N LY  # 0.
Claim. A" N LY .

Proof of the Claim. As verified from the definition of L?, each string can be
associated to a point on the unit circle. Let v, be the angle of the point corre-
sponding to our yes-instance a”. So we have that v, € [-0,0] U [x — 0,7 + 0.
From now on, we consider all angles up to 27 and omit the period 27 from
the value of angles. An input o/ is a no-instance (a/ € LY ) if and only if
v €5 —0,5+60lU[3% — 6,35 4 6]. We need to show that there is an [ € Z*
such that a"™P € LY that means v,4p € [5 — 0,5 + 0] U[3% —6,3% +6].

Reading D letters of the input corresponds to a rotation on the circle by the
angle Dy. Let 8 = Dy — 2wm for some m € N satisfying 8 € (0, 2m). Since ¢
is an irrational multiple of 7, 8 is also an irrational multiple of . It is a well
known fact that rotations with an angle of irrational multiple of 7 is dense on
the unit circle. So the points corresponding to {a”* | k € Z*} are dense on the
unit circle (and none of two strings from this set corresponds to the same point
on the unit circle).

So for each point 7, € [—6,0] (or for each point v, € [r — 0,7 + 0]), there
exists an [ € Z* such that v,4p € [5 — 0,5 + 0] U [35 — 0,35 + 6]. Therefore,
the set A" = {a"**P | k € Z*} contains some no-instances. This completes the
proof of the claim. <

After reading a™, the final state is v, = M"vy. Since there is no assumption
on the length of @™, it can be arbitrarily long. Assume that n is sufficiently big
providing that

Fp(a™"P) — fp(a™ D) < £ — e
for any r,7’. Remember from Section 2.2 that this assumption follows from
Markov chain theory and the bound approaches to 0 when n — oco. If a promise
problem is solvable with an error bound e, then the difference between the accept-
ing probabilities of a yes-instance and a no-instance is at least 1 — 2¢. The set
A™ has at least one no-instance whose accepting probability cannot be less than
%, since (i) the minimal accepting probability for a member is 1 — € and (ii)
we can obtain at least % if we go away from 1 — € with % — €. However, this
no-instance must be accepted with a probability at most € < % Therefore, the
PFA P cannot solve the promise problem L? with an error bound € < % |
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4 Succinctness

For each n € Z*, we define a family of unary promise problems F,, = {L¥® | k €

Z*} as follows. Let p; be the j-th prime, Py, = {pn,Pn+1,---,Pntk—1} be the

set of primes from n-th to (n + k — 1)-th one, and N = p,, - pry1 - Dntk—1-
The promise problem L¥® = {LE2 152} is defined as

yes’ ~no

- L?;}I;Z{am|m50 mod N } and
— L = {a™ | m mod p; € [ﬁ 3%} U [%7 %} for at least 2 different p;

8 b
from the set Py }.

Here we can use Chinese remainder theorem to show that the number of no-
instances is infinitely many.

Lemma 1. There are infinitely many strings in LEP.

Proof. If positive integers p1, p2, ..., P, are pairwise coprime, then for any inte-
gers ri, 7T, ...,y satisfying 0 < r; < p; (i € {1,2,...,n}), there exists a number
K, such that K = r; (mod p;) for each i € {1,2,...,n}. Moreover, any such K
is congruent modulo the product, N = p; - - - p,. That is all numbers of the form
K + N - m will satisfy this condition, where m € Z¥. a

Theorem 6. For any n € Z*, the promise problem L¥® can be solvable by a
2k-state MCQFA, say My, such that yes-instances are accepted exactly and
no-instance are rejected with probability at least %

Proof. We use the technique given in [4,5]. The set of states of automaton My, ,
is {¢?,4q1,...,4),q}} and the ones with superscript “0” are the accepting states.
The initial quantum state is

joo) = %m% + ﬁ|q3> Tt %mgw

During reading the input, the states |¢}) and |gj) form a small MCQFA isolated
from the others, where 1 < j < k. For each letter a, a rotation with the angle
21 is applied on {|q?), [q})}:

[ cos(2m/p;) sin(2m/p;)
vi= (—sin(%/pj) COS(ZWPJ)) '

Then, the overall transition matrix is

Uy, 0---0

0U;--- 0
U= -

00 .---Uyg

where 0 denotes 2 x 2 zero matrix.
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For any input a" the final state of My, ,, is

k
|om) = ZCOS Iq]>+sm( pl)lq}>).

For any yes-instance, m is multiple of N and so each m2% will be a multiple
of 2. Then, the final state is in a superposition of only the acceptlng states, i.e.

o) = =3 1)
m —\/Ej:1qjv

and so the input is accepted with probability 1.
For any no-instance, on the other hand, it holds that (m mod p;) is in

&%ija 7pj
87 8 8 7 8

one of them, then its contribution to the overall rejecting probability is given by

271')

sin? (m—
Dj

2 when (m mod p;) is equal to one of the

border. Since there are at least 28 of them, the overall rejecting probability is

at least % O

} for at least 2¢ different p;’s from the set Py ,. If p; is

P S -

which takes its minimum value

??‘

Theorem 7. Any bounded-error PFA solving the promise problem L¥® needs
2(k(n+ k)logn) states. (See [10] for the details)

Theorem 8. For any n > 0, there is a O(k(n + k)log(n + k))-state PFA Py,
solving the promise problem L¥® with one-sided error bound %

Proof. Let Py, n, shortly P, be (Q, {a}, {A}, v, Qq), where

- Q={¢;li=1,....k;j=0,...,pnyi-1 — 1} and pp,...,pptr—1 are the
primes from the set Py ,,,

— v is the initial probabilistic state such that the automaton is in the state
¢;,0 with the probability % for each i = 1,...,k, and,

- Qa :{qi70 |Z:1,7k}

The transitions of P are deterministic: after reading each letter, it switches from
state gij t0 ¢ j+1 (mod pnsir)- In fact, P executes k copies of DFAs with equal
probability. The aim of the i-th DFA is to determine whether the length of
the input is equivalent to zero in mod p,4;—1. By construction it is clear that
P accepts any yes-instance with the probability 1 and any no-instance with
probability at most %

The number of states is |Q| = pn+- -+ Pntk—1. It is known [7] that the n-th
prime number p,, satisfies p,, = ©(nlog(n)) and so

n+k—1

Q= Y pa < O(k(n+k)log(n +k)).

r=n
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Now, we give a lower and upper bound for DFAs.

Theorem 9. For any n > 0, any DFA solving the promise problem L¥® needs
Q(nlog(n))s states. (See [10] for the details)

Theorem 10. For anyn > 0, there is a O((n+£)log(n+ %))g-state DFA Dy, ,
solving the promise problem L*™ € F,,. (See [10] for the details)

DFA PFA QFA
lower bounds (nlogn) 5 2(k(n+ k)logn) 1
upper bounds|O((n + &) log(n + £))5 [O(k(n + k) log(n + k))| 2k

Fig. 1. The summary of upper and lower state bounds for L*®

We give the summary of the results in Figure 1. The bounds for DFAs and
PFAs are almost tight and currently we do not know any better bound for QFAs.
Moreover, if we pick n = 2%, then we obtain an exponential gap between QFAs
and PFAs. On the other hand, if we pick n = k, then we obtain an exponential
gap between PFAs and DFAs.
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